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SOLUTION OF MULTISTAGE SEPARATION PROBLEMS 

BY USING DIGI'l'AL COMPUTERS 

John Hi~ Duffin 

Lawrence Radiation 'Laboratory and Department of Chemical Engineering 
University of California, Berkeley, California 

June 1959 

ABSTRACT 

Methods of solving various problems in multistage separation 

operations are presented. These methods are illustrated by solving 

specific problems using both medium (IBM 650) and large (IBM 701) digital 

computers. 

Separat:iiG>nS by distillation normally encountered in the petroleum 

and chemical industries are covered in detail from the initial considera­

tions of variable analysis to the final convergent solution of a given 

problem. Various methods of attacking a problem are presented and combi­

nations of these methods that produce convergent solutions are suggested 

and illus.trated. By means of appropriate equations, an operating unit is 

simulated on a computer and its behavior is studied as a steady-state or 

convergent solution is approached. 

Problems in distillation occur where an infinite rather than a 

discrete mixture is used, and methods of attack and illustrations are given 

for problems of this type. By using these methods it is possible to simu­

late such complex industrial units as crude-oil distillation columns. 

Nonideal equilibrium problems are also covered; methods of attack 

are presented as well as illustrations for a specific problem. 

Since .methods developed for distillation operations should apply, 

with ·appropriate modifications, to any multistage process, liquid-liquid 

extraction is considered finally. A method of attack for problems of this 

type is developed and solutions of problems are given. 
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I. INTRODUCTION AND CONSIDERATION OF VARIABLES 

AND DATA FUNCTIONS 

In the past, a large amount of effort has been expended in 

studies of calculational procedures for certain problems in multistage 

separation processes. In distillation, for example, the classic problem 

which has received most attention is the design of a column for a speci­

fied separation of two components of a mixture. For this problem, the 

reflux flow is set at a value greater than· the minimum for the separation, 

and an attempt is made to estimate the product amounts for all components 

other than the two specifj/ed.. The number of stages req_uired is then 

calculated, usually by a stage-to-stage procedure from one or both ends 

of the column. Unfortunately, except for relatively fe~ problems, the 

calcu~ations are not easily done, but the hard work of such approaches 

is now done by digital computers. If the eq_uilibria are nonideal, the 

product compositions cannot be estimated with any certainty, and, in ad­

dition, stage-by-stage calculations become complex and difficult. Again, 

if the column is producing more than two products from a mu~ticomponent 

mixture, the necessary estimation of the product compositions is difficult. 

In addition to these difficulties, the calculational procedures 

developed for.the solution of the classic problems are not well adapted 

to the solution of other common and eq_ually important problems which arise 

in the operating of existing columns. Examples of this type of problem 

are (a) the analysis of the operation of an existing unit to determine 

whether a .separation might be improved and how this might be done, (b) the 
-

calculation of the capacity of an available column when put into use for 

a .specified separation, or (c) the effect of a change in feed stock or some 

other variable on a .series of interconnected columns. Any of these prob­

lems could be of considerable importance in determining the optimum use of 

eq_uipment. With the growing prominence of linear programming and opera­

tions research methods, the solution of problems such as these becomes 

increasingly important:.· 

Calculation methods for existing columns are presented in this 

work. The basic eq_uations and procedures employed in some of these methods 
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have been discussed by Thiele and Geddes, 35 Hummel,
19, Donnell and 

T~bin,7 .and others,l,B,l4,l6, 23, 29 but the usefulness of the methods 

has not been widely appreciated beeause of'-the lack of elaboration of 

the techniques of solution. The advent of small and l!:!Xge digital 

computers has stimulated interest in the solution of these problems 

and has brought to light many diff5.culties in obtaining convergent 

solutions for problems involving the myriad variations in column types, 

column feeds, product requirements)' etc. , which commonly occur in 

industrial practice, 

Design Variables 

The calculation procuedres to be discussed in subsequent 

sections of.fer a means of solution to a wide variety of separation 

problems. The very fact that they are so versatile, however, requires 

that in their utilization a thorough 1mderstanding ~e had of the 

formulation or setting up of the separation'problems. Setting up or 

describing the fractionation to be calculated is essentially a mlatter 

of assigning values to the number of independent variables needed to 

define the problem. The calculation then yields the values of all the 

dependent variables. 

Although it is quite as imp·ortant as the calculation, the 

subject of problem description has, until rec~ntly, been neglected in 
13 20 . 

distillation literature. Gilliland and Reed, and Kwauk have pre-

sented papers giving ~ rigorous treatment of problem description, and 

Robinson and Gi.J:IiJ..ana
28 

touch on the subject in their book. The great 

bulk of the literature has been concerned with development of calcu­

lation methods suitable to the design of columns, and the problem set 

up to test the methods has almost inevitably been the same, viz., the 

independent variables have been two separation specifications, the re­

flux or reflux ratio and the stipulation that the feed plate was to 

he located at the optimum point. Here, then, calculations are made 

primarily to obtain values for the number of enriching and stripping 
.• 

stages, although they also yield the separation that will result for 

eacli component of the feed. This problem has been illustrated so often 
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that its formulation is intuitive to one working in distillation design. 

However, the simple, general rule which governs what and how many vari­

ables are independent and must be set to define a separation problem is 

not well known. Therefore it becomes desirable to state and discuss 

the rule. The rule as discussed here is, in essence, the same as the 

elegant formulations of Kwauk. but is much easier and quicker to apply. 

Associated with any fractionation problem is a number of 

variables which describe the column and its operation. These variables 

are flows, temperatures, separation specifications, number of stages, 

column diameter, and in general, any quantity that satisfies the re­

quirement of describing the column or its operation. Obviously, not al:l 

these variables are independent and can be arbitrarily set, and the 

number of independent ones changes with the column used and the operation 

performed. A simple general problem-description rule, called the 

Description Rule, can be state'd, and the rule will hold for any multi­

stage contacting unit. It is as follows: To completely describe the 

separation operation, a number of independent variables must be set equal 

to the number that can be set by construction or controlled by external 

means. Setting a lesser number in the problem description yields an 

infin1~ude of answers in solving for values of the remaining variables, 

whereas setting a greater number may lead to no answer. 

The use of the rule is extremely simple, but the terms vari­

ables which can be set by construction or controlled by external means 

are unfortunately vague and can best be clarified by use of examples. 

A simple distillation column is shown in J:i'ig. la, and the process of 

drawing the figure is tantamount to construction. Any feature of the 

column drawn has been set by construction and hence is an independent 

variable. Not all the features of the column, however, enter the: 

fractionation equations which can be written, and so these extraneous 

features can be neglected. The important independent variables that 

can be set in the figure are the numbers of theoretical stages in each 

column section. The fractionation equations written must, of course, 

recognize such a structural stiplulation as a partial condenser, but 
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the influence of the bulk of the structural details on the fractionation 

can at present be only implicitly expressed in the estimate of the over­

all stage efficiency for each section. 

In addition to being able to construct the column of Fig. la 

with any desired number of theoretical stages in the two sections, there 

are a .number of variables which can be externally controlled and which 

can be determined by simply looking at the figure. It is apparent that 

an arbitrary amount of feed material may enter the column, that (with­

in limits) an arbitrary amount of energy or heat may enter the reboiler, 

and also that an arbitrary amount of energy or heat may be withdrawn at 

the condenser. There are, then, three additional independent variables. 

Lastly, it is apparent that the pressure at some point in the column can 

be arbitrarily set and controlled and that the feed may have any compo­

sition and energy content. 

The total list of independent variables which must be fixed 

to completely describe the problem is then 

Feed composition (N components) 
Feed amount 
Feed enthalpy 
Condenser duty 
Reboiler duty 
n1eoretical enriched stages 
Theoretical stripping stages 

Number of independent 
variables 

N-1 
1 
1 
1 
1 
1 
1 
1 

L. = N;-6 • 

Defining the fractionation problem with the N+6 specific in­

dependent variables above would almost never be done. In general, from 

the variables listed, setting the condenser and reboiler duties is of 

least interest, and setting the other variables is also of little inter­

est. Instead, it is usually preferable to specify someth~ng about the 

separation. Of course this can be done, si~ce, for this example, all 

the listed independent variables can be replaced, in describing the 

problem, with an equal number of any other independent variables; 
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variables are chosen which are most pertinent to the problem at hand. 

The Description Rule serves to tell how many of these in~ependent 

variables must be set. The ones used are then, at least in part, a 

matter of free choice. 

Practical limitations enter, however, in the selection of 

independent variables, because the calculations are too difficult to 

carry out unless certain variables are set. Thus it is imperative that 

variables describing the feed .and also the column-pressure variable be 

set' in order to do calculations, and it becomes convenient in thinking 

about the Description Rule to consider these as always set, as indeed 

tney are in almost all practical problems. For the column of Fig. la, 

the last four variables of the above list are available for replacement 

by other variables in a specific problem description. 

The Description Rule is just as easily applied to more complex 

operations. As a further example, Fig. 2a shows a distillation column 

with a side stream, s, withdrawn from a stage (sDp) in the enriching 

section. Again, the column may be fed with feed of.any amount, compo­

sition, and enthalPw, and may be operated at any pressure; these inde­

pendent variables c~ be considered as arbitrarily set. From inspection 

of Fig. 2a, the remaining independent variables are 

Condense.r duty 
Reboiler duty 
Enriched stages 
Intermediate stages 

(between side-drawn and feed 
stages) 

Stripping stages 
Side-drawn amount 

Number of independent 
variables 

1 
1 
1 
1 

1 
1 

L: = 6 

Thus, there are ~ix independent variables (in addition to feed variables . 

and column pressure) compared to four for the column and operation of 

Fig. la. 

.. 



.. 

sDp 

F __ -+1 F 

(a) 

-17-

steam 

b 

(b) 

Fig. 2 

b 

steam 

b 
ss 

MU-17905 



-18-

Probably the most complex column and operation that will nor­

mally encountered is a crude-oil distillation column, a somewhat sim­

plified illustration of which is shown in Fig. 2b. Again, all the feed 

variables and the column pressure are set, and the remaining variables • 

are written down by simply inspecting the figure and noting the points 

that may be controlled. 

Main stripping-steam amount 
Main stripping-steam enthalpy 
Side stripping amount 
Side stripper-steam enthalpy 
Enriched stages 
Intermediate stages 
Stripping stages 
Side-stripper stages 
Side-draw amount 
Condenser duty 
Reflux amount 

Number of independent 
variables 

1 
l 
1 
1 
1 
l 
l 
1 
1 
l 
l 

~ = ll 

The Description Rule may be applied with ease to any multi­

stage operation such as distillation, absorption, extraction, etc., and 

will yield the number of independent variables that must be set in 

defining a problem. However, as pointed out, the variables listed in 

applying the rule are those which are fixed either through construction 

or through direct external control; these are not necessarily of great­

est interest in the definition of a specific problem. When they are 

replaced with other independent variables, four considerations enter: 

(a) The replacement variables must be independent; 

(b) The variables listed in the problem descrd.ption must be set at 

values which lie within the limiting range of possible values; 

(c) Because all the remaining independent variables can usually be 

replaced.by others (more convenient or more pertinent), there is not a 

-completely free choice of substitution; 

(d) Those variables should be chosen which allow a reasonably easy 

calculation of a problem. Each of these considerations needs further 

discussion. 
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Variables are independent if they are not defined through a 

mass balance, an energy balancej or a fractionation equation defining 

the relation between concentrationsj stages, and flows. The column of 

Fig. la serves to illustrate these points. Consider the column operat­

ing to separate a given amount of feed (an N-component mixture of speciL 

fied composition and enthalpy) into a top product d and a bottom 

product b. It is apparent that the amount of component, 1, in the 

top product, d(x1 )d, and the amount of the same component in the bottom 

product, b(x1 )b, are not both independent, since we have 

However, one of the two [say, d(x1 )d] is independent. In the same way 

as for other components, d(x2 )d, d(x
3

)d, and d(x4)d are independent 

variables, since they are not connected through mass balances. It might 

be assumed that the amounts of all other components in the top product 

are also independent, but the Description Rule allows only four inde­

pendent variables; the remaining variables are thus dependent through 

fractionation relations. 

Variables may also be dependent through energy balance. This 

can be. determined for specific varibales only by writing the appropriate 

energy balance. However, because composition, amount, and temperature 

are needed to define an enthalpy flow, and since it is uncommon to set 

all these variables, this is seldom of concern. To illustrate again 

with Fig. la, it is possible (although it .seems at first glance unlikely), 

to set arbitrarily the temperatures of any four stages, since they are 

all independent variables. However, such a fractionation-problem defini­

tion would be unusual to say the least. 

The second consideration is sometimes of concern, because it is 

not always easy to find the limits within which certain variables must be 

set. Again, the column of Figo la, separating anN-component mixture, 

serves as an illustration. For purposes of this illustration, a useful 

variable for describing the separation of a specified component is 

introduced, viz't, the recovery fraction .of that component in a product. 
i . 
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The recovery fraction of component "i" in the top product is defined as 

the fraction of that component in the feed which appears in the top " 

product, and therefore for component "i" the recovery fraction becomes 

d(xi)d/F(xi)F and is assigned the symbol (/i)d. The recovery fraction .. 

of a component .in any other product, in this case the bottom product, 

is defined in a similar manner: (/i)b = b(xi)b/F(xi)F. If (as here) 

there are only two products, then we have (/i)d + (/i\ = 1, and only 

one of the variables is independent. 

A set of independent variables describing the problem might 

then be (/l)d, (/2)d, (/3)d, and reflux amount. Although these can all 

be set arbitrarily ---that is, they can take on an infinitude of 

values -there are certain limitations on these values. If the vapor­

liquid equilibria for the system of components are not highly nonideal 

and components 1, 2, a~d 3 are progressively less volatile, it is 

apparent that (/1) d must be greater than ( /2) d, which in turn must be 

greater than (/3)d. If (/l)d ana (/2)d are set first, they are limited 

only to values between 0 andl. If reflux quantity is set next, it is 

limited to values between the minimum necessary to effect the specified 

separation on 1 and 2 and infinite reflux. If reflux is then set at 

some value within these limits, (/3)d is now limited to values within 

those obtained with either a maximum number of enriched stages or a 

maximum number of stripping stages (usually an infinity of stages in 

either section). These limits could all be obtained by calculation, 

and if a separation problem were to be described by the four variables 

used above, it would be necessary to be certain that the values chosen 

were within the allowed limits. Fortunately, in the description of 

most fractionation problems, the independent variables employed are 

such that the limiting values for them are determined fairly easily and 

the problem can usually be set up very quickly, 

The third consideration states that although all the variables 

obtained through the Description Rule are independent, they are not 

necessarily all replaceable with a completely free choice of other inde­

pendent variables. This can best be shown by considering columns a, b, 

and c, of Fig. 1, for which it will be understood that all feed variables 
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and the pressure have been set. The only difference among these columns 

is that la has a partial condenser, lb has a total condenser, and lc has 

a total condenser plus a reflux cooler. The Description Rule will cor­

rectly predict the number of remaining independent variables that must 

be set to1 define a problem for each of these columns. These variables 

are shown in Table I. 

Table I 

Independent variables from Description Rule 

(in addition to feed variables and column pressure) 

Figure la 

Enriching stage:s 

Stripping stages 

Reboiler duty, ~ 

Condenser duty, QC 

Figure lb 

Enriching stages 

Stripping stages 

Reboiler duty, ~ 

Condenser duty, QC 

Reflux amount, r 

Figure lc 

Enriching stages 

Stripping stages 

Reboiler duty, ~ 

Condenser duty, QC 

Reflux amount, r 

Reflux cooler duty, Qr 

Regarding column la, all the variables listed in Table I have 

direct bearing on the fractionation being done, i.e., if any one of the 

variables is changed, the separa.tion will be changed, If the feed 

contains four components (1, 2, 3, 4, or more), then each of the varia­

bles listed could be replaced with the recovery fraction, of one of the 

components or with variables that are functions of concentrations, such 

as four stage temperatures. Thus, in theory at least, it would be 

possible to d~sign a column like la to perform a set separation on four 

components. 

With the column of lb, it might be expected that five inde­

pendent recovery fractions could be set, and (in like manner) six for 

lc. However, it is possible to represent lb and lc by the column shown 

in ld. In this last column the reflux stream has been separated from 

the top-product stream,as in reaiity this is what is occurring for the 

reflux streams of lb and lc, since they can be considered as following 

a closed cyc~e about the column tops. In all three cases, then, the 
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reflux streams have the same effect in producing l~quid flow off the 

top stage. Also, in ld, the top product has been shown as condensing 

in a separate condenser. Th,US, if the top product and reflux leave 

their condensers at the same temperature, ld becomes equivalent to lb; 

and if they leave at different temperatures, ld is equivalent to lc. 

It is apparent that the top-product condenser of ld has no influence 

on the fractionation, since it is completely removed from it. Also, it 

is apparent that the amount of reflux flow around the closed loop of ld 

is irrelevant, to the fractionation. The only variable relevant to the 

fractionation is the refluxing condenser duty, ~' or the heat extracted 

at the top stage; this can be.accomplished with an infinitude of external 

reflux flows, depending on subcooling. Hence, this heat load can be re­

placed in both lb and lc by a separat·ion variable or -- what is the same 

thing -- the condenser load of which it is a part can be replaced. 

Alternatively, the variables associated with the condenser might be 

taken as reflUJ!i:-.:amount and reflu,x temper~ture, in which case one or the 

other could be replaced by a frac~ionation variab1e but not both. In 

all thre.e cases, then ( la, lb, and lc); only four separation variables 

can be set. 

With the columns of lb and lc, if the reflux amount were set, 

it would still-be necessary to set the reflux temperature in the problem 

description. In lc, in addition to the reflux temperature out of the 

condenser, the reflux temperature fr.om.the>.cooletr. :would also.·have to..: .. --

Problem descriptions in which recovery fractions for several 

components. are to 'Qe set would b'e very uncommon, and actually these 

requirements cannot usually be met in operation if the feed conditions 

are invariant. Design equations do not correspond to operation because 

of lack of knowledge of plate efficiency, hence the operation must be 

adjustable to correct for this lack. By adjustment of condenser and 

reboi.ler duties, two Separation variables can be controlled. Within 

limits that are normally quite restrictive, additional separation vari·· 

ables can be controlled by changing feed enthalpy or feed stage location 

or by adding or r·emoving heat vri th'in the fract.icnati:ng par"t of the column, 

i.e., in reboiler vapor, in reflux from a partial condenser, or within 

the column proper. 

.• 
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The fourth consideration, that the variables chosen must be 

such as to lead to a reasonably easy calculation, is probably the most 

important. If the variables are .chosen to do this, the first two 

considerations are usually easily satisfied, since simplicity of calcu­

lation and simplicity of problem description usually occurs simultane­

ously. 

In discussing the courth consideration, it might be best to 

direct emphasis to the type of problems to be discus.sed in subsequent 

sections of this work. The problems to be discussed are those for 

which a column already exists or for which column design is to be ef­

fected by use of the alternate method of calculating the separation 

obtainable from a series of likely columns and picking the one giving 

the desired separation. In the setting up of fractionation problems 

of this type, then, the numbers of theoretical stages in each column 

section are always independent variables and are set in the problem 

description. If the calculation is to be done wfth any ease at all, as 

already noted, all feed variables and column pressure must be set, The 

number of independent variables remaining usually is small. For the 

column of Fig. la t~ere are only two; in more complex columns there are 

still relatively few remaining. However, as the calculations presented 

later will show, it is almost imper,ative that only one of the remai;ning 

variables be chosen as a separation variable for an individual component 

or the temperature at a particular point in the column, and that the 

remaining variables be chosen primarily as flows. In this case the 

independenpe and possible range of values of the variables are easily 

determined. 

With these restrictions, it might seem that the usefulness of 

the methods to be presented would be seriously limited. However, 

although the restrictions are sweeping, the calculations can still be 

applied to a very large number of problems. In fact, they can be ap­

plied to any problem and can be used with considerable facility on 

problems that are virtually impossible by other procedures • . 
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Data Functions 

In the calculations to be presented in subse~uent sections, 

two basic types of data are re~uired. The first is e~uilibrium data 

expressing the ratio of the mole fraction of a component in the vapor 

phase to its mole fraction in li~uid phase when both phases are in 

e~uilibrium; this ratio is 

(J_) e K
4 

, 
X 1 .._ 

where y = vapor-phase mole craction of component 

x = li~uid-phase mole fraction of component 

K = e~uilibrium constant for component "i". 

"i", 
H • 11 

~ ' 

The constant K is, in general, a function of temperature, 

pressure, and composition. However, the composition dependence of K 

is usually neglected on the basis of the assumption that hydrocarbon 

mixtures behave in an ideal manner in the li~uid phase. When mixture 

compositions are such that ideal behavior can no longer be assumed, 

special means are available for calculating K values, and these cases 

are covered in Section VII of this work. Li~uid-li~uid extraction 

calculations will also be considered, and here again e~uilibrium data 

are needed. In this latter case, nonideal conditions in both phases 

is almost a certainty, and K-value determinations once more must be 

done in a special manner, as will be shown in Section VIII. For the 

r~mainder of the calculations covered in Sections II through VI, K 

values will be assumed to be a function of only temperature and pressure. 

Generally, in distillation work, columns are designed in such 

a way that pressure drop experienced in passage through the column is 

~uite small. When the pressure drop is small, it is possible to assume 

that, for all prac.tical purposes, the column is operating at a constant 

pressure arbitrarily set at that obtaining at either end of the column 

or at some average of these values: The assumption of constant pressure 

reduces .. the. K Y.alue. to de:pemdence on temperature only. 

It should be noted that these assumptions, although they are 

reasonably good in most hydrocarbon calculations, are made primarily to 
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facilitate the setting up and programming of a problem for solution on a 

d~gital computer. The pressure dependence of K as well as the composi­

tion dependence could be ret.ained in any arbitrary functional form desi­

red, and converg~nt solutions to problems would be available no matter 

what these forms were. These forms would, however, tend toward a high 

degree of complexity and would involvemuch additional compu:tational 

effort and require large blocks of add.itional computer storage space. 

In most cases, either the lack or inaccuracy of available data does not 

justify this additional effort, and calculations based on the above as­

sumptions will be quite satisfactory for practical engineering solutions 

to given problems. 

Assuming that K values are functions of temperature only, it 

remains, then, to determine a functional form which will best represent 

available literature data. The form used will have no effect on the 

ability of proposed calculational methods to give convergent solutions, 

therefore the prime considerations for any functional form is ease of 

programming and minimum storage for computer use. Most equilibrium data 

can be fitted to a polynomial function for each.component in the form 

(I. 2) 

where a., 13., riJ • · · are characteristic of the component "i" and the 
~ ~ 

total pressure. It has been found, however, that data plotted by an· 

equation of a type first proposed by Calingaert and Davis6 gS..ves es­

sentially a straight .line when plotted on semilog paper. The equation 

is 

(I.3) 

where Ai and Bi are characteristic of component 111'1w and the total pres-
a . 

sure, as above, and T is expressed in F. The constant !J.oo is an arbi-

trary one selected only because when it is used the plotted data give 

the best ·straight-line fit across the desired system temperature range • 

Equation (I.3) is used in this work and the A. and Bi were determined 
~ 10 15 25) 26 38 by plotting equilibrium data from one of several sources, ' ' ' ' 
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and determining those values giving the best fit across the temperature 

renge expected in a given problem. If it is desired to account for the 

slight curvature evident in such plots, Eq •. (I. 2) may be used ;with that 

polynomial power which gives the best fit. 

The second type of basic data required is enthalpy data. As 

with K values, the assumption of ideal behavior is made s.o that heats of 

solution (data for which are generally not available) can be neglected. 

Enthalpies, also, are .functions of composi ti.on, temperature, and pressure; 

and since pressure has.been assumed constant, the functional form used 

will involve only composition and temperature. Once again, polynomials 

may be used tb 

and 

where 

represent available data as follows, 

hip 

H. 
J.P 

h. 
J.P 

Hip 

= 1. + k.T + . T2 
J. J. p Ji p 

2 = w. + u.T + s.T 
' J. p 

= 

= 

J. J. p 

liquid-phase enthalpy for component 

temperature T for any stage p, p 
vapor-phase enthalpy for component 

temperature T for any stage p, 
p 

"i" at 

"i" at 

and the constants j., k1 , 1., s., u., and w. are characteristic for 
J. ,J. J. J. J. 

(I.4) 

(I. 5) 

component "i" and the total pressw.·e, and T is defined as (°F + 400) in 

order to be consistent ,with K-data temperatures. 
. . 2 ' 

Data taken .from Maswell 5 were replotted to obtain values of 

the coefficients in Eqs. (I.4) and (I.5), and only a slight curvature 

was found when the data were plotted over system temperatures used. As 

a result, E'qs. (I.4) and (L2) were used with the coefficients ji and si 

set equal to 0. If it is desired to account for the slight curvature 

in such plots, these latter coefficients may be· retained and evaluated. 

The form of the function used will in no way affect the convergence 

ability of the calculation methods to be presented. 

The remaining coefficients (k1 , 11 , u
1

, w
1

) were determined by 

fitting the best straight line to the replotted data of Maxwel~ for the 
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temperature range expected in a given system. The mixture enthalpies 

were then obtained from these individUal component enthalpies as follows, 

and 

where 

h = L: hi x1P 
p i p 

Hp = ~ Hip yip ' 

h = liquid molar enthalpy for composition at stage p 
p 

represented by xip' 

H = vapor molar enthalpy for composition at stage p 
p 

represented by yip" 

(I.6) 

(I. 7) 

The xip and yip used in these equations must be normalized, that 

is, they must sum to 1, to produce the enthalpy per mole of mixture. 

With all data functions and sources defined, it is now possible to 

JY.r'Oceed with the development of calculation methods. 
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II. MASS BALANCE METHODS 

The mass-balance .methods to be presented here can be derived 

without re~ard to the previously presented variable analysis considera­

tions. They are essentially mathematical descriptions of variable re­

lationships, and they are unaffected by which independent variables are 

set and held while a particular problem is being solved. 

However, there is one important feature of variable analysis 

which indirectly affects the use of the mass-balance methods. The 

number of theoretical stages in the various column sections always ap­

pears as a variable and can be arbitrarily set if desired. For mass­

balance analysis, these variables are set, but this is not a necessary 

condition for the analysis to be carried out. Setting the number of 

theoretical stages involves the introduction of stage efficiency, which 

itself is a function of both the column design and the system to be 

separated. The sectional over-all plate efficiency must be evaluated, 

and the number of actual stages in the column sections is then con­

verted to number of theoretical stages. Thus, the following mass­

balance methods are to be applied to existing columns. In this respect, 

then, the methods to be presented are not primarily desig~ methods but 

rather performance-evaluation methods which postulate. the physical ex­

istence of an actual column .. However, this does not preclude the use 

of these methods for design purposes, as indeed they could be if re­

peated solutions were carried out at various values for the number of 

theoretical stages in each column section. , 

Equations - Method I 

The basic equation~ are those of Thiele and Geddes.35 The 

equations are dimensionless in that they employ concentrations and flows 

always in ratio form. The individual stage concentrations are always 

referred to the product compositions at the column ends, and the first 

objective of the method becomes determination of the product composition 

ratio. In order that this may be done, the temJerature, the product 

amounts, and the various internal and external system flows must be 
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16 preset. As was pointed out by Hanson and Rea, the setting of the 
I 

Product amounts (d and b) and of the various flows (r,· V · L · V · 
i p' p' p , 

L ) will vary with which variables are set and held in a particular 
p 

problem. However, no matter which variables are set and held, all the 

internal flows are determined on the basis of constant mo~al overflow. 

The equations also require the "guessing11 of a temperature gradient 

before they can be used, since equilibrium relations are used across 

stages. 

The basic equations following are for a column numbered from 

the bottom up; i.e., the bottom stage is stage number 1, m is any stage 

in the stripping section, n is any stage in the enricmng. section, and 

t is the top stage. 

If a total condenser is used then, for any and each component, 

one has 

(II.l) 

where 

Yt = mole fraction of the component in the vapor leaving 

the top stage, 

~d = mole fraction of the component in the overhead 

liquid product. 

The "bridging" relation across the top and each subsequent 

stage is the equilibrium relation which connects the vapor and liquid 

leaving that stage. For the top stage, this is given by 

Yt = Kt xt . 
Combining Eqs. (II.l) and (II. 2) gives 

Yt xd 
xt = = 

' Kt Kt 
or 

xt 1 = 
xd Kt 

(II. 2) 

(II. 3) 
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A component material balance around the condenser and the top 

stage gives 

or 

Yt-1 
--= 

Lt xt d 
V X ~ V ' t-1 d ' t-1 

(II.4) 

where vt .. l = total moles vapor from stage t-1 into stage t, 

Lt = total moles of:lliquid leaving stage t, 

d = total moles of top product. 

All flow quantities are defined in terms of moles flowing per 

mole of entering feed. An over-all material balance around the top stage 

and the condenser may be written 

or 

(II.5) 

Combining Eqs. (II.4) an~ (II.5), one has 

+1. (II.6) 

Then, -by equilibrium, 

(II. 7) 

Again, by material balances, 

= (
xt 1 ) --- - 1 + 1. 
xd 

(II.8) -. 

The process of alternating material balances,and equilibrium ' . 
''• 

relations is carried on down the column to the plate above the feed plate. 



-31-

It is necessary to know all L /V 1 ratios and stage temperatures to do 
p p-

this, but these have all been preset. Also, this is one of the two 

sections of the method in which the indirect effect of the variable 

analysis is felt, since the number of times the above "alternation" is 

carried out now becomes directly de:pendent on the number of theoretical 

stages above the feed -stage. 

The stripping-section equations are developed in a similar 

manner to those in the enriching se·ction. The vapor leaving the reboiler 

may be calculated by the equilibrium relation 

or 

(II.9) 

A component material balance around the reboiler and the bottom 

stage gives 

where 

(II.lO) 

L1 = total moles of liquid from stage 1 1 the bottom plate, 

VR = total moles of vapor from the reboiler, 

b =total moles of bottom. product. 

As before, all flows are defined in terms of moles flowing per 

mole of entering feed. Now, combining Eq. (II.lO) with a totaL material 

balance around the reboiler gives 

(II.ll) 

Then, by equilibrium, 

(II.l2) 

Again, by material balance, 

x2 

~ 
= + 1 . (II.l3) 
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Again the "alternation" process takes over and is continued 

up through the feed plate; the number of times the 11 aJ_ternation" is 

carried out is now directly dependent on the number of theoretical 

stages below the feed plate. Also, all the stage temperatures and 

Vp/Lp+l ratios have been preset. 

The last ratios calculated. are then 

Ratio , obtained by calculating down 

the column, and 

Ratio , obtained by calculating up 

the column, 

where yf = mole fraction of component in vapor entering 

stage above feed stage, 

yf' = mole fraction of component in vapor leaving 

the feed stage, and this vapor is in equi­

libirum with the liquid leaving the feed stage. 

The first objective of determining the product-composition 

ratio may now be reached by matching the above ratios at the feed stage. 

The form of the matching equation is directly dependent on the thermal 

condition or quality of the feed, F. For illustration, saturated liquid 

feed will be considered. As wj.ll be shown later for this case, yf' ob­

tained by calculating up is equal to yf obtained by calculating down, 

and the product-composition ratio, (~/xd), may be calculated for each 

component from the matching equation 

= (II.l4) 

Once this ratio is obtained, the next objective of the method 

is to resolve the internal mole-fraction ratios, xn/xd and xm/xd, into 

component mole fractions at every stage in the column. These internal 

ratios are referred either to xd or xb, therefore the first step is the 

resolution of the external ratio into these two mole fractions. The 

over~all column component material balance gives the equation 

FxF 
= (II.l5) 

.. 
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Values of xd for each component are obtained from this 

equation, and the corresponding values of xb are obtained from the 

product composition ratios ~/xd. These values of~ and xd may now 

be multiplied into the internal ratios to give the mole fractions of 

the components in the liquids at every stage of the column. 

One check on the method is the summation of the individual. 

mole fractions at every stage in the system. The convergence condition 

to be met might be 

(x.) - 1 
J. p 

for all p, including p = d, where € 1 is some arbitrary predetermined 

small number. If the condition is not satisfied, then another itera­

tion is necessary, and this in turn necessitates the corrective move­

ment of some syste~ variable. The flow ratios will be fixed if d 

(and hence b) is one of the preset variables~ As Hanson and Rea 

have shown, the flow ratios may change from iteration to iteration if 

variables other than d have been preset, but they always change with 

the restriction of constant molal overflow. The remaining system 

variable available for corrective movement is temperature, since it ,. 
implicit\ly~ appears in the method in the equilibrium relations. The 

final obje'ctive of the method is to correct the temperatures from their 

original assumed values and to correct them in such a way that the 

desired convergence condition is rapidly approached. 

It has been found that bubble points calculated on the above 

values of plate compositions give excellent estimates of the correct 

temperature. The general method of calculation involves normalization 

of mole fractions for every stage before proceeding into the bubble­

point section of the calculation. The summations and normalizations 

are carried out as one step of the method, with the general normalization 

being accomplished through the relation 

for all p. 
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When the normalized values of (x ) are used, the bubble-point 
p 

relation becomes 

.E K. 
i l. 

(II.l6) 

In the carrying out of the bubble-point calculation, an ex­

trapolation procedure is used wherein two values of T are arbitrarily 
p 

assumed, and values of 

~ Ki [ (xi)p ]normalized 

are calculated at these points and compared to 1. The condition to be 

satisfied is npt imposed on the summation but on the temperature dif­

ference between any two successive T values resulting from the iterations 
p 

within the bubble-point calculation. Thus the condition is 

where ( €
2

) is some arbi tr.arily predetermined small number. The method 

suggested for setting up the first two Tp values is to use the·assumed 

temper~ture gradient for the first T value and to add one to this for 
p 

the second T value. 
p 

The extrapolation process automatically takes over 

until the above condition is satisfied. This calculation must be re-

peated for each stage in the column. Alternatively, dew points run on 

calculated vapor compositions on each stage could be used. However, 

little difference has been found in the correctness of the predicted 

temperature gradient using either bubble or dew points. For the sake 

of simplicity, it is suggested that bubble points be used throughout the 

column. 

The iterative nature of the method now becomes apparent, since 

the wh,ole calculation must be repeated with the corrected -::termper.ature 

gradient. If the convergence condition is not met, still another trial 

must be made, and so forth. The convergence criteria for termination 

of the iterative process may be based on several considerations. One 

would be the above-mentioned st~e-summation test. Another could be the 

change of temperature gradient from one iteration to another. Still 

another could be the change in the recovery fractions of the individual 
'· 

.. 

• 
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components in one or another of the products from one iteration to 

another. No rules exist for stating when the desired accuracy has 

been reached. This method is eminently suitable for use on medium 

or large digital computers so that acceptable error values, E, can 

be made as _small as desired within the limits of the particular 

computer's ability to store and work with meaningful significant 

figures. A small amount of experience in this type of calculation 

enables the calculator to judge when his specific requirements have 

been met. 

Feed Quantity 

In the method presented thus far, the feed has been con­

sidered saturated liquid and the feed-stage matching for this case 

is quite simple, However, matching must be considered for all three 

basic types of feed: namely, subcooled and saturated liquid, super­

heated and saturated vapor, and partially vaporized feed. These 

three types of feed and their points of entry are shown schematically 

in Fig, 3. 

For subcooled or saturated liquid feed (Fig. 3a) the usual 

assumption made in distillation calculations is that the feed stage 

is the stage below the point of feed entry and that the liquid leaving 

the feed stage is in equilibrium with the vapor leaving the feed stage, 

This vapor is then fixed in composition regardless of the composition 

of the feed if calculations are made up the column to the feed stage. 

Similarly, the vapor leaving the feed stage is in material balance 

with the liquid leaving the stage above the feed stage, and again, the 

vapor composition is fixed regardless of the feed composition if calcu­

lations are made down the column to the feed stage. In Method I calcu­

lations, the ratio (yf/xd) is obtained by calculating down the column 

and the ratio (yf,/~) by calculating up. Since the feed has no effect 

on yf in either case, then these two values are equal, and their ratios 

may be divided to give the component-distribution ratio. 

For saturated or superheated vapor feeds• the reasoning again 

holds if the feed stage is the stage above the point of entry of the 
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feed (Fig. 3b). Equation (II.l4) may be used for the feed-stage match 

in this case. 

For partially vaporized feeds, the matching calculation is 

more complex. Three conditions of feed entry are possible here. If 

the feed is separated before entering the column, the liquid being 

introduced above the feed stage and the vapor below the feed stage, 

then as in the above two cases the values of yf are identical and the 

match is made with Eq. (II.l4). However, the common method of intro­

ducing partially vaporized feed would be that shown in Fig. 3c, where 

liquid and vapor are both introduced above the feed stage. Under these 
8 

conditions, a matching equation derived by Edmister is convenient: 

~ 
Lf+l (II.l7) 

= 
xd 

vf 

A third possibility of feed entry exists. The feed could be 

introduced in such a manner that the liquid portion entered almost 

directly into th~ downcomer from the feed stage and the vapor entered 

above the feed stage. Essentially, this amounts to feeding the liquid 

on the stage below the "feed" stage. Equations have not been developed 

for the match in such a case, and the match must be done by trial-and­

error calculations arbund the feed stage. 

Alternate Equations - Method I 

An alternate set of equations for iteration from stage to 
8 stage has been developed by Edmister. These equations utilize the 

ratio of a flow of a component to the amount of that component in a 

product. These ratios take the pl~ce of the concentration ratios of 

Method I, but the two methods of iteration are essentially equivalent. 

The techniques of applying the alternate equations to various frac­

tionation problems are identical with those of Method I. 

0 
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Example I 

To illustrate the use of Method I, the following example was 

calculated for the column shown in Fig. 4. The feed was specified as 

a four-component mixture of propane, butane, pentane, and hexane 

entering the co.lumn as saturated liquid at its bubble point. ··The 

specified pressure was 150 psia. The column contained four enriching 

and four stripping stages, counting the stage immediately below the 

point of feed entry as a stripping stage. The overhead vapors from 

the column were totally condensed. 

Variable analysis considerations by means of' the Description 

RUle show that three ·variables .remain to be fixed before· Method I cal­

culation can be started. The reflux temperature was set at its bubble 

point to fix one of the variables. The remaining two were set by fix­

ing the total top-product amount and the reflux amount. As a convenient 

basis for calculation, the feed amount is always taken as one mole and 

the other streams are referred to this. Thus, flowing streams are ex­

pressed as moles per mole of feed. After the stage compositions have 

been determined by the converged calculation, the actual amounts of the 

streams flowing are simply proportional to the amount of feed. The feed 

capacity of a column of given diameter can be determined from ·whatever 

internal flow is limiting. It is apparent that the usefulness of the 

calculation procedure is determined by its convergence to the correct 

answer from a radically wrong set of initial temperatures. Since these 

~d all subsequent calculations are to be carried out by using digital 

computers, another consideration for procedure usefulness is the number 

of iterations necessary for the degree of convergence desired. To 

illustrate that the m~thod converges, even though the f'irst.guessed 

temperature gradient is completely wrong, Example I was started with 

the assumption that the temperature on all stages va:s the same. This 

temperature was approximately the bubble point of the feed. 

The e~uations of Method I were translated to digital computer 

language, in this case an IBM 650, and the various equations were then 

interconnected by the necessary looping and logic decisions. The re­

sulting computer program :to do this is schematically shown in Fig. 5. 
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From the results of the first iteration in Example I, it is 

apparent that the temperature gradient "guessed" is radically wrong. 

However~ this information cannot be obtained from 

L: (x_,)d 
i ..1. 

as they ar~ very close to unity. The summations on all stages are sub­

s-t?antially off unity, indicating that all stage totals must be examined 

to determine the degree of divergence of the results from the corre'ct 

values. That 

and L: (x. )b 
i ~ 

are close to unity indicates that the original temperatures were neither 

all too high nor all too low. Thus, some temperatures were high and 

some were low relative to their correct values. 

In the Iteration 2 results of Example I, the stage summations 

are much closer to unity in all cases. The recovery fractions of c4H10 
and c

5
H12 have changed considerably (as would be expected). 

The stage summations of Iteration 3 are probably converged 

enough for practical use if the purpose of the calculation were to ob­

tain a value for the separation to be expected for the variables set. 

However, in the analysis of columns, it is often of interest to deter­

mine how the separation will change with change in a variable. Thus, a 

high precision is desired in the calculation in order that the trend 

and perhaps the extent of the change can be determined with accuracy. 

The errors in Iteration 3 are the absolute value of E, that is, 

j € \ s I f (xi)p = 1.000 I , 
and_ they are large enough so that the degree of precision is doubtful 

for the above purposes. 

If the calculation of Example I is continued past Iteration 3 .• 
a peculiarity of the method is brought out. Whenever the temperatures 

are predominantly low or high, the rate of convergence seems to be ap­

preciably slowed. Whether this condition is true of a given iteration 

can be determined from the L: (x.)b or L: (x.)d. If E (x~)d_ is less than 
i ~I i ~ i .._ 

0 
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unity, the temperatures are predominantly low and vice versa for 

. Z (x1)d greater than unity. 
i ' . 
Predominantly low temperatures result in a 

The reverse is 'true for ~ (x
1 

)b. 
i value of 

r~~ . . 

X: that is too large; that is, xd is too small and ~ is too large. 

Siftce this is true for each component, then theE (x.)d and E (x.)b 
i ~ i ~ 

follow the same pattern. Upon examining the results of Example I, as 

set forth in Tables II, III:, and IV, one sees that the pet effect of 

the errors in temperature in Iteration l is such as to balance better 

than the errors in Iterations 2 and 3· Because of this, E (x.)d and 
i ~ r (xi)b are closer to unity than in succeeding iterations, even 

though Iteration l temperatures and calculated separations are quite 

wrong~ 

Although bulk separa:tions are not usually of interest as 

variables to define a.separationproblem;, they nevertheless afford a 

simple calculation by means of which other problems may be solved. The 

method would be to use parameter networks obtained by varying tll.e 

amount of top J?roduct and the reflux l;lnd cross-plotting the results. 

A working computer program coulP, evaluate a large number of solutions 

of this type in a short time. The alternative is to develop computer 

programs for particular combinatipn~ of variables that are of interest. 

Example l 

Feed '~~ 

C3H8 0.25 

c4~o 0.25 

C5Hl2 0.25 

c6irl4 0.25 

1.00 

Thermal condition of feed~ saturated liquid. 

Column pressure~ 150 psia. 

All stage temperatures are preset at 220°F. 

Top product, d, is 0.5 mole per mole feed. 

Reflux amount, r, is l.O'mole per mole feed. 

Constant molal flows assumed in each .section gave the 

following .flow ratios: 



Table II 

Results for Bxample 1: diff'erent mass~balance methods for components CTC4' c5., and c6 (expressed 1n mole fractions) 

Method I 
"It-eration- 1 

Stage C..,- c4- C - --c-6-- ~ 

.00260 -499 

.ooa .258 

.018 .148 

.039 

92 .000325 .499 
.002 .272 

-551 .178 ,010 .161 

.474 .273 .OJl .112 

.383 -357 

·.002 .268 

.190 .010 .155 

.303 .032 .107 

-396 .oBB .083 

.116 

.230 mo 

-350 .038 
.43h. -096 

.000372 .502 
·-· .::3 .272 

-- .:.:2 .161 

--- .0:9 .lll 
1.1.,.., --7 .087 

I .0275 .00028o 
~ -094 .002 w 

.193 .OJ.O 

.]07 .034 

·398 -090 

xJXd .. 003QC) , 151 5.77 191. .00151 .102 16.1 1538. .00136 .0963 !7.6 188o. · 001ta .OOO.L .Lj.) .L'I-t:::>. .OOlllj .0175 12.8 1342. .ool
31 

~ 0928 16
,
7 
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Table III 

Results for Example 1: temperatures (°F) and swmnations for various iterations using 
different mass balance methods 

Method I Correct values Method II 
Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 2 Iteration 12 from ~ function 

Stage Temp. f(Xi)J2 Temp. f(Xi)J2 Temp. t(xiJJ2 Temp. f(Xi)J2 Temp. f(Xi Jl2 Temp. f(Xi)E method8 
52 iterations 

d -- 1.009 -- -982 -- .982 -- .985 -- .988 -- --997 -- 1.000 -- -999 
8 220 .s6o 150.2 -929 144.3 .98o 144.1 -989 144.5 ·992 146.1 -998 146.7 1.000 144.7 1.000 

7 220 .469 171.0 .887 164.0 .980 163.9 ·993 164.5 -996 167.1 -999 168.0 ·999 164.3 1.000 

6 220 .479 184.1 .883 179.7 .985 18o.2 .998 181.1 1.000 184.3 1.000 185.4 ·999 180.6 1.000 

5 220 .537 196.3 .910 195-5 -993 196.6 1.003 197·5 1.003 200.8 1.001 201.7 1.000 196.9 1.000 

4 220 .646 211.4 ·947 213.0 1.000 214.2 1.004 215.0 1.003 217.4 1.001 218.1 1.000 214.4 1.000 

3 220 .591 232.5 .91J8 235.6 1.005 236.9 1.007 237-7 1.006 240.3 1.002 241.0 1.000 237-0 1.000 

2 220 .588 21J8.1 .968 253.4 1.010 254.6 1.010 255-3 1.009 257.4 1.002 258.1 1.000 254.7 1.000 

1 220 .668 262.9 1.002 268.9 1.015 269.7 1.013 270.2 1.011 271.8 1.003 272-3 1.000 270.0 1.000 

b 220 -991 281.7 1.018 284.1 1.018 284.5 1.015 284.8 1.012 285.8 1.003 286.1 1.000 284.8 1.000 

~alues obtained by phi-function method are correct to three significant figures. 



Table IV 

Results for Example 1: product recovery fractions from various iterations using 
mass balance Method I 

Method I Correct Method II 
Com- I~eration 1 Iteration 2 Iteration 3 Iterati?n 4 r;.erati?n 5 Iterati?n 12 values~ 52~~ns 
ponent.., <t>d <7;\ <Md <t\ <nd <1;\ <nd <71\ <Md <nb <nd oob <nd 0'\ end <nb 

c - .997 .003 .998 .002 .998 .001 ·999 -- .999 -- .999 -- .999 -- 1.004 
3 I 

c - .868 .132 .907 .093 .913 .087 .915 -- .9'18 -- .926 -- .928 -- .941 
4 

c - .147 .853 .058 .942 .054 .946 .056 -- .058 -- -.069 -- .072 -- .055 --
5 

c6- .005 ·995 .001 -999 .000 1.000 .001 -- .001 -- .001 -- .001 -- .001 

~ 

* Values correct to 3 significant figures--these values obtained by phi function methods. 

I 
-!=" 
\.Jl 

I 
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,Enriching section: 
• L , . 
( /V) = 1.0/1.5 = 0.667, 

Stripping section: V' . ( /L') = 1.5/2.0 = 0.750. 

The following values for the constants A and B were used in the 

equation for equilibrium value, K: 

Feed A B 

C3H8 -2553· 5.299 

;C4IS.o -3106. 5.408 

C5IS_2 -3828. 5. 797 
,, . 

,. 

G6Hl4 -4502. 6.159 

The value assigned I €,2 lv the acceptab],.e ·error in the bubble-point 

relation, 
0 ~ 

was 0.1 F. · 
I 

The problem Ws.s not terminated automatically, and printouts 

were taken at every it'eration~ In normal operation, a programmed error 

scanner would automatically terminate the problem when all 1€1 1 were 

within the preset limit. The. e:rror, €1 , can·be defined on any 

variable desired, such as stage summations or temperature~ or component 

recovery fraction,s, and sQ forth. 

Eg,uations ,_ Method II 

The equations of Method I are fairly s4;,1nple to formulate 

and apply as long as the column to which they are being applied is 

fairly simple. A simple column is here defined as one:·npt"h~\ring .. , 

multiple feeds or m~ltiple side-draw stages or any.combi'nation of 

feed and side-draw stages. These ·combinations, can, in essence, be 

handled by the algebraic techniques of Method I; but the simplicity 

of the expressions is quickly lost as the column becomes complex, and 

it becomes necessary for the ·computer to evaluate long,- unwieldy 

mathematical expressions~· In addition, as will be showtiJater, there 

is the danger of loss of significan~figures as a result of differ­

ences of very small numb~rs. . This lo.ss prevents the convergence of 

problems of this type and necessitates special programming to obtain 

..s:!On..V.~Jgenc.e~ As a result, the desirability of another method of mass .. 
balance is greatly enhanced. 
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Amundson and Pontinen have circumvented the above difficulties 

by ~iting the complete steady-state network of mass-balance equations 

in matrix notation. 1 The solution to a problem is then obtained by 

repeated matrix inversion, and this requires a very large, fast com­

puter. Others avoid the above difficulties by techniques which sometimes 

introduce their own peculiar troubles. Rose et al. solve these problems 

by relaxation techniques using basic difference equations, 29 and here 

again a f'ast computer is required. Greenstadt et al. have developed a 

general pro'gram of stage-to-stage calcula tions14 uiiilizing Newton 1 s 

method of root finding. It appears to be quite lengthy and subject to 

convergence difficulties, even though the authors propose a special 

convergence-inducement scheme that will force convergence in any problem. 

The method proposed here is one derived from the basic 

differential equation of the system, and will be called the Method of 

Successive Flashes (f'or reasons that will become apparent in its develop­

ment). The unsteady-state equation for any component i on any stage p 

of the column of Fig. 4 would be 

where 

(dy~ (dx) .....::..g +·S J =V +L.,· x ··-V. + Lx' Syp d9 Lp d9 p-1 yp-1 p+J..-: .:P+l ( pyp p p) ' 

= vapor holdup .at-stsge p, assumed constant, 

= liquid holdup at stage p, assumed constant, 

time. 

(II.l$) 

If' the equilibrium relation is introduced into this equation 

and the further assumption made that Syp is much sn:tal:l:er than SLp' then 

for any component one has 

$L . c~~ = v l K l X l + L l X l _ X (V .K + L ) • ' p d9-J p- p- p- p+ p+ p p p p 

Substituting the definition 

-r = 9/SLp 

or d = d9/~p 

into Eq. (II.l9) results in 

(II.l9) 

(II. 20) 
' 
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dx 
_g = v K X + L X 1 - X (V K + L ) • d-r p-1 p-1 p-1 . p+l p+ p p p p (II. 21) 

Defining A = (V 1 K 1 x 1 + L 1 x 1 ) and ~ = (V K + L ) p- p- p- p+ p+ p p p 
and putting these terms into Eq. (II. 21) and separating variables lead 

to 

(II. 22) 

An iterative type of solution of Eq. (II. 22) can be obtained 

by integrating from the point x at iteration r to the point x at p . p 
iteration £+1 with the corresponding finite difference in '! being/),.'!. 

The assumption needed to carr~ out this integration is that A and ~ are 

constant across the iteration. The resulting equation is 

A- (xp)r+l·~ 
A _ (x ) ~ exp ( -(36'!). 

p r 
(II.23) 

Equation (II.23) can be rearranged as follows: 

(x) ~· (x) exp (-'lr) + ~ [1- exp (-'lr)], p r+l p r .... . (II.24) 

where 1jr = ~6'! . 
If it is arbitrarily assumed that the values of 1jr are chosen 

so that one has exp (-'lr) ~ 0 for each iteration, then the very simple 

basic expression for the r+lst value of (x ) betomes 
- p ' 

v K X +L X 

( ) A p-1 p-1 p-1 p+l p+l 
xp r+l ·~. ~ = V K + L 

p p p 
(II. 25) 

Equation (II. 25) has the exact form of the well-known flash 

equations, so that repeated application of this equation across itera­

tions leads to the naming of this method as the Method of Successive 

Flashes. Indeed, in the solution of a mass-balance problem by this 

method, a "reverse" flash of the system is just exactly what is accom­

p~ished. In the normal solution of a flash equation, feed concentrations 
\ 
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are fixed and values of V and L obtained corresponding to these concen­

trations. The Method of Successive Flashes reverses this procedure in 

that V and L are fixed and concentrations are obtained corresponding to 

these flows. In addition, the results are for an interconnected network 

of stages rather than for a single stage. 

Another form of iteration equation, (IL 25 L allows error € 

scanning as the solution proceeds, and is the for'm actually programmed 

for the computer. Starting with Eq. (II.24) and manipulating and using 

the same assumpt:i,ons used to obtain Eq. (II. 25) results in 

where 

(xp)r+l ~ (xp)r + <i), 

€ = [A - (x ) ~] 
p r 

(II. 26) 

Here € represents the input-output mass discrepancy for a 

component at any stage and as the iteration proceeds € approaches 0. 

It can be used as a criterion for cessation of the iterative process 

or as information on the progress of the problem toward its steady-state 

solution. 

As in Method I, it is necessary to preset all stage tempera­

tures as well as all vapor and liquid flows before a solution is 

attempted. Here additional starting information is needed; that is, 

the starting composition on every stage must be known or assumed. The 

values actually used are immater.ial, since the steady-state solution 

is independent of any starting compositions. One way of starting would 

be to fill every stage with feed material at its bubble point. If the 

starting variables are such that the flow ratios will change from 

iteration to iteration, the methods of Hanson and Rea can be used for 

changing these ratios. However, as pointed out previously, which of 

variables are set and held has no effect on the form of the above 

equations. 

The Method of Successive Flashes has a distinct advantage 

over Method I in nonsimple or complex columns. At a feed or side-draw 

stage, the A term of Eq. (II.25) or (26) has one additional term added, 

and, in this simple manner, accomplishes what is done by the sometimes 
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very complex matching equations of Method I. It is a mathematically 

very stable, slow-moving process which has the disadvantage of being 

much slower in its convergence than is Method I. 

In actual use, Method II proceeds much the same as Method I. 

In the schematic computer program of Fig. 5, the boxes 1., 2, and 3 would 

be replaced by one box, labeled Method I Equations., which would cycle 

on stages first and components second. The criterion for stopping the 

iteration process could be the aforementioned E value if these values 

are recorded, or the criteria listed under Method I could be used. 

However, since the convergence rate of Method II is inherently slow, 

the rate of movement of summation} temperatures, or recovery fractions, 

etc,,.vould also be quite slow except at the very start of the problem. 

For this reason, the values of E are suggested as the best criteria for 

stopping a problem. 

Example 2 

The Method of Successive Flashes is :iJ1_1ustrated fc;>r the same 

physical column and with the .same feed and variables set as in Example 

1. For purposes of' comparison., the temperature behavior on evf=ry stage 
I 

is plotted versus iteration in Fig .. 6 for the Method of Successive Flashes 

and in Fig. 7a for Method I mass balance. The nearly exact temperature 

values for this system are shown in Fig~ . 7b., the source of which will be 

explained shortly. The slow-moving nature of the Method of Successive 

Flashes quickly becomes evident, since even after 52 iterations some 
0 

temperatures in the center section of the column are as much as 4.8 
from convergence. A very large number of iterations will be needed to 

reach convergence throughout the column .• 

Tables II, III, and TV show further results for Example 2, 

and in Fig'" 8 are plotted the recovery fractions in the top product 

versus iteratio~s for each component for both Methods I and II mass 

balance. It is obvious from these plots that convergenc.e is being 

asymptotically approached, and that an .. exact solution is available if 

the computer is allowed to run long enough. However, the driving force 

toward convergence has established itself at a very small value and 
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Fig. 7. (a) Example l results. 
(b) Example 3 results. 
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5 9 13 17 21 25 29 33 37 41 45 49 53 
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8. Mass balance by different methods; same feed and same 
column for all examples. 

G Example l} Method I. 

£ Example 2} Method II. 

+ Example 3} Method I with ~ factor. 



therefore ··has drasti;cally~ limited tne_;rate,;o:f <;:orwergenc:e ;. It should be 

n0ted that in !fig, 8 the sensitivityof the curves for the c
5 

and c
6 

hydrocarbons is greatly enhanced because of their small value. On a 
I 

plot of bottom-product recovery fractions, these two components would 

behave in the same manner as the c
3 

and c
4 

hydrocarbons do in Fig. 8, 
and it is the accuracy of the values in the nonsensitive are,as close to 

l. 0 that is of importance. 

Table V shows the input-output mass unbalances, that is, the 

€ values of Eq. (II. 26) for the 52nd iteration. From this table and the 

other tables and plots it is quite evident that the ends of the column 

are appreciably nearer to their converged value t48n is the central 

section of the column. Also, an over-all mass balance shows that the 

lightest and heaviest components are appreciably nearer their convergence 

values than are the other components. This would be. expected because of 

the "cumulative error" characteristic of the method. That is, unbalances 

in the inner areas of the column tend to "accumulate" into a large error 

in the products for a given component. Table V shows that the largest 

unbalance errors occur for the c
4 

and c
5 

hydrocarbons; and on the basis 

of an over-all mass balance these hydrocarbons are approximately 3% off, 

in contrast to only 0.5% for the c
3 

and c
6 

hydrocarbons. 

It is essentially a matter of experience and judgment in 

deciding when to terminate a Successive Flash calculation. There are 

means available for extrapolating results ahead, and the accuracy of the 

extrapolation will be a direct function of the method used. Perhaps the 

simplest possible extrapolation would be a simple two-point linear 

method used. If such a method were applied to Ex~mple 2, results for 

t.he 49th and ~2nd iterations would give a c
3 

recovery fraction 
-4 of 0.9994 :for ·an over-all € of 10 and 0.9990 for an pver-all € 

of 10...;5. The corresponding figures for the c
4 

hydrocarbon would 

be 0.9344 and 0.9343 at the same € values. These recovery­

fraction estimates are appreciably improved. Three- or four-point 

extrapolation :formula could be used, but it is very questionable" 
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Table V 

,. 
Input-output mass unbalances, E, for the 52nd 

example 2 (error as € x 104) 
iteration of 

ComEonent 

Stage c3 c4 c2 c6 

8 -7 -10 +6 +1 

7 -6 -17 12 5 

6 -5 -22 16 1 

5 -4 -22 16 2 

4 -4 -24 17 2 

3 -2 -26 19 3 

2 -1 -22 17 3 

1 -4 -15 13 2 

R -1 -6 +6 +2 
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whether or not the increased work is justified. Another method of pre­

dicting .the .steady-state values would be to use, for the unsteady-state 

equation, (II. 21), th~ solution form 

(X - X ) = C exp ( -Tj) J 
' ss 

where x - steady~state value of mole fraction, ss 
Tj = time-dependent .variable (in this case, iterations) • 

. The x values in Eq. (II. 27) .would be t.hose from any portion 

of a plot of mole .fraction versus iteration. .The method of using the 

equation would be to assume a value of x and, using this value and 
ss 

any number of values of x, form differences X - X • Plotting these 
' ss 

differences on semilog paper would give a straight line for the correct 

value of x. and a curved line for otl;ler values.:of x The process ss . ' ss 
could be repeated for another portion of the x-versus-iteration plot to 

check the x value_, and so forth. It can be seen that this process . ss 
soon becomes lengthy itself, even though it is basically a much more 

sound approach.than simple two-point extrapolation. 

It should be remembered that the Method of Successive Flashes 

was derived primarily for use with nonsimple columns or for those cases, 

as w:l,ll be shown later,,for which Method I f'ails. It would never be 

used in .a simple distillation system such as that of Examples 1 and 2. 

!mprovins Rate of Convergence - Method I 

The results of Example 1 illustrate that the rate of converg­

ence is appreciably retarded if the temperature gradient becomes 

predominantly low or high. If successive iterations indicate the existence 

of .such a condition, an arbitrary adjustment of all temperatures in the 

proper direction definitely aids the rate of convergence. However, such 

adjustments require judgment, and for use with digital computers, it 

wouJ.,d be desirable to h,ave an automatic correction method built into 

the program. It will be noted in Example 1 that the rate of change of 

the product-composition ratios ~/xd rapidly falls, while a relatively 

much slower rate of change occurs for the recovery fractions of those 

•. 
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components appearing in the top or bottom product in major amounts. 

While this behavior is only part of the mechanism contributing to the 

slow convE!rgence rate, it does suggest the possibility of modifying 

the product-composition ratios in some manner such that the ra.te of 

convergence is appreciably increased. The simple method proposed here 

for modifying thes~ ratios is to introduce a factor ~ into Eq. (II.l5) 

as follows: 

F~ 

' 
(II. 28) 

where ii> is a correction factor giving L: (x.)d = L: (x. )b = 1. In the 
i ~ i ~ 

normal course of a calculation, these summations can be appreciably 

different from 1 so that the purpose of ~ is to modify the product­

composition ratio in such a way that the summations are 1 even though 

the calculation is far from convergence. The values of ~ to be used 

in Method I are then obtained by 

(II. 29) 

where, as in Eq. (II.28), the same value of ~applies to all components. 

This same approach has been proposed by Lyster et a1.
2

3 

Some insight into the behavior of ~ can be determined by 

defining a function i1 (~) as 

(II.30) 

Since, in a physical sense_, all values of mole fractions must be either 

0 or positive, it follows that the same linlitations apply for ~~ The: 

behavior of the function f1 (~) is best shown by a plot of f1 (~) versus 
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ill, and for this purpose it would perhaps be better to use Eq. (II. 30) in 

the form 

F(Xi)F 
f' (ill) I - d (II. 31) = b 

+ l i d 

and to plot f(!l>) rather than r1 (1l>) versus Ill. Figure 9 is such a plot. 

As shown in Fig. 9, there is a unique curve and ~ root at 

f'(!l>) = 0 for .each set of' product,_composition ratios, but the exact 

solution to a given calculation occurcs only when absolute convergence 

has been obtained, that is_, when the ~ root is 1 at f'(!l>) = 0. A common 

point for all these curves is cf'(~) = b at··~= 0. On the other hand as 

ill goes to oo, the curwes asymptotically approach the value f'(w) = -d 

and would" of' course; reach that value in the limit. If' the ill factor 

is to be of' use, subse'quent predictions must rapidly converge on the 

exact solu~ion. As is shown shortly, this is exactly how the ill factor 

behaved. 

Unfortunately, for every set of' product-composition ratios it 

is necessary to find the root value of Ill f'or which·:E (x.)d = 1, and 
i ~ 

there are several ways in which this could be done. The method used 

here is a .simple two-point linear .extrapolation which involves the 

original assumption of' two <I> values.. At the start of' the process one 

of' the ·CJ> values is implicitly set at l and the other is .set at the first 

value of' :E (x
1

)d obtained from Method I mass balance. By use of these 

two value~ of' CJ> and the resulting "two values of' ~ (xi)d, a third value 

of' <I> and of' E (x. )d is calculated,. and the proce~s is repeated until 
i ~ 

the following condition is satisfied: 

-If (xi)d - 11 ~ (E<I>)-' 

where E.~ is an .arbitrarily predetermined small number. The value of' 
c -4 

ECJ> normally used was 1 x 10 , and the number of iterations required 

to satisfy the above condition normally ranged from 4 to 6. The value 

Oc 
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Fig. 9. Plot of the ~ function. 
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assigned €<I> is dependent upon the accuracy desired in the :mole fractions~ 

It is possible f'or the two-point linear extrapolation to get into 

trouble if' it predicts a negative value f'or CI>. This difficulty is 

circumvented by building a sign test into the computer progra:rn to watch 

f'or this condition, and if' it is found_, <I> is set equal to 0 and the 

process continued. The CI> correction appears in the co:rnputer sche:rnatic 

diagram as an auxiliary operation on Box 2 of' Fig. 5. 

E~:rtJpl,e 3. 
Example 3 was run by using the same feed, set variables, and 

physical s'etup as Example 1, and the results are summarized in Tables 

VI and VII and plotted in Figs. 7b and 8. Comparing calculations made 

with and without the CI> factor shows two distinct advantages when <I> i~ 

used. When the calculation without <I> gives a predicted temperature 

gradient that is essentially all low, the rate of' convergence falls of'f' 

appreciably f'rom iteration to iteration. The same calculation using <I> 

develops the same type of' gradient at Iter?tion 2 but automatically 

cor:rects for it, with the result that the next pred,icted te:rnperature 

gradient is much closer to the correct value and therefore the con­

vergence rate is appreciably increased. Even more striking is the f'act 

that correcting f'or the character of' the te:rnperature gradient also makes 

the calculated recovery fractions much closer to the correct value. 

Essentially; the separation given by Iteration 2 is correct to a part in 

a thousand_, and only one more iteration is needed to cc;mf'irm it. A 

basic property of' the CI>-f'actor method is also illustrated in that f'rom 

iteration to iteration the value of <I> alternates above and below 1,, and 

it is this property which brings about convergence in the minimum number 

of' iterations~ 

In the normal use of' Eq. (II. 28), b and d are fixed and the 

product-composition ratios and CI> move. If' the amount, d, of top product 

(and hence b) is changed, the product-distribution ratio is appreciably 

changed f'or each component, but it has been found that the relative 

values of the ratios to one another remain quite constant. This then 

suggests the use of' Eq. (II.28) f'or exploring the variation of product 
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Table VI 
--

Results for ExamEle 3: temEeratures {°F) and summations from five iterations 

l 2 3 4 5 
)Stage Temp. t(xi )P Temp. ~{X.) 

l l p Temp. z{x.J 
l l p Temp. r(xi)p Temp. rcxi )p 

d -- 1.000 -- 1.000 -- 1.000 -- 1.000 -- 1.000 

8 220 -550 149.1 .976 146.6 1.001 146.7 1.000 146.7 1.000 

7 220 .457 169.5 .968 167.8 1.004 168.1 -999 168.0 -999 

6 220 .464 182.3 1.007 185.5 1.005 185.6 -998 185.4 .999 I 
0\ 
I-' 

5 220 .517 194.2 1.087 203.1 r ,993 201.9 -997 201.7 1.000 
I 

4 220 .665 209.1 .834 222.4 1.014 217.7 .998 218.1 1.000 

3 220 .606 230.5 .867 242.7 1.003 240.8 ·999 241.0 1.000 

2 220 .599 246.4 .912 258.4 1.000 258.0 1.000 258.1 1.000 

l 220 .678 261.7 .967 272.2 1.000 272.2 1.000 272 • 3 ' l. 000 

b 220 1.000 280.8 1.000 286.0 1.000 286.0 1.000 286.1 1.000 
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Table VII 

Results for Example 3: top product recovery fractions 
from five iterations 

Components 1 2 3 4 5 

c3 ·998 .999 ·999 .999 .999 

c4 .860 .928 .928 .928 .928 

c5 .139 .073 .073 .072 .072 

, ,C6 .005 .001 .001 .001 .001 

(,l) 1.076 .701 1.061 ·997 1.000 
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recovery fractions as a functibn of total product d~ For example) if 

the distributiqn ratios are known for a given value of d, the approxi­

mate compositions of the top and bottom products at other values of d 

can eSsily be determined if one assumes that) for the desired variation 

d) the ratios of the product-composition ratios a~e set and held at those 

obtaining for the given value of d. Substituting the composition ratios 

and the new values of d and b into Eq. (II. 28) gives a ~ value for which 

t (x1 )d ::: l vrithin the desired limits. This is done in the usual 

manner by using the two-point extrapolation method as set forth pre­

viously. The individual values of xd calculated with this new value 

of ~ give the composition of the new top product. 

Although no such extrapo~ation can be correct in general, it 

can be a very useful approximation. An idea of the error encountered 

can be obtained from Table VIII; for which the exact top-product com­

positions vrere calculated for several values of top product using the 

feed, physical setup, and reflux flovr of Example l. The exact 

calculated recovery fractions are compared with predicted recovery 

fractions by using the above extrapolation based on the converged 

product-composition ratios of Example l as shown in Table II. Although 

the character of the fractionation changed greatly, and the values of ~ 

changed by a factor of approximately 20 .in each direction, it can be seen 

that results are remarkably close for this case. Unfortunately, not 

enough information exists to define the limits within which such agree­

ment can be expected. The best use for the extrapolation is as an 

approximation method to .reduce the number of exact calculations, and in 

this respect it is very helpful. It is shown later that the extrapola­

tion property of the ~ factor can be quite useful in those calculations 

in which product d is not one of the variables set and held-
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Table VIII 

Prediction of change in product composition with change in product amount 
----------------------------~v~a~lues of d=0.5 and r=l product-composition ratios used for extrapolating) 

Top-product (!OIIIpOilent-recovery fractions for various top-product amounts, d 

Com- 0.3 0.4 0.45 0.5 0.55 0.6 
ponents AJ2J2rox. Exact A;E;Erox. Exact AJ2J2rox. Exact AJ2J2rox. Exact A~rox. Exact AE;Erox. Exact 

c3 .955 .982 .990 .994 ·996 .997 -- .999 1.000 ·999 1.000 1.000 

c4 .217 .243 .6ol .559 .783 .787 -- ·928 .979 .968 .991 .982 

c5 .001 .002 .009 .006 .021 .016 -- .072 .219 .229 .4o3 .410 

c6 -- -- -- -- -- -- -- .001 .003 .003 .006 .008 

~ -- 17.19 -- 5. 713 -- 2.931 -- 1.000 -- .34ol -- .1734 

Product-composition ratios (Xb/Xd) 

c3 -- .00778 -- -- -- -- -- .000118 -- -- -- --
c4 -- 1.55 -- -- -- -- -- .0775 -- -- -- --
c5 -- 413. -- -- -- -- -- 12.8 -- -- -- --
c6 -- 44268. -- -- -- -- -- 1342. -- -- -- --

o.:r 
Approx. Exact 

1.000 1.000 

.998 .994 

·771 •765 

.031 .040 

-- .0541 

-- .000331 

-- .0132 

-- .712 

-- 55.1 
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III. ENERGY-BALANCE .METHODS 

In Section II, the mass-balance equations were derived by use 

of the assumption of constant molal overflow. For separations in which 

the components involved have latent heats whose spread is not large, 

there is a reasonable justification for the above assumption.. However, 

in addition to a low latent-heat spread, there should be small variation 

in temperatur.e from top to bottom and the mixture properties of the com­

ponents should approach ideality in that heats of solution and volume 

changes, etc., should be negligibleo If the separation being considered 

reasonably meets these requirements then use of the mass-balance equations 

alone will provide the desired information. If the mixture-property 

effects alan~ are assumed negligible, then the use .of energy-balance 

plus mass-balance equations will give some idea of.the variation of 

flow quantities in the system. 

In general, if enthalpy data are available for the system of 

components being considered, calculations i.nvolving both energy -and 

mass balance are not difficult. There is a resulting 11 extension" of 

the calculations in that more iterations are required than for mass 

balance alone, but in general this extension is quite small. 

Another consi.deration that could make it desirable to run 

energy balances is column capacity. If the capacity of an existing 

column is known to be large r,.elative to the feed expected and to the 

flows needed for the separation desired, then there is little reason 

to run an energy balance. On the other hand, if the column capacity 

is closely approached for the desired feed amount and separation, then 

an energy balance may become quite desirable. Also, if a design cal­

culation is being done, then an energy balance is needed. 

Method I 

Since energy balances will be made by using enthalpies of 

flowing streams, it will always be necessary to precede these balances 

by mass-balance and bubble-point (or dew point) calculations in order 

that temperature and composition of the various. streams be known. 
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Having obtained ·the molal enthalpy of all streams associated with the 

column; one may calculate the flow amounts of these streams to fit the 

variables set. 

In the calculation of the flow of the various streams, a con­

venient quantity for use in energy balancing at any point is the "net 

heat flow," defined as f:R. In any column section, assuming adiabatic 

conditions relative to its surroundingsJ the net heat fl.ow is given by 

(III.l) 

where v = molal vapor flow from general stage p, p 
H = molal enthalpy of stream V , p p 

L p+l .- molal liquid flow from stage above stage p, 

h = molal enthalpy of stream L 1 • p p+ 

This quantity should be a constant between any two stages in 

a given section of column. 

The variable analysis of Section I plays a more important role 

here than in the mass-balance equations. Setting and holding 6Q at some 

point in the column is desirable, since all new: flows will now be cal­

culated by using this value &f f:R. A variable analysis will indicate to 

what degree this is possible. Consider the column of Example I, in 

which--in addition to the feed amount, composition and enthalpy, column 

pressure, and stages in each section--the folil.owing variables were set: 

Top-product amount;- d, 

Reflux amount, r, 

Reflux and top-product temperature (total condenser). 

The net heat flow in the enriching section can be obtained, based on 

these set variables, from 

where vt- molal vapor flow from top stage, 

Qc = condenser· duty. 

(III. 2) 

The molal-enthalpy terms .of Eq. (III.2) are all obtained from 

the temperatures and compositions resulting from the mass-balance 
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equations. It should be noted that with the above variables set and 

held, .6.Q is not fixed as a specific number_, since f'rom iteration to 

iteration both Qc and hd change as a result of temperature and com­

positi~i:J. changes~ However, the rate of' change is quite small-and 
' rapidly approaches 0_, so that although it is impossible to absolutely 

fix and hold .6.Q, it is po.ssible to insure that it is a reasonably 

stable number. 

The numerical value and sign of' the net heat flow are meaning­

less. Actually, the quantity calculated is the net enthalpy flowj as 

it prbperly should be1 and the value and sign of' the enthalpy are 

directly dependent upon the temperature "tlase chosen for the component 
" I 

enthalpies. The net heat flow is merely a convenient mathematical tool 

for conducting enthalpy balances, and is in no way to be construed as 

a f'undament"al quantity. 

Having established a value for .6.Q in the enriching section_, 

one then may determine values of' vapor and liquid flows between stages 

in two forms f'or use with the two different methods of mass balancing. 

Mass-balance Method I uses the flows in ratio f'orm, and these can be 

obtained from 

\ b.Qes 
H ~.P.:t! -d- - p (III. 3) v = 

b.Qes J 

p "rl cr-- /p+l 

whereas mass-balance Method II, using the f'lows in explicit f'orm, 

would require the equation 

.6.Q -dH = es " ;p 
H - h p p+l 

(III.4) 

Thus flows can be calculated down to those above the f"eed plate. In 

order to continue the f'low calculations, a new value of net heat flow 

must be used., since the f'e"ed introduces energy into the system at this 

point. The net heat flow is thereafter that f'or the stripping section_, 
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and is defined by 

(III. 5) 

where ~ = enthalpy of the feed. 

In continuation of the calculations down the column equation, 

it will be recalled that Method I uses the flow ratios in the form 

(V 1 /L' L and the counterpart of Eq. (III. 3) for the stripping section 

becomes 

V' 
·p 

L'+l P-
= 

6Qss 
-+h b p+l 
6-Q 
~+H 

b p 

and the corresponding explicit form is 

6Q. + bh 1 
V' = ss p+ 

P H - h - p p+l 

' 
(III.6) 

(III. 7) 

The calculation down is stopped at p = R, and the last quantities 

obtained would be (VF./Li) or VP,· .When the explicit forms are used, 

Eq. (III.4) and (III.7), the other flow is obtained by a simple over­

all flow balance. 

If the set variables had been specified at the bottom of the 

column_, the analysis would proceed as above except that the direction 

of movement is reversed. Variables such ,as the amount of reboiler 

vapor, VR" and amount of bottom product., b, would define the stripping­

section net heat flow as 

(III.8) 

where ~ = reboiler duty. At the feed stage, there is a shift from 

6Q to 6-Q ., and the calculation then proceeds on up .the column to ss es · · 
the top .stage. In general,. the set variables are used along with the 

available estimates of composition, temperature, and enthalpy to 

establish values of tre~n:et heat flows in the various column sections. 
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New estimates of flows are then obtained for further fractionation 

calculations using either of the two mass-balance methods. 

The method of conducting the entire calculation should be 

given some further consideration, since the calculations could be ruh 

in a number of ways. One way might be to run two or more mass-b~lance 

iterationsJ holding a certain set of flowsJ until the concentrations 

are relatively correct for these flows. Then energy-balanc¢ calcula­

tions might be made to establish a new set of flows and the pattern 

repeated. Alternatively, one mass-balance iteration may be followed 

by one -energy balance, and this pattern continued.. Because of the 

diversity of cases that can arise, no set answer to this problem can 

be stated that is optimum for all cases. When Method I mass-balance 

equations are used, the movement of concentrations towards their correct 

values is very fast even if radically wrong "guesses" of flow and 

temperature gradients have been made. Therefore) under these conditions, 

it is recommended that a "one-to-one" type of pattern be followed. When 

the Methotl of Successive Flashes is used for mass balancing, however, 

the rate of concentration movement is relatively slow, so that a differ­

ent pattern must be followed. It is recommended for this case that one 

reduces the "input-output" error € below some arbitrarily preset small 

number for all stages by repeated iteration before proceeding with an 

energy balance. The pattern actuaJ_ly used under these conditions will 

vary with the number of stages, since as a rough estimate the minimum 

number of iterations needed to meet reasonable values of € is equal to 

the number of stages in the system. As the calculation approaches 

convergence, it is quite possible for a "one-to-one" pattern to develop. 

Example 4 was calculated by using Method I mass-balance 

equations and a one-to-one pattern for energy balancing. The calculation 

proceeds. as indicated in the computer schematic program, Fig •. 5, up to 

the completion of the bubble-point cycling, at which time the program 

branched into the energy section to calculate new flows. Figure 10 shows 

schematically the linkages and program flow for this area of the cal­

culation •. The exampler'uses the same feed and physical column as Example 



·From 
mass balance 

calculations 

(see Fig. 4) 

-70-

Enthalpy --, 
calculations , 

I 
I 
I 
I 
I 
I 

Component I 
test; _J 

cycle or 
go on 

Stage 
test; 

cycle or 
go on 

___ ...J 

Energy..:ba:lance 
and 
flow 

calculations 
1 
I 
I 
I 
I 
I 
I Stage 

test; 
cycle or 

go on 

__ j 

To result print 
and start of mass­
balance calculations 

MU-17913 

Fig. 10. Schematic computer program for energy-balance 
calculations by net-heat-flow method. 
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Table IX 

Results for Example 4: Temperatures (°Fi and sta5e summations from five iterations 
1 2 3 4 5 

Stages -Temp. ~(x.) 
J. ]. E 

Temp. r<xi \~ Temp. ~(x.) 
J. ]. E 

Temp. t(xi);e Temp. ~(x:;} ]. ]. p 

d -- 1.000 120.6 1.000 119.3 1.000 119.3 1.000 119.3 1.000 

8 220°F .550 149.1 .981 147.1 1.005 147.6 .998 147.5 1.000 

7 220 .457 169.5 ·978 165.4 1.013 169.5 -994 169.0 1.001 

6 220 .464 182.3 1.020 186.1 1.011 186.4 .990 185.8 1.003 ' ~ 
5 220 .517 194.2 1.098 203·3 .985 200.8 .994 1.004 ' 200.7 

4 220 .665 209.1 .852 220.7 1.038 212.9 .987 215.9 1.003 

3 220 .606 230.5 .877 241.1 Ji.Ol7 237·1 .994 238.5 1.001 

2 220 .599 246.4 .918 257·3 1.007 255~5 .997 256.2 1.000 

1 220 .678 261.7 ·970 271.6 1.002 270.8 .999 271.1 1.000 

R 220 1.000 280.8 1.000 285.7 1.000 285.4 1.000 285.5 1.000 
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Table X 

Results f'rom Example 4: stages flows from five iterations 
1 2 3 5 .:. 

Stage v L v L v L v L v L 

1.000 -- 1.000 1.000 .1.000 1.000 

r 8 1.500 1.000 1.500 .. 951 1.500 -929 1.500 .927 1.500 .929 
.(,~ 

7 1.500 1.000 1.451 .950 1.429 .876 1.427 .884 1.429 .886 

6 1..500 1.000 1.450 .921 1.376 .818 1.383 .852 1.386 .846 

5 1.500 LOOO 1.421 .857 1.318 ·759 1.352 .834 1.346 • 799 

4 1.500 2.000 1.357 1.901 1.259 1.900 1.334 1.853 .1. 299 1.871 

3 1.500 2.000 1 .• 4ol 1.968 1.400 1.951 1.353 1.926 1.371 1.935 

2 1.500 2.000 1.468 1.980 1.451 1.986 1..426. 1.977 1.435 1.980 

1 1.500 2 •. 000 1.480 1.938 1.486 2.003 1.477 2 .• 000 1 .• 480 2.001 

b 1.500 .500 1..438 .500 1.503 .500 1.500 .500 1.501 .500 
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" 

Table XI 

Results fromExample 4: 
to;12 ;12roduct recoverJ.. fractions f'rom five iterations 

Cbill}?onents 1 2 3 4 5 

C3H8 -997 >~999 ·998 ·999 -999 

c4~o .• 860 ·923 .919 .921 -921 

05~2 G139 .077 .081 .. 080 .080 

;C6~4 .. 005 .001 .001 .001 .001 

.6.Qes :-'- 12146 12174 12208 12196 

~s 8813 8841 8875 8863 

4> Factor 1.,076 .725 1.ll9 Q965 1 .• 008 

• 
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3• It is apparent from the iteration results shown in Tables IX,. X,. 

and XI that convergence is reacned essentially as rapidly as tin 

Example J,.. for which ,constant .flows are assumed. 

In the energy-balance equations J (III. 3) or (III. 4), it would 

be of great interest to know under what condi tibn.s negative flows can 

results.. There is,. of course, no physical conception of a negative 

flow; and though the mass-balance equations can methematically handle 

negative flows,. it has been generally found in the work presented here 

that the appearance of negative flows heralds-unstable conditions which 

prevent convergence of the calculations. By using Eq. (III.2) the 

following -energy balance expression can be derived 

v = p 

Q + d (h - h ) c . p p+l 
H ;. h 

p p+l 

This expression hblds across all p up to the feed stage, and 

at this point becomes 

\ + b (hp - ~) 
V = H - h 

p p p+l 
(III.lO) 

The denominator terms will never be negative, as H is always greater 
p 

than hp+l' The source of negative values in thes~ expressions is then 

the numerato.r term~ The terms r (Ht - h) and b (hp - ~) are always 

positive_, and their magnitudes depend upon the values of r and b set or 

assumed. Since there are limits on r and dJ this discussion assumes 

that these quantities have been set with:i,n these limits. The term 

(Ht - hp+l) is generalJypositive although it could conceivably go 

negative if temperatures and compositions toward_the bottom of the 

column were such that (hp+l) were greater than Ht. Even though Eq .. 

(III.9) produces positive values, they may be so small that when they 

are used in the liquid~flow calcu2.ation, 

(III.ll) 

• 
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negative values of L 1 result. p+ Thus Eqs. (III.9) and (III.lO) depend 

upon temperature and composition movements found by using the mass-

balance and equilibrium equations. For systems with a high degree of 

temperature sensitivity, such as may be encountered when relatively 

very heavy or very light components are present, it is quite possible 

that negative flows may result. Ordinarily, the flow variables set and 

held are within their limits and column feeds are such that the tempera­

ture gradients are orderly and not subject to large fluctuation, so that 

the net-heat-flow concept works well. 

Example 4 

Enthalpy-value constants (referred to lig,uid 100°F) 

F~ k 1 u w 

C3H8 0.25 30.90 -15430 21..80 -4830 

c4~o 0.25 40.10 -20050 27.00 -4910 

c5 2 0.25 49.10 -24530 29.90 -3790 
C6Hl4 0.25 55.60 -27790 36.60 -5040 

1..00 

Thermal condition of f'eed:saturated liquid. 

Column pressure: 150 psia .. 

Reflux temperature: bubble point. 

Top-product amount: 0.50 mole per mole of feed. 

Reflux amount: 1.00 mole per mole of feed. 

]inriching stages: 4 (not including the feed stage). 

Stripping stages: 4 (including the feed stage). 

A and B constants: same as those of Example 1. 

Allowable -error in bubble point: I € 2 1~ 0.1 °F. 

Total condenser used. 

It would appear desirable, then, to develop another approach 

to energy balances. One reason for this has just been mentioned, 

namely, systems which contain a component that is highly volatile or 

highly nonvolatile relative to the other components. Systems of this 

type become quite temperature-sensitive, with the result that the 

enthalpy functions and therefore the flows move markedly from iteration 

to iteratiQn. Another reason is found in the variables set and held. 
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When the variables set and held are such that the external flows, r and 

d1 "float" (in the sens~ that they must be guessed), the net-heat-flow 

concept leads to internal-flow corrections based on these "floating" 

values. The external flows .cannot be corrected by the .6Q method1 since 

it inherently corrects only internal flows. In simple distillation 

problemsJ resort can be had to the over-all column energy balance for 

an expression to correct d. As is shown later1 in the case of stripping-

. type columns, this over-all column energy balance completely fails when 

used in combination with the .6Q method. Thus 1 a method that corrects 

not only the internal flows of the system but the external flows as 

well would be desirable J and the following development presents such a 

.method. 

Method II 

Consider the general stage p .shown .in Fig. lla. A total 

energy balance about this stage (assuming adiabatic conditions) leads 

to 

(V 1 H .1 + Lp+l h +l)- (V H + L h)= net ener·gy· ~ Q. (III.l2) p- p- ·-p p ;.p p :p '"P 

There is 1 then, a \ term for every stage :p in the system being con­

sideredJ and if these terms are calculated after any iteration of the 

mass.-balance equation, they give the magnitude of-the individual-stage 

energy unbalances as .well as the total .system unbalance, ~ \• At 

steady state ,-all \ must be .zero, as must ·~ \ ~ If 1 in some manner 1 

all \ can. be 11relaxed11 to zero, the system will be in energy balance 

at this in.stant and the n·ext step of the iterative procedure may be done. 

The method of doing this as presented here is to fir.st con­

sider a "feedback" process w:Q.ereby all the .individual stage unbalances, 

\' are fed back into the silage as corrections superimpo.sed. upon the 

energy streams leaving and entering that stage. The net energy fed 

back at any one stage appears in the streams leaving that stage, as 

shown in Fig. llb. The over-all expression for stage p is 
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~ Stage p 
Flash 

V p-ly p-1 Lpxp 

(a) 

Fig. 

(b) 

11. (a) General representation of stage p. 
(b) Relationship indicated between (qV) 

is (qy) /(CJri) = a/b. P 
(c)Pinputpfeed for flash calculations is 

streams indicated. 

(c) 

MU-17914 
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[vp-lHp!'"l + (q_V)p-1 + 1p+lhp4-l + (qL)p+l]­

[[vPHP + (<Jv)p] + rvp + ('\_)J} = O, (III.l3) 

wh~re q = that corrective value of energy flow which when added to its 

accompanying main-stream energy flow makes ~ = 0. 

If., now, Eq. ( III.l2) is subtracted from Eq. ( III.l3), the relation be­

tween the corrective flows q and the total stage unbalance ~ is 

(III.l4) 

The equation for the over-all· system of stages would be 

(III.l5) 

If, now, a connection between qy .. and q
1 

can be found, then a 

system of calculation is possible whereby either ( ~.\op or ( qL \ottom 

is assumed, and the recurrence equation, (IIL14), after modification by 

some as yet unknown ('\f)p, (q1 )P relation, c1 jq·v' is used to calculate 

from one end of the system to the other. The result of this calculation 

would be ( \r\op if ( qL\o.ttom were assumed, and vice versa. The 

calculated value would be obtained from Eq. (III.l2); and thi.s wo.uld be 

compared with the assumed value to satisfy the condition 

, I (~)assumed .J ( qv/ calculated 1.:::- Ec' 

where E is some arbitrarily predetermined small number for use with c 
corrective heat flows. If the condition were not met, another 

arbitrary assumption of (a. .. ) or ( qL)b tt would be made and 
"V\ top o om 

another calculation and test would be conducted. Should the second 

comparison not be within the imposed limit, a process of linear ex­

trapolation can be used to predict the next value of ( 11y \op or 

( Clr)botttom to be used. This process can then be repeated for as many 

times as necessary to satisfy the imposed condition. It has been found 

-.· 
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that the number of extrapolations necessary to ,satisfy conditions is 

seldom greater than 2 or 3, and quite often the first extrapolated 

value is sufficient. 

When the energy unbalance ~ is fed back to stage p, it can 

result in a change in temperature on the stage as well as a change in 

the exit flows. Th~s, both latent-heat and heat-capacity effects are 

involved in the corrective flow terms (~.J and (qL) . Letting ~be 
w p p 

any arbitrary temperature change on any stage p, it is possible to de-

fine the term 

(III.l6) 

where Cv = change in total energy content of the vapor stream per degree 

temperature change. If a value can be calculated f~ Cv' then it is 

possible to rnlculate the specific temperature change associated with 

stage p, since one has 

(III..l7) 

where (~) == the temperature change on stage p resulting from feed­
p 

ing back the net energy ~ of that stage. 

In like manner, the corresponding equation for the liquid 

stream would be 

(III.l8) 

(III.l9) 

On .the assumption~ then, that values can be obtained for CL 

and CV' Eqs. (III.l7) and (III.l9) give the relationship between (~1.)p 
and (qL)p needed for use in the recurrence equation, (III.l4). Thus 

(~) _ (Cy) _ (VpHp)T+~ - (VpHp)T 

CCir,): -. "(9- (Lphp)T+~ - (Lphp)T • 
(III. 20) 

Equation (III~26) allows resolution of the ~ into the indivi­

dual corrective flows as outlined above. Having obtained the individual 
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values of ('lv) or (qL) , One can then obtain the actual value of (6T) 
. p p 
from either Eq. (III .17 )' or ( III.l9). When the value of (ffii) ·, has been 

p 
obtained, it can be used to change the exit flows from stage p if an 

· expression is available for rate of change of flow with temperature. 

Such an expression would be defined as 

6V 

6Tp = (Vp)T+6T - (Vp)T, (III. 21) 

'th d' . f 6L Wl a correspon lng expresslon or __E 

The method used to evaluat~ the terms CV' CL' and ( :~ or 

(:~ is to perform flash calculations at two different temperatures. 

However, one basic assumption: is. necessary to carry out the two-point 

flash. By recalling the two alternate forms of the flash< equation, 

or 

L 
F(x~i )F 

l + (t) K. i l p 

= 'f;,Vy.=V 
l p l p 

. Z L X . L = = p' i p l 
(!II. 22) 

it can be seen that the term F~ must be fixed at every stage p before 

the flash equations can be utilized. For the general stage p it is ' 

.assumed that the F~ term is composed of the two streams leaving the 

plate, as is indicated in Fig. llc. With.F~ fixed and held as 

indicated, it is a straight-forward calculation to determine any of the 

quantities (V; L; y.; x.) at temperature T and again at T+6T. The 
p p l l 

value of 6T being artibrary, some judgment must be used in its choice. 

The value of T used for the .first flash is also somewhat .arbitrary. 

However, just before the corrective heat-flow calculation is entered, 

equilibrium bubble-point (or dew point) temperatures have been 

established, so that one useful choice for a first flash T would be 

these temperatures. It can easily be shown that if the equilibrium 
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temperature is to be the first flash T, then no flash calculation need 

be run at this temperature because the flash equation will do nothing 

but reproduce the V and L already existing for stage p. 
p p 

The calculation/as outlined here and schematically programmed 

in"Fig. 12 is to first calculate all the V H and L h terms at the tem-p p p p 
peratures and compositions from the mass-balance and equilibrium 

equations. Following this, a flash calculation is run, using the F(xi)F 

indicated above and with a temperature equal to the equilibrium tempera­

ture plus the arbitrary ffi'. The flash equation gives the information 

[(V )TAm] and all [V (y.) ]TAm' and this latter term, when combined p +LU p 1 p +LU . 
with [F(x. )F) , gives all the [L (x.) ]T Am' Thus the c~lculation of 

1 P P 1 P +LU 
(V H )T Am and (L h )T Am can now be carrfed out and these, in turn, 

p P +LU p P +LU 
will provide the ev,and CL terms required. The flash calculation gives 

the additional information needed to evaluate (
6Vp0 by Eq. (111.21). 

In carrying out the flash calculation, an extra~lation procedure is 

used wherein two values of V are arbitrarily assumed and then compared . p 
with values of V calculated from the flash equation. The condition to 

p 
be satisfied is 

where (E)F is some arbitrarily predetermined small number. The method 

suggested for setting up che first two V values is to use the value of 
p 

V used in the mass-balance equation when the~flash calculation is 
p 

first started and then to use the V from the first flash calculation 
p 

itself as the second value. 

At this point, all the information needed for actual corrective 

heat-flow calculation is available. The first step in the calculation 

of all (~) or (qL) is to determine all Q, using Eq. (111.12). Next, 
p p ~ 

the recurrence relation and extrapolation procedure previously described 

are used repeatedly until the conditions imposed by E are met. The 
c 

form of the recurrence relation actually used at this point is that 

obtained by solving Eq. (III. 20) for ( ~ )p or ( qL )p and substituting 

into Eq. (III.l4). Solving for (~)p gives the form 
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(III. 23) 

The (~.) are converted to (~) by Eq. (III.l7), and these (~) are 
~ p p p 

in turn converted to 6V by using Eq. (III.21) and being careful to 
p 

take into account the relation between the arbitrary ~ and the cal-

culated (~) . Finally, all new vapor flows are calculated by using 
p 

6V , and the new vapor flows are used. to calculate new liquid flows by 
p 

a simple flow balance. 

As was previously pointed out, the choice of a value for ~ 

for use in the flash calculation is arbitrary. For all the work 
0 presented here, ~was chosen as + 1.0 • Quite often it would be better 

to choose a larger value for ~. The reason is that the method may 

very well predict a large value of (~) , and to apply the values 
0 p 

obtain[ng for a ~ of 1.0 across a large value of (~) will often 
p 

lead to trouble in the form of negative-flow predii::tions, as is shown 

later. The basic fault lies in trying to extrapolate conditions holding 

for a very narrow temperature range across a very wide temperature 

range. Even though the extrapolation may fail, a very useful piece of 

information is obtained, namely, the direction; that the correction 

should take. For the sake of simplicity in problem layout and program­

ming, the approach used here is to always accept the direction of 

correction indicated by using a ~ of 1.0° and to alter the magnitude 

only if negative flows are predicted. A very simple and direct way of 

doing this is to apply a so-called "damping factor 11 in the form of a 

fractional multiplier of the (~) predicted. In general, its value 
p 

ranges from 1 down to 1/5, and the variation is pri.marily a function of 

the components present and the correctness of the origi.nal variable 

assumptions and--to a lesser degree--a function of the physical setup. 

There are other reasons for using a "damping factor." As is shown later, 

a varying Cv/CL ratio should theoreti.cally be used in the corrective 

heat-flow extrapolation process using Eq. (III.l4); but, in actual use, 

this ratio was assumed constant and equal to that value obtained from 
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the flash process. The "damping factor" helps compensate for this 

assumption. As convergence is approached, however, both (~) 
p 

(predicted) and (q) (calculated) diminish and pass through l and 
. p 

approach 0 in the limit, and therefore in this region the fractional 

multiplier can be set to 1. Thus a variable fractional multiplier 

should be used to obtain convergence in the minimum number of 

iterations, but doing this would require a fairly large amount of 

additional computer program and its value is questionable. For the 

most part, in the work presented here, a multipli.er value was selected 

that gave positive flows, and this multiplier was used right up to the 

convergence point. 

The choice of a~ of 1° for the flash calculation has a 

direct bearing on the value of EF used in terminating th~ flash extra­

polation process. The (6V)T+~ predicted for ~ = +1 is quite small, 

and generally it was found to be in the range 10-l to 10-3. To insure 

a sufficient number of significant figures for (6V)T+l:U'' EF was 

arbitrarily set at 1 x 10-5 

The values of the total stream energy flows, V H and L h , p p p p 
depend on the temperature base·.for the component enthalpies with the 

normal magnitudes within the range -10-5 to +10-5. However, even though 

initial values of ~ and ~ may be of the same o~der of magnitude as the 

stream energy flows, as convergence is approached all ~ and ~ approach 

0 so that the arbitrary value E was set near 0--specifically, 1 x 10-
1

. 
c 

The Flash Process 

Since the flash process provides the two important relations 

needed to effectively use the corrective heat flow princ'iple, some 

further consideration of this process is in order. The first important 

relation ·obtained from the process is Cv/CL' defined by Eq. (III. 2~:). 

The limits of this ratio can be ootained from tbe limits of the act~al 

physical process of adding energy to a two phase system whose 

equilibrium compositions and thermodynamic conditions are those of 

the exit streams of a given stage p. .The addition of energy must result 

in both an increase in vapor and an increase in temperature as long as 
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more than one component is present and equilibrium conditions are 

maintained. The amount of energy absorbed in the~e two increases 

varies. according to the boiling range of the components present. For 

wide boiling ranges, heat-capacity effects would predominate. In any 

case, the values of CV as defined by Eq. (II.l6) will always be posi­

tive and will normally be something less than 103 . Since the feed to 

the flash process is fixed, any increase in the vapor phase as a result 

of energy addition.must lead to a numerically equal decrease in the 

liquid phase according to the equation 

+/:::,V ="'&.. (III.24) 

Thus, we are brought to a consideration of the c
1 

term defined by Eq. 

(III.l8). Since (L )T Am is always less than (L )T for energy added 
p +~ ' p 

(ffi' of +1), c1 will be positive only if the enthalpy or heat-capacity 

effects are greater than the flow-change o1r latent-heat effects. Where 

latent-heat effects predominate, as in the narrow boiling systems, it is 

possible for c
1 

to become negative. The limit of this process would be 

the complete disappearance of the liquid stream, and the ratio CVjc1 
would become 

As c
1 

varies from some positive number to its negative limit, the ratio 

Cvfc1 and fts inverse behaves as indicated in Fig. 13. The ratio can 

have no value in the region 0 to -1 because this would imply CV ~ - c1 , 

which means that either no energy can be put into the system (CJV = -c1 ) 

or energy is being rempved from the system (CV < - c
1

), and both:: these 

conditions contradict the condition necessary for ~ = +1, that is, that 

energy is being added to the system. The point c1fcv = 0 or Cv/C1 = ± ~ 

occurs 'When. (L h )T Am approa~hes (L h )T and finaily becomes identical :. p p +~ p p 
. with it. 

The second important relation provided by the flash process is 

the t::,Vjffi' figure defined by Eq. (III.2l). As pointed out above, this 
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Fig. 13. Qualitative behavior of Cy/CL ratio and its increase. 
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will always be positive and its magnitude will be a function of the 

boiling range of the components involved in any given separation. 

Qualitative considerations indicate, then, that in simple 

distillation columns in which boiling-point ranges are not large 

latent heat effects would predominate, and that because of this CV/CL 

would tend to be positive and large. However, it may well be negative 

toward the stripping end of a column, where an essentially pure com­

ponent exists at high temperature. On the other hand (as is shown 

later), for absorbers and strippers where wide boiling ranges are 

involved, heat-capacity effects predominate and the operating point 

shifts to the right in Fig. 13. This means that the CV/CL ratios will 

be small, and indeed they are quite often found to range near +1. 

The process of extrapolation using Eq. (III.l4) is essen­

tially a complex reflection prdcess in which stream-corrective energy 

flow, q, entering a given stage p is reflected into the exit streams 

from that stage. In a cascade of stages, the reflection process becomes 

complex but is nevertheless capable of being carried out as previously 

outlined. A typical schematic reflection process is sbmm in Fig. 14. 

The flash process provides a value of CL/CV for use in Eq. (III.23), 

and this ratio is assumed constant until the (E ,) condition has been c 
satisfied. It should be noted, however, that the ratio applies only 

for a pure energy feedback to a stage. This energy feedback creates 

mass changes, and in the resulting reflection network combined mass- and 

energy-corrective flows should enter and leave stages so that the CL/Cv 

ratio for pure energy would not apply for combined ~ass and energy 

flows exc~pt by chance. The exact values of these ratios would be 

available if mass effects were taken into account at every step in the 

reflection network, but this would involve flas-process calculations at 

every step. To do this would unduly expand and complicate the calcula­

tion and therefore the method actually used is a compromise one wherein 

one flash calculation is used as the basis for running out the reflection 

network, with.the assumption that CL/CV is constant for all streams and 
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Fig. 14. Schematic energy-reflection or extrapolation process. 
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is equal to the value from the flash process. Note that the constancy 

is. within one iteration only and that the ratio changes from iteration 

to iteration. The "damping factor" previously mentioned helps take 

care of the errors introduced by this assumption. As convergence is 

approached, the assump~ion is still incorrect, but the q values have 

become very small, and as they approach o, the effect of this or any 

other assumption becomes negligible. 

Although Eq. (III.23) is explicit in~ it could equally well 

have been written for ~· The question of which form to use is im­

material from a purely mathematical standpoint, since either form will 

lead to satisfaction of the E condition. However, there is justifica-
c 

tion for the use of the ~ form if both mass and energy are considered, 

and this can be found in following a reflection-network runout. In the 

course of such a runout, one condition must never be violated, viz:: 

the sign of the corrective energy flow and its corresponding corrective 

mass flow must always be the same in the vapor phase. The only way to 

assure this is to calculate~ and then make the mass.correction 

dependent on the sign of the ~ calculated. It can be shown that if the 

~ values calculated are used as a basis for a reflection runout, it is 

qui t.e possible for opposite signs to appear on energy- and mass­

corrective flows in the vapor phase. This is a physical impossibility, 

since if there is an energy increase in the vapor stream, there must be 

a mass increase and vice versa. The same is true for a decrease. 

In the corrective.energy-flow process as used here, no mass­

flow considerations are involved until all the corrective energies have 

been resolved to satisfy E . It is at this point that a choice must be 
c 

made, since the path of arrival at this point is independent of whether 

~ or ~ was used. Based on the above arguments, the only sound choice 

for correcting the system flows is to use cay and~ a combination of Eqs. 

(III.l7) and (III.21). This is not to say that using qL and Eqs. 

(III.l9) and (III.21) to correct the system flows will fail. What is 

implied is that the choice of ~ is theoretically sound and will always 

lead to convergence. The fact that qL works indicates 6nly that it has 
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succeeded in generating the right direction to bring about convergence, 

although tne magnitude of the correction is questionable, The risk 

involved in using qL and calculating 6L from the qL value lies in that 

the correct direction of the 1'low correction may not be generated. If 

the direction is correct, questionable magnitudes may be compensated 

for by the aforementioned damping factor. 

The fact that the corrective energy flow process is independent 

of which q is used to satis1'y·€c has some utility in its actual use. As 

is shown later, for strippers it is convenient to use qV whereas, for 

absorbers, qL is more convenient. For simple distillation columns, it 

makes little difference which is used. In all cases, though, the flow 

corrections should be based on qV' and if qL was actually calculated, it 

should first be converted to qV by Eq. (III.2) before flow corrections 

are made. In summation, then, the use of qV will always produce a 6V 

for which the direction of movement is correct although the magnitude 

may have to be altered by the use of a damping factor. 

Application of Method II 

Method II, the corrective-energy-flow method, can be applied 

to all types of columns, but ft is especially useful ·for absorbers and 

strippers. Using themethod :involves careful consideration of the 

variable analysis since the Q for every stage p must be capable of 

evaluation. For those columns with a reboiler, in order to determine 

~' the reboiler duty must be 6ne of the variables set and held. In 

effect then for these columns, use of Method II removes a degree of 

freedom since it is no longer possible to substitute another fractiona­

tion variable for the reboiler duty. At the top or condenser end of the 

column, it is not necessary to explicitly set the condenser duty, Qc' 

since the only requirement for the top stage is a knowledge of energy 

in the reflux stream. For simple absorbers and strippers, there are no 

condenser or reboiler duties to consider, but a refluxed stripper will 

involve a condenser duty while a reboiled absorber will involve are­

boiler duty. In general, although Method II can be used for simple or 

complex distillation columns, Method I is recommended, since it will 

give a convergent solution in a smaller number of iterations. 
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As a first illustration of the use of Method II, it is applied 

to a simple distillation .column of the type shown in Fig. 4. In Example 

5, the reboiler duty is set so that after all feed variables, stages per 

column section, and the column pressure are additionally set, the 

Description Rule indicates the possibility of setting the remaining 

variables 

Condenser duty, 

Reflux amount, 

but for this example these were replaced with 

Saturated liquid reflux, 

Top-product amount. 

The rerults of Example 5 are shown in Tables XII, XIII and 

Figs. 15-18. It ·was necessary to use a damping factor in this case and 

the first value that gave a stable solution was l/3. Factors of l and 

l/2 were tried but both gav~ negative flows. The typical divergent 

behavior of a nonstable factor is shown in Fig. 16 for a factor of l/2 

together with the behavior of the factors l/3 and l/5; all results were 

obtained by using a ~ factor as well as a damping factor. 

The effectiveness of the ~ factor is shown in Table XII and 

Fig. 15. The use of the ~ factor brings about a rapid establishment of 

the correct temperatures and recovery fractions at approximately the 6th 

or 7th iteration, but it is necessary to do 20-plus iterations to reduce 

·all Q values to some small number, in this( case, 10. However, as cart be 

seen from Fig. 18, the iterations from 6 on are moving only the third 

significant figure in the numbers representing vapor flows, and for all 

practical purposes, this degree of accuracy is unwarranted. The 

additional time and effort to reduce Q values from the largest value 

of 100+ at iteration 6 to a value of < 10 for all stages at Iteration 

14 has negligible effect on the recovery fractions. The value below 

which all Q should fall for a given calculation is a matter of judgment 

and experience. 

The behavior of the three stages lagging behind all others in 

the reduction of Q values is shown in Fig. 17. This figure and Fig. 16 



Table XIL~ 

Results for Exampler; 5: top product recoyery fraction from various iterations 

Components 1 2 3 4 
No ~ Factor - Dam:12ing Factor ::::: 1/5 

5 7 ·8 9 10· 15 20 

ClJHlO 1.030 1.035 1.029 1.023 1.019 1.015 1.011 1.008 1.006 l. OOl~ 1.001 1.000 

C5Hl2 1.023 1.033 1.026 1.021 1.016 1.012 1.009 1.007 l.OOlf 1.002 -998 .998 

C6Hl2 .903 .897 .909 .911 .911 .911 .910 .9~0 .909 .908 .906 .905 

C7H16 .154 .052 .050 .056 .063 .069 .075 .080 .084 .087 .095 .096 

C8Hl8 .005 -- -- -- -- -- .001 .001 .001 .001 .001 .001 

C9H20 -- -- -- -- -- , __ -- -- --
With ~ Factor - Damping Factor = 1[5 

I 

ClJHlO 1.000 1.000 -- 1.000 -- 1.000 -- 1.000 ,_,_ 1.000 1.000 1.000 \0 
!:'J 
I 

C5Hl2 .995 .998 -- .998 -- .998 -- .998 -- .998 .998 .998· 

C6Hl4 .917 .912 -- .914 -- .911 -- .909 
._,_ 

.907 .906 .905 

C7Hl6 .182 .089 -- .087 -- .092 -- .093 -- .094 .096 .096 

C8Hl8 .006 .001 -- .001 -- .001 -- .001 -- .001 .001 .001 

~ Factor ·790 .828 1.089 1.000 1.003 1.004 1. oo41:063- 1.002 1.002 1.000 1.000 
With ~ Factor - Damping Factor ~1Jj__ 

Cl:HlO 1.000 1.000 -- 1.000 ·-- 1.000 -- 1.000 -- 1.000 1.000 

C5Hl2 .995 .998 -- -998 -- .998 -- -998 -- -998 -998 

C6H14 .917 .913 -- .913 -- .908 -- .906 -- .905 .905 

Cfl6 .182 .088 -- .089 -- .09~ -- .096 -- .096 .096 

C8H18 .006 .001 -- .001 -- .001 -- .001 -- .001 .001 

~ Factor .790 .815 1.158 ·937 1.039 .994 1.007 1.000 1.000 1.000 1.000 



-93-

. 
Table XIII 

Results for Example 5: ( CL/ CV) ; ( CV) ; 

(~VL~l from various iterations 

( CL/CV) (cv) (~vL~) __ 

Stage 1 6 14 1 6 '14 14 

9 .320 ·370 ·370 364 299 300 .031 

8 . 232 .238 .235 403 464 460 .041 

7 .201 .187 .187 391 456 446 .038 

6 .175 .156 .156 371 417 408 .033 

5 .145 .128 .129 344 363 354 .027 

4 .204 .207 .211 480 501 492 .038 

3 .065 .033 .037 734 919 901 .061 

2 -.010 -.060 -.057 998 1408 1380 .087 

1 -.065 -.121 -.120 1281 1841 1812 .107 

R -.158 -.192 -.191 1008 1298 1286 .067 
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Fig. 15. Results for Example 5: temperature vs. iteration for 
each stage. 

ci> factor used. 
---no ci> factor. 
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Fig. 16. Results for Example 5: summation of energy unbalances 
vs. iteration. 

damping factor = l/3· 
damping factor = l/5. 

-·-· damping factor = l/2. 
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Fig. 17. Results for Example 5: energy unbalance vs. iteration 
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Fig. 18. Results for Example 5: vapor flow vs. iteration for 
selected stages; damping factor = l/3. 
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indicate the ef'f'ect of' varying the damping f'actor.- Smaller f'actors 

appreciably slow down the rate of convergence and bring about an asymp­

totic approach to the Q = L:Q = 0 axis. From the standpoint of the minimum 

computer time, that damping factor lvhich just gives a stable solution 

should.be used, but there is no~ prior way to predict what this value 

will beJ A factor of l should always be tried first, and the factor can 

then be reduced in some arbitrary manner if unstable solutions develop. 

Table XIII shows_ that values of CL/Cv can and do go negative 

even if the end effect !r!epresented by the reboiler is neglected. This 

merely reflects the movement of the composition toward pure heavy matertal, 

with the result that high values of the equilibrium value cause flash 

·calculation to be made in that area of the general flash curve where 

there is a large movement in the amount of vapor when energy is added 

to the system. Thus, latent-heat effects are predominating in this are~:: 
' 

and the large change in vapor is such that the CL term is negative, 

since the change in liquid enthalpy cannot compensate for the decrease 

in liquid .• 

Example 5 

Equilibrium-value constant Enthalpy-value constants 

Feed F~ A B k l u w --
C4Hl0 0.1 -3848 8.358 41.27 -24762 29.64 -10170 

C5Hl2 0.2 -4002 7' 8"') . • - ..) .J 52.67 -31602 36.79 -1218) 

C6Hl4 0.2 -4997 '8.665 58.60 -35160 42.23 -13533 

Cfl6 0.2 -5595 8.847 66.13 -39678 50.10 -16232 

C8Hl8 0.2 -6300 9.261 73.10 -43860 58.25 -19188 

C9H20 0.1 -7295 10.078 76.94 -46164 62.84 -19879 

1.0 

Thermal condition of feed~ saturated liquid 

Column pressure: l atmosphere 

Ref'lux temperature: bubble point 

Top-product amount: 0.5 mole per mole fe'ed 

'Reboiler duty: 15,000 Btu per mole feed 

Enriching stages: 5(not including feed stage) 
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Stripping stages: 4 (including feed stage) 

Total condenser used 

Allowable error in dew point: I E
2

j ~ 0.1 °F 

Allowable error in flash: I EF I <- 1 x 10-5 mole 

Allowable error in corrective-energy-flow calculation: 

I E I ~ 0 .l Btu" c 
Enthalpy-value constants are referred to liquid at 200°F 

Original flow gradient assumed; 

Enriching section: 

Stripping section: 

L/V = 0.5/1.0 = 0.5 

V/L = 1.0/1~5 = Oo333 
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IV. CALCU:Ll\TIONS WITH VARIABLES OTHER THAN BULK SEPARATION! 

SET AND HELD, AND CALCULA~eiONS WITH COMPI$X COLUMNS 

For the most part the diseussion and illustrations of 

Sections II and III involved bulk separation and a column flow as the 

variables set and held during a calculation~ These variables were used 

for a simple distillation column, such as that of Fig. 4, f:or which the 

total list of variables set would be 

Feed composition and amount 
Feed thermal condition 
Column pres'tmre 
Enriching stages 
Stripping stages 
Condenser (reflux) temperature 
Reflux amount 
Total top-product amount 

Quite often it is desirable to make calculations in which 

total top-product amount is not a variable of primary interest. More 

likely, the recovery fraction of a certain component or the separation 

between two components will be of inter,est. This latter case would re­

quire the setting of the recovery fractions of both components. Still 

another possibility is the setting of a variable which is a function of 

the composition existing at some stage in a column. Although the 

following calculational procedures are developed for these non~bulk­

separation variables, any problem can be solved with bulk separation 

used as a parameter, as was pointed out in Section II. E~ough values 

of r and d would be assumed, for instance, to give a sufficient number 

of calculations to build up a network of answers. It becomes a matter 

of individual preference and judgment as to what approach is utilized 

for the solution of a given problem. 

Component ,Separation as a Set Variable 

When the recovery fraction of a certain component is desired 

as a fixed variable, quite convenient calculational procedures can be 

dewi,sed no matter what the system of components. In addition, for many 
~' 

hydrocarbon systems encountered, the fixing of two recovery fractions--



-101-

that is, the separation of two components--also permits convenient 

calculation of the system. 

The technique used is perhaps best illustrated by means of an 

example; consider Example 6. A feed of four components is to be fed to 

an existing column such as that of Fig. 4. The recovery and purity of 

c
4
H
10 

in the top product are of primary interest, and these variables 

are used in place of reflux and top-product amounts of a typical bulk 

' separation. However, setting .the recovery and purity of a component in 

a product fixes the total amount of that product. The net result then 

is that only the reflux amount has been replaced. 

Setting the column flows and stage temperatures allows calcu­

lation using Method I mass balance. The beginning step in this calculation 

is, then, the prediction of the column temperature gradient. The simplest 

possible gradient is one in which .all stage temperatures are set at the 

bubble point of' the feed, since it has been shown in Section II that con­

vergence is very fast when this is done. To spend additional effort on 

predicting a "better" gradient is a matter of judgment. Example 6 pro~ides 

an opportunity to make a "better" prediction, if. desired, for with the 

system of components involved a very close estimate of product compositions 

can be made. Assuming c
3
H

8 
goes completely into the top product and 

c6H
14 

completely into the bottom product, one can calculate the split of 

c
5
Hl

2 
into the products. Thus, good estimates can be made for the top-

o . 0 
stage and reboiler temperatures; they were found to be 142 F and 247 F 

respectively for Example 6. The first assumed temper~ture gradient was 

simply taken as a straight line between these two temperature valbeso 

In many systems the end temperatures would be much more difficult to pre­

dict, so that the simple constant gradient mentioned above would serve as 

the first prediction. 

Following the temperature-gradien.t assumption, a flow is 

assumed and calculation can proceed. Based on the assumption of a 

reflux flow, Method I mass-balance calculations are made only for the 

control component whose recovery fraction is fixed. The control-component 

distribution ratio resulting is then used in the following form of the 
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okrer-all mass balance equation, 

=E.(~u··+l, 
d ., 

X \, 
d 

which gives directly the amount of the control component in the top 

product. If the desired separation for the control component is not 
! 

obtained, another value of reflux is assumed and the calculation is 

repeated. A simple and rapid method for doing this is the two-point 

extrapolation method previously mentioned. In Example 6, then, these 

.calculations were first made for component c
4
H

10
. 

By using the proper value of reflux and the first predicted 

temperature gradient, Met.hod I mass-balance calculations are no'W made fo±­

all components present. New temperatures are obtained and the whole 

procedure repeated. 

In the first trial of Example 6 a reflux value of 0.574 moles 

per mole of feed was found to give the desired top-product recovery 

fraction of 0.900 for c
4
H
10

. With this value of reflux used to predict 

_the internal flows, the calculation was done for all components with the 

;6-factor. form of the over-all mass balance equation, Eq. (II. 28). .The 

value of the¢ factor is, of course, unknown at the time. the control­

component calculations are run, so that the factor does not appear in 

Eq. (IV.l). The effect of the factor in the over-all mass-balance 

equations for all components is to accelerate convergence to the correct 

temperature gradie~t, and therefore ¢ should be used. A value of ¢ other 

than 1 will displace the control-component recovery fraction from.the 

value obtained in the control-component calculation. In the first trial 

of Example 6 the value of ¢ was 1.070 and consequently the recovery 

fraction of c
4
H

10 
calculated was 0.894 rather than 0.900. In subse­

quent trials, as ¢ approached 1 and the te~perature gradient became more 

correct, this discrepancy died out and the two recovery fraction values 

became identical. The results are presented in Tables XIV and XV. 
·,, 



Table XIV 

Results for Example 6~ 
0 , 

temperature ~ F) and summations from five iterations 

1 2 3 4 5 

Stage Temp. f(X.i )p Temp. f(~i )p Temp. r:(x'. ) 
l 'l p 

Temp. t(x,i )p Temp. fGx.) 
'l p 

d -- 1.000 134.8 1.000 134.4 1.000 134.4 1.000 134.4 1.000 

8 142 1.024 144.3 .989 143.2 1.000 143.2 1.001 143.3 1.000 

7 155 1.008 154.3 -978 152.9 1.000 152.9 1.001 153.0 1.000 

6 168 .986 166.1 ·973 164.9 1.001 165.0 1.002 165.0 1.000 I 
I-' 
0 
w 

5 181 -978 179·7 ·978 179.2 1.003 179.4 1.002 179-5 1.000 I 

4 195 1.049 194.4 .992 195-3 .998 195.5 1.001 195.4 1.000 

3 208 1.044 204.1 .993 204.8 -999 205.0 1.001 204.9 1.000 
\ 

2 221 1.025 216.1 .995 216.7 1.000 216.8 1.000 216.8 1.000 

1 234 1.005 230.2 .997 230.8 1.000 230.8 1.000 230.8 1.000 

b 247 1.000 246.1 1.000 246.6 1.000 246.6 1.000 246.6 1.000 
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Table.XV 

Results for Example 6: 
toE ;Eroduct recovery_ fraction from five iterations 

,Cbi!J~cment 1 2 3 4 5 

C3H8 .998 .998 .998 ·998 -998 

C4Hl0 .894 .900 .900 .900 .900 

C5Hl2 .111 .• 101 .101 .102 .102 

C6Hl4 .002 .001 .001 .001 .001 

Reflux . 574 .645 .633 . .630 .630 

~ factor 1.070 -997 -995 1.000 1.000 
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E~uilibrium-value constants 
Feed F~F A B 

C3H8 0.01 -2553 5.704 

c4IS.o 0.35 -3106 5.813 

C5Hl2 0.24 -3828 6.202 

C6Hl4 0.40 -4502 6.564 

Thermal condition of feed: saturated liquid 

Column pressure: 100 psia 

Reflux temperature: bubble point 

Enriching stages: 4(not including feed stage) 

Stripping stages: 4(including feed stage) 

Recovery fraction of c
4
H
10 

in top product: 0.90 

Purity of c 4H10 in top product: 9o% 

Calculated top product d = 0.35 mole per mole feed 

Acceptable bubble-point error: I e
2

1 ~ 0.1 °F 

It is interesting to · ·. ) note that in Example 6 the second­

iteration value of the reflux was within 4% of the correct value and 

that the separation on all components was correct to within 1%. 

Iteration 3 confirmed this result and for all practical purposes 

Iterations 4 and 5 need not have been run. Example 6 did not include 

an energj;-balance calculation, but if an energy balance were' desired, 

Method I of Section III would be recommended. 

The results of a calculation such as that of Example 6 allow 

the specification of the flows in a column for any given amount of 

feed. On the other hand, by using the diameter.arid capacity of an 

existing column, it is possible to calculate the amount of feed that 

can be handled. If the calculation is being used as a design method, 

it_is possible to determine the column size that will handle a given 

amount of fe~d. 
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The use of the calculation as a design method may at first 

seem somewhat backward, but it is just as logical to set the number of 

stages to be used at some arbitrary figure greater than the minimum 

number stages at total reflux as it is to set the reflux to be used .at 

some arbitrary amount greater than minimum reflux, as is commonly done. 

If a given problem description is to include the recovery and 

purity of a component~ then the calculation procedure as exemplified by 

Example 6 is immediately applicable. If the problem description is to 

include the recovery fractions of two components, there is no change in 

the basic calculational procedure but there j_s a change in starting the 

procedure. The amount of product that will yield the second rebovery 

fraction should be estimated and calculations made as in Example 6. It 

is difficult to vary the total product amount to match the second re­

covery fraction by using the above calculational procedure. It is 

suggested that for a given value of top-product amount, two control­

component calculations be made, one for each component .. The reflux 

values from each .calculation should be the same for correct conditions. 

If the values do not match, the two-point extrapolation procedure may 

again be called upon to find that value of top product which will give 

identical reflux values from the individual control-component calculations. 

In many hydrocarbon systems, it is easy to estimate total produ~t amounts; 

for other systems a few calculations are required but in either case a 

minimum amount of effort is required. 

Another problem description of a similar type is of interest. 

With the recovery of a given component set, and the amount of feed to be 

fractionated known, the questions arise as to what product purity can be 

obtained for this component or what sharpness of separation from the 

other components can be obtained. From the size of the column to be used, 

the v~por or liquid capacity of the column--whichever is limiting--can 

be estimated. Then, as an example, the amount of vapor that can be used 

per unit amount of feed can be estimated and set as the second variable, 

with the control~component recovery fraction as the first set variable. 

For this case the amount of top product is assumed and calculations are 
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made on the control component as in·Example 6 until that value of the 

product is found which.gives the correct answer for the recovery of the 

control component. The procedure from this point on is straightforward. 

In like manner, calculations to determine how much of a product of given 

purity can be obtained can be made in which the purity of a control 

component and an internal column flow are held. 

Problems of this latter type can be solved by anotherJ more 

convenient procedure than that of Example 6. For these problems a 

variable such as the recovery fraction of the control component is set 

and in addition a column flow is set. What must be. solved for is the 

amount of total product that will yield the required separation on the 

control component. Here, then, a value of the total product is assumed 

and Method I mass-balance calculations are made on al.l components until · 

the temperature gradient is correct. The calculation therefore proceeds 

as in Example 1. There results a value of the recovery fraction which 

is correct for the assumed product amount but which is most likely not 

correct in comparison with the desired value. To find that value of 

total product which is approximately correct for the desired recovery­

fraction value, Eq. (II.28) is used as described in Section II. That 

is, d (and hence b) is varied, with the restriction E(x.)d = 1.0, until 
l l 

a value of d is found which gives the correct control-component recovery 

fraction. The product-composition ratios used in Eq. (II.28) are those 

existing when the above correct temperature gradient is obtained. The 

new temperature gradient and approximate product value are then used in 

the next iteration, and the whole process repeated until convergence. 

The rate of convergence for such a calculation is quite rapid and the 

amount of product calculated is correct. From this point of convergence 

further extrapolation for the change in control-component separation 

with small movements in total product amount may be made with a high 

degree of confidence. 
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Composition-Dependent Variable as a Set Variable 

Instead of' the recovery and! (or) purity of a given component, 

it is often of interest.to specify a product variable which is dependent 

upon the composition of' that product. Such a variable might be octane 

number J which could be .calculated from the composition of the product and 

the blending numbers of the components. Another such variable might be_ 

the vapor pressure at a certain temperature" and this could be estimated 

f'rcim the boiling point of the prof:luct at the column pressure. In general, 

any variable that can be obtained from a knowledge of the composition 

can be set and held in the calculations just as was the recovery and (or) 

purity of' a control component. 

Calculaticms holding a composition .... dependemt variable are 

generally mor-e difficult than those holding a component recovery and (or) 

·purity. Consider a problem description in which the amount of the bottom 

product and the reboiler temperature are set.. A temperature grB'dient and 

a reflux (or some other flow). are assumed.. Calculations proceed on all 

components to obtain t]+e bottom-product composition. If' the bubble-point 

temperature based on this composition is not that set- for the reboiler_, 

another value of' reflux is assumed and' the calculation repeated. This 

procedure is carried out repeatedly; holding the assumed temperature 

gradient., until the bottom bubble-point temperature is within the desired 

-limit. At this point the temperature gradient is corrected and the whole 

procedure repe:ated until the recovery fractions of all components become 

constant from iteration to iteration.. This type of' calculation will con­

sume more computer time because of the necessary iteration-within= 

iteration pattern, and this would also be true for cases in which recovery 

and (or) pufit~ variables are.set .. Nevertheless digital computer solu­

tlons proceed -extremely fast and make thi.s type of calculation quite 

feasible. 

In contrast to setting a composition-dependent variable and a 

product flow, consider the problem description in which a column flow and 

a composition-dependent variable are set.. As will be shown, this latter 

combination affords an appreciable simplification in calculations. This 

is best illustrated by an :example:. 
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In Example 7 a hydrocarbon stream is to be debutanized in a 

column samilar to that of Fig. 4 to produce a bottom product with a Reid 

vapor pressure of 9 psig. As the separation is predominantly between 

c
4
H
10 

ani c
5
H12, a reflux is set which is typical for such separations, 

viz. 0.5 mole per mole of feed. What is desired, then, is the amount of 

product that can be made in a specified column. In all such problems 

in which the amount of a product is unset, very effective use can be made 

of Eq. (II.28), as described in Section II and pointed out previously. 

When one Method I mass~balance calculation has been made on all compo­

nents at an assumed temperature gradient 7 all component-distribution 

ratios are available~ These ratios are then used to vary the product 

composition, with product amount until the desired bottom bubble-point 

temperature is obtained. This is an approximation, but (as was pointed 

out in Section II) it is quite accurate. Once the bottom product has 

been determined, the temperature gradient can be corrected and the pro­

cedure repeated to convergence. 

E6cample 7 

Equilibrium-value constants 

Feed F:~ A B --
C3H8 o.b4o -2553 5.522 

C4Hl0 0.320 -3106 5.631 

C5Hl2 0.285 -3828 6.020 

c6~4 0.155 -4502 6.382 

c~6 0.090 -5750 7·698 

c8~8 0.110 -6510 8~286 

1.000 

Thermal condition of feed: saturated liquid 

Column pressure: 120 psia 

Reflux temperature~ bubble point 

Enriching stages~ 4(not including feed stage) 

Stripping stages: 4(including feed sta~e) 

Reid va~or pressure of bottom proquct~ 9 psig 

Reflux flow: 0.5 mole per mole feed 
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. 0 
Reboiler temperature: 280 F (based on estimated vapor 

pressure of bottom product of 120 psia at Z80°F) 

Acceptable bubble-point error~ IE 2 1 ~ O.l°F 

For the first iterationy the initial separation estimaterled 

to the assumption of b = 0. 7 mole per mole f.eed. This also led to the 

following assumed first temperature gradient~ 

Stage Te!!!;Eerature 

8 150°F 

7 167 

6 183 

5 199 

4 215 

3 231 

2 247 

1 263 

Reboiler 280°F 

A Method I mass-balance calculation for all components gave 

the following product distribution ratios: 

.CJpmponent 

C3H8 

c4IS.o 
C)Hl2 

C6IS_4 

CfS_6 

C8Hl8 

Distribution ratio (x /x ·) 
'b 'rd 

0.001778 

0.07396 

3·991 

23.95 

16270. 

6177004 

These ratios were then used in Eq. ( IL 28) to determine the 

bubble point of the bottom product at various values of b. A simple 

two-point extrapolation proc.ess suffices to quickly find the correct 

value for ~he given bubble point. In this.case the initial value of b 

.was 0 .. 7 and the value of ¢ that gave ~(\X. )d = 1 was 1.•801, and the 
J. . J. . 
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resulting bottom-product composition gave a bubble point of 262.7°F vs 

280°F desired. Further iterations at this point and their results are 

as indicated: 

0.6, ¢ 0.6248, 
0 b = = Tb = 282.5 F; 

0. 6124, ¢ 0 b = = 0.7151, Tb = 280.3 F. 

The last value of Tb was sufficiently close to 280°F. 

~ 

duty were set, the calculation would proceed exactly as in Example 7 

except that'energy balances by Method I of Section ·III are included in 

every iteration. As an illustration of this kind of problem, Example 8 

was calculated for the same feed and physical setup as in Example 7· 

The feed to the column was to be stabilized to produce a ·bottom product 

whose boiling point at the column pressure of 120 psia was to be 280°F. 

The limiting duty of the reboiler was used as the second variable set, 

and the value of ~was set at 11,000 Btu per mole of feed. The results 

of the calculation are the composition and amount of bottom product it 

is possible to make with these set variables. As in Example 7 the 

initial assumed amount of bottom product wasp= 0.7. The amount of re­

boiler vapor was estimated to be equal to one mole per mole of feed. 



Table JCVI 
-

Results for Example 7~ temperatures (>F) .and summations for five iterations 

1 2 3 4 5 
-Stage Temp. 4:(x. ) 

l l p Temp. 4:( X. ) 
l l p 

Temp. t(xi )p . Temp. r(xi)p .Temp. 4:(xi) l . p 

d -- 1.,000 lt45.1 1.000 146.7 1.000 146.6 1.000 146.6 1.000 

8 150 1.168 165.3 1.001 167.8 ·998 167.6 1.000 167.6 1.000 

7 167 1.263 180.5 1.020 181.5 .994 180.9 .999 180.9. l.OQO 

6 183 1.292 193.8 1.048 191.6 ·990 190.9 1.000 190.9 1.000 I 
),--' 
I-' 
t"V 

5 199- 1.284 207.7 1.085 201.4 ·991 201&0 1.002 201.1 1.000 I 

4 215 -972 230.5 -939 215.8 .994 218.2 .999 218.2 1.000 

3 231 1.010 238.0 .993 228.1 .999 229.0 .999 229.1 1.000 

2 247- 1.019 247.0 1.024 240.5 1-.000 240.7 1.000 240~8 1.000 

1 263 -999 259.0 1.025 255.5 -999 255.6 1.000 -255.6 1.000 

b 280 1.000 280.3 1.000 280.0 1.000 280.1 1.000 280.2 1.000 

I 
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Table XVII 

Results for Example 7: 
bottom product recovery fraction from fiwe iterations 

Component 1 2 3 4 5 

C3H8 .002 .002 .002 .002 .002 

C4Hl0 .orn .087 .086 .086 .086 

C5Hl2 .819 . 785 .786 .785 .785 

C6Hl4 .996 .994 .994 .994 .994 

Cfl6 1.000 1.000 1.000 1.000 1.000 

C8H18 1.000 1.000 1.000 1.000 1.000 

'b' used .700 .6124 .6055 .6055 .6055 

'b' calculated .6124 .6055 • 0055 .6055 .6055 

Tb calculated 280.3 280.0 280.1 280.2 280.2 

Cii. factor .7151 1.282 ·977 .999 1.000 
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As mentioned above, the calculational procedure is exactly 

the same as that of Example 7 up to the point where a corrected tem­

perature gradient has been obtained. New flow gradients are now calcu­

lated by the net-energy-flow process of Section III, and for this 

purpose . the b:.Qss = ~ - b~ would be calculated first, and .flows would 

be calculated starting at the bottom of the column and proceeding to the 

top stage. 

From the results given in Tables XVIII, XIX, and XX it is 

apparent that convergence is quite rapid and, as in Example 7, the 

correct value of b is quickly established. Again, for all practical 

purposes, the degree of convergence of Iteration 3 is sufficient even 

though t.he third-place figure of the flows is still in doubt. The 

enthalpy data and assumptions necessary to use the net-energy-flow 

process do not justify iteration to determine the flows to one part in 

· a · thousand. 

Eocample 8 

Enthalpy constants used 

Lig,uid Va:12or 

Feed F~ k 1~ u w 

G3H8 0.040 30.90 -15430 21.80 - -4830 

C4Hl0 0.320 41.27 -24672 29.64 . -16i7g 

C5Hl2 0.285 52.67 -31602 j6. 79 -12189 

c6~8 0.155 58.60 -35160 42.23 -13533 

Cfl6 0.090 66.13 -39678 50.10 -16232 

C8Hl8 0.1~0 73.10 -43860 58.25 -19188 

1.000 

Thermal condition of feed~ liquid 0 at 200 F 

Column pressure: 120 psia 

Reflux temperature: bubble point 

.Enriching'stages: 4(not including feed stage) 
Stripping stages~ 4(including feed st?ge) 
Reboiler temperature: 280°F 
Reboiler duty~ 11,000 Btu per mole feed 

Acceptable bubble-point error: 1€2 1 ~ O.l°F 
A and B constants same as Example 7 



Table XVIII 

Results from Example 8: temperatures (°F) and summations from five iterations 

l 2 3 4 5 
Stage Temp. ~(x.) 

1. 1. p 
Temp. ~(x.) 

1. 1. p Temp. ~~X. J 
1. 1. p 

Temp. ~(x.) 
1. 1. p 

Temp. t(x)p 

d -- 1.000 143.0 1.000 144.8 1.000 144.8 1.000 144.8 1.000 

8 150 1.168 160.8 1.036 164.3 -998 164.1 1.000 164.1 1.000 

7 167 1.263 175-3 1.054 178.4 -993 177-9 1.000 177-9 1.000 

6 183 189.3 1.038 189.8 .988 188.9 189.1 
I 

1.292 1.001 1.000 I-' 
1-' 
Vl 
I 

5 199 1.284 204.3 .983 200.0 -991 199.9 1.002 200.0 -999 

4 215 -972 227.4 1.102 212.6 .983 1.004 216.1 
, 

217.9 -999 

3 231 1.010 236.5 1.057 226.0 -994 228.4 1.001 227.9 1.000 

2 247 1.019 246.4 1.023 239.4 -999 240.3 1.000 240.1 1.000 

l 263 -999 258.9 1.004 255-3 1.000 255.5 1.000 255-5 1.000 

b 280 1.000 280.7 1.000 28o.O 1.000 280.1 1.000 280.1 1.000 
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' 

Table XIX 

Results for Example 8: 
bottom ;eroduct recoverJ: fraction from .five iterations 

Component l 2 3 4 5 

C3H8 .001 .002 .002 .002 .002 

"C4Hl0 .063 .078 .077 .077 .077 

C5Hl2 .864 ·.824' .824 ;.824 

C6Hl4 ·998 ·996 .996 ·996 

Cf16 ·999 ' 1.000 1.000 1.000 1.000 

c8~8 1.000 1.000 1.000 1.000 1.000 

'b' used • 700 .621 .614 .614 .614 

ibl calculated .621 o6l4 .614 .614 .614 

Tb calculated 280.7 280.0 280.1 280.1 280.1 

<I> factor .no 1.271 .941 1.018 .994 

h.Qss 9715. 9807. 9805. 9805. 

h.Qes 4717. 4808. 4807. 4807. 
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Table.XX 

Results for Example 8: flows from five iterations 
I 

l 2 4 5 

Stage L v L v L v L v L v 

d .300 4 379 .386 .386 -386 

reflux .700 .687 .675 .676 .676 

8 .700 1.000 .652 1.066 .648 1.061 .652 1.062 .651 1.062 

7 . 700 1.000 6.14 1.031 .628 1.034 .631 1.038 .630 1.037 

6 .700 1.000 .573 -993 .610 l. O).j .608 . 1.017 .607 1.016 

5 .700 1.000 .500 .952 .590 ·996 .554 .994 .566 .993 

4 1.700 1.000 1.696 .879 1.601 ·975 1.650 .940 1.632 .951 

3 1.700 1.000 1.709 1.075 1.641 .987 1.664 1.036 1.658 1.018 

2 1.700 1.000 1.716 1.088 1.662 1.027 1.672 1.050 1.670 1.044 

l 1.700 1.000 1.680 1.095 1.643 1.048 1.646 1.057 1.645 1.056 

b • 700 1.000 .621 1.059 .614 1.029 .614 1.032 .614 1.031 
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Calculation.s for Complex Columns--Three or More Products 

Columns containing more than two main plate sections, or n::oret 

than o'ne feed, or more than t.wo products frequently occur in fractiona..: 

tionproblems. Suchproblems are readily solvable by a Method I mass­

balance calculation or the Edmister procedure~ However, these complex 

col.umns are approaching an area where it may become feasible to use the 

Method II mass~balance procedure. As will be seen shortly, the entry 

or removal of· additional streams from a column materially increases the 

complexity of the Method I'mass ... be.lance equationsJ and when more than 

two such streams.l;'l.re called for, t.he notationa;L and programming ease 

of' Method II may well outJW:eigh the speed ofconvergence of Method I. 

·.Typical columns in which more than one product is removed 

might be as .indicated in .Fig. 19• Exa!!IJ?le 9 is based upon the column 

of part .(b) of this figure. Three products are beir!g removed as 

indtcated; the top ·and bottom products are being removed from the main 

column in the usual manner; but in addition a side product is vlithdrawn 

at the bottom of a side stripper. The aQ.ditional plate sect:t.on .~:~lJ.ows 

the setting of more variables than in a simp.le two-section two-product 

column.. On t.."J.e basis of the description rule, the number of stages per 

column section, all variables connected with the feed 1 and the column 

pressur~ are set. In addition the following variables can he set& 

Condenser duty 

· Reboiler duty 

Side~stripper reboiler duty 

Reflux amount 

Side~draw amount 

·These variables can be replaced with an equivalent list if 

.desired. The simplest:. set of variables ..... the variables actually used for 

Example s1.;..c.would be~ 

Total top~product amount 

Side-stripper product amount 

Side-str:t.pper rebo:Ller vapor flow 

Reflux amount 

Reflux temperature 
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Fig. 19. Typical complex columns. 
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Having .assumed a temperature gradient and .all internal column 

flows, one .starts Method I mass-balance calcul~;~tions.. From the bottom 

stage of the main .column to the feed .stage, the calculation is carried 

out as outlined in Section II; the last ratio calculated is yf,/~. 

Again, from the top of the column to the side-draw stage, the calcula­

tion is ?S previously outlined. However, the last ratio calculated is 

for the side-draw .stage, Stage 12 in·Example 9, and will be x1ixd. 

In order to .continue the calculation down to the .feed plate, the side 

stripper must in .some manner be meshed into the calculational scheme. 

This is accomplished by starting ,another .series of' ratio calculations 

at the bottom nf the side stripper with all stage compositions being 

referred to· ~s' the side-stripper product composition, and the -last 

ratio calculated will be that of' the side-drawf s.tage to the bottom 

product, x12/xs for Example 9· At this point .it becomes convenient to 

define a new combined top product in order to make mass bala~ces on 

those stages from just below the side-draw stage to the feed stage. 

This section of the column is here termed the intermediate section. 

From Fig. 19b, the first stage in this section is S:ta'ete 11 and its mass­

balance equation is 

(IV.2) 

The newly defined product P now appears in all equations 

from Stage 11 to the feed stage. Equation (IV.2) is first put in the 

form 

and if the ratio x
1
/xp is available, calculation down to the feed 

plate can proceed in the normal manner. One can readily show 

d + s = --~----------d X 
) (IV.4) 

(~2) (~2) 



-121-

and therefore all quantities are available to calculate the ratio. Cal­

culations are continUed down to the feed stage and the proper matching 

equation used to obtain the product distribution ratio ~/xp. Having 

obtained the product-distribution ratios for all components, one uses the 

over-all material balance relation, Eq. (II.28), but its nomenclature 

is now 

(IV.5) 

Thus all ~ and ~ :;:: xp [~/x:e)¢] can be determined under the 

usual restriction ~(x.)p = 1. In this type of column a similar relation 
~ ~ 

exists for xd.' and it is 

(IV.6) 

Finally, then, all xd and xs = Xp [(x/xd)p] are determined 

under the restriction ~(x.) = 1. The distribution ratios x /xd are all 
i ~ d s 

obtained from the known ratios x12jxd and x12/xs. The value of p' is 

not necessarily: .equal to the value ¢ of Eq. (IV. 5) except at the point 

of convergence, which is, of course, a unique point at which all p = 1. 

These values of xd' ~' xs allow calculation of compositions 

at all stages and thus a corrected temperature gradient. Also, internal 

flows may be corrected at this point by energy-balance Method I if 

desired. The over-all calculation is now repeated and the iteration is 

continued until the desired degree of convergence is obtained. The 

results of Example 9, as presented in Tables XXI and XXII, indicate that 

such a calculation converges rapidly. 

If the bulk separation-column flow-variable combination dis­

cussed above is not desired, it is quite possible to specify setting a 

control-component separation or setting a composition-dependent variable, 

since for these variables the calculational procedures previously out­

lined can be u.sed. It is even possible to effectively set and bold more 
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Table XX!t 

temperature 
Results for Example 9~ 

(°F) and summations from four iterations 

1 2 3 .4 
Sta'ge . Temp. r:(x.) Temp. t(xi)p Temp • t(xi)p .Temp. 4:( X • ) 

J. J. p J. J. p 

d 1.000 1.000 113.0 l 1.000 113 .. 1 l.OOO · .. 

17 110°F 1.076 117.5 1.008 118..3 1.002 118.5 1.000 

16 121 1.119 126.3 1.019 127.6 1.004 127.8 1.001 

15 131 1.193 .139.8 1.026 140.9 1.005 141.2 1.001 

14 142 1.318 156 .. 0 1.021 155.9 1.006 156.1 1:oo2 

13 153 1.490 157-1 ·998 168.9 1.006 169.0 1 .. 001 

12 164 1.673 183 .. 4 .957 178·5 1.008 178.8. 1 .• 001 

11 175 1.130 186.6 1.023 188.8 .996 188 .• 2 1.001 

10 186 1.148 195 .f!+, 1.005 194.7 ·994 194.2 1.001 

9 196 1.124 2'02. 0 .983 199.7 .995 199.o3 L001 
•''..' 

8 207 1.063 207.7 .966 204.4 ·998 204.4 1.001 

7 218 .987 212.8 -957 209-3 1.004 209-9 1.001 

6 229 .960 217.2 1.025 215.1 .987 21'6. 4 .999 

5 240. .917 235-5 1.014 233.4 -990 234.3 .998 

4 251 .. 897 250.8 1.005 249.2 .993 249.8 ·998 

3 262 .891 264.6 1.000 263.8 -995 264.3 .999 
r•· 

278.1 278 .. 3 2 273 ;5?01 ·999 277"9 .991 .999 

1 284 -923 291.6 1.000 291.8 ·999 292 .. 1 1.000 

b 295 1.000 306.1 .1.000 . 306.1 1.000 306.2 1.,000 

5ss 171 ·935 185.4 1.020 182.0 1.002 182.0 LOQ1 

4ss .178 .966 188.4' 1.014 186.0 1.002 185.8 1.001 

3SS 186 .988 192.1 1.010 190.3 1.002 190.0 1.001 

2ss 193 1.004 196.1 1.007 194.7 1.002 194.5 1.001 

1ss 200 1.010 200.3 1.003 199.2 1.001 199.0 L.OOO 

s 207 1.000 204.9 1.000 204.2 1.000 204.0 1 .. 000 
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Tab1e.XXII 

Resul t.s for Example 9 ~ 
various recovery fractions from four iterations 

ToE Eroduct recover~ fraction 

ComEonent 1 2 3 4 

C3H8 .951 .945 .944 .943 

c4~o .037 .042 .042 .043 

C5Hl2 

· C6Hl4 . 

Side draw Eroduct recover~ fraction 

C3H8 .049 .055 .056 .057 

c4~o .908 .904 .904 .904 

c5~2 .109 .109 .107 .107 

C6Hl4 .001 .002 .001 .001 

Bottom Eroduct recovery fraction 

C3H8 

c4~o .055 .055 .054 .053 

c5~2 .891 .891 .893 .893 

C6Hl4 .999 .998 .999 .999 

- 4> factor L060 1.063 ·975 1.000 

4> 1 factor ·539 1.074 ·993 1.000 
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t.han one control-component separation. A case in point using the system 

of Example 9 would be to set and hold the following variables: 

Exam;ele 9 

Recovery of c
3
H

8 
in the top product 

Purity of C§H
8 

in the t'op product 

Recovery of c
5
H12 in.the bottom product 

Purity of c
5
H12 in the bottom product 

.Reflux temperature 

Egpilibrium constant values 

Feed: F~ A B 

,C3H8 0d0 -2553 5.011 

c4~o 0.40 -3106 5.120 

C5Hl2 0.20 -3828 5.509 

C6Hl4 0.10 -4502 5.871 

1.00 

Thermal condition of feed: saturated liquid 

Column pressure~ 200 psia 

Reflux temperature~ . bubble point 

Enriching stages: 5(.not including side-draw stage) 

Intermediate stages: 6(not including feed stage) 

Stripping stages: 6(including feed stage) 

Side-stripper stages~ 5 

. Top-product . amount g 0. 3 mole per mole feed 

Reflux amount:. O.o 4 mole per mole feed 

.Side-stripper product amount: 

Side-stripper reboiler vapor: 

Acceptable bubble-point error: 

1.5 moles per mole feed 

0. 5 mole per mole fe.ed 

IE2 1 ~ 0.1°F 

Since stages are numbered from the bottom of the column upward, 

for this example the feed stage is 6, the side-draw stage is 12, and the 

top stage in the main column is 17. The de.signation 11 ss 11 is used for 

side-stripper stages, and thus the top stage in the side stripper becomes 

5ss. See Fig. 19b. 
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Fixing these variables automatically sets all product amounts 

so that what is required is the calculation of all internal column 

flows. 

It is apparent that the internal flow that will have the 

greatest effect on the recovery of c
3
H8 will be the vapor flow in the 

side stripper. SimilarlyJ that flow which will affect the c
5
H

12 
recovery 

the most will be the liquid flow in the intermediate section. Con­

sequently these two flows can be varied essentially independently and 

calculations made alternately on the two components to produce the 

desired recoveries. To hold the recovery and purity of c4H
10

, which 

appears in appreciable quantity in all products, is more difficult but 

can be done by the same procedure. In general, the techniques pre­

viously presented for two-section columns can be used here. 

In the generalization of this procedure for more than three 

products, as for example a crude-oil distd.llation column with two or 

more side ,strippers, Eq. (IV.2), (IV.3), (IV.4), (IV.5), and (IV.6) must 

be repeated for every side-draw product. For each additional side 

product another term appears in Eq. (IV.2) and (IV.4) and another p must 

be evaluated. Although in principle this presents no difficulties, the 

programming and calculations become rather involved and it is recommended 

that Method II mass-balance procedures be used rather than Method I. If 

such a column is further complicated by more than one feed input, the 

use of Method II mass-balance procedure is strongly recommended. 

Calculations for Complex Columns--Two or More Feeds 

The simplest column of this type is that illustrated in Fig. 

20. Using this figure and applying the description rule, one can see 

that if the two feeds are completely specified and if in addition the 

number of stages per section and the column pressure are specified then 

the three following variables can be set~ 

Condenser duty 
Reboiler duty 
Reflux amount 
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Fig. 20. Typical two-feed distillation column . 

. , 



-127-

The simplest set of variables that can be used would involve 

replacing the exchanger duties as follows~ 

Total top-product amount 
Reflux temperature 
Reflux amount 

Example 10 uses this latter set of variables. For each com­

ponent, the Method I mass-balance procedure is started after assumption 

of a temperature gradient and all internal column flows. Calculations 

from the column bottom to the lower feed stage, f
1

, yield the ratio 

(yf1/~). Calculations from the column top to the upper feed stage, f
2

, 

yield the ratio (xf2/xd), and bel~w this feed stage it would be desirable 

·to continue calculating down, using some combined product, as was done 

for three-product colufnns. Unfortunately, concentration ratios based on 

a combined product cannot be expressed as a pure number, as they could 

for the side-product column. The unknown concentration ratio (xf2/xd) 

appears at feed stage f
2 

and must be carried along in any calculations 

continuing down the column. 

Consider first the mass balance below Stage f
2

• In Example 10 

the upper feed stage is number 11 and the lower feed stage is number 2, 

and in the subsequent equations actual stage numbers are used to 

simplify the subscriptings. Consider, then, the first mass balance to 

involve F
2

. At Stage 11 this is 

which can be written in the following two alternate forms 

(VL9) 

Equation (IV.9) is recognized as a combination of a normal 

Method I mass-balance equation and a carrying term for the unknown 
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(xF2/xd) ratio. To simplify the nomenclature, Eq. (IV.9) is newly 

defined as 

(IV.lO) 

where the G and J functions are calculable numbers. Using tne equili­

brium relation results in 

(IV.ll) 

. and this equation in turn can be newly defined as 

(IV.l2) 

where the g .and j functions are also calculable numbers. The continuation 

of_ this procedure yields, for Stage 9, 

(IV.l3) 

or 

(J.V.l4) 

and so on down the column. Thus the generalized expressions for these 

newly defined functions are 

L 
G = ....E:!:! ( 1) + 1 g .•. 1 - } p v . .pt 

p 
(IV.l5) 

L F2 
JP = ~+l (jp+l) + v' 

p p 
(IV .. l6) 

(IV.l7) 
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(IV.l8) 

and the complexity of these functions is directly dependent upon the 

number of stages existing .in the intermediate section between the two 

feed stages. As noted, these functions are numbers and as such are 

calculated and stored for each stage in the intermediate section. As 

will be shqwn, they also appear in the matching relation existing at 

the lower feed stage, f
1

. 

In starting the calculation of these functions at the upper 

feed stage, we have gf
2 

= (xf
2
/xd) and jf

2 
= 0 for feeds which are all 

liquid or all vapor. For partially vaporized feed~, the relations are 

slightly more complex but can be readily derived. 

Stage-to~stage calculations in the intermediate section 

finally yield values of g and j for the stage immediately above the 

lower feed stage or values of G and J for the lower feed stage. The 

matching equation on the lower feed tray can be written using these 

functions. Thus, for all-liquid or all-vapor feeds; the matching 

equation would be 

G + Jfl(l -~ lfl 
_,x~ = --(..-y_f_/...--~---.-) ---

1 

(IV.l9) 

However, the value of xd must be known before this equation 

· can be used, so that it becomes necessary to set up an ovet-all mass­

balance relation explicit in xd. Upon substituting Eq. (IV.l9) into the 

over-all mass balance relation; one obtains 

(IV.20) 

+ d. 
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Solving Eq. (~.20) for 

(IV. 21) 

+ d 

All the numbers in Eq. (IV.21) are known, and therefore values 

of xd can easily be obtained for each component. Values of ·~ can then 

be calculated by using.Eq. (IV.l9). However, before one proceeds to 

calculate the individual stage compositions, it is best to use these 

values in component-distribution-ratio form fbr.the ~-factor calculation 

such as that described in Section II. The form of' the ¢-factor equation 

he:.re is 

X : 
d 

.F x_ + F x_ 
~~l 1''1 2 1''2 

(IV. 22) 

b(~) + d 
Thus all xd and X, = xd [~) ,o] are determined in the usual 

way with the restriction ~(x.)d = 1, and stage compositions can be 
. l l 

obtained. Following this the temperature gradient is corrected and 

·the flows, if desired, can be corrected by the Method I energy-balance 

procedure. 

Calculations with two feeds are more difficult than with one 

feed only in that two numbers must be carried through the intermediate 

section between the feed plates rather than one number as is normally 

done. As can be seen from the results of Example 10 in Tables XIII and 

XXIV, the rate of convergence is quite rapid. All of the variables 

that can be held successfully in the calculation of ordinary columns 

can be held also. 

It is possible to extend the use of these G, J, g, and j 

functions to the case of three feeds without unduly complicating the 

calculation, but this would represent the limit of their usefulness. 
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Table ')CXJ:II 
-

Results for Example 10~ temperatufe<'(°F) and summations from five iterations 

1 2 3 4 5 
Stage Temp. 4:( X. ) Temp. t(xi)p Temp. 4:( X. ) Temp. r(xi);e Temp. t(xi)E J. J. l2 J. J. E 

d -~ 1.000 171.6 1.000 172.1 1.000 172.2 1.000 172.2 1.000 

15 172 1.084 180.6 1.009 181.6 1.000 181.6 1.001 181.6 1.000 

14 177 1.141 186.9 1.011 187.6 1.000 187.6 1.001 187·7 1.000 

13 182 1.178 192.7 1.002 192.4 1.000 192.4 1.001 192.4 ·998 

12 187 1.209 198.8 ·978 196.2 1.000 196.3 1.001 196.4 -999 

11 193 1. 235 205.8 -935 199.4 1.004 199.8 1.001 199.9 .999 I 
1-' 

10 198 1.206 213.7 -932 212.7 1.010 213.5 1.003 213.6 .999 
LV 
f-' 
I 

9 203 1.211 222.2 .964 225.5 1.017 226.5 1.004 226.6 -999 

8 208 1.259 230.9 1.012 236.0 1.024 236.9 1.004 236.9 -999 

7 213 1.355 239.1 1.053 243.6 1.027 244.2 1.004 244.2 1.000 

6 218 1.498 246.2 1.077 248.9 1.028 249.2 1.003 249.1 1.000 

5 223 1.687 252.0 1.082 252.8 1.025 252.8 1.002 252.6 1.000 

4 229 1.908 257·3 1.070 256.3 1.022 256.1 1.001 255.9 1.000 

3 234 2.197 263.3 1.043 -260.5 1.017 260.2 .999 260.0 1.000 

2 240 .760 271.4 1.018 266.1 1.001 266.0 1.001 265.8 1.000 

1 245 .832 275.4 1.006 272.9 1.000 272.8 1~000 272.7 1.000 

b 250 1.000 283.0 1.000 281.8 1.000 281.7 1.000 281.7 1.000 
. 
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Table XXIV 

Results for Example 10: 
top product recovery fractions from five 

1 2 3 

1.000 1.000 1.000 

.983. ·973 ·973 

.095 .109 .110 

.002 .001 .001 

~292 1.022 .987 

iterations 

4 5 

1.000 1.000 

.972 -972 

~111 .111 

.001 .001 

1.003 1.002 

For more than three feeds the use of' the Method II mass-balance pro­

cedure is strongly recommended. 

Exam;Ple 10 

Equilibrium~value constants 

Feed FlXFl F2xF2 A B 

C3H8 0.05 -2553 __,:5. 299 

c4~o 0.20 0.80 -3106 5.408 

C5Hl2 0.60 0.10 -3828 5· 797 

C6Hl4 0.40 0.05 ~4502 6.159 

1.20 1.00 

Thermal condition of feed: saturated liquid 

Column pr,essure: 150 psia 

Reflux temperature~ bubble point 

Enriching stages: 4(not including upper feed stage) 

Intermediate stages: 9Trtot including lower feed stage) 

Stripping stages: 2(including lower feed stage) 

Top-product amount: 1.10 moles per 2.20 moles feed 

Reflux amount: 1.00 mole per 2.20 moles feed 

Acceptable bubble-point error: I E
2

1 0.1 °F. 
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V. STRIPPING AND ABSORPTION COLUMNS 

The boiling-point range of feed material to the simple and 

complex columns discussed in the preceding sections has generally been 

limited to a small value. Fairly large values of the boiling-point 

range are not ordinarily encountered except when it is desired to accom­

plish some special-purpose separations. Stripping and absorption fall 

in this latter category, and for this reason are discussed separately, 

here. The recovery of valuable hydrocarbons from multicomponent 

gaseous mixtures by absorption with a lean solvent oil followed by 

steam stripping of the enriched solvent is an important operation in 

the natural-gasoline and petroleum-refining industries. In the absorp-. 

tion process there is present, then, a component or a mixture--the lean 

oil--whose boiling point will be appreciably higher tha~ that of thpse 

components remaining after absorption. On the other hand, in the 

stripping process, steam will have a much lower boiling point than thore 

components remaining after stripping. Unfortunately, in the solution of 

problems based on these systems, the use of digital computers brings ·co 

light convergence difficulties not ordinarily encountered in "approxima-
. 5 ' 12 

tion" methods such as those of Souders and Brown; Horton and Franklin: 

Sherwood and Pigford,33 Edmister,9 and others, where exact solutions are 

not desired. The methods developed and presented here are convergent 

and therefore give exact solutions to problems involving absorption and 

stripping columns. 

Simple Stripping Column 

In a simple stripping column, such as that shown in Fig. 21, 

steam entering at the bottom proceeds up the column and becomes saturated 

with hydrocarbon vapor at the temperature and pressure existing at any 

given point. Since the operation is adiabatic, the energy required to 

vaporize hydrocarbon must come from the sensible heat of the liquid 

stream. Thus, the temperature gradien~ instead of rising from top to 

bottom, drops off, and this is another important feature in which a 

stripping column differs from an ordinary distillation column. 
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Fig. 21. Typical stripping columns. 
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In the mathematical mass-balance analysis to follow, it is 

always assumed that thermodynamic conditions in the ·stripping column 

are such as to preclude the condensation of any steam at any point in 

the column. At the very outset of any analysis, the presence of steam 

poses the necessity of deciding how to handle it in the calculational 

scheme developed. 

The first decision is to make a choice from two available 

treatments, vi~., to treat the steam as merely another component in the 

system or to recognize that steam is not a hydrocarbon and so treat it 

as a diluent not entering into the general fractionation pattern. In 

the development to f'rollow, steam has been treated. as a diluent and the 

general computer programs for stripping columns were usually based on 

this choice. However, as is shown later, the treatment of steam as 

another component is actually a more desirable approach. Fortunately 

either approach is acceptable, since the convergence of a problem is 

unaffected by which approach is used. 

The necessity of a second decision exists only if the choice 

is made to treat steam as a diluent. Since that choice was made i.n the 

analysis to follow, a decision must be made as to the basis upon which 

to define vapor mole fractions. The choice here lies in defining vapor 

mole fractions on total mass flow or on only the hydrocarbon mass flow. 

Once again, fortunately, either approach is acceptable from the conver­

gence standpoint, so that the only basis for a decision would be the 

re1ative ease of programming for a computer. Both approaches were used 

here, and it was found that they required approximately the same 

storage space and the same execution time in a computer. In the equations 

to follow, then, all vapor flows are total mass flows, that is, they 

include both hydrocarbons and steam, and consequently all vapor mole 

fractions are defined on this total mass flow. 

The Description Rule for this case indicates that in addition 

to all the feed variables, column pressure, and number of stages} it is 

possible to set two other variables. They would be the amount and 

enthalpy of the stripping steam. When all these variables have been set, 



it becomes necessary to predict the top- and bottom-product amounts as 

well as all internal column flows. Also, a temperature gradient must 

be predicted. As is shown later, it is not necessary to expend a lot of 

effort in making an initial predict:Lon, since convergence will · 

result even with an absurd prediction. Predictions based on the 

"approximate" methods of Horton and Franklin or Souders and Brown may 

be used if desired, but they will result in a relatively small reduction 

of computer time needed for a calcu.::_ation. 

It would be desirable to use the Method I mass-balance pro­

cedure, and for this purpose, the combined bottom product is defined by 

(V .1) 

where Vst =moles of steam entering the stripping column per mole feed. 

The individual-component mass balance becomes 

(V. 2) 

or} since we have yst 0 for all the hydrocarbon components} 

~· xl v st - = = l - b ~ xp 
(V. 3) 

Starting from Eq. (V.3) and proceeding up the column in the 

manner of Method I mass balance, it is possible to obtain the component 

ratio (yt/~) for each component. This ratio is the actual component­

distribution ratio, since yt is the mole fraction in the top product in 

this case. The over-all mass balance equation, 

vt (:;J + p 

F~ 
(V. 4) 

:makes use of this ratio to obtain all ~values. The Vt of Eq. (V.4) is 

in reality d, the top product, for this column, and therefore yt = xd 

and Eq. (V. 4) can be written as 



X 
p 

F~ 
= ----~~---

d (:;) + p 

(V.5) 

As noted above, this equation holds for all the hydrocarbons, 

and the ~ values resulting from it are used to resolve all the compo­

nent ratios into the actual stage compositions. It is now possible to 

use these individual stage compositions either to move the temperatures 

while holding the flows constant at their preset values or to move the 

flows while holding the temperature constant at their present value. 

This latter possibility exists only becau~e steam is present and is 

treated as a diluent rather ~han as another component. 

Some further discussion of these two possibilities is in order 

because of their effect on the energy-balance procedure to be used for 

stripping columns. As is shown later, the Method I energy-balance pro­

cedure fails altogether in this case. Method II energy-balance 

procedure does work, but if the choice is made to hold the temperatures 

and move the flows, then the method differs from that of Section III in 

that the flows, rather than the temperatures, are moved twice. That is, 

there is a flow-correction calculation made prior to entering the energy 

balance calculation, and another flow correction is made as a result of 

the flash calculation within the energy balance. 

For the moment, ·then, let the choice be made to hold the 

temperatures and move the flows, and let this be done with the view in 

mind of accomplishing only a mass balance rather than both mass and 

energy balances. If the assumption is made that the mole fraction 

ratios of the hydrocarbon portion of the vapor are correct, then it is 

possible to find how much of this hydrocarbon vapor will be required to 

saturate the steam at the temperatures set and held. Thus a variation 

in total vapor flow is implicit, and it is necessary to have an expression 

for (Tp)NEW' the corrected vapor flow at any stage p. 

The ratio of mole fractions in the hydrocarbon portion of the 

vapor is (yi/t yi), where the summation is on the hydrocarbons only. 
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At the unknown new value of Vp there will be a new value of yst and 

therefore the new value of (y.) hydrocarbon can be written 
l 

(V. 6) 

and using this expression i.n the dew-point relation leads to 

i 

or 

t yi 
(y ) = l -

st NEW ~ y./K. ' 
l l l 

(V.8) 

where i in Eqs. (V.6), (V.7), and (V.8) runs across the hydrocarbon 

only. Dew points are used here because the vapor.,.phase compositions 

give a more sensitive temperature indication than do the liquid-phase 

compositions. Now~ y. can be replaced by its equivalent expression, 
l l 

wheJCe i in ( t y i )TOTAL includes the steam. Substituting Eq. (V. 9) into 

Eq. (V.8) gives the expression 

(y ) = l -st NEW (V.lO) 

At any given iteration in a calculation, all quantities 

necessary to evaluate eitner Eq. (V.8) or (V.lO) are available and 

( y s1)NEW is then used to calculate (V p )NEW as indicated 

vst 
(V ) = 

P NEW 
(V.ll) 
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Following the calculation of al1 (Vp)NEWJ the (Lp)NEW are 

obtained by a simple flow balance} and the calculation retur.ns to the 

start of the mass-balance equations} and iterations are carried out to 

the desired degree of convergence. When convergence is reached} there 

results a set of flows and compositions for every stageJ and they are 

correct for the temperature gradient assumed and held .. 

This procedure is illustrated in Example llJ in which a four­

stage column similar to that illustrated in Fig. 21 is used. It is 

desired to strip light hydrocarbons out of a feed stream consisting 

essentially of c
9

H
20

. This is to be done with 0.1 mole of steam per 

mole feed. A Horton and Franklin approximate d.alculation was used to 

set the initial temperature and flow gradients for the results shown in 

Table XXV. The flow gradient was next set at an absurd condition and 

the example rerun} with the results shown in Table .XXVI. It is 

apparent in both cases that the procedure is rapidly convergent. 

Example ll 

E~uilibrium-value constants 

Feed· F~ A B 

C3H8 0.0121 -2747. 7.143 

C4Hl0 0.0236 -3302. 7.189 

C5Hl2 0.0166 -4879. 8.920 

C6Hl4 0.0149 -4974. 8.259 

C9H20 0.2328 -7737 10.592 

1.0000 

Steam flow: 0.1 mole per mole feed 

Steam temperature:, 270°F 

Column stages: 4 

Column pressure: 30 ~sia 



Table x::J3l 

Results for Example 11~ 
flows and summations for four iterations with a calculated initial,flow gradient 

1 2 3 4 
Stage W ~ L ~(y.) V L ~(yi) V L ~(y.) -.:V-;-----=-L-~~::7(-y-. ).--

1 l p l . p l l p l l ~ 

4 .23 .96 .965 .214 .955 l.Oll .219 .955 .996 .217 .955 1.001 

3 .19 -93 .937 .169 -938 1.015 .173. ·936 -996 .172 -937 1.001 
2 .16 .90 -974 .152 .927 1.011 .155 -923 ·997 .154 .925 1.001 
1 .13 .87 1:,.061 .141 .886 1.005 .142 .881 -999 .141 .883 1.000 

Table XXVI 

Results for Example 11: 
rlows and summations for four iterations with no initial flow gradient 

1 2 3 4 
Stage v L tbi\~ v L rbi ;E v L r<Yi)J2 v L r(y i;£ · 

4 . 25 1.00 .913 0 213 .954 1.012 .218 ·955 . -997 .217 .955 1.001 

3 . 25 1.00 ·780 . .167 .937 1.024 .174 -937 ·996 .172 .937 1.001 

2 .25 1.00 . 713 .150 .925 1.023 .155 .923 .997 .153 .924 1.000 

1 .25 .85 .683 .138 .887 1.018 .142 .882 .998 .141 .883 1.000 

I 
I-' 

0 
! 
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> 
Initial Assum~tions 

., 
First flmv gradient Second flow gradient Temperature 

Stage gradient Liquid Va:12or Liquid Va:12or 

4 280°F 0.96 0.23 1.00 0.25 

3 254 0.93 0.19 1.00 0.25 

2 250 0.90 0.16 1.00 0.25 

1 245 0.87 0.13 0.85 0.25 

The component-recovery fractions in the bottom product are as listed: 

Component 

C3H8 

C4Hl0 

C5Hl2 

C6Hl4 

C9H20 

Bottom-product 
recovery fraction 

.005 

.064 

. 265 

.593 

.931 

Whether or not the initial gradients were established by 

approximation methods, it is very desirable to run energy-balance 

calculations on stripping columns, since flow variation could have an 

appreciably .effect on the separation. For energy-balance purposes 

Method II of Section III was used. It will be recalled that this 

method corrects both the temperature and the flows, so that in a typical 

iteration the sequence of calculations might be 

(a) Method I mass-balance calculation modified for strippers. 

(b) Flow-correction calculation as just outlined. 

(c) Method II energy-balance calcuation to correct both flow 

and temperature. 

The pattern followed in a calculation is arbitrary. Steps 1 

and 2 above might be repeated a number of times before Step 3 was done, 

and this was tried. A pattern involving Steps 1, 2, and 3 in sequence 

was also tried. The best pattern to use in any given case is a matter 

of judgment and experience, but it has been found that in most cases a 

Step 1, 2, 3 sequential pattern will converge just about as rapidly as 

any other pa"i:.t.ern. 
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The feed and column of Exemple ll were used for a complete 

calcullationJ Example 12} using :toth mass and heat· balances in a sequen ·­

tial pattern. The schematic dj_agram of the computer program to accomplish 

this is shown in Fig. 22J where path (a) is used. It should be noted 

that the normalizing of the vapor mole fractions is done after Step 2 

flow correction and bef.ore Step 3 energy balance. The purpose of this 

is to use (yst)NEW in the normalization process. The results of 

Example 12 are given in Tables XXVII, XXVIII, and XIX as well as in 

F~g. 23 and 24. Once again the rate of convergence is good, since the 

results of Iteration 4 or 5 are sufficient for all practical purposes 

even though the initial flow and temperature gradients were pure "guesses." 

Example 12 

Feed and column variables as in Example ll; also A and B 

constants. 
Enthalpy-value constants 

(Referred to liquid at 200°F) 

Feed k l u w -·--
C3H8 31.75 -19050 22.04 -7712 

C4Hl0 41.27 -24762 29.64 -10170 

C5H12 52.67 -31602 36.79 -12189 

C6Hl4 58.60 -35160 42.23 -13533 

C9H20 76.94 -46164 62.84 -19$79 

Steam 9.2 -5220 

Initial assumptions 

Temperature Flow gradients 
Stage Gradient Liquid Vapor 

4 270°F .0.20 1.00 

3 270 0.20 1.00 

2 270 0.20 1.00 

l 270 0.20 0.90 
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Mass and energy balance 

only 

Mole-fraction 
summation and 
normalization 

using 

Stage 

c;~~:;or --~ 
go on 

Component 
test; 

cycle or 

Stage 
test; 

cycle or 
go on 

Component 
test; 

cycle or 

I 

I 

I 

--, 
.I 
I 
I 
I 
I 
I 
I 

-, 
I 

I 
I 
I 

J 

l..-------P::_:.at;:_h__::la:.:.)__. _____ _::ath ~ J 

MU-17964 

Fig. 22. Schematic computer program for stripper. 
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Stage 4 

260 
Stage 3 

Stage 2 

250 

Stage l 

240 ~1----~2----~~----74----~5----~6~----~7----~8----~9~--~l~O----~---------~ 

Iteration 
MU -17900 

Fig. 23. Results for Example 12: temperature vs. iteration 
for all stages. 

.. 
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0 Stage 2 c.. 
0 
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0 -~ 

0.1 
I 2 3 4 5 6 7 8 9 10 

Iteration 

MU-17924 

Fig. 24. Results for Example 12: vapor flow vs. iteration 
. for all stages . 



. Table XXVII 

Results for Example 12~ tempe;atures (°F) and summations from various iterations 

1 2 3 
Stage Temp. EJy.) Temp. ~(y.) Temp. f{Yi~ Temp. 

1 .· 1 E l l J2 -

4 270°F 1.134 257.5 ·953 263.8 1.02] 262.5 

3 270 1.011 253 ·9 1.017 259·9 1.005 259.1 
2 270 .950 250.9 1.058 255.4 .997 255.2 
1 279 .916 247.9 1.084 .2-46.1 .995 246.0 

Table XXVIII - . 

4 
E(y.) 
1 ·1 E 

.991 

.996 

-998. 

-999 

5 
Temp. 

262.8 

259.3 
255.4 
246.3 

10 
r.G-::-Y Temp:---:-~ 
l 'l_ p - _l -l p 

1.004 262.7 1.000 
1.002 259.2 1.000 
1.001 255-3 1.000 
1.001 246.2 1.000 

Res.ults for Example 12: vapor -flow and energ~ unbalance from~arious iterations 

1 2 3 4 .. 5 10 
Sta-ge v Q ·v Q -v Q y· Q v .. Q v 'Q 

4 .200 -707 .235 +495 .222 -131 .231 -t-36.0 . 227. -12.3 .228 -.10 

3 .200 -250 .166 . +83. 5 .179 +.70 .180 '-7,0 .179 +.90 .179 +.QO 

2 .200 -151 .144 +75.0 .160 +32.0 .160 ,-,10 .159 +2.3 .159 +.00 

1 .200 -1197 .129 -456 .142 +6.80 .141 +7-7 .141 -2.5 .141 +.00 

EQ -- -2305 -- +197 -- -91.6 -- +36.6 -- -18.0 -- +.20 

"' 

I 
p 
+-
0\ 
I 
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Table XXIX 

Results for Example 12: 
to;e ;eroduct recover;y fraction from various iterations 

Com;eonent 1 2 3 4 5 6 

C H 
3 8 

.998 .995 .996. .996 -996 .996 

C4Hl0 .965 .940 .947 .950 .949 .949 

C H 
5 12 

.816 .749 .768 • 775 ·771 ·772 

C6Hl4 . 451 .429 .438 .447 .442 .444 

c~l2o .077 .076 .079 .080 .079 .080 

As mentioned previously) it is possible to calculate this type 

of problem by holding the flows and moving the temperatures by a dew­

point calculation before proceeding with an energy bQ.l.ance. This apprca eh 

assumes that yst is correct and finds that value of the temperature for 

which 

I 
i 

where i runs across hydrocarbons only and where 

( y.) 
J. 

l-(y st) 

t(yi) 

(V.l2) 

(V .13) 

Having found that value of the temperature which satisfies 

Eq. (V.l2)J one carries out an .energy balance) and there results another 

temperature change as well as a flow change. Path (b) of Fig. 22 shows 

the computer program for this approach) and Example 13 was done by using 

dew points and mass balance only for the same feed and physical column 

as that of Example 12. The results of Example 13 are shown in Table 

XXX from which it can be seen that convergence is fairly rapid. 
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Table XXX 

1 2 3 4 - 5 6 7 8 
Sta6e ct> No ct> ct> No ct> ct> Now ct> No ct> iP No ct> ct> No iP iP No ct> ct> No ct> 

1 1.267 1.134 .992 .995 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

2 1.082 1.011 .990 1.002 .998 1.004 1.000 1.002 1.000 1.001 1.000 1.000 1.000 1.000 1.000 1.000 

3 .992 .950 ·994 1.017 ·998 1.009 1.000 1.004 1.000 1.002 1.000 1.001 1.000 1.000 1.000 1.000 

4 .941 .9i6 1.008 1.049 1.000 1.019 1.000 1.008 1.000 1.003 1.000 1.001 1.000 1.001 1.000 1.000 

Stage Sta~e te~eratures 

1 270°F 270°F 277·4 279.1 278.3 279.1 278.5 278.8 278.5 278.6 278.5 278.5 278.5 278.5 278.5 278.5 

2 270 270 270.2 278.6 271.3 272.8 271.5 272.1 271.5 271.8 271.5 271.6 271.5 271.6 271.5 271.6 

3 270 270 261.1 266.6 261.6 264.1 261.9 262.9 261.9 262.4 261.9 262.1 261.9 262.0 261.9 262.0 

4 270 270 246.4 254.8 245.5 249.3 245.5 247.0 245.4 246.1 245.4 245.7 245.4 245.5 245.4 245.5 

iP fa'ctor. 652 -- .985 -- ·999 -- 1.000 -- 1.000 -- 1.000 -- 1.000 -- 1.000 



Example 13 

Feed and column variables, A and B constants, and all initial 

assumptions are the same as those of Example 12. 

Allowable dew-point error: \E
2

\ ~ O.l°F. 

The use of the ~ factor in absorber and stripper calculations 

will be discussed shortly, but the factor does speed up the convergence 

in Example 13. However, the temperature gradient obtained is completely 

wrong when compared with that from a mass and energy balance, therefore 

this calculation is done next. 

A complete calculation using the sequence 

(a) Method I mass-balance calculation modified for strippers, 

(b) Temperature correction by dew-point procedure, 

(c) Method II energy-balance calcUlation to correct both flow 

and temperature, 

is illustrated in Example 14. In the first attempt to solve this example 

no damping factor was used, but the results of the very first iteration 

produced so much movement in the vapor flow that a value of ( y st) greater 

than l resulted. This situation is physically impossible, as the upper 

limit on (yst) is l for pure steam. The results reported in Tables 

XXXI, XXXII, and XXXIII and Figs. 25 and 26 are based upon a damping 

factor of l/2 applied to the temperature correction as outlined in 

Section III. As can be seen from the results, there has been very 

li~tle slowing down of the rate of convergence as a result of carrying 

out energy balances, since, for all practical purposes, the results of 

Iteration 6 or 7 would be acceptable. 

·Example 14 

Feed and column variables, A and B constants, all initial 

assumptions, and the enthalpy-value constants are the same as those of 

Example 12. 

Allowable dew-point error: \E 2 \ ~ O.l°F, 

Damping factor: l/2. 
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Table XXXI 

Results for Example 14: summations from nine iterations 

1 2 4 15 ..... 6 8 

No ~ No ~ (I) No ~ (I). No ~ ~ No ~ 

1.267 1.134 .981 1.039 -994 1.011 ·997 1.002 -999 -999 -999 .999 1,000 .999 1,000 1.000 1.000 1,000 

1.082 1.011 .983 1.039 ~984 -998 .992 ·993 .997 .995 ·999 ·997 -999 .999 1.000 .999 1.000 1.000 

.992 -950 1.040 1.075 .995 1.001 -995 ·994 -998 ·996 ·999 ·998 1.000 .999 1.000 1.000 1.000 1.000 

1 .941 .916 1.058 1.068 -999 1.000 ·997 ·996 .999 .998 ·999 .999 1.000 1.000 1.000 1.000 1.000 1.000 

Table XXXII 

Results f'or Example 14: energy unbalances ( qp) and their algebraic sums f'rom nine iterations 

1 2 4 5 6 8 9 
Stage ~ No ~ No ~ ~ No ~ No ~ No 4> No 4> No (I) 

4 +2025 +1338 +1019 +1223 +469 +702 +224 +373 +110 +187 +531.1 +89.9 +26.3 +41.7 +12.6 +18.9 +5.8 +8.4 

-926 -744 -277 -77.1 -244 -129 -170 -128 -103 -95·7 -57.9 -60.3 -31.4 -35.2 -16.5 -19.4 -8.5 -10.2 

-547 -422 +448 +361 +334 +257 +189 +143 +101 +78.5 +52.7 +43.5 +27.3 +24.0 +14.1 +13.2 +7·3 +7.2 

1 -2109 -2009 -1029 -1267 -461 -629 -214 -300 -100 -139 -47.6 -63.7 -22.9 -29.4 -11.1 ~13.7 -5.4 -6.5 

.1:. Q -1558 -1836 +161 +241 +97.7+201 +30.4 +88.5 +7.4 +32.3 +0.3 

Table. XXXIII 

Results for Example 14: to;p product recovery fractions from varicu s iterations 

Without ~ f'actor With 4> f'actor 

Component 1 3 4 6 12 1 2 4 6 7 8 9 

c
3
H
8 

• m .986 1.015 1.013 1.007 1.002 .996 1.031 1.050 1.021 .1.007 1,002 .998 .997 .997 .997 

c4~0 .751 .919 .953 .958 .957 .954 .949 .980 .984 .964 .956 .953 .951 .950 .950 .950 

.635 .690 ·737 .761 .770 ·772 -772 ·767 .746 .761 .769 .772 ·772 ·773 ·773 ·773 

-351 .36o .401 .425 .436 .441 .444 ·361 ·396 -.423 .436 .440 .442 .444 .444 .444 

C H20 .060 .058 .067 .073 .077 .078 .080 .053 .063 .072 .076 .078 .079 .079 .079 .079 

(I) f'actor ":t)52" 1.039 1.012 1.005 1.003 1.002 1.001 1.000 1.000 

·• 



270 

-I.L.. 
0 -
~ 260 
::J -0 
~ 
Q) 

0.. 
E 
~ 

250 

-151-

---No cj> factor 

-- - - cj> factor 

Stage 4 

Stage 3 

Stage 3 

---

Stage 1 

240 ~----~-------~------~----~------~------~ 
3 5 7 9 11 12 

Iteration 
MU-i7970 

Fig. 25. Results for Example 14: temperature vs. iteration 
for all stages. 

no ~ factor . 
. <IJ factor used. 
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--- No 4> factor 

4> factor 

Stage 4 
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Stage 2 

Stage 1 
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Fig. 26. Results for Example 14: total vapor flow vs. 
iteration for all stages. 

no <I> factor. 
--- I factor used. 
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Fig. 27. Results for Example 14: top-product recovery 
fraction vs. iteration for all stages. 

- no <I> factor. 
<I> factor used. 
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The results of Examples 12 and 14 bring out a rather striking 

difference in the rate of relaxation, of the en~rgy unbalances, Q_p, on 

each stage, The double correction ofthe flows quickly relaxes all Q_p 

to zero without ever generating an impossible condition and without 

requiring a damping factor. The use of a dan:Jping factor when doing double 

corrections of the temperatures appreciably slows down the rate of con­

vergence but assures that no impossible physical condition arises. As 

was pointed out for the 4> facif.or, any time a solution alternates about 

its correct value, convergence will be reached in a minimum number of 

iterations, and this is the case for the, double flow correction. Howeve~r, 

the asy;mptotic behavior of the doubl.e temperature c.orrection is equally 

capable of giving an exact answe.r hut'ata:cost .. cJfadditional iterations. 

Unfortunately, the double-flow-correction approach is possible only when 

a component, such as steam, can be treated as a diluent. As is shown 

later, this approach breaks down when a more complex column is involved 

and the liquid flow is very small in one section of the column. 

It is also of interest to note the following results from 

Example 12, as these values reflect the predominantly heat-capacitive 

nature of the system when it absorbs energy via the flash equation. 

(CL/Cy) Ratio cv (bV/ tlr) 

Sta~e Initial Final In:itiai Final Initial Final 

4 1.511 .968 44.9 61.7 .0020 .0027 

3 1.111 1.484 57-5 42.3 .0025 .0018 
2 .910 1.927 66.9 33·2 .0028 .0014 
l .674 2.744 74.9 23.1 .0030 .00098 

These values 'should be compared to those of Table XIII, which show the 

same results for a simple distillation column with a relatively narrow­

boiling-range f.eed. 

The use of the 4> factor for stripping and absorption calculations 

is somewhat controversial. If it is used when steam· is treated as a 

diluent and flow corrections are made with temperature held, as in 

Examples 11 and 12, it would be expected to be of little use because 

of the inherently rapid convergence of this approach. In actual use, 
\ 
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the ~ values diverged rather than converged. When used where flows were 

held and temperatures varied, the ~ factor would be useful if the tem­

peratures were predominantly low or high. Table XXX for E~ample 13 shows 

exactly this behavior, and the use of ~ quickly corrected the temperature 

gradient except for an absurd set of flows with a resultant completely • 

wrong temperature graqient compared with the final values when energy 

balances are done. Since the simplest and most general method of 

approach to prGblems of this type is. to make a pure nguess" of the flow 

and temperature gradients, it is always necessary to do both mass and 

energy balances to get the correct answer. The effectiveness of the ~ 

factor is greatly diminished when both balances are !'un, as in Example 

14. A damping factor. was n~cessa!'.Y to obtain a cop.vergent solution, and 

approximately eight iterations were needeQ. to establish the flows to the 

th;ird decimal place. The ~ factor did cause a closer approach to the 

convergence values in the early iterations, but it's effect quickly died 

out and was for al·l practical purposes nonexistent by the 5th ;iteration. 

When the ~ factor ':!..s ;used.,. Eq. (V. 5) takes the f.orm 

X = p 

d[~ ~] 
J 

(\r.T4) '-

+ p 

and care must be exercised j_n the two-point extrapolation process to 

take acc·ount of t(x
1 

)p f 1 but [1 + (Xp) st]. 'The range of values of 

component distribution ratios is markedly different fro:in those for simple 

distillation columns, as the following; shows. 

(~) 
TypicB;l values 

from Example 14 
i757. 
ill. 
17.7 

3.29 
·333 

Typical values 
t:ro:m Exampl.e ·1 

.00118 
· .c)71r5 

t2.8 
1342. 



In Fig. 9, the f( 0) .and :t( eo) limits would shift upward for strippers 

and that for f(tX>) would approach the f(4>) = 0 l:!Xis if d were quite small, 

as it is here~ While this limi~ ·shifting :in no way affec.ts the ability 

of the tw·o-point extrapolation process to find the <1>· l"Oots, it is 

suggested that the shifting of the (!omponent ·distribution ratios using 

these CI> values loses a large ,part o:e its effectiveness· :when movements 

in flow gradients are included in a calculation,. as they must be for 

strippers and absorbers. 

Since it is necessary to use Method II energy. balances with 

damping factors, and becaupe there is some doubt of the· effectiveness 

of the <1> factor in stripper calculations, subsequent examples for 

refluxed strippers and for refluxed strippers with side strippers do 

not include the <1> factor. 

Method I energy balance, the net-energy-flow (.6Q) method, was 

tried for the simple stripper problem, but proved incapable of producing 

any solution, let alone a convergent solution. When .6Q is defined for a 

stripper, it may be done for·any stage, but the most likely stage to use 

would be the top stage, where 

(V .15) 

and F~ is a relatively large fixed quantity. • The mass balance and 

equilibrium relations give the information necessary to obta~n Ht' so 

that Vt must be obtained from another relation, in this case the over­

all mass-energy-balance relation, which gives 

F(h_-h_. ) + V (H -b_ ) 
-7 -o st st ~o (V .16) 

Again, the mass-balance and equilibrium relat.ions make it 

possible to determine ~' so that all quantities needed are known, and 

therefore Vt is known. Since any vaporization in an adiabatic stripper 

must take place at the expense of sensible heat of the fluid flowing; 
• 

the temperature must drop from top to bottom of the column. Thus, the 

term (Ht-~) will always be positive and the term (H~t-~) will always 
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be negative, so that the term (~-~J) must always be positive and such 

that we have Vt> (Vst)t to maintain physically plausible conditions. 

Since the liquid flowing is essentially pure heavy component, ~ > ~ 
can be true only for TF > Tb' ar.d therefore temperature movement becomes 

very important. Unfortunately, there is a high degree of temperature 

sensitivity with steam as a diluent and only small hydrocarbon vapor 

flows, so that this effect can and does reflect in large variations in 

Vt and hence in 6Q. Also, since all internal flows must be calculated 

from this 6Q, they in turn will reflect large variations in Vt. It is 

impossible to set and hold Vt=d as a variable if complete specification 

of the stripping steam is assumed. Thus, internal flows are based upon 

a quantity which is itself subject to large variations, with the result 

that a convergent calculation is highly improbable. In Example 15, the 

6Q approach was tried on the feed and column of Example 11, and the 

starting gradients were purposely obtained by an approximation to see if 

the 6Q rr.ethod could conyerge given excellent starting conditions. The 

results shown in Tables XXXl'"V and XXXV clearly indicate the instability 

of the 6Q calculation for a pure stripper. The. approach was tried on 

refluxed strippers,and on refluxed strippers with side strippers, and 

equally poor results were obtained. Historically speaking, it was the 

failure of the 6Q approach to give convergent solutions which led to the 

development of Method II energy balance, and this method was specifically 

developed for strippers a.nd absorbers, and application to other types of' 

columns was a secondary consideration. 

Table XXXIV 

Results for Example 5: 
tem;2eratures (°F) and summatlons from four iterations 

l 2 3 4 Correct 
Stage Temp. rb i \~ Temp. ~~yi)E Temp. rCY i \~ Temp. f(yi)E 

( * value 

4 258°F .965 261.5 ·777 283.8 -358 341.9 262.7°F 

3 254 .938 262.4 . 719 284.7 ·330 333·9 259.2 
2 250 .974 255.0 ·373 298.4 .303 338.2 255·3 
1 2115 1.061 233.1 .262 J24.6 .323 j46.9 246.2 
* Correct values from converged solution of Example 12 
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Table XXXV 

Results for Example 15: vapor flows from four iterations 
showing failure of Method I energy balance 

Stage l 2 3 4 Correct value 

4 . 230 ·355 ..,1.227 -.372 .228 

3 .• 190 .272 -1.157 -.088 .179 

2 .160 . 462 ""• 734 -.125 .159 

l .130 3·051 -~]28 . -.082 .141 

D.Q -l8j1 -;L6931 .. 11289 -~020 

* 
I 

Correct values from converged solution of :E:x:ample 12. 

Example 15 

All variables and constants as in Example 12, but with the 

following initial assumpt~ons: 

Temperature Flow gradients 
Stage gradient v L 

4 258°F .230 .96 

3 254 .190 ·93 

2 250 .160 .90 

l 245 .130 .87 

Refluxed Stripper 

* 

A typical refluxed stripping cQlumn. is that shown in Fig. 2lb, 

for which a total condenser is used. Two examples are given to illus­

trate the calculation for this case, the first uses a total condenser 

and the second uses a partial condenser. 

As was: pointed out previously, it is quite possible to treat 

the steam as just another component and so let it enter into the general 

fractionation scheme. This approach obviates the necessity of any 

special handling in the mass-balance equations or the Qew- (or bubble-) 

point equation. To accomplish this, steam is merely assigned some 

arbitrarily high equilibrium value which assures that its concentration 

in the liquid is always some very small number. Example 16 illustrates 
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this approach together with the Method of Successive Flashes for mass 

balancing. The column used is that of Fig. 2lbJ and the feed was 70% 

vaporized. The Description Rule for this case states that in addition 

to all feed variables} stages per section} and column pressure} these 

variables also can be set: 

Condenser duty 

Reflux amount 

Stripping-steam amount 

Stripping-steam enthalpy 

For Example 16} condenser duty is replaced by top-product 

amount} dJ but all other varia~les indicated are set. Since only mass 

balancing is to be done} the stripping-section flows are estimated by 

an approximate method--.that of Horton and Franklin} for thiEL··case--and 

the enriching-section flows are set by assuming constant molal overflow. 

The stages all were assumed to initially contain liquid of feed com;.. 

position at its bubble point. Also} bubble points were used for 

correcting the temperatures. The results given in Table XXXVI and Fig$. 

28 and 29 show tha~ convergenc~ is fairly slow and that practical values 

of the separation are available'·,.,sotnewhere near the 50th iteration. 

Example 16 

Feed 

Equilibrium-value constants 

~~ VFyVF A B --
0.0077 0.0923 -4002 7-833 (Enthalpy-value 

0.0309 0.1691 -4997 8.665 
constants same as 
those of Example 5) 

0.0864 0.2136 -5595 8.847 

0.1750 0.2250 -6300 9.261 
0.3000 0.7000 

Thermal condition of feed: 70% vapor at 220°F (from feed flash) 

Column pressure: 1 atmosphere 

Enriching stages: 4(including vapor feed stage but not liquid 
feed stage) 

Stripping stages: 5(including liquid feed stage) 

Top product amount: 0.36 mole per mole feed 

Reflux amount: 0.50 mole per mole feed 



Table XXX'H 

Results for Example 16: mass balance error array at 8lst iteration 

Stage 

Com;Eonent 0 l 2 3 4 5 6 7 8 

C§Hl2 5xld-9 -5xl0-8 -6xlo-8 -6xlo-8 8xlo-9 -Jxl0-7 -2xl0-7 -4xlo-7 5xl0-6 

C6Hl4 lxl0·-7 -3xl0-7 -4xlo-7 -3xl0-7 -5xl0-8 -lxl0-6 -2xl0-6 -3xl0-6 7xl0-6 
I 

8xl0-7 -9xl0-7 -9xl0-7 -9xl0~7 -lxl0-7 -2xl0-6 -6 ·-. -7· lxl0-5 
1--' 

Cfl6 
0\ -2xl0 -9xl0 0 
I 

C8Hl8 4xlo-6 lxlo-6 " lxlO -6 lxlO -6 Zxl0-6 lxl0-6 4xlo-6 4xlo-6 6xlo-6 



-161 .. 

250r-----~-----r----~r-----~-----r-----,------~-----r----~------r-------~ 

Stage 5 

200 
Stage 6 

- Stage 7 
LL Stage 4 0 - Stage 3 
cu Stage 2 .... 
::3 - Stage 8 

c Stage 1 .... 
CD 
a. 
E 1so cu 
t-

Stage 0 

30 40 50 60 70 80 90 

Iteration 
MLJ-17899 

Fig. 28. Results for Example 16: temperature vs. iteration 
for all stages. 
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Fig. 29. Results for Example 16: top-product recovery 
fraction vs. iterations for all stages .. 



Stripping steam amount: 0.10 mole (at 270°F) per mole feed 

Acceptable bubble-point error: IE
2

1 ~ 0.1°F 

·'A' value assigged steam -was 0, and 'B 1 value was such that 
all Ksteam ~ 10 

As can be seen from Table XXXVI, the largest mass-balance 

errors remaining in the system after 81 iterations are those of com­

ponent c
8

H
18

, but the over-all mass-balance check on this component is 

less than 0.1% in error, so that the solution is fairly close to exact 

for the flows assumed, which were 

Flow gradient 
Stage v L ---
Reflux 0.500 

8 0.960 0.500 

7 0.960 0.500 

6 0.960 0.500 

5 0.960 0.500 

4 0.260 0.767 

3 0.227 0.735 

2 0.195 0.705 

1 0.165 0.670 

0 0.130 0.640 

Steam 0.100 

When combined mass and energy balance is run, it is convenient 

to use a partial condenser and to specify the condenser duty indirectly 

by setting either top product or reflux amount. This allows determina­

tion of the reflux composition s:nd enthalpy by a flash calculation using 

the condenser input as the fixed feed. Usually bhe hydrocarbon reflux 

amount is small and the steam leaves the system as a vapor. Example 17 

was set up in this fashion, with the reflux from the part~al condenser 

set at a small value so that the separa·cion would tend to minimize the 

heavy component in the top product. 



-164-

Example 17. 

E~uilibrium value constants Enthalpy-value constants 

Feed F~ A B k 1 ---· 
C4Hl0 0.0053 -3848 8.358 41.27 -24762 

C5Hl2 0.0106 -4o02 7·833 52.67 -31602 

C6Hl4 0.0324 -4997 8.665 58.60 -35160 

Cfl6 0.0832 -5595 8.847 66.13 -39678 

C8H18 0.2810 -6300 9.261 73.10 -43860 

C9H20 o. 587.5 -7295 10.078 76.94 -46164 

1.0000 

Constants u and w for steam same as in .Example 12 

Enthalpy-value constant referred to liquid at 200°F 

Thermal condition of feed: saturated liquid 

Column pressure: 20 psia 

Reflux amount: 0.05 mole per .mole feed 

u 

29.64 

36.79 

42.23 

50.10 

58.25 

62.84 

Enriching stages: 4(not including the partial condenser) 

Stripping stages: 4 

Allowable errors: 

Dew point: I €2 1 ~ 0.1°F . 

Flash: I €FI ~ 1 x 10-5 mole 

Corrective energy flow: I € .1 ~ 0.1 Btu c 

Stripping steam .amount: 0.1 mole (at 270°F) per mole feed. 

Initial ~radient assumptions 

Stage Tem;r2erature Va;r2or Li9,Uid 

Reflux 0.05 

8 270°F 0. 25 0.05 

7 270 0.25 0.05 

6 270 0.25 0.05 

5 2(0 0.25 0.05 

4 270 0.25 1.05 

3 270 0.25 1.05 

2 270 0.25 1.05 

1 270 0.25 0.90 

w 

-10170 

-12189 

-13533 

-16232 

-19188 

-19879 
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In'view of the success with the double-flow-correction approach 

on simple strippers, this approach was tried first in this Example. It 

was found that negative flows were preaicted at the first iteration when 

flow correction without energy balance was attempted. This behavior 

could be attributed to the very high temperature assumed for the top 

stages, forcing a large amount of hydrocarbon into the vapor, with the 

result that liquid flows disappear and even become negative. This con­

dition was not recognized by arbitrarily changing the temperature 

gradient, but by combining the energy-balance.and flow-correction 

calculations. The results of this double flo-w'correction did not give 

negative flows, but neither did a convergent solution appear. Figure. 

30 shows the behavior of vapor flows at certain stages and indicates the 

instability of the double-flow-correction approach. The combined tem­

perature and flow movements from the energy-balance calculation are 

incapable of compensating for the effect of high temperatures of the 

top stages. The most likely cause of·the difficulty is that the flash 

calculation is carried out at a temperature far removed from the satura­

tion temperatures in the upper stages of the column, and the corrections 

predicted under these conditions are quite wrong and lead finally to a 

divergent result. The small liquid flow in the upper column section is 

another source of difficulty, since it is subject to large errors as a. 

result of being obtained as the difference of two relatively large 

numbers which oscillate markedly as shown. Also, the temperature move­

ments resulting from the flash calculation do not move the temperature 

gradient toward saturation conditions.. For these reasons 1 the double­

flow-correction approach was abandoned and the double temperature 

correction was tried in hopes that this. approach would allow the 

calculation to be made even if a poor temperature gradient was originally 

assumed. 

The results of the double-temperat:ure calculation are given in 

Figs. 31, 32, and 33 and Tables XXXVII and XXXVIII. The sequence used 

within every iteration was 
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MU-17928 

Fig. 30. Results for Example 17~ instability of solution 
with double flow correction. 
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Fig. 31. Results for Example 17: total vapor flow vs. 
iteration~·for all stages, with Method II energy 
balance and double temperature correction. 
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Fig. 32. Results for Example 17: temperature vs. iteration 
for all stages, with Method II energy balance and 
double temperature correction. 
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Fig. 33. Results for Example 17: top-product recovery 
fraction as iteration. 
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(a) Mass balance by Method I equations, 

(b) Dew point using equili.brium equation, 

(c) Energy balance by corrective-energy-flow method, 

and the results show a rapid convergence. For all practical purposes the 

ca1culation could have been terminated at the 4th or 5th iteration. 

As before, relaxing all Q._p .to a very small number is not ~--· ·• " 

necessary, so that the last iterations could be dispensed with unless a 

very exact solution were desired. Also, it is interesting to note the 

values of (D.V/t:rr) and the (CL/CV) ratios in Table XXXVIII. Even though 

the liquid flows are very small in the refluxed section of the column, 

the flow change resulting from the flash overshadows the enthalpy effect, 

and in this area latent heat effects predominate and the (CL/Cv) are 

negative and very close· to 0. 

Refluxed Stripper with Side Stripper 

Columns of this type are quite common in the petroleum indus­

try, and their principal usage is for crude-oil separations. A simple 

cblumn of this type is shown in Fig. 34 in which only one side stripper 

is indicated but the normal crude distillation column will have as many 

as four or five side strippers. To illustrate calculational methods 

only one side stripper is used, since it is a sinple matter to extend 

the method for two or more side strippers. The normal boiling-point 

range of feed material to these columns is quite large even without 

steam present, and therefore the general form of the calcu:J..ation .proceed.s 

just as in simple strippers. 

As pointed out in Section IV, there are a number of additional 

variables that can be set for columns of this type. In Example 18, the 

column of Fig. 34 is used and the Description Rule indicates-that--in 

addition to all feed variables, column pressure, and stages per column 

section--the following variables can be set, 

Main-column steam: amount and enthalpy, 

Side-stripper steam: amount and ebthalpy, 

Reflux amount, 

Side-draw amount, 

Combindened condenser duty, ~ + Qc' 
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Ta ble XXXVII 

summations and energy unbalance from seven iterations 
3 4 5 6 7 

Stage t(yi);p \ t(yi)p \ '="'t(.--yi-....);p--')- r(yi)P \ t(yi)p \ t{Yi\> \ t(yi)p \ 

8 1.163 -35.4 .965 +29.4 1.096 -77-5 1.032 -31-7 1.012 -16.4 1.002 +0.6 1.000 +0.5 

7 1.182 t5.3 .984 +0.5 1.057 -35.5 1.013 -2.o 1.003 +0.7 1.ooo +O.l 1.ooo -o.o 

6 1.192 +2.5 -998 +10.4 1.038 -25.6 1.008 +10.7 1.002 +1.7 1.000 +1.1 1.000 -0.1 

5 1.196 +0.1 1.008 -13.1 1.026 +25.6 1.007 +30.1 1.002 +14.9 1.000 +4.1 1.000 +0.9 

4 1.198 +1490 1.015 -433 1.017 +56.3 1.008 +13.3 1.002 +2.6 1.000 +3.1 1.000 +1.4 

3 1.146 -207 l.ll6 +1353 1.067 +457 1.025 +107 1.004 +4.3 1.·001 -3-7 1.000 -0.4 

2 1.100 -154 1.269 +2553 1.166 +1230 1.058 +429 1.009 +88.4 1.001 +11.3 1.000 +0.4 

1 1.039 -2631 1.287 +250 1.130 -80.4 1.028 -151 1.001 -39.1 1.000 -3.4 1.000 -0.7 

L\ -- -1530 -- +4617 -- +1550 -- +406 -- +57.1 -- +ll.9 -- +2.0 
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Table XXXVIII 

Results from Example 17: 
ratio (Cv/CL) values from various iterations 

* Stage l 3 5 7 (D.V L DT) 

8 -.106 -.136 -.144 -.144 .0042 

7 -.113 -.139 -.148 -.150 .0043 

6 -.116 -.138 -.150 -.151 .0043 

5 -.117 -.132 -.149 -.151 .0043 

4 +.66o +.496 +-370 +.364 .0061 

3 .589 1.346 -751 -731 .0037 

2 .540 3.021 1.227 1.158 .0024 

l .406 3-746 2.029 1.995 .0015 

* Typical values at 5th iteration 

and for this example the steam amounts and enthalpies are retained; as 

is the side-draw amount. Reflux amount is replaced by the combined top 

product J d, and the combined condenser duty is replaced by a total 

condenser with the hydrocarbon reflux stream at its bubble-point tem­

perature. Thus, the reflux and two bottom-product amounts are unspecified 

and will be determined by the calculation. 

The equations previously given in Section IV for a sid.e­

stripped column apply here, and two combined bottom products are now 

used rather than one, both having the form of Eq. (V.l). The Method I 

mass-balance equations then apply in a straightforward manner, but the 

Method II energy balance must be handled in a slightly different manner 

because of the presence of the side stripper. There are corrective 

energy streams to and from the side stripper, as shown in Fig. 35, and 

these must be meshed in with the main-column corrective energy flows. 

Thus, the recurrence relation, Eq. (III. 23), for this point in the 

column becomes 
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Fig. 34. Refluxed stripper with side stripper. 
Columil used for Example 18. 
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Fig. 35. Corrective energy-flow meshing at a side-draw stage. 
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where the number ( q ) can be determ:Lned but must be broken down into i i:E 
c 

component parts before calc·ulation can proceed either in the main column 

or the side stripper. Fortunately, this can be done, but at the cost of 

an additional two-point extrapolation calculation for each side stripper 

present on a given column. 

The following relations exist at the side-draw stage: 

(V.l8) 

(V .19) 

where (qL) can be calculated as a number and used in the expression ss 

The only unknown quantity i.n Eq. (V. 20) is ( o .• )t , and if this -v ss 
is known, a normal corrective energy-flow calculation can be run on the 

side stripper by means of the two-point extrapolation procedure. When 

the desired value of (Q.)t. is available, (Q.) D 1 is obtained from -v ss -v s p- . 
Eq. (V.l7) and (<ar)sDp' from Eq. (V.l8) and the calculation for the main 

column is done. This latter calculation, it will be recalled, is itself 

done by a two point-extrapolation procedure. Thus, a value of ('lv)tss 

must be assumed for use in Eq. (V.20), and the most obvious first 

assumption is 

[( ) j _ {_ V tss \ 
'\r tss ASSUMED - \Ytss ~ VsDp-~} 

the second assumption is some arbitrary number times the first assump­

tion, and the limit of convergence, (€ ) , for the whole calculation 
c ss 

is set at the same value as that for the main column, € , and is usually 
c 

0.1 ~tu. The number of extrapolation calculations needed for convergenee 

in the side stripper is small--on the order of 3 or 4. 
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When the number of side strippers is three .or more, the two­

point extrapolation process may be replaced by an approach involving 

matrix solution of the corrective energy equations~ This approach has 

not been used in this work because even with three side strippers the 

calculation proceeds quite rapidly by use of the extrapolation process. 

In a very complex colu;nn of this typeJ Method II mass-balance equations 

are recommended; and since rates of convergence are quite slow for this 

method, any approach that will appreciably speed up the corrective-energy­

flow section of the over-all calculation is desirable. Whether or not 

a matrix approach will do this is questionable. 

The general computer program for refluxed strippers with side 

strippers follows that shown in Fig. 22, path (b). The only add?tions 

necessary are in the energy-balance area and are a bubble-point sub­

program to give the temperature and enthalpy of the reflux, and .a two­

point extrapolation subprogram for each side stripper. 

The results of Example 18 are given in Tables XXXIX and XL and 

Figs. 36, 37, and 38. Damping factors of liand l/2 both gave negative 

flows, and the next factor tried was l/5, which gave the results shown. 

A factor of l/3 will probably be stable and would certainly speed up the 

convergence. . Even so'· a practical solution· to the problem is available 

in the neighborhood of the 12th iteration. All ~ were less than 100 at 

the.l9th iteration and. less than 10 at the 29th iteration, but the last 

10+ iterations were establishing the third place in the flows, and this 

is not necessary. 

Example 18 

Feed. F~ VFyVF 

C4Hl0 0.10 .0956 

C5Hl2 0.20 .l8ll 

C6Hl4 0.20 .1627 

Cfl6 0.20 .1328 

C8H18 0.20 .0976 

C9H20 0.10 .0302 

1.00 • 7000 
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Fig. 36. Results for Example 18: total vapor flow vs. 
iteration for all stages. 
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Fig. 37. Results for Example 18: temperature vs. iteration 
for all stages. 
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Fig. 38. Results f'or Example 18: top-product recovery 
fraction vs. iteration. 
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Table XXXIX 

Results for Exa~le l8: summations and ener~ unbalances from various iterations ---
l 5 ll 

~~-·--
l3 l5 20 

Stage f(Y i )12 ~ f(Y i \~ ~ r<Y)J2 ~ r<Y)J2 ~ t(yi)E ~ f(yi)J2 ~ t(y i )E ~ f(yi);e ~ f(Y i )l2 ~ 
8 l.6l3 -l6564 l.l67 -3587 l.07l -2l7l l.OJ2 -l257 l.Ol3 -696 l.004 -372 l.OOO -l90 ·998 -90·7 .998 -6.l 

7 l.009 -l69 l.084 +l244 l.035 +ll3l l.Ol7 +93l l.006 +703 l.OOl +496 .999 +332 ·998 +2l2 .999 +59.2 

6 .928 +l76 l.OOO +307 ·998 -ll6 .998 -3l4 ·997 -347 .997 -307 ·998 -243 ·998 -l80 l.OOO -70.3 

5 ·937 +287 .964 +265 ·983 +47.6 ·992 -6l.6 ·995 -83.3 .997 -67.6 .Q99 -43.4 ·999 -22.6 l.OOO +2.7 

4 ·974 +39l6 .967 +2595 .982 +l620 .99l +l004 ·996 +6l9 .998 +378 ·999 +229 l.OOO +l37 l.OOO +35.7 

3 l.099 +777 .989 +635 .985 +343 .99l +l7l ·994 +72.9 ·997 +20 .998 -6.5 ·999 -l7.9 l.OOO -l8.8 

2 ·972 -238 .993 -l05 ·985 -l22 .990 -l24 ·994 -l08 .997 -86.0 .998 -64.9 ·999 -47.l l.OOO -l8.3 

l .870 -2680 .998 -l636 ·992 -964 ·995 -58l ·997 -354 .999 -2l7 ·999 -l33 l.OOO -80.9 l.OOO -22.2 

2ss .958 +l3l ·995 +39.4 .984 -88.6 .992 -l23 ·995 -lll ·997 -85.2 ·998 -59.6 ·999 -39.0 l.OOO -l05 

lss .80l -6~;j ·288 -no ·285 -24.4 ·225 -l50 ·999 -8:J.l l.OOO -40.5 l.OOO -l5.8 l.OOO -3.0 l.OOO +5.0 

~\ -l50l9 -6l3 -565 -505 -:388 -280 -l95 -l3l -43.6 

... 
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Table XL 

Results for Example 18~ 
(cL/CV) and (~V/~) from various ratios iterations 

l 15 29 
Stage cL?cv ~v7 t::Ir cL7cv ~v7~ cL7cv ~v7~ 

8 ·358 .0228 .895 .0332 .892 .0330 

7 .230 .0234 .497 .0552 • 491 .0548 

6 .188 .0217 .332 .0500 .329 .0492 

5 .117 .0171 .187 .0345 .183 ·._0345 

4 .083 .0158 .065 .0228 .061 .0228 

3 • 761 .0042 . 743 .0041 ·757 .0040 

2 .636 .0045 1.367 .0022 l. 433 .0020 

l ·399 .0046 2.292 .0012 2.449 .0011 

2ss .857 .0013 1.148 .0013 1.231 .·0012 

lss -593 .0013 2. 41+5 .0005 2.557 .0005 

All equ:ilibrium and enthalpy-value constants are the same as 

those of Example 17. 

Thermal condition of feed: 70% vaporized 

.Column pressure: 20 psia 

Top-product amount: 0.42 mole per mole feed (includes 0.12 
mole steam) · 

Reflux temperature: bubble point of hydrocarbon 

Enriching stages: 2(not including side-draw stage) 
I 

Intermediate stages:- 2(including side-draw stage but no feed 
stage) 

Stripping stages: 4(including both feed stages) 

Main-column stripping steam amount: 0.1 mole (at 270°F) 
per mole feed 

. 0 
Side-stripper stripping steamamount~ 0.02 mole (at 270 F) 

per mole feed 

Side-stripper stages~ 2 
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Allowable errors: 

Dew point: 1€
2

1 ~ 0.1 °F 
Flash: I€FI ~ l x 10-5 moles 

Corrective energy flow: 1€ I and 1€ I ~O .. lBtu c c ss 

Simple Absorber 

In the simple absorber shown in Fig. 39a heavy components are 

absorbed from the primary feed material, F
1

, into the lean absorbing oil, 

F~, which can be considered as a second feed to the column. Since only 

hydrocarbons are present, no special handling of any one component need 

be considered here. Also, the temperature gradient will rise from top to 

bottom for an adiabatic system because of the condensation accompanying 

the absorption and the resultant release of latent heat in the fluid 

stream. 

The lean oil will usually be a heavy material, relative to the 

components present in the vapor feed, but it may contain small amounts of 

light material which will appear in both the vapor and the liquid leav­

ing the column. Any method of calculation must be capable of handling 

this common component (or components.), and the methods of Sections II and 

III do this quite nicely. 

One difficulty that can arise in absorber calculations does 

require special handling in computer application. Since an absorber is 

essentially a two-feed column, the two-feed e''quations of Section rv are 

used, but they _are just a variation of Method I mass balance. In the 

calculation of the G, g, J, and j functions of the two feed equations, 

difficulties can arise if stage temperatures are such tba t heavy components 

in the lean oil have very small equilibrium values. Under these con­

ditions, the G; g, J, and j functions become large numbers very fast as 

calcula~ proceed from stage to stage. In the process of resolving the 

individual-stage component ratio~ into concentrations, these large value 

functions give rise to a condition involving the subtraction of two very 

large numbers in the low~,;:- ~stai]e region. The average digital computer 

carries only eight places when operating in a ~loating+foint mode; and in 
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d4-----. 

(a) (b) 

MU-17937 

Fig. 39. Typical absorbers. 
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the carrying out of the subtraction and the rounding off of the result, 

enough significant figures were lost so that convergence was prevented. 

There are several ways to handle this difficulty. One possi­

bility is to use double-precisian numbers for all calculations; so that 

18 places are carried rather than 6. Another possibility is to use Method 

II mass balance, since numbers requiring even eight-place accuracy never 

occur in this method. In the calculations that follow both approaches 

were used with success. They both suffer the disadvantage of requiring 

additional computer time to arrive at a. solution, and the double-precision 

approach has the further disadvantage of requiring a large additional 

block of computer storage space needed for operation in that mode. 

In starting an absorber problem, approximation methods previously 

mentioned can be used for the initial assumptions as to temperature and 

flow gradients, or a pure 11 guess 11 can be made :for these gradients, since 

a convergent solution will result no matter what the assumption. The 

Description Rule indicates that after all feed variables, column pressure, 

and the number of stages are set, the column is completely specified and 

calculation can begin. 

ln Example 19, the flow and temperature gradients were approxi­

mated by the method of Souders and Brown and all calculations were done 

in the double-precision mode in the computer. The results of this 

example, given_in Tables XLI and XLII and Figs. 40, 41, and 42 indicate 

a small tendency for the solution to oscillate., although the third-place 

figure of the variables has been fairly well established at approximately 

the llth iteration. This tendency to oscillate slowly damps out if enough 

iterations are run; but doing this is hardly justified, as iterations 

beyond the 11th establish only the third or fourth significant figure, 

and this is not necessary for a practical solution. An oscillation also 

develops in solutions. 'for reboiled absorbers, as will be seen shortly, 

and this behavior appears to be a characteristic of the combination of 

two feed equations with corrective energy flows. 
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Stage I 

Stage 2 

:g_ 120 
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I 13 17 21 25 
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MU-17938 

Fig. 40. Results f'or Example 19: temperature vs. iteration 
for all stages. 

--- damping f'actor ~ 1. 
--- damping f'actor ~ 3/2. 
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Fig. 41. Results f'or Example 19: vapor f'low vs. iteration 
f'or all stages. 

damping f'actor = 1. 
damping f'actor = 3/2. 

~ 
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Fig. 42. Results for Example 19t top-product recovery 
fraction vs. iteration. 
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Table XLI 

Results for Exam;ele 19: summations and ener~ unbalances from various iterations 
1 3 5 9 ll 13 15 23 

Stage f(xi)E ~· r<xi)p ~ r<xi)j2 ~ t(xi)p ~ f(xi)p ~ r<xi)j2 ~ f(xi)l2 ~ f(xi)J2 ~ f(xi)p ~ 
4 1.043 -1744 1.017 -649 1.005 -347 .999 -182 ·996 -26.8 .996 +78·5 ·998 +107 1.000 +75 1.000 -28.8 

3 1.033 +1447 1.025 +270 1.015 +12.7 1.006 -58.5 -998 -77·7 -995 -64.4 -996 -32.9 .998 -1.9 1.001 +6.0 

2 1.014 +515 1.013 +428 1.013 +233 1.008 +85.6 1.002 -1.6 .997 -38.1 ·9'96 -38.2 -997 -20.0 1.001 +9-5 

1 1.034 -1041 1.012 -296 1.008 +10.4 1.006 +61.5 1.003 +27.4 1.000 -12.6 -998 -30-3 -998 -25.9 1.000 +9.1 

E'\, -823 -247 -91 -93 -78 -37 -5.6 +27 -4.2 
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Table XLII 

Results for Example 19: 
ratios (Cv/c1 ) and (~V/~) from various iterations 

l 12 23 

Stage CV/CL &/~ CV/CL liL/~ CV/CL tL/~ 

4 . 243 -.0014 .190 -.0014 .193 -.0014 

3 .• 332 -.0022 -324 -.0023 .325 -.0023 
I 

2 .462 -.0031 .445 -.0030 .444 -.0030 

l .742 -.0046 .647 -»0044 .645 -.0044 

The general computer program for absorbers follows that of 

Fig. 22, with bubble pon1nts replacing dew points of Path (b) and with 

liquid .rather than vapor mole fractions being recorded. In the flash 

equation of the corrective-energy-flow process, the ratio (Cy/C1 ) was 

used and tL was calculated and used to correct the liquid flows, an~ 

the vapor flows were corrected by a simple over-all flow balance. It 

was found that a,damping factor of 1 gave a stable solution. As can 

be seen from the values of Table XLII, the system_ has a predominantly 

heat-capacitive nature. 
I. 

EXa!!!;Ele 12 

Feed Equilibrium-value Enthalpy-value constants 

FlxFl F2~2 
constants ~Referred to li~uid at 90°F} 

A B k l u w --
ClH4 0.285 -1355 6.356 11.55 -~659 9.15 -3144 

C':H 0.158 -2110 6.158 21.65 -10608 14.13 -2608 
2 5 

C3H8 0.240 -2419 5.671 30.43 -14911 19.84 -3046 

C4Hl0 0.169 -3281 6.288 38.94 -19081 25.57 -3503 

C5Hl2 0.148 0.012 -4544 7.627 45.45 -22270 32.47 -4597 

C8Hl8 1.188 -6989 9.312 65.11 -31904 51.39 -7796 

1.000 1.200 
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Allowable errors: same- as Example 18, except dew .point, which 
was inadvertently set at IE2 1 < 0.00001°F 

Thermal condition of· feeds: Fl! saturated vapor 
F~ liquid at 90°F 

Column pressure: 5 atmospheres 

Number of stages: 4 

Feed amounts as indicated above and initial-gradient assump-

below 

Temperatures Vapors Ligpids 

Stage lst 2nd lst 2nd lst 2nd 

4 l00°F l00°F 0.55 0.75 1.31 1.45 

3 110 100 0.66 1.00 1.42 1.45 

2 121 100 0.77 1.00 1.54 1.45 

l 132 100 0.89 1.00 1.64 1.45 

Example 19 was restarted with the second set of initial 

assumptions and reached the same convergence values, but required more 

iterations to do so. What initial gradient to use is a matter of judg­

ment and experience. 

In an attempt to speed up the convergence of Example 19, the 

damping factor was set at 3/2 and the problem restarted. Typical stage 

behavior under these conditions is shown in Figs. 38 and 39· The dis­

turbance is pronounced in the early iterations but soon dies out and 

behaves exactly as the factor-1 results in the later iterations, with 

the net result'of no gain in the convergence rate • . 
The <1i factor also was combined with the two-feed equations, and 

an attempt was made to use it. The process of finding the <1i root was in 

no way affected, but consecutive root values diverged quickly and the 

whole calculation "blew up. 11 The exact reason for this behavior is not 

known, but it is in some manner a result of the very large numbers cal­

culated for the G, g, J, and j functions in the two feed equations, caus­

ing large oscillation of the <1i roots. 

"' 
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Reboiled Absorber 

A typical reboiled absorver is that shown in Fig. 39b. The 

purpose of the enriching section is to recovery more of the light 

products, or--what is in effect the same thing--to enrich the heavy 

products. The addition of a reboiling section introduces more variables 

into the system, and the Description Rule indicates that in addition to 

all feed variables, column pressure, and stages per column section, one 

additional variable can be set; that is reboiler duty. Since Method II 

energy-balance equations are used, reboiler duty must be the set 

variable. It is quite possible to replace this variable with a product 

flow and attempt to do energy balances by Method I equations but, as is 

shown later, this approach fails. 

In Example 20, a combination of Method I mass balance and 

Method II energy balance was used to obtain a convergent solution. Also, 

to avoid the special form of the two-feed equations required with Method 

I mass balance, a combination of Method II mass balance and Method II 

energy balance was used, and the results of this approach appear in 

Example 21. 

The results of Example 20 are given in Figs. 43, 44, and 45 and 

Tables XLIII, XLIV, and XLV. The oscillating property of the solutions 

is quite evident, but a reasonably exact solution is available if enough 

iterations are run. In Figs. 40 and 41 only results £or certain stages 

are plotted, as they are typical of the behavior of the other stages. 

Final values of the other stages are indicated in the figures. It would 

appear that even practical solutions to this type of problem require a 

relatively large number of iterations, approximately 35 or 40 here, and 

that the actual number for a given case is at least partly a function of 

the damping factor used and of the most sensitive stage· in the system. 

As can be seen, larger damping factors appreciably reduce the amplitude 

of the oscillations at the expense of increased frequency, but in this 

case, this behavior actually improves the rate of convergence. The top 

stage in the system is the worst actor in the sense that its oscillations 

are the last to die out. It is intuitively evident that the top :stage 
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=i} Domp;og 
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Fig. 43. Results for Example 20: temperature vs. iteration 
for selected stages. 

damping factor = l/2. 
damping factor = l/5. 

-·-· damping factor= ~/10. 

MU-17941 
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0.9~----==~~~=---==~--=-=-=-~~~--~~=--------~---_--:_:_-_-----------------------------------, 
-- -- -- -- -- Stage 5-

Stage 6 

--------- ----Stage 7-

0. 6 -1/2} 
· --- 1/5 Damping factors 

-·- I/10 
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Reb oiler 
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0. I 
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Fig. 44. Results f'or Example 20: vapor f'1ow vs. iteration 
f'or selected s~ages. 

damping f'actor == 1/2. 
damping f'ac~or = 1/5. 

-·-· da~ing f'actor - 1/10. 
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J} Damping factors 

10 

-- ...... -

I -;:.:::----------- .::=:::::-:=::::--::::=-----------------~ :.::~ ~ 0.1 - .;;.- ------- --------

Iteration 

Essentially constant 

Other values nat platted 

C4 H10 - 0.003} 

Cs H12 -0.006 for last 50 iterations 

C8 H8 -0.002 

MU-17943 

Fig. 45. Results for Example 20: top product recovery 
fraction vs. iteration. 

damping factor = l/2. 
--- damping factor = l/5. 

-•-• damping factor = l/10. 
Other values not plotted: = 0.003} = 0.006 

= 0.002 

essentially 
constant for 
last 50 
iterations 
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Table XLIII 

Results for Example 20: summat:£qns and energ~ unbalances.from various iterations 
. ~ values· - Damping fac-tor {172 

Stage 1 5 ---io-- 15 20 25 30 35 40 45 50 5ti 5o 

8 -716 -92 -2073 +693 +348 -876 -146 +363 _.134 -208 +107 +63 -81 

7 -48 +761 +199 -421 +34J +294 -173 -35 +150 -3 -65 +29 +15 
··-

6 -742 -1500 +428 -436 -94 +325 .:6 -141 +71 +68 -51 -16 - +31 

5 +328 +162 +540 -111 -308 +146 +127 -105 -22 +74 -5 -34 +21 

4 -4563- -947 -865 -992 -411 -1!>2 -232 -143 +1 -10 -39 -- +18 

3 -1559 -2220 -548 -153 -357 -208 . +19 ;..26 -74 +1 +23 -14 -2 

2 -1178 +498 +479 +220. -86 -53 +33 --30. -56 -4 +4 -17 -1 
I 

1 ..:1758 +1592 +804 +720 +269 +60 +ll4 +63 -24 -7 .. +18 -6 -11 f-' 
\0 
\Jl 

R · +:r4oo +1289 .-+812 +440 . +486 +323 +80 . +66 +92 +19 -13 +13 -- l 

Stage 4:( x; ) values 
l. . _l. 

8 L021 1.010 .996 .997 1.005 i.ooo . 998. 1.000 1.001 .999 1.000 1.001 1.000 

7 1.032 1.014 1.000 ·992. 1.005 1.004 .997 .999 1.002 1.000 .999 1.000 1.000 

6 1.036 1,015 1.008 ·992. 1.002 1.006 ..999 ·998 1.002 . 1.001 ·999 1.000 1.000 

5 1.001 1,.. 006 . 1.009 ·995 .999 1.004 1.000 .998 1.001 1.001 .999 1.000 1.000 

4 1.004 1.000 1.006 .993 .998 1.003 .999 .998 1.001 1.001 .999 1.000 1.000 

3 1.009 1.001 1.006 .993 .997 1.003 .999 .998 1.001 1.001 ... 999 1.000 1.000 

2 1.010 1.007 1.009 .995. .998 1.003 ~999 -998 1.000 1.001 .999 1.000 1.000 

1 1.000 1.012 1.011 .997 .999 1.004 1.000 .998 1.001 1.001 ·999 1.000 1.000 

R 1.002 L012 1.014 .999 1.000 1.005 1.000 .998 1.001 1.001 .999 1.000 1.000 
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Table XLIV 

Results for Example 20: summat_ions §nd energy_un()al_an~e§ froiD_ various iterations 
\ values 

Damping factor (1/5) 

Stage_ 1_ 5 10 . -15 20 25 30 35 

8 -716 +2029 -904 -1082 +157 +590 +189 -181 

7 -48 -315 +504 -30 -280 -58 . +141 +112 

6 -742 -668 +35 +27 -310 +279 -38 +89 

5 -328 +840 +718 +631 +131 -173 -127 +15 

4 -4563 +593 +217 +328 -8 -140 -53 +13 

3 -1559 +748 -493 -109 +99 +58 -38 -50 

2 

1 

R 

~~ 

-1178 +455 . +80 

-1758 -2416 -690 

+179 +198 

-320 -5 

+7400 -186 +616 +57 -99 

-2836 +1080 +79 -319 -117 

+77 

+55 

-37 

+93 

-21 

+2 

+38 

+93 

-30 

-31 

+34 

-29 

40 45 

-166 -3 

-43 

+54 -13 

+58 +19 

+42 +3 

-10 +15 

+14 

-16 .. +6 

-1 -15 

-39 -16 

50 

+66 

-18 

-28 

-16 

-16 

+10 

+7 

+9 

-6 
+8 

Da~i~g fact~r (1/10) 

1 5 10 15 19 

-716 

-48 

-742 

-1328 

-4563 

-1559 

+121 

+86 

-320 

+1575 

-1687 

-42 

-1178 -600 

-1758 -2685 

+7400 +2628 

-2836 -924 

+930 

-93 

~551 

+917 

-260 

+109 

+285 

-1754 

+853 

+436 

-18 

+113 

-311 

+748 

+73 

-165 

-454 

+80 

-207 

+682 

+186 

-192 

+297 +270 

-1032 ~765 

+557 +363 

+212 -38 
Stage -~--~--~---------py-vaiUes------~~-~- ~------~-- fCXiJ;values--~---

8 1.021 1.002 1.000 .997 ·999 1.001 1.001 1.000 1.000 . 1.000 1.000 1.021 1.000 1.001 1.000 ·999 

7 1.032 1.000 1.003 .997 .997 1.000 1.001 1.001 1.000 1.000 1.000 1.032 1.000 1.001 1.000 .999 

6 1.036 .999 1.006 1.000 .997 .999 1.001 1.001 1.000 1.000 1.000 1.036 1.000 1.001 1.002 1.001 

5 
4 

3 
2 

1 

1.001 ·996 1.005 1.001 ·998 

1.004· 1.000 1.005 1.001 .998 

1.009 1.006 1.005 1.001 ·998 

1.010 1.007 1.004 1.001 -998 

1.000 1.001 1.004 1.001 ·998 

.999 1.000 1.001 1.000 ~.000 1.000 1.001 .998 1.000 1.002 1.001 

-999 1.000 1.001 1.000 1.000 1.000 1.004 1.000 1.000 1.002 1.001 

.999 1.000 1.001 1.000 1.000 1.000 1.009 1.000 1.000 1.001 1.001 

.999 1.000 1.001 1.000 1.000. 1.000 1.010 .999 1.000 1.001 1.001 

.999 1.000 1.001 1.000 1.000 1.000 1.000 .998 1.000 1.001 1.001 

R 1.002 .993 1.005 1.001 .998 .999 1.000 1.001 1.000 1.000 1.000 1.002 .996 1.000 1.002 1.001 



/ 

-197-

Table XLV 

Results for Example 20: 
ratios (cv-/CL) and(6L/6T) from various iterations 

1 30 60 

Stage CV/CL &./6T CV/CL &.jm CV/CL &./6T 

8 .125 -.0017 .097 -.0014 .096 -.0014 

7 .218 -.0028 .172 -.0023 .167 -.0022 

6 .311 -.0037 .244 -.0032 . 237. -.0031 

5 .440 -.0053 ·379 -.0048 • 373 -.0048 

4 ·332 -.0045 .177 -.0035 .172. -.0034 

3 .430 -.0055 .279 -.0051 .276 -.0052 

2 .515 -.0061 .361 -.0063 .358 -.0064 

1 .628 -.0066 .474 -.0075 .470 -.0075 

R .973 -.0069 .988 -. 0072 .967 -.0072 

should behave in this manner since the two-feed equations are solved 

from the top of the column down, and the top-stage concentrations are 

obtained by back-multiplying. Any errors occurring in the lower stages 

thus tend to 11accumulate" into the results for the top stage. 

The relaxation of the stage energy unbalances, ~' need not 

have been carried as far as 60 iterations, since the last 20 to 25 

'iterations once again establish only the third··place figure of the flow 

numbers. However, the computer time required for these latter iterations 

is somewhat less than that for the initial iterations because of fewer 

trials needed for the extrapolation processes within the calculation. 

How far a given calculation should be c.arried and what damping factor 

should be used are matters of judgment and experience. 

Example 20 

Feed 

C1H
4 

0.285 

c2H6 0.158 
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0.02 

1.98 

2.00 

same as Example 18 

All equi1'ibrium- and enthalpy-value constants same.as those 
of Example 19. 

Thermal condition of feeds same as those of Example 19. 

Number of absorbing stages: (4 including vapor-feed stage). 

Number bf stripping stages: 4 

Reboiler duty: 14000 Btu per 3.0 moles feed. 

Feed amounts as indicated above 

Initial gradient assumptions as below: 

Sta~e Temperatures Vapors Lig,uids 

.8 100°F 0.5 2.2 

7 116 0.7 2.3 

6 132 0.8 2.4 

5 148 0.9 2.7 

4 164 0.2 2.7 

3 180 0.2 2.7 

2 196 0.2 2. 7 

1 212 0.2 2.7 

R 230 0.2 2.5 

All results up to this point have been obtained by Using the 

two-feed modification of Method I mass-balance equations. To eliminate 

the necessity for the double-precision, mode of computer calculation, 

Method II mass balance was tried in Example-21. It is necessary to 

estimate initial compositions on every stage for this approach in 

addition to the usual flow and temperature gradients. Mass balance 

without energy balance was tried first in order to obtain some idea 

of the convergence behavior under these conditions. 
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The results are shown as a temperature plot for certain stages 

in Fig. 46. For comparison, the Method I solution is plotted in the 

same figure. The totally absurd starting temperature and composition 

gradient used for Method II unfortunately resulted in an osci1latory 

behavior which appears to compare unfavorably with the behavior of 

Method I. What is important is that both approaches converge and, as 

would be expected, Method I converges at a faster rate than Method II. 

It will be recalled that a distrubance takes a number of iterations-­

roughly equal to the number of system stages--to propagate through the 

system, so that the rate of convergence of Method II should not be 

judged too harshly. 

Exa¥Wle 21 

Stage 

8 

7 
6 

5 
4 

3 
2 

1 

R 

Allowable bubble-point error: le
2
l ~ 0.1 °F 

Feed, physical column, and con,stants as in Example 20. 

Initial gradient assumptions: 
Temperature · Vapor Liquid 

I II I II I II 

l00°F l80°F 0.5 S 2.2 S 

116 180 0.7 A 2.3 A 

132 

148 
164 

180 

196 
212 

230 

180 

180 

180 

180 

180 

180 

180 

0.8 

0.9 
0.2 

0.2 

o::2 
0.2 

0.2 

M 

E 

2.4 

2.7 

2.7 

2.7 

2.7 

2.7 

2.5 

M 

E 

The,starting co!!Wosition .on every stage was synthesized from 

the two-feed streams and was as follows: 
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Method II} 
Mass-balance 

- - - - - Method I 

---------------- Stage 8 

100-~----~----~------~----~----~----~------~-----L----~------~------~ 
1 5 9 13 17 21 25 29 33 

Iteration 
MU-17903 

Fig. 46. Results for Example 21: comparison of results for 
Method I and II mass balance on reboiled absorber. 
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.. 
Feed Ligpid mole fraction 

ClH4 0.0015 

C2H6 0.0076 

C3H8 0.0350 

C4Hl0 0.0746 

C5Hl2 0.2206 

C8H18 0.6607 

1.0000 

When Method II mass balance is combined with Method II energy 

balance, it must be done in a very definite pattern. The first pattern 

attempted was a one-to-one approach in which tin energy balance was-made 

after every material balance. This pattern failed completely .even though 

damping factors as high as 1/200 were used. The reason for failure lies 

in the very slow movement of the concentrations in the mass-balance 

equations. With the starting conditions above, the initial concentrations 

and temperatures are so badly out of balance that the corrections 

generated in the energy-balance equations are far enough wrong that 

divergence quickly sets in and the problem 11blows up 11 even with very 

high damping factors. 

This behavior suggests a technique that would.allow the Method 

II mass-balance equations to reduce the unbalance errors, € 1 to a value 

less than some arbitraril~ set small number before allowing an energy 

balance to be carried out. In this manner,it should be possible to 

avoid the divergent behavior of a one-to-one pattern, and this is what 

was done in Example 22. The number of iterations needed to meet the 

condition on E. should be .large in t:Q.e initial stages of the calculation 

but should reduce to its limit. of one as convergence is approached. Thus, 

in effect, the arbitrary limitation on € introduces a variable pattern 

into the system, since the number of mass-balance iterations per energy­

balance iteration will vary from some large number to one as the cal­

culation progresees. 

The results of Example 22 are given in Figs. 47 and 48 and 

Tables XLVI, XLVII, and XLVIII. The 11 variable-pattern11 technique gives 
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Example 20 
Method I 
results 

-----------~-------------'-R"'e"'b-"'-a1'"-'1 e'-'--r 215.1 vs 215.5 

\ Stage 1-147.7 vs 148.0 

~ Stage2-135.5 vsl35.7 
-----------------------S~t~a~g~e 3-132. I vs 132.3 

Stage 4 129.5 vs 129.5 

Stage 5-126. 2 vs 12 6.4 

Stage 6- I I 2. 5 vs I I 2. 8 

Stage 7-104.5 vs 104.0 

~---------------------'S:.:t_a:_"-ge::...::_8- 97.5vs 97.9 

Number of mass balance iterations 

80 
per energy balance iteration 

26 28 28 26 9 8 8 8 7 4 3 3 3 3 3 2 I I I I I I I I I I I I I 2 
0 I 2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 19 2021 22 23 2425 26 27 28 2930=:=---J 

Total iteration at this point: 175 
Energy-balance iteration 

MU-17944 

Fig. 47. Results for Example 22: temperature vs. energy­
balance iteration for all stages, using a daJl!ping 
factor = 1/5. 
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Example 20 
Method I 
results 

Stage 5-0.870 vs 0.871 

OE 0.8F:.__-----------------~---.:::.:_::.-"-"--" I --...___ Stage 6 -0.750vs0.750 

0 0.71--

Stage7-0.648 vs 0650 
0.6-

Q) 

0. 0.51--

-

-

-

-

-

(f) Stage 8- 0.448 vs 0.450 
Q) 041-- ----------------------~R;:eb;;;o~il:-;-er 0.425 vs 0.426 _ 

0 . v Stage I -0.326 vs 0.327 
E 0.3 1-- Stage2-0.269 vs 0.270 _ 

Stage 3-0.206 vs 0.208 

~ 02r---
---------------------------~St~a~a~e~4 0.129vs0.130 

--0.1 I-

-

0 Number of mass balance iterations 
o. per energy balance iteration 
0 0.0 26 282826 9 8 8 8 7 4 3 3 3 3 3 2 I I I I I I I I I I I I I 2--==-:J 
> 0 I 2 3 4 56 7 8 9 IQ II 121314151617 181920212223242.52627282930 1 

Total iteration at this point 175 
Energy-balance iteration 

Fig. 48. Results of Example 22: vapor flow vs. energy­
balance iteration for all stages} using a damping 
factor = l/5. 

MU-17945 
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a stable solution for this case, but at the expense of a marked increare 

in the number of total iterations needed for convergence. Fortunately, 

the mass-balance iterations are much faster: than energy-balance,-

iterations, so that the extension of computer time required by this 

technique is not as large as i.t appears. The combination of the slow-

moving Method II mass balance and a damping factor of 1/5 have all but 

eliminated the oscillatory behavior evident when Method I mass balance 

is used. 

Table XLVI 

Results for Example 22: 
toE :12roduct recover~ fractions from various iterations 

Method II values 
Method 

I 
Com12onent 5 10 15 20 25 JO value 

ClH4 1.005 1.000 .999 1.000 1.000 1.001 1.000 

C2H6 .815 .822 .817 .814 .816 .815 .818 

C3H8 .108 .124 .123 .122 .122 .122 .123 

C4Hl0 .003 .003 .003 .003 .003 .003 .003 

C5Hl2 .006 .006 .006 .006 .006 .006 .006 

C8Hl8 .002 .002 .002 .002 .002 .002 .002 

Table XLVII 

Results for Example 22: 
energy unbalances (Qp) from various iterations 

DamEing factor (1/5) 
Stage 1 5 10 15 20 25 30 

8 -3921 +1007 +39 +55 +93 +42 +16 

7 +575 -160 +9 +9 +11 +43 +25 

6 +77 -730 -365 -229 -128 -54 -18 

5 +2629 +819 +477 +121 +51 +13 +9 

4 -5107 -1434 -550 -303 -186 -125 -24 

3 -1922 +1651 +460 +212 +125 +76 +31 

2 -1167 +177 +375 +202 +88 <+16 +18 

1 -1354 -2034 -664 -203 +28 -21 +8 

R +7196 +971 +228 +21 +4 
i:\ -2995 +268 +8 -39 +26 . -6 +68 
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Table XLVIII 

-Results for Example 22: 
mass unbalance errors (Exlo5) 

ComEonent 

Stage CH4 C2H6 C3H8 C4Hl0 C2Hl2 C9Hl8 

8 -1.0 -11.0 -7.0 -0.2 +8.9 

7 +2.6 -10.8 -13.0 -0.7 +0.1 +10.9 

6 +4.2 -8.5 -19.4 -1.9 -0.4 +20.2 

5 +4.2 -3.1 -14.7 -1.3 +0.3 +14.6 

4 +2.9 +0.8 -17.0 -4.5 -0.5 +24.2 

3 +3.3 +16.8 -15.7 -5.2 -1.4 +12.1 

2 +l. 5 +29.2 -17.3 -8.1 -1.9 +25.2 

l +0.5 +47.3 -17.9 -8.4 -6.8 -10.5 

R +0.1 +29.2 +41.1 +2.6 -2.8 -70.2 

For all practical purposes, the results of the 15th energy­

balance iteration could be accepted as a reasonably exact solution to 

the problem, with the additional iterations serving only to establish 

third-place figures in the flows and other variables. 

ExamEle 22 

Feed, physical column, and constants as in Example ·20 

Starting gradients are those of Example 21, Method II 

Allowable errors: same as Example 18 except btbble-point
0 

error, which was restored to 1€1 ~ 0.1 F 

The value below which all 1€1 must be reduced before pro­

ceeding with an energy balance was set at 0.0009. The values of this 

mass-unbalance error, €, existing at the 30th iteration fo·r this example 

are given in Table XLVII. 

The slight discrepancy of the converged temperature and flow 

values indicated in Figs. 44 and 45 is due mainly to the use of differ­

ent values of the € in the bubble-point part of the program in each 

case a~d--to a sli~~t degree--is due to not carrying out the Method II 
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solution for a very large number of iterations. In any case, an exact 

solution can be obtained by either approa·ch. 

VI. INFINITE-MIXTURE CALCULATIONS 

In the usual calculational approaches for multicomponent 

separation processes, compositions are specified by a discrete set of 

numbers, the mole fraction concentrations~ However, it is quite possible 

that a continuum mixture of an indefinite.number of components may com­

pose the feed to a separation process. Mathematically, the transition 

to a .continuum of components is essentially a formal one in which it is 

necessary to define a system variab:l.e in su:ch a way that it can be in­

tegrated ratb.er than summed. 

For problems involving a continuum or infinite mixture, re­

course must be had to the curve for the tr'ue boiling point (TBP) or to 

th f 
. B. . 3,.4 E . ll 

some o er unction based on this curve. owman and dm~ster 

defined' a func::!tion. x(.o:) J based on relative·. volatility' and showed that 

this function can represent mole fractions for the range of relative 

volatility ex to o: + 50: by the product x(o:)oa. This approach effectively 

sets up o: as a component-designating variable, and gives to function 

x(o:) a physical interpretation as the reciprocal of the slope of the TBP 

curve. 

Normally the function x(o:) is continuous, as indicated in Fig. 

49, which show.s curves for two typical mixtures. Curve A represents a 

mixture containing an infinite numb'er of components uniformly distributed 

with reEp ect to (o:)., while Curve B. represents a mixture rich in inter­

mediate-boiling components with fast:...dwindling amounts of high- and low­

boiling components. A very important property of these differential 

rep:resentation curves is that the area under them must be imi ty, that is, 

00. 

· f x(o:)oo: .;, 1, (VI.l) 
0 

which corresponds to the normal f(xi). = l. The use of this function in 
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Fig. 49. Representation of infinite-mixture function. 
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various distillation calculations is set forth in some detail by both 

Bowman and Edmister. 

Another very similar approach, and--t'l'ith some modification-­

the one used in this work, is that due to Harbert}? For direct use in 

digital .comput~r calculation, the TBP.must be put in the form of the 

differential curve (ox./'6Tb ) versus Tb , where x r:epresents mole fraction 
. p p 

and Tbp is the boiling tempeTature. Such a curve would provide the 

relation between total moles., component mole fractions, and vaporization 

properties required for calculations and at the same time allOi-T charac­

terizing infinitesimal amounts of a component by its boiling point. 

Thus, the mole fraction of that component whose boiling range.is (Tb) . . p 

to (Tbp + '6Tbp) is x'OTbp" 

The TBP curve is usually available in the form of liquid 

volume percent distilled over plotted against column top temperature or 

boiling point, that is, Tbp vs v. It is'·necessary to convert this to 

the form of the differential curve above before calculation can be 

started. The basic relation used to do this is 

'Ov / '6Tb · ( P/ mw) 
Tbp2 p = ox/oTbp' (VI. 2) 

~ (ov/oTbp) (p/mw)'OTbp 

Tbpl 

where 

mw = molecular weight, 

v = liquid volume .. percent of total mixture, 

p = li'quid density, 

and tne values of the derivatives are for the infinitesimal fract'ions of 

the mixture boiled over at an .average tempe~ature Tbp" Derivatives are, 

then, the inverse slope at any point of the Tbp-vs-v curve in the range 

Tbpl to Tbp2 . Obviously the value of the integral in the <Gl.enomihator.is 

the total moles present, and the numerator tepresents the infinitesimal 

moles of that component whose boiling point is Tbp For one mole of 
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material, the numer~:ibor becomes identical with the mole fraction. 

A typical true-boiling-point curve, together with molecular­

weight and liquid-density curves, is shown in Fig. 50a, and the derived 

curve for (ox/5Tbp) vs Tbp is shown in Fig. 50b. Curve A is the basic­

data curve, while Curves B and C must be estimated in some manner. 

These latter curves may be obtained by using the Upiversal Oil Products 

characterization factor, 37 which relates six commonly available 

laboratory inspections. The derivedcurve is then the starting point 

for the co'mputer calculations. The process of obtai.ning this curve 

would be 

(a) Differentiation of Curve A, with the inverse of the 

slo:r;>es obtained being .·plotted and smoothed. 

(b) Use of Curves Band C togE?ther withEq~ (VI.2) to obtain 

the smoothed curve for (ox/oTb ) vs Tb . . . p p 

The area under the curve of Fig. 50b must meet the condition 

1.0. (VI. 3) 

The manner in which step (a) above is accomplished is ent-irely 

arbitrary. It may be done either by analytical or graphical methdds, 

but in this work an analytical approach was used. Rutledge30 presented 

formulas for numerical diffe:rentiation based on the assumption that any 

give set of data can be represented by a .fourth- (or lower-) power poly­

nomial, and these formulas were used to d.ifferentiate the TBP curve. 

The smoothed resuits from this differentiation were then used in Step 

(b). 

In order to use these slopes in multicomponent distillation 

calculations, equilibrium values for the hypothetical components 

characterized by T are required. These may be obtained from vapor 
. bp 

pressures, fugacities, or empirical correlations of observed equilibrium 

(K) values. In Example 23 (to follow), the A. and B constants of the 
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A = true boiling point, 
B = molecular ¥eight, 
c = liquid density. 
differentiated true boiling point. 
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equilibrium-value relation were determined by plotting empirical K data, 

given by Edmister,10 on semilog paper. The temperature spread covered 

in the plot corresponds to the T
0 1 to Tbp

2 
spread) and though the 

' p 
lines on semilog paper were not quite straight, they were nearly enough 

so that they could be approximated by straight lines. Lines were 

plotted for a number of Tbp within the over-all spread, and the A and B 

constants from all these lines were in turn plotted. vs Tbp and a best­

fi.t straight line drawn through these points. The resulting plot gives 

the A and B constant for any component whose. Tbp is specified within.the 

range covered. 

Since Example.23 also inciudes·rieat balances, it is.necessary 

to know the enthal};>y-value constants f.or these T.bp-characterized com-
2

. 

ponents. These were obtained by plotting the enthalpy data of Maxwell 5 

for known. hydrocarbons whose boiling points bracketed the Tb spread 
p • 

involved. These data were plotted for two different temperatures, and a 

straight line was 'drawn through these points for extrapolation to other 

system temperatures. Following this, interpolated strai gJ:l.t Llnes were 

fitted for each Tbp co.mponent;, ahd the slopes of these lines then gave 

the.desired values 'of.the enthalpy constants, either liquid or vapor. 

Since· Maxwell's data for enthalpy are in. Btu per pound, it was converted 

to Btu per mole by using molecular weights o'btaii"Jed from Curve ·B of Fig. 

50a. As with equilibrium data, nearly straight lines are obtained when 

enthalpy data are plotted, and therefore·:the assurn:ption of a straight 

line across the system temperature .spread is ordinarily Cl.uite satisfactory. 

Mixture enthalpies must now be obtained by integratton ·rather than by 

Eqs. (I.6 and L7), so that the entb.alpy expressionfi become 

T 

h = 1'' bp2 
p h. 

T J..p 
bpl 

(VI. 4) 

and 

H = !Thp2 
p T Hip 

bpl 
(VI. 5) 

• 
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where all terms are defined as in the Sect ion I enthalpy expressions. 

In using a slope plot ·for infinite mixtures, such as Fig. 50b, 

with Method I or II mass balance, tt.e equations are the same as for 
' 

discrete mixtures but with slopes repl~cing mole fractions. The equili-

brium relation becomes 

bX 
p 

5T:-! ' 
bp 

and a typical internal re.lation wo,Jld bE" 

L 
= __;p__ 

v 1' p- (

ox /oT,b p p 
oxit>Tbp 

(VI. 6) 

(VI. 7) 

but it will be noted that in these equations as well as all other 

equations describing the system, the·. differential temperature 5Tbp drops 

out. The ,computer program for calculations using slope plots follows 

.that of Fig. 5 with summations being replaced by integrations. Other 

the~ this replacemr:mt the programs are · j_dentical. 

The normalization procedure and the reverse process of obtain­

ing the ~I'BP curves of the ptouuc~ and i:; ;_;age materials and the evaluation 

of mixture enthalpies all :r·equire integration to obtain areas under the 

slope curves. These must be done by ·t,he digital computer with a fair 

degree of accuracy, and tr.erefore some .method of numerical integration 

must be programmed. Integrations us:5.ng the trapezoidal rule31 and 

G~ussian quadrature formulas 31 were tried but discarded because of the 

necessity of breaking up the Tbp range 'into too many increments to get 

the accuracy desd.r~d. The best compromise finally adopted was the use 

·of Simpson's R'Ile, 31 with the number of characterizing components being 

arbitrary and with the condition imposed on values of 

Tbp2 

~ (5x/5Tbp)5Tbp 
Tbpl 

at convergence being of the same order as for discrete components. 

As a rough approximation, the number of c';_arac Leri.zing components is 

.. 
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usually chosen in such a way that the temperature gap between any two 

adjacent components is of the order of 15 to 20 degrees, and the total 

number must be odd for use with Sirnpnon's Rule. 

The net resi.J.l t of the fractionation process of infinite mix­

ture feeds is to produce a series of curves similar to that of Fig. 50b, 

with the peaks moving upward and to the left in the enriching section 

and upward and to the right in the stripping section. These curves in 

turn would integrate into true-boiling-point curves located below that 

of the feed for enriching-section liquids and above that of the feed 

for strippi.ng-section liquids. The limit of this resolution process 

would be a pure component (at one or both ends of the column) requiring 

a peak of infinite height in the slope-curve representation and having 

a horizontal line for a true-boiling-point curve. Of course, no 

practical column will ever approach this condition. 

A perfect separation for an infinite-mixture feed vJOuld be wo 

(or more) products whose ending and beginning bo~ling points exactly 

coincided as indicated in Fig. 51. In actual practice, this ideal is 

never reached, since theoretically the ends of the TBP curves of the 

products must all coincide with Tb 
1 

or Tb 2 , as indicated by Curves I 
p p 

and II of Fig. 51. This behavior will have some affect on the deci$ion 

of what temperature increment to use between any two adjacent components, 

since the region where reasonably good accuracy is desired is that for 

the boiling curves I and II. It is quite possible to break up integra­

tions into two regions with an arbitrary temperature increment within 

each. The technique used in a given case is a matter of judgment and 

experience. 

The laboratory inspection of a given product is more often an 

ASTM37 distillation curve, and the end points of this type of curve 

would appear respectively above and below :~he bottoms :md distillate 

cut-point temperature of Fig. 51, with a resulting gap between ending­

and starting-product temperatures. This behavior results because ASTM 

distillations tend to average the product temperatures. 
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Fig. 51. Typical true-boiling-point curves. 
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The combination of infinite-mixture calculations using Method 

I mass-balance equations and Method I energy-balance equations will 

always give product compositions as true-boiling-point curves. However, 

these curves should really be interpreted in terms of the iT equivalent 

ASTM curves when conclusions are being drawn as to separation achieved 

and cut-point temperatures since, as pointed out above, most laboratory 

inspection of products is done in terms of ASTM distillations. 

True-:boiling-point curves with plateaus representing discrete 

amounts of a given component can easily be handled by a combination of 

the method presented in this Section and the methods for discrete com-

ponents given in Section II This means that both integrations and 

summations must be done in a given calculation. Other than increasing 

the complexity of a calculation, ni~xed feeds present no additional 

diffi.cul ties. 

The results of Example 23 are given in Table XLIX and Figs. 6, 

7, 8, and 9. The feed for this problem (shown in Fig. 54), was 

arbitrarily broken up into 17 characterizing components, including the 

two limits of Tb , so that the increment between components was 20°F. 
p 

As can be seen, convergence was quite rapid without a ¢ factor, and the 

use of the ¢ factor actually retarded the comrergence of the internal 
. . . 

stages of the column. This behavior of the p factor was encountered in 

strippers when the double flow correction, which converged very fast 

without ¢, was used. In that case, the use of p actually caused diver­

gence. 

Figures 52 and 53 show the converged values of temperatures 

and flows for all stages, and the complete plots for only certain stages 

that are indicative of the general behavior of the other stages. Figure 

54 is interesting because it gives the slope curves for the components 

at all the system stages. When dealing with infinite mixtures, it is 

possible to visualize a disti.llation surface, such as that sho~, which 

is a unique surface for any combination of feed, physical column, tern;.. 

peratures, and flows. This surface is shifted about by the mass- and 

energy-balance equations, with the restriction that the integrated areas 

under all slope curves must be 1 ± E, 1·!here E is some arbi trar;tly 
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Fig. 54. Results for Example 23: 
network for all stages. 
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predetermined small number. The shifting of the peaks of the slope curve 

upward and to the left is quite evident in the enriching section of the 

column, while the shifting of the peaks upward and to the right is not 

nearly so pronounced in the stripping section. This behavior is.to.pe 

expected because of the shape of the feed-slope curve and the point of 

introduction of feed into the column. 

Figure 55 gives the integrated TBP curves for the liquid 

products from various stages of the system, and includes the feed curve 

for reference purposes. Since a bulk split of 40% top product was set 

and held, the perfect separation or cut temperature would be approxi­

mately 432°F for the feed used. fi1at this was not achieved is quite 

evident, but in terms of the equivalent ASTM distillation curves of the 

products, the overlap would be appreciably diminished. There are, however, 

ways in which the TBP separation could be improved. The reflux ratio for 

this example is quite low and the number of stages is quite small, while· 

in crude-oil colui:nns, where infinite-mixture feeds generally occur, both 

the stages and reflux ratio would be appreciably above those< used here. 

Increasing both these quantitites would definitely improve the separation 

obtained. 

It is possible, then,. by means of the C13lculati.onal techniques 

presented here and those of previous sections to simulate a crude-oil 

distillation column on a computer, and to obtain reasonably accurate 

predictions of the compositions of the streams at every point in the 

system as well as the stream amounts and stage temperatures. 
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Table XLIX 

Results for Exam~le 2j: individual stage integrals from nine iterations 

l 2 4 5 6 7 8 ___2_~ ----
Stage <I> No <I> <I> No <I> <I> No <I> <I> No <I> <P No <I> <I> No <I> <I> No <I> <I> No <I> <I> No <I> 

8 .945 1.217 1.030 1.086 ·996 .986 1.001 .997 1.001 1.001 1.001 1.000 1.001 1.001 1.001 1.000 1.001 1.001 

7 .905 1.238 1.065 1.076 .990 .no 1.001 .993 1.001 1.001 1.000 1.000 1.001 1.000 1.001 1.000 1.001 1.000 

6 .847 1.208 1.113 1.062 ·978 .967 1.003 .995 1.001 1.000 1.000 1.000 1.001 1.000 1.001 1.000 1.001 1.000 

5 .785 1.146 1.188 1.046 .955 .976 1.015 .998 .998 1.001 1.001 1.000 1.001 1.000 1.001 1.000 1.001 1.000 

4 2.782 1.205 ·997 1.163 .922 .978 1.042 .993 .980 1.004 1.008 1.000 .997 1.001 1.001 1.000 1.000 1.001 

3 2.687 1.289 1.117 1.175 .906 1.010 1.028 .985 .993 1.005 1.000 l. 000 l. 000 l. 000 l. 000 l. 001 l. 000 l. 001 

2 2.423 1.291 1.138 1.128 ·936 1.027 1.009 .988 1.000 1;003 .999 1.001 1.000 1.000 1.000 1.001 1.000 1.001 

l 1.806 1.085 1.086 1.021 .972 1.017 1.001 ·994 1.001 1.001 .999 1.001 1.000 1.000 1.000 1.000 1.000 1.001 

R 1.000 .J:20 1.000 .856 1.000 ·2n 1.000 ·994 1.000 ~998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

<I> factor .2658 -- 1.5798 -- .8430 -- 1.0739 -- ·9159 -- 1.0102 -- ·9974 -- 1.0022 -- 1.0001 --

b.Qes 26709 25543 27207 26697 26976 26984 26993 26972 26997 26989 26995 26994 26994 26996 26994 26996 26994 26996 

b.Qss -14484 -15650 -13986 -14496 -14216 -14209 -14200 -14220-14196 -14203 -14198 -l41?9-l4198-l4197-l4198-i4197-l4198-l4197 

! 
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Fig. 55. Results for Example 23: selected TBP product curves. 



Example 23 
Component Feed-slope Equilibri urn-value 

characterizing value . constants EnthalE~-value constants 
temperature,Tb . ( 6x/6Tb xlo4) A :B k l u w 

. E p . -·-
0 280F 2~-739' -5375 8.055 71.12 -3.2844 55-30 -67.00 

300 4.084 -576ci 8.285 75.47 -35719 . 58:00 -7050 -. 

320 6.225 --6160 8.515 77.84 -36738 61.00 -7470 
340 11.056 . ' -6560 . 8~750· 81.40 -38307 64.00 -7885 
360 24.602 ·. ~6960 .. ·8 .. 980 84.24 -39528 67.00 -8300 

380 50.199 -7350- . 9:205 ·88.32 -41588 ~70-30. .,8820 

400 ·51:;'295 --7750 · .. 9-435 92.38. -43'657 :73 -~70 -9360 I 
N 

· . ('\) 

420 50.000 . -8145'-. 9;565 95.00 ..:44464 77-20 .,.9900 [\) 

. . . . I 

440 46.813 .. ~8545 .9:900 98.07 .;45443. 81.00 : -10600 

460 42.530 ·.:.8945 10.130 101.82 -4702_1 ·84.70 -11230 .. 
480 38;546 ..;9345 . i0.360 ' 1a5 .38 -49311 88.90 -12040 

500 34:960 .. :-9745 . io.585 110.92 -51606 93.00 -12800 

520 32-~71 -10140 10.8~0 115.44 -53622 97-30 -13620 

540 30.528 -10540 1L050 119.31 -55289 101.7 -14530 

560 29.681 -10940 . 11.280 123.69 -57201 106.2 -15420 

580 29.233 -11335 11.510 128.00 -590J1 110.8 -16270 

600 28.984 -11735 11.740 132.24 -60900 115.1 -16970 
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Thermal condition of feed: saturated liquid 

Column pressure: 1 atmosphere 

Reflux temperature: bubble point 

Reflux amount: 0.3 mole per mole feed 

Top-product amount: 0.4 mole per mole feed 

Enriching stages: 4(not including feed stage) 

Stripping stages: 4(including. feed stage) 

Total condenser used with equilibrium reboiler 

Allowable error limits: 

Integration: 1€ I~ lxl0-3 

Bubble point: IE
2
l ~ 0.1°F 

· Initial gradient assumptions: 

Stage Tem;eerature Vapor 

8 37(°F 0.7 

7 390 0.7 

6 407 0.7 

5 422 0.7 

4 436 0.7 

·3 453 0.7 

2 467 0.7 

1 483 0.7 

R 500 0.7 

Flows 
Ligpid 

0.3 

0.3 

0.3 

0.3 

1.3 

1.3 

1.3 

1.3 

0.6 
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. . . 
VII. EFFECT OF NONIDEALITY IN MULTISTAGE CALCULATIONS 

The equilibrium values used in calculations presented up to this 

point have been empirical ones based on general correlations available in 

the literature. These equilibrium or K values are correlated as functions 

of temperature and pressure, and as usually presented are in no way depen­

dent upon composition. The compos.itJ.on dependence can be disregarded if 

the assumption of ideal behavior is postulated for the liquid phase, and 

this assumption is generally a good one for paraffinic and olefinic hydro­

carbon mixtures. However, for mi.xtures containing aromatic hydrocarbons, 

water, alcohols, etc., the departure from ideal behavim' in the liquid 

phase is pronounced enough so·· that it must be accounted for in some manner. 

It is the purpose of thi.s section to present a method for doing this and 

to show how this method can be used with the calculational methods of 

Section II. 

A R 28 .26 22,36 h s obinson and Gilliland, Perry) and·others ave 

shown, departures from ideal conditions may occur in both the vt1por and 

liquid phases under certain specified conditions. Vapor-phase departures 

occur at high pressures because the volume and molecular-force effects 

become large enough to preclude ideal gas behavior and therefore fugacity 

replaces pressure in the vapor-liquid relationship. The Lewis and 

Randall fugacity rule36 is normally used for mixtures in the vapor 

phase, so .that the fugacity of component i is 

(VII.l) 

where f . is the fugacity of the pure component at the same temperature 
:rn 

and pressure as the mixture. 

Deviations from the ideal solution laws are more important for 

the liquid phase than for the vapor phase because they occur even at low 

pressures and their magnitudes are larger. In the dense liquid phase, 

the molecular volumes .and intermolecular forces are alvrays significant 

and lead to at least two main types of deviations, such as 
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(a) those resulting because vapor does not obey the perfect gas 
law, 

(b) those due to special phenomena connected with the liquid 
phase, such as chemical association. 

Robinson and Gilliland have shown that Type a deviations can 

be calculated by an equation of the form 

where 

fLi = xi· f . exp [ v. ( 1t - P . ) /RT L 
p~ ~ ~ 

(VII. 2) 

fLi = fugacity of component i in the liquid phase, 

f . fugacity of pure liquid i ·under its own vapor pressure, 
p~ I 

v. == partial molal volume of component i' 
~ 

} 

1{ = total system pressure, 

P. =vapor pressure of component i.at the temperature of the 
~ mixture, 

T = absolute temperature, 

R = gas law constant. 

Type b and.other liquid-phase deviations can be summed up in 

what is termed an .activity coefficient, which is a terin inserted in the 

fugacity equalityat equilibrium, as follows: 

or 

(VII. 3) 

In this manner, pure liquids ·before mixing serve as a 

reference base, and deviations resulting from mixing are accumulated 

as the departure factor or activity coefficient y. The general ex­

pression relating vapor- and liquid-phase mole fractions becomes 

(VII. 4) 
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where K is the normal equilibrium constant. The fugacities in this 

expression can be determined in various ways, such as:<rrom generalized 

plots or from various equations of state,. and the exponential term 

requires partial molal volume data. No matter what form the expression 

takes for these quantities, a K value calculated from them would cause 

no difficulties in the mass-balance methods of Section !I, since these 

expressions are essentially independent of composition. The r term, 

however, is composition-dependent, since it involves molecular inter­

actions, and the effect on the fractionation calculations of this 

composition dependence is what is of interest. 

In the presentation to follow, then, the system pressures are 

ass.umed low enough that fugacity bet:omes identical with pressure, and 

under these conditions Eq. (VII. 4) reduces to 

p, = Y.~ = y.P.Xij 
J.- l. l. l. : 

where :p. · = partial pressure of component i. 
l. 

(VII. 5) 

This form of equation is quite suitable for studying the effect 

of ri on the fractionation calculations, and the ideal equilibriumvalue 

P./~ becomes the modified value 
l. . 

(VIL6) 

There have been. many proposals of .methods for calc~lating the .· 
. . . . 24 

. activity coefficient; probably the most widely used are those of Marg;ules 

an'd van Laar. 21 More recent methods proposed are those due to Scatchard 
. 32 . 27 39 . . . 

and Hamer, Redlich and Kister,. Wohl, and. others. The method used 

by.Wohl in his derivation of the ternary and quaternary three-suffix 

Margules equations was used to derive a three-s:uffix Margules equatiqn 

for N components. Similar N-component equations can be derived ·ror the 

van Laar approach as well as the. other approaches, but the Margule~? 

equation is simplest in application and is quite adaptable to use .with 

digital computers. The three-suffix Margules equation proposed here is, 

then, for component a in a mixture of N components, where a= 1, 2, 3, ... 
N as follows: 
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N 
£ny . = 2x L: 

'" a a 
N 2 l 

X. A. + L: (X,:) A . + -
l la . l J aJ X i=l J= a 

N N N N 
2 

N 
2 L: [(x.) L: x.Ai.] - 2 
i=l l j=l J J 

L: L: L: 
i.=l j=2 k=3 

i # j I= k 
i I= k 

j<k 

This equation can be written in symbolic form as 

l 
ln r 8 = 2x mi + 1Jr •. + x vaJ'k' - 2T} - !-L, a a aJ a . 

and one can show 

N 

!-L = 2/3 L: · vajk 
i=l 

(VII. 7) 

(VII.8) 

(VII. 9) 

The implied definitions of' the functions (m. , 'ljr ., V tk, T}, . la aJ ~ 

and !-L) is obvious, and the latter two, T} and IJ., are actually constants 

appl·ying to all y values calculated. The above equations show the 

dependence of y values on composition as well as binary interaction 

* data A1 . and A. 'k' where the latter term as defined as actually depen-
. .J lJ 

dent on binary interaction d.ata as follow13: 

* The term CiJk represents actual ternary data, and normally these data 

are not available. Following Wohl, then, this term is set equal to zer.o, 

and there is so'me justification for this on the basis of meager data 

available, which indicate the magnitude of the term to be quite small. 

The foliowing suffioc permutation relation holds, 

* * * Aijk = Ajki = ~ij 
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* N, 
so that the number of A terms that exist for N components is [(N-

3
)!

3
!] 

which implies a minimum value of 3 for N. 

Thus, if binary-interaction data are available for all the 

binary pairs possible in a mixture of N components, it is possible to 

calculate the activity coefficient for any component as a functicn of 

composition and these binary-interaction constants, A... The individual 
J.J 

values of A .. are the limits of ln r. as x. approaches 0 in a mixture of 
l.J J. J. 

j and i; that is, they are the terminal values of ln y
1

. Similarly, the 

A .. value would be the limit of ln Y. as x. approaches 0. In actual 
Jl. J. J 

use, the A .. data are stored in a computer as a two-dimensional i,j 
. J.J 

array from which m. terms are obtained as , J.a row summations and * . terms 
2 aJ 

as column summations. The ~ term is the sum of (x.) terms times the 
J. 

m. terms, and the 
J.a ~ term is obtained by Eq. (VII.9) involving V "k terms. 

aJ 
These latter terms are derived from a special two-dimensional arra~ of 

* A .. k terms made in accordance \·Jith the limitations on the suffix com-
l.J 

binations indicated in Eq. (VII.7). 

V .k terms become column summa-L.ions, 
aJ 

By use of this special array, the 

The aver-all calculation involves the use of either Method I 

or Method II mass-balance equations in which ~ODIFIED values from Eq. 

(VII.6) are used. Following this, a bubble-point calculation is made to 

correct the stage temperatures, and the bubble point-relation used is 

(VII.ll) 

When new temperatures have been obtained, the next step in the calculation 

is to use the mass-balance equations for another iteration. A schematic 

computer program for doing one iteration is shown in Fig. 56. 

Treybal36 and others have pointed out the dependence of the y 

value on temperature and noted that data on partial molal heat of solu­

tion are needed to calculate the change in y value with temperatur-e. 

These heat-of-solution data are also required if any attempt is made to 

make energy balances and flow corrections for a given system. Such data 

are not geneiElly available and therefore, for calculations done in this 

work, the temperature dependence of y 1·ras neglected and constant molal 

overflow was assumed. 
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Start ---+-.--....... 1----------, 

All Method I Stage 

or Method II test; --l 
mass-balance 

.., cycle qr 

operations go on I 
I 
I 

I Component I 
I 

test; -.., I cycle or 
Stage I go on I 
test; _.J 

cycle or 
go on 

__ ...J 

Mole-fraction Stage 
summation testj 

and 
I cycle or ---, 

go on I 
I 
I 

Componen't I 
test; I 

cycle or l I Component go on I 
test; I I 

cycle or 
I I 

go on I I 
Calculation I I 
and storage I 

Stage of all ~i I 
test; values _J 

cycle or ---' 
go on 

MU-17953 

Fi~. 56. Schematic computer program using activity 
coefficient, y .• 

~ 
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One of the primary advantages of calculations'usill.g modified 

K values is that they predict the formation.of azeotropes which cannot 

be predicted in any other way. The formation of these azeotropes at 

some point in a distillation column is much more a function of com­

position than of· flows, and therefore the neglect of flow changes that~ 

would result from energy balances is reasonable even if not rigorom: .. ly 

justifiable. If heat-of-solution data and other energy data were 

available, energy balances could easily be made by the methods of 

Section III with appropriate modifications. 

In Example 24, a ternary solution of ethyl ale ohol, propyl 

alcohol, and water is fed to a column similar to that of Fig. 4 and 

containing four stages plus an equilibrium reboiler with saturated 

liquid feed entering at Stage 2. Method I mass-balance equations were 

used and the results are shown in TableLand Figs. 57 and 58. The 

setting of the bulk split in this and subsequent problems in this section 

was purely arbitrary; the oniy purpose of the protl em was to ascertain 

the behavior of the mass-balance equations with val~s of ~ODIFIED' 

is not to be inferred that· the separations obtained represent any 

practical solution to the separation problem pr~posed. However, the 

calculational techniques given here can be used for studying separations 

obtainable by varying the available independept variables for a given. 

system. 

As can be seen from the results of Example 24, the convergence 

is not as fast as that using empirical K values. However, if enough 

iterations are run, an exact solution is available. 

Exam;ele 24 

* 
F~ 

Vapor-pressure constants 
Feed A B 

C
2
H

5
0H 0.239 -7319.2 15.4563 

c
3
H

7
0H 0.045 -8076.3 15.9924 

HOH o.:zl6 -7450.9 14.8618 
1.000 

* These constants were obtained in the usual manner and used in the 

equation 
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Table L 

Results for Example 24: summationsand top-product recovery fractions from various iterations 

st· t' ~(x.) age summa lOns l l p 

Stage 1 2 3 4 5 6 7 8 10 12 14 16 18 

4 .708 -799 .884 .947 -978 -994 1.001 1.003 1.003 1.002 1.001 1.000 1.000 

3 .845 .850 .920 .983 1.011 1.019 1.018 1.014 1.007 1.003 1.001 1.000 1.000 

2 .978 .924 -974 1.014 1.022. 1.018 1.013 1.009 1.004 1.002 1.001 1.000 1.000 
I 

1.088 .982 1.042 1.054 1.040 1.028 1.018 
(\.j 

1 1.012 1.005 1.002 1.001 1.000 1.000 LA) 

I-' 
I 

R 1.410 1.195 1.118 1.073 1.041 1.031 1.020 1.013 1.005 1. 002 . 1. 001 1.000 1.000 

Co!!!Eonent · To~-~roduct re~over~ fraction 

Ethyl 1.152 1.129 1.094 1.054 1.030. 1.015 L005 -999 .992 .989 .988 .987 .987 
alcohol 

Propyl .357 · 1.165 1.121. 1.073 1.045 1.028 ],..018 1.010 1.003 1.000 .. 998 -998 -998 
alcohol 

Water .291 .248 ~263 .279 . 289 - . 295 .299 .301 .304 .305 .306 .306 -306 
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Fig. 57. Results for Example 24: temperature vs. iteration 
for all stages. 
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I I I ! ! ! 

Propyl alcohol 

Reb oiler 

Stage 4 or top product 

Propyl alcohol 

~---·--
·--·-·-·-·-·-·-·-·-·-

.....-· .....-· 

I I 

9 

Iteration 

I I 

11 13 

Ethyl alcohol 

Water 

I I, 

15 17 19 

MU-17955 

Fig. 58. Results for Example 24: activity coefficient vs. 
iteration for selected stages. 

reboiler. 
--- stage 4 or top product. 
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to obtain values of P .. 
1 

Thermal condition. of feed: saturated liquid 

Column pressure: ~ = 20 psia (assumed constant) 

Reflux amount: 0.5 mole per mole feed 

Top product amount: 0.5 mole per mole feed 

Enriching stages: 2(not including feed stage) 

Stripping stages: 2(including feed stage) 

Total condenser used{. 

Equilibrium reboiler used . 

Allowable bubble-point error: IE 2 1 ~ 0.1 °F 

Binary interaction 
I 

constant array 

i 1 2 3 

j Ethyl Propyl 
alcohol Alcohol Water Three-suffix constant 

* * * Ethyl All = A21 = A = Al23=A23l=A312=2.675 
alcohol 31 

0.00 0.00 1.05 

Propyl Al2 = A = A32 = 
alcohol 22 

0.00 0.00 1.05 

Water A13 = A23 = A33 = 
0.95 2.30 0.00 

These data were estimated from information ayailable in Treyba136 and 
18 Horsley. 

Initial-gradient assumptions 

Flows 
Sta~e Temperature Vapor Liquid 

4 200°F 1.0 0. 5 

:•3 200 1.0 0. 5 

2 200 1.0 1.5 

1 200 1.0 1~5 

R 200 1.0 0. 5 
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In Example 25, ·the same feed was fed to Stage 5 of a 10-stage 

column with the top product amounl; cut to 0.3 mole per mole feed and a 

reflux ratio of 1.0 maintained. The results are given in Table LI and 

Figs. 59 and 60; and indicate that an oscillatory behavior in the early 

iterations is possible and quite pronounced. Fortunately, it does damp 

out and an exact solution becomes possible, but some doubt is raised as 

to the behavior of the Method I mass-balance approach with larger numbers 

of stages present in the column. 

Example 25 

Same feed, vapor pressure constants, binary interaction, and 

three-suffix constants as Example 24. Column conditions are the same 

except for 

Enriching stages: 

Stripping stages: 

5(not including the feed st13ge;) 

5 (including the feed stage) 

Reflux amount: 0.3 mole per mole feed 

Top-product amount: 0.3 mole per mole feed 

For initial gradients all temperatures were set at 200°F, 

L/V = 0. 3/0.6 = 0. 5 in the enriching section, and V '/L' = 0. 6/l. 3 ;:::: 0. 46:~ 

in the stripping section. 

The results of Example 25 further indicate that as more stages 

are added and the bottom product shifts tow:ard higher water content, 

oscillations of. the propyl alcohol activity coefficient show up and the 

values of the coefficient become large. The oscillations are quite 

marked at first, but finally damp out. The temperature profile for the 

system based on the split set indicates that stripping stages in the area 

of the feed stage are doing very little fracti~nation, while the last 

stage and the reboiler are doing a relatively large amount of fraction­

ation. This large movement at one end of the column apparently is the 

major cause of the initial large oscillation, which fortunately then damps 

out. 

Even though the bulk split and flow gradients set do not give 

an efficient column (as evidenced by the presence of several stages where 
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Table LI 

Results for Example 25! summations and top product recovery fractions from various iterations 

Stage summations ~(x.) 
J. J. 

Stage 1 3 2 '1 2 10 13 12 1'1 12 21 23 22 2'1 22 

10 .602 1.049 1.093 ·975 ·977 1.018 ·996 1.003 1.000 ·995 1.003 1.001 .998 1.000 1.000 

9 .681 .994 1.101 .965 ·978 1.013 .996 1.004 1.000 .995 1.003 1.001 .999 1.000 1.000 

8 .766 .941 1.101 .956 -988 1.007 ·995 1.004 1.001 .995 1.002 1.001 .999 1.000 1.000 

7 .846 .928 1.063 .960 ·998 1.006 ·992 1.004 1.002 .996 1.001 1.001 .999 1.000 1.000 

6 .917 .948 1.021 ·973 1.003 1.008 .992 1.001 1.003 .998 1.001 1.000 1.000 1.000 1.000 

5 -979 .981 1.024 .997 ·993 1.009 .998 -999 1.002 .999 l. 000 . l. 001 .999 1.000 1.000 

4 ·977 .963 1.043 1.012 ·973 1.014 1.000 .996 1.003. -998 1.000 1.001 ·999 1.000 1.000 

3 -975 .938 1.048 1.042 .964 1.013 1.007 .993 1.004 .998 ·999 1.003 .999 1.000 1.001 

2 .980 .918 1.028 1.074 ·958 1.005 1.013 ·993 1.004 .998 .998 1.003 .999 .999 1.001 

1 1.018 .925 .990 1.064 ·971 .996 1.012 .995 1.002 1.000 .997 1.002 1.000 .999 1.000 

R 1.189 .9:z4 .960 1.011 1.005 .992 1.002 ·299 1.000 1.002 ·299 1.000 1.001 1.000 1.000 

Co!!!!!onent To~-~roduct recover~ fraction 

Ethyl 
alcohol .850 .826 ·776 .713 ·772 .771 ·756 . 757 .757 ·761 .761 ·758 .758 ·760 . 759 

Propyl 
alcohol .167 .893 .830 .565 ·760 .788 .725 . 735 .732 ·738 .748 . 735 .734 .741 ·739 

Water .125 .087 .108 .146 .114 .112 .121 .120 .120 .119 .118 .120 .120 .119 .119 
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Fig. 59. Results for Example 25: temperature vs. iteration 
for all stages. 
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Fig. 60. Results for Example 25: activity coefficient vs. 
iteration for selected stages. 

ethyl alcohol. 
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very little fractionation takes place), it is important to have a cal­

culational method that will always converge so that bulk splits, flow 

gradients, and numbers of stages may be varied and problem solutions 

cross-plotted. Example 26 uses the feed of Examples 24 and 25 but 

increases the number of stages to 23 with liquid feed on the llth stage. 

The bulk separation is changed to 0.25 mole top product per mole feed 

with a reflux ratio of 1. Typical results given in Fig. 61 show that 

under these condition Method I mass-balance equations are incapable of 

giving a convergent solution, so that recourse must be had to Method II 

equations. The combination of Method II equations with ~ODIFIED 

normally gives convergent soluti.ons if enough iterations are run on the 

computer. 

Example 26 

Same feed, vapor pressure constants binary interation, and 

three-suffix constants as Ex.ample 24. Column conditions are the same 

with the only system changes 

Enr:iching stages: l2(not including feed stage) 

Stripping stagesg ll(including feed stage) 

Reflux amount: 0.25 mole per mole feed 

Top-product amount: 0.25 mole per mole feed 

All temperatures initially 200°F 

Enriching section: L/V = 0.25/0.5 = 0.5 

1/ 1 I Stripping section: V L = 0.5 1.25 = 0.4 

Example 27 is a rerun of ExaiD;ple 26 but with Method II ma'ss­

balance equations used rather than Method I equati.ons. The results are 

given in Figs. 62 and 63, where only speci.fic stage temperatures and 

acti vi.ty coefficients are plotted as they are typical of the behavior of 

all other stages. The use of slow-moving Method II has essentially 

removed all oscillation from both the temperature and activity-coefficient 

values, and a practit;al convergent solution is available at approximately 

the 80th iteration. The over-all mass balance at the lOOth iteration ;, 

gave the following errors, 
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Fig. 6l. Results for Exaniple 26: temperature vs. iteration 
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Fig. 62. Results for Example 27: temperature vs. iteration 
for selected stages. 
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Fig. 63. Results :for Example 27: activity coe:f:ficient vs. 
iteration :for reboiler only. 



Ethyl alcohol - 0.12%, 

Prbpyl alcohol - 0.53%, 

Water 0.01%. 
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and these figures give an additional check on convergence. 

Example 27 

Exactly the same as E~ample 26 in all respects except one-­

that is, Method II mass-balance equations were used. rather than those 

of Method I. 

The converged. temperature gradient.s for two bulk splits and 

two different columns are shown in Fig. 64 and are indicative of the in­

efficiency of the separation under the assumptions made. However, since 

no information is available on a ternary azeotrope for this three­

component .system, the arbitrary bulk splits indicated were assumed. It 

is very likely that any azeotrope would be such that smaller values of 

the top-product amount would have to be assumed and calculations made 

to see if the upper end of the temperature gradient curve became 

vertical, as it would be if an azeotrope were found. The shape of the 

gradient curve can also be changed by varying the reflux amount so that 

better fractionation efficiency is obtained.. 
' . 

In any case, calculational techniques have been presented which 

give convergent solutions as variables are assigned different values. 

Thus, it becomes possible to seek out azeotrope formation in mult.i­

component systems and to make general calculations in .systems exhibiting 

nonideal behavidr in the liquid. phase. 



Fig. 

CD 
0'1 
Q -· en 

64. 

23 

20 

15 

10 

and 

190 

"· "· \ 
\ 
\ 
i 
i 
i 
i 
I 
I 
\ 
\ 

·'·-........,i 

! 
! 
I 

\ 
I 
I 
·~ 

-244-

Stage temperature (°F) 

MU-17958 

Converged temperature gradients for Examples 25, 
27. 
-10 stages with top product = 0. 3 mole. 

10 stages with top product = 0.25 mole. 
-· -· 23 stages with top product = 0. 25 mole. 

~ 

26, 
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VIII. LIQUID-LIQUID EXTRACTION CALCULATIONS 

It is possible to apply the methods of Sections II, III, and 

VII to the general problem of liquid-1iquid extraction, and it is the 

purpose of this section to illustrate how this might be done. There 

are obviously fundamental differences between the two processes which 

wHl require calculational t.echniques differing from those of the pre­

cedj_ng sections. 

In the general d.istillation problem, there is a process of 

vaporization and cond.ensation which takes place at every stage; along 

with this process, the necessary mass transfer takes place to effect 

the desired component separation. Thus, of necessity, there is a 

temperature gradient in such a process, and thi.s in turn allows mass 

and energy balances to be made. 

It was a property of such processes that the composition­

tem:Perature interdependence allowed separation calculations to be made 

irrespective of the system flows, which were of course assumed constant. 

Further, when·it was necessary to recognize flow changes, the energy­

temperature interdependence.J?rovided a convenient basis upon which to 

make calculations. 

In liquid-liquid extraction processes, the temperature is 

essentially constant from stage to stage if frictional and heat-of­

solution effects are neglected and the:r'e are no arbitrary energy inputs 

or outputs. However, the mass-transfer process taking place requires 

that flows do change from stage to stage, and this flow variation must 

be taken into account in order to obtain a properly convergent solution 

for a given problem. 

Method II mass-balance equations can be used to describe such 

a system if there is a means available for calculating the distribution 

coefficient or equilibrium val1Je for the distributing component or 

components. Since it i.s assumed that two liquid phases are in equilibrium 

at any stage p, then the activity a of any component i must be the 

same in each phase, and this is expressed methematically as 
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(VIII.l) 

where 

activity of component i in phase. V, and V is that 
phase ordinarily called the extract phase in liquid­
liquid extraction literature. 

activity of component i in phase L, and L is that 
phase ordinarily called the raffinate phase in liquid­
liquid extraction literature. 

\ 

Since activity is defined as the product of activity coefficient 

and mole fraction, it follows, from Eq. (VIII.l) that we have 

(VIII. 2) 

and therefore 

(VIII.3) 

so ;i:.ha~t ~Lf the individual activity coefficients y are known for each 

phase, it is then possible to use Method. :u: mass-balance equations. 

These activity coefficients can be calculated from Eq. (VIJ;. 7) by asswn­

ing that all necessary data for the Margules binary-interation constants, 

A .. , are available for a given set of components. 
l.J 

The equilibrium constant ~V differs from that used in dis-

tillation calculations in that it is essentially temperature-independent. 
' Activity coefficients do vary with temperature and pressure; but fo;:· all 

practical purposes, isothermal and isobaric conditions may be assumed in 

liquid-liqui¢1. extraction calculations so that K;LV becomes primarily a 

function of composition. 

Tne change .in the individual phase flows, ivhich appear 

explicitly in the Method II mass-balance equations, n1Ust be calculated 

for every change in composition reoolting from use of these equations, 

and energy effects cannot be used to do this. However, an equation 

parallel to Eq. (III.l3), but involving only mass flows for component:. 

i, would be 

. 



where q. = 
l 

(Vy.) l + (q.V) l + (Lx.) l + (q.L) l-
l p- l p- l p+ l p+ 

f [ ( Vy . ) + ( q . V ) + ( Lx . ) + ( q . L ) ] '\ = 0 l l p l p l p l p j (VIII. 4) 

that corrective value of mass flow for component i which when 
added to its accompanying mai.n-stream mass flow makes Eq. 
(VIII.4) identically 0. 

Any stage mass unbalance would be defined for component i as 

(Vy.) l + (Lx1 ) +l- (Vy.) + (Lx.) = (Q.), 
l p- p l p J.. p l p 

(VIII. 5) 

and subtracting Eq. (VIII.5) from Eq. (VIII.4) leads to 

(VIII. 6) 

This latter equation is identical with Eq. (III.l4), but the 

q. and Q. now have totally different definitions. As in Section III, it 
l l 

is necessary to find or assume a relation between (qiV) and (qiL) before 

Eq. (VIII.6) can be effectively used. The previously proposed (Cv/C1 ) 

ratio cannot now be derived from basic energy relations, so that re­

course must be bad to some other method of estimating (CV/C1 ). 

One way of estimating this ratio, and the way proposed here, 

is to assume that any mass unbalance (Q.) that is fed back to a stage 
l p 

will split into two phases in a mass ratio equivalent to the mass ratio 

of component i in the two phases currently leaving that stage. It can 

be shown that this assumption cannot be ri.gorously correct except at the 

limit or convergence point, but it is nevertheless an excellent assump-

tion, as any small feedback mass (Q.) splitting between two existing 
l p 

phases would split in some aribt:rary manner heavily dependent on the 

respective masses of component i in each phase. For purposes of carrying 

out corrective mass-flow calculations, then, (CV/c
1

)i is set equal to 

the mass ratio of component i i.n the exit streams from each individual 

stage. On the basis of this assumption then, the following relationship 

is established: 
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QOV/C
1

). ~ (Vy. )/(Lx.) . 
l l l p 

(VIII. .7) 

This relationship can now be used in Eq. (VIII. 6), and a 

normal two-point extrapolation process can be run for each component 

i. This process operates 'exactly the same as the similar process 

described in Section III. The use of Eq. (VII1.6) with (qiL) or (qiV) 

being explictt;''is arbitrary; but, as will be shown later, the choice 

sometimes depends on the (CV/CL\ ratio values for certain t;:orriponents 

i. 

If qiL are calculated, they can be used directly to correct 

a component flow, since q.
1 

= &., and the following relations hold: 
l l 

(Lxi)NEW = (.6Li) + (Lxi)OLD' (VIII.8) 

(Vyit)NEW = (CV/CL)i (.6Li) + (Vyi)OLD" (VIII.9) 

Having c_alculated all values of (Lxi )NEW and (Vy i )NEW'. one can ·determine 

LNEW' VNEW' (xi\~EW' and (yi)NEW for each stage p f.rom the relatiQnt 

= .?: ( Lx , ) i-rr..t.TJ 
l. 1 !~.CIY'I 

'VNEW· - ~ (Vy. )NEW' 
l l 

(&.) . = (Lxi)NEW 
1NEW L.·.·, 

NEW 

(Vy i )NEW 

(y i) NEW = .. V NEW 

(VIII.lO) 

(VIILll) 

(VIIl.l2) 

(VIII.l3) 

When these relations are. applied at each stage p, the final 

result is all new compositions and total stage flows. 

The over-all program as set up for a digital computer is 

shown in Fig. 65, and the normal sequence in any given it.eration would 

be one mass-balance step:. fot· each corrective:-mass"-flow step. It has 

generally been found that no damping factor is needed with this one-to­

one pattern, but a factor could easily be inserted to multiply q. if 
. . •l 
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Fig. 65. Schematic computer program for liquid-liquid extraction. 



necessary. It also may be necessary, under certain conditions in a , 

given problem, to run the mass-balance part of the iteration until the 

unbalance errors are reduced below some arbitrarily predetermined small 

number before moving on to the corrective mass flow. This type of 

operation would correspond to the variable pattern previously mentioned 

in Section V, and.would be necessary when compositions changed rapidly 

(owing; most likely, to very poor guesses of starting gradients and 

compositions). 

When Method II mass balance is being used, starting values 

of compositions must be assumed for all stages; the simplest possible 

assumption is that all V-phase streams have the composition of the 

extract solvent and all L-phase streams· have the composition of the 

incoming feed containing the raffinate solvent and the distributing 

components. The initial flow gradients assumed should be selected 

with some care, since there are limits on these values outside which 

it is impossible to op:el~§l·te. Fortunacely, if these limits are violated 

the calculation process itself will most likely give an indication of 

this condition and at what point in the column it has occurred. 

To test the proposed method and the assumption regarding 

(Cv/CL)i, a two-component feed was fed to a single stage: as shown in 

Fig. 66a, and a pure solvent feed was used. for extraction. This case 

is presented as Example 28, and the results are given in Fig. 66b and 

LIL The convergence is rapid, with pr.actical results available at the 

third iteration. The range in values fdr (tv/CL)i·is large because the 

V-phase solvent has a very small solubili.ty in the L phase and vice 

versa for the L-phase solvent. These ratio values quickly reach an 

essentially constant value and stay there as the unbalance errors are 

reduced. 

Example 28 Margules binary interation ~onstant 
(Aij) 

Flyl F2x2 
array 

·;i/i l 2 _3_ 
Component 1 1.0 o.ci 1' 0.0 o. 5 9.0 

2 0.0 0.1 * 2 0.5 0.0 0.2 A
123

=10.2 
3 0.0 0.9 

3 10.0 0.2 0.0 
1.0 1.0 

•. 

"! 
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Vphase ----. 
Feed { R.affi~a te. solvent plus 

.---- dtstnbutlng component 

{Feed} Pure solvent Fl 

Single 
stage 

(a) 

(b) 

Iteration 

L phase 

V phase 

L phase 
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Stream flows for the single stage of Example 28. 
Results for Example 28: stage flow vs. iteration. 
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Table.LII 

Results for Example 28: 
parameter values from seven iterations .. 

Summations l 2 3 4 5 6 7 
Z(x.) .968 

-.-
.995 .999 1.000 LOOO 1.000 1.000 

l l 

r:( y 0 ) 1.032 1.00~- 1.001 1.000 1.000 1.000 1.000 
l l 

Com:eonents L-:ehase r values 

l 7835. 11707. 12207. 12276. 12285. 12286. 12286. 

2 1.165 1.191 1.193 1.194 1.194 1.194 1.194 

3 1.003 1.001 1.001 1.001 1.001 1.001 1.001 

Com;12onents V-phase r values 

l 1.000 l.OQl 1.001 1.001 1.001 1.001 1.001 

2 1.633 1.585 1.579 1.578 l. 578' - 1.578 1.578 

3 1205. 5740. 5548. 5523. 5519. 5519. 5519. 

Components Mass-unbalance errors, E. 
l 

l -6.91 -.693 -.061 -.808 -.001 --
2 -.071 -.0078 -.0011 -.0001 

3 +.0099 -.0001 

Components Flow-unbalance errors, Q. 
l 

l +.031 +.0042 +.0006 +.0001 

2 -.0006 -.0001 " 

3 -.0003 -.0042 -.0006 -.0001 

Components (Cv/CL)i values 

l 7495. . 12575. 13322 . 13426 .•. 13440. 13441. 13442. 

2 .683 .807 . 826 .828 .8.28 .828 .828 

3 .0001 .0002 .0002 .0002 .0002 .0002 .0002 

Com;12onents To;E-;12roduct recover;y: fraction 

l ·9999 .9999 .9999 .9999 .9999·' ·9999 .9999 

2 .4057 .4467 . 4522 .4530 . 4531 .4531 .4531 

3 .0001 .0002 .0002 .0002 .0002 .0002 .0002 .. 
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The initial V- and L-phase ~asses were assumed as indicated 

in Fig. 66b and the compositions of these phases were set at those of 

F
1 

and F2 respectively. The Aij values were arbitrarily assumed so as 

to have a high degree of immiscibility between components l and 3, with 

component 2 the main distributing component. 

In Exarr:q;>le 29, the same feeds 1-rere put into the three-stage 

column shown in Fig. 67a, and the results of this example are given in 

Tables LIII and LIV and Figs. 67b, 68, 69. Again the convergence is 

fairly rapid, with practical results available at the 5th or 6th 

iteration. These results were obtained with a corrective mass-flow 

allowable error, E , of 0.01 for the two-point extrapolation process. 
c ' 

In the calculational process of Example.29, it was impossible 

to lower the value of €. to 0.001 or 0.0001 even though these values are 
c 

more desirable than the one used. The reason that smaller values would 

not work is that in the two-point extrapolation process new values of 

'liL are predicted in such a way that a difference-of-differences term 

occurs.· The first-difference is based upon numbers which are q_uite 

small, the q_iL·' a~d this difference approaches the limit of significant 

figures that the computer can carry. When the differences of these 

difference terms is calc~lated, it is q_uite possible that total loss of 

significant figures can occur, and as this term is used as a division 

term, the computer automatically stops because in effect it is trying 

to divide by zero. There are two ways to get around this difficulty. 

The first is to use double-precision numbers that carry 18 rather than 

8 places. The second and more desirable way is to switch to q_iV terms 

fur any component that distributes essentially all into the V phase, since 

the order of magnitude of the q_iV is appreciably greater than that of the 

q_iL' and enough significant figures should be retained so that lower · 

values of € can be used. 
c 

Unfortunately, this second approach re~uires 

some additional programming to seek out highly nondistributing components 

in order that a decision may be made on the use of q_iL or q_iV' with the 

logic being as follows: 
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Fig. 67. a. Stream flows for the multiple stages of Example 29. 
b. Results for Example 29: activity coefficient vs. 

iteration for component 2. 
- V phase. 

L phase. 
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Fig. 68. Results for Example 29: activity coefficient vs. 
iteration for components land 3. 

--- L-phase solvent or component 3. 
--- V-phase solvent or component 1. 
All V-phase values of component l ~ 1.001. 
All L-phase values of component 3 ~ 1.001. 
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Fig. 69. Results for Example 29: stage flow vs. iteration 
for all stages. 
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Table LIII 

Results for Example 29: summations and top-product recovery fractions from various iterations 

Phase mole-fraction summations ~(xi) and ~(yi) 
~ p I p 

~ o;, 

1 2 3 4 5 6 --- ---n -------g 12 

Stage L V L V L V L V L V L V L V L V L V 

3 1.002 1.039 ·992 .999 ·994 .998 ·997 1.000 ·999 1.000 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

2 .991 L.041 .997 1.005 1.000 1.001 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

1 .966 1.032 .997 1.003 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

Component Top-product recover]!_ fraction 

1 

2 

3 

1.0075 

.6ll.6 

.0001 

1.0022 

.6800 

.0002 

.9996 

.6754 

.0002 

.9999 

.6744 

.0002 

.9999 

.6751 

.0002 

·9999 

.6756 

.0002 

.9999 

.6759 

.0002 

·9999 

.6760 

.0002 

.9999 

.6762 

.0002 
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(a) If the component distributes heavily into the v phase, 
use qiV' 

(b) If the component distributes heavily into the L phase, 
use q

11
. 

(c) For all other components, either q. can be used. 
. . ~ 

These difficulties did not occur in distillation p:r.oced,ures because the 

value of the q term wa 9 normally quite large·. 

Table LIV 
': .. ·- .... · .. _,·.· 

Results for Example 29: 
mass unba:l,ance error.s, E, from Iteration 13 

.Gomponerit 
.. 

Stage l 2 ~ .. ,,' .. 3 
10...:5 ·',; ·ia·;.,y· . ,;9 

3 -5 X ~6 X -4 X 10 

2 -6 X l0-:- 5 ..:9 X 10 -7 

l -11 X l0-5 -4 X lo-6 
-2 ·x lo-5 

.The :Stmali values of qiL = 6L cause another 'behavior quirk, as 

shown 'in Fig. 69. As the iterative pro·cess c.onv:erges, all ~iL a.pproach 

0; ·.and if an attem)?t i$ ma.de. to feduc.e al~ ma~$~ba:lf3~¢.¢ ii!I'r~rs., Ej to a 
very small number, difficulties with sign.ificant figures again ar.ise, 

.Table LIV shows values of E for "Iterationr 13, and at that point the 

errors for Component 3 ha\te been. reduced below i;.he eight..;.place carr;yipg 

ability of the computer. Beyond this point, correction values Calculated 

beg~n to oscillate. This pehav:j.or can be cOinpE:nsated for by the methods 

suggested in the preceding. :Paragraph. Ho:wever, th,e ~bvious solution to 

. the Pl'.Oblem is to; recognize that; pra·ct:j.¢al convergence has set in long 

be!fb.re Iteration J;3 has been reached a:qd to stop \;he. iterat·ive proc~ss, 

as. reduction of E to some very e;mail value i$ not justified. 

The same feed and data as for· Example 2"$~ The starting flow 

gradients are as shown in Fig .. 69, and. th~ initial phase co~ositions at 

every stage wer.e set equal. to the F~ c9mposistion for th,e V phase and 
. . .... 

the F2 composition for the L phase. 

" c 
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Liquid-liquid extraction in center-fed columns} refluxed 
I 

columhsJ and other column variations can be handled by the calculational 

techniques presented here. The equilibrium data required can be calcu­

lated either by arbitrary empirical functions or from activity coefficients 

and used in the general calculational framework with no difficulty. 
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NOMENCLATURE 

=Activity of Component i in liquid phase V 

= Activity of Component i in liquid phase L 

= two-suffix Margules binary interaction constant 

= three-suffix Margules qonstant 

= coefficient for Component i in equilibrium expression, Eq. (I. 3) 

= bottom-product amount from a column (moles per mole feed) 

= constant for Component i in equilibrium expression} Eq. (I. 3) 

= column condenser 

= vapor-stream heat capacity defined by Eq. (11Ll6) 

= liquid-stream heat capacity defined by Eq. (111.18) 

heat_,c!'apaci ty .ratio or ~orr~c . .five mas.s-flow ratio 

d = top-product amount from a column (rrioles ,per mole feed); 

or total differential symbol 

feed. stages of a column or a general function f,fllf2 = 
fV,fL = fugacity in vapor or liquid phases 

F 

g 

G 

h 
p 

h. 
lP 

~ 

= amount of feed material entering a column (moles) 

function for two-feed. case, defined by Eq. (IV.l7) 

=function for two-feed case, defined by Eq. (IV.l5) 

= total liquid-stream enthalpy at stage p (Btu per mole) 

- Component i enthalpy in liquid stream at stage p (Btu per mole) 

= total vapor-stream enthalpy at stage p (Btu per mole) 

H. = Component i enthalpy vapor stream at stage p (Btu per mole) 
lP 

ji = coefficient for Component i in the equation (1.4) fDr liquid 

j 

J 

K 

enthalpy 

= function for two-feed case, 

= function for two-feed case, 

= coefficient for Component in 

enthalpy. 

= equilibrium constant .= y/x 

defined by Eq. (IV.l8) 

defined. by Eq. (IV .16) 

in the equation (I. 4) for liquid 

l. = coefficient for Component in in the equation (1.4) for liqu~d 
l 

enthalpy 

v v 
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NOMENCLATURE (cant' d.) 

Lp = liquid stream flowing off stE!ge p (moles per mole feed) 

m - number of stripping stages in a column 

n = number of enriching stages in a column 

0 = number of intermediate stages in a column 

p = general stage in a column 
p = any combined column product or column pressure 

CJ.v} qL = corrective energJ-flow or correct}ve mass-flow term in phase 

v or L 

%' %' '\= heat-.exchanger duties in reboiler, condenser, and reflux, 

respectively, (Btu) 

=net energy or .net mass as defined by Eq. (III.l2) or Eq. (VIII.5) 

(Btu or moles) 

6Q .,6Q =net energy flow in eririching section and stripping· section es ss 
respectively 

r = reflux flow (moles per mole feed)., or iteration number 

R = column reboiler or gas constant 

s - side-draw amount from a given stage; or bottom-product amount 

from a side stripper (moles per mole feed) 

s. =coefficient for Component i in the equation (I.5) for vapor 
1. 

enthalpy 

sDp = any stage from which a side prod.uct is withdrawn 

SVp· = vapor-phase holdup at stage p (moles) 

SLp = liquid-phase holdup at stage p (moles) 

T = general stage temperature (°F) 

u. 
1. 

u. 
1. 

v 
p 

= characterizing temperature for boiling point of a component 

= true-boiling-point curve of a feed or product 

= coefficient for Component i in the equation (I.5) for 

vapor enthalpy 

= partial molal volume of Component i 

- vapor stream flowing off stage p or liquid off stage p in 

extraction - moles per mole of feed,, 
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NOMENCLATUP~ (cont'd.) 

Vst =amount of steam flow in a column (moles per mole of feed) 

w. =coefficient for Component i in vapor enthalpy, Eq. (I.5) 
l 

x = liquid-phase mole fraction 

y = vapor-phase mole fraction or liquid-phase mole fraction in 

extraction 

Greek Letters 

a = general coefficient in equilibrium equation or relative 

volatility 

= general coefficient in equilibrium e~uation or defined as 

V K + L. p p p 
y = general coefficient in equilibrium equation or activity 

coefficient, Eq. (VII.3) 
total differential symbol 

E,E1 ,E 2 ,EC,EF:;E¢ = general error or tolerance term, with 1, 2, c, F, p 
representing allowable tolerances in mass-unbalance, bubble or 

dew point, corrective-energy or mass-flow, flash, and ¢-factor 

evaluations, respectively. 

~ = defined symool in Eqs. (II.7) and (VII.8) 
9 = time 

= defined term = V · K x + Lp+l xp.+l p-1 p-1 . p-1 
= defined symbol in Eq. (VII.8) 
= defined symbol in Eq. (VII.8) 

~ = total system pressure 

p = density 

= dimensionless group = 9/SLp 

- factors defined by Eq. (II. 28) or (IV.~). 

= defined symbol in Eq. (V+I.8) 
= general coefficient in equilibrium equation; 

or defined symbol in Eq. (VII.8) 
D. = general difference symbol applied to V ,L , and T p p 
~,~ = general summation term or summation on components 

l 



Subscripts 

b 

c 

c 
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NOMENCLATURE (cont'd.) 

= value of variable in bottom product 

=value of variable in any corrective:process 

= value of variable at condenser 

d ~ value of variable 1n top product 

es = value of variable in enricning section 

f,f1 ,f
2 

=value of variable at various feed stages 

F,F1,F2 = value of variable in various feeds or flash process 

i =general component, i = 1, 2, 3, ... , N. 

L = value of variable in liquid phase 

m = stage in stripping section 

n = stage in enriching s~ction 

NEW = next sequential value of a variable 

NORMALIZED value of variable giving z(x.) = 1 
~ ~ p 

o = stage in intermediate section 

OLD = existing sequential value of a variable 

p,p-l,p+l =value of a variable at stage p = 1, 2, 3, ... or the 

stage below or above, respectively 
p 

r 

R 

= value of variable in any combined product. · 

= iteration, r = 1,. 2, 3, ... , oo; or value of variable C 

connected with reflux 

= value of variable at reboiler 

tdP, sDp+l, sDp-1 = value of variable in stream from side..;draw stage and 

stage above and belm..v, respectively 

ss 

st 

t,t-1 

T,T+6.T 

TOTAL 

v 

:rc 

=value of a variable at steady state, in a side stripper, 

or in the stripping section 

= value of variable for steam 

= value of variable at top stage of column and first stage 

below top 

= value of variable at temperature T or temperature T+LTI' 

= value of a variable based on a total stream flow 

- value, of variable in vapor phase or liquid phase in 

extraction 

= value of variable at total system pressure 
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NOMENCLATURE (cant 1 d) 

Superscript 1 = value of a variable below the feed stage 

Miscellaneous 

(/ i) dJ (/ i )b = recovery fraction of Component i in top or bottom product 

respectively 

sDpl 

ij 

ijk 

~ part of side-draw stage liquid as de:fined .. in Fig. 35 

= two-suffix constants in activity.:..coefficient equation 

= three-suffi.et constants in .activity-coefficient equation 
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or usefulness of the information contained in this 
report, or that the use of any information, appa­
ratus, method, or process disclosed in this report 
may not infringe privately owned rights; or 

Bo Assumes any liabilities with respect to the use of, 
or for damages resulting from the use of any infor­
mation, apparatus, method, or process disclosed in 
this reporto 

As used in the above, "person acting on behalf of the 
Commission" includes any employee or contractor of the Com­
mission, or employee of such contractor, to the extent that 
such employee or contractor of the Commission, or employee 

of such contractor prepares, disseminates, or provides access 
to, any information pursuant to his employment or contract 
with the Commission, or his employment with such contractoro 
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