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ABSTRACT

The Pranck satellite will observe the full sky at nine frequencies from 30 to 857 GHz. Temperature and polarization frequency
maps made from these observations are prime deliverables of the PLanck mission, The goal of this paper is to examine the effects
of four realistic instrument systematics in the 30 GHz frequency maps: non-axially-symmetric beams, sample integration, sorption
cooler noise, and pointing errors. We simulated one year long observations of four 30 GHz detectors. The simulated timestreams
contained CMB, foreground components (both galactic and extra-galactic), instrument noise (correlated and white), and the four
instrument systematic effects. We made maps from the timelines and examined the magnitudes of the systematics effects in the maps
and their angular power spectra. We also compared the maps of different mapmaking codes to see how they performed. We used
five mapmaking codes (two destripers and three optimal codes). None of our mapmaking codes makes an attempt to deconvolve the
beam from its output map. Therefore all cur maps had similar smoothing due to beams and sample integration. This is a complicated
smoothing, because every map pixel has its own effective beam. Temperature to polarization cross-coupling due to beam mismaich
causes a detectable bias in the TE spectrum of the CMB map. The effects of cooler noise and pointing errors did not appear to be
major concerns for the 30 GHz channel. The only essential difference found so far between mapmaking codes that affects accuracy
(in terms of residual RMS) is baseline length. All optimal codes give essentially indistinguishable results. A destriper gives the same
result as the optimal codes when the baseline is set short enough (Madam), For longer baselines destripers (Springtide and Madam)
require less computing resources but deliver a noisier map.

Key words. Cosmology: cosmic microwave background — Methods: data analysis — Cosmology:observations

1. Introduction

* The main part of the work reported in this paper was done in May
2006 when the CTP Working Group of the PLanck Consortia met in
Trieste. The author list reflects the CTP membership at the time. Since
the Trieste meeting, the CTP group has received new members who
were not involved in this study and whose names do not therefore ap-
pear in the author list.

Starting in 2003, PLanck Working Group 3 (the “CTP” group)
undertook a comparison of mapmaking codes in increasingly
realistic situations. The approach to realism proceeded in four
steps, named after the locations of working meetings of the
group (Cambridge, Helsinki, Paris, and Trieste). Results from
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the Cambridge, Helsinki, and Paris steps have been preseriter the instrument noise (uncorrelatedorrelated) we used the

in previous papers (Poutanen et al. 2006, Ashdown 2t al.&00@oise TODs of the Paris round (Ashdown et al. 2007b). Finally

2007h). Here we present results from the Trieste simulafide+ we had a TOD of the cooler noise. Maps were later made from

signed to determine how mapmaking codes handled four aspetifferent combinations of these TODs.

of real Ranck data not included in previous simulations. The

first was non-axially-symmetric beams. In previous simals,

we assumed that the beams on the sky were axially symme#idnputs

Gaussians. The second was thieet of detector sample inte-

gration, which introduces anffective smearing of the sky sig-

nal along the scanning direction. The third was “cooler @bis The correspondence between the sample sequence of the TOD

representing theffect of temperature fluctuations induced in thand locations on the sky is determined by the scan stratdagy. T

focal plane by the 20 K sorption cooler. The fourth was th@poi PLanck satellite will orbit the second Lagrangian poitt) of

ing errors. In previous simulations, we assumed that thectiet  the Earth-Sun system (Dupac & Tauber 2005), where it wiit sta

pointings were known without error in the mapmaking. In thiaear the ecliptic plane and the Sun-Earth line.

paper we present the results of this latest round of sinmurlafi PLanck will spin at ~ 1rpm on an axis pointed near the

which are realistic enough to allow us to draw some preliminaSun-Earth line. The angle between the spin axis and the opti-

conclusions about mapmaking. We also outline additionakwocal axis of the telescope (telescope line-of-sight, see[®idgs

that must be done before final conclusions can be drawn.  85°; the detectors will scan nearly great circles on the sky. In
The organization of the paper is as follows. In Section this simulation the spin axis is repointed hourly, remagrfired

we describe the simulations that produced the time-ordéstal between repointings. (The scan strategy in flight will beisim

(TOD) streams that were inputs to our mapmaking. In Sectiorla but not exactly the same.) We used a cycloidal scan giyate

we give the inputs that were used in these simulations. Iti@ec (very similar to the one we used in our Paris round, Ashdown

4 we describe the mapmaking codes we used in this study.al. {2007b)), in which the spin axis follows a circular Ipat

Section 4 details the changes that we made in those codes siround the anti-Sun direction with a period of six months] an

our earlier Paris simulation round. Section 5 gives the ltesuthe angle between the spin axis and the anti-Sun directitibis

of our Trieste simulation round and the computational res®u We assumed a non-ideal satellite motion, with spin axistiarta

requirements of our mapmaking codes are listed in Sectionand variations in the satellite spin rate.

Finally we give our conclusions and proposal for future map- Spin rate variations were chosen randomly at every repoint-

making tests in Section 7. In Appendix A we describe an aitalying from a truncated Gaussian probability distributionhwgita-

model that we used in explaining th&exts of beam mismatch rameters (01 s RMS, 3 s max). The abbreviation “RMS*

in the CMB maps. Appendix A also shows how we can use thisfers to the root-mean-square.

model to correct thesdlects from the observed spectrum. The satellite spin axis nutated continuously accordingnéo t

satellite dynamics. The nutation amplitude was chosenmahgd

. . at every repointing to mimic the disturbance that the refpoin

2. Simulations ing maneuver causes in the spin axis motion. In this sinarati

We used the Level-S simulations pipeline (Reinecke at @620 th.e distribution of nutation amplitudes range(_j fror@@b to 32,
to generate 1-year intervals of simulated detector obtiens with a mean value_ of 2.and two Iarge_ excursions (out of 8784)
(time-ordered data streams, or TODs). As in the Paris rou_ﬁfj4(3 and 164. Th|_s Ie_vel of nutation is many times larger than
(Ashdown et al[2007b) all simulations were done at 30 GH! (now) expected in flight. o
the lowest Panck frequency. This was chosen, because the TOD We used the HEALPIk pixelisation scheme (Gorski et
and maps are the smallest in data size for this frequency; midl- 22005i_3) WithNsige = 512. A map of the full sky contains
mizing the computer resources required for the simulatiand  12Ngjge Pixels. The Stokes parameters Q and U at a point on
because the beams are furthest from circular, emphasiriag ghe sky are defined in a reference coordinate sys@ney n),
of the dfects we are trying to study. We simulated the relevaihere the unit vectog, is along the mcr_easm@dwecnon,ef Is
sky emissions (CMB, dipole, flise galactic foreground emis-along the increasing direction, anch points to the sky (Gorski
sions, and the strongest extragalactic point sources)tmtbm- €t al.[20050). The anglesandy are the polar and azimuth an-
perature and polarization, plus a number of instrumerftates: 9les of the spherical polar coordinate system used for thesce
uncorrelated (white) noise, correlated/ {] noise, noise from tial sphere. ) . ) )
sorption cooler temperature fluctuations, both circularalip- _ The number of hits per pixel from all detectors is shown in
tical detector beams, sample integration, semi-realisttation Fig.[I. At this resolution every pixel was hit.
of the satellite spin axis, and fluctuations of the sateditim rate.
TODs 366days long were generated for the four 30G
LFI detectors (Low Frequency Instrument), witt028 x 10°
samples per detector corresponding to a sampling frequeincylhe horns of the LFI detectors sit in theaRck telescope fo-
fs = 325Hz. calplane (FiglR). The center of the field of view, which is ¢ynp
For every sky component we made fouffdient simulated in the figure, is populated with the beams of the HFI bolonzeter
TODs. A TOD included the féects of either axially symmetric (High Frequency Instrument). There are two 30 GHz hornsgn th
or asymmetric Gaussian beams and the sample integration fslplane. The corresponding beams are labelled with &2id"

3.1. Scanning strategy

Hzo Telescope beams

either on or &. We call these four TODs as “28" in Fig. 2. Behind each horn we have two detectors tuned to
) _ orthogonal linear polarizations, called LFI-27a, LFI-2TlfI-
— Symmetric beams & no sampling 28a, and LFI-28b. For simplicity, we refer hereafter thedfief
— Symmetric beams & sampling view as focalplane.

— Asymmetric beams & no sampling
— Asymmetric beams & sampling. ! httpy/healpix.jpl.nasa.gov
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Fig. 1. Number of hits per pixelri) for the scan strategy applied in this study. The hit map @wshin the ecliptic (left) and
galactic (right) coordinates. The latter map shows thessoé#he ecliptic poles more clearly. Both maps include the &ii all four
LFI 30 GHz detectors. The scale is lg{nit).

LF]l Main Beams These were obtained by fitting a bivariate Gaussian to the co—
— T T T T T T e T polar component of each beam over the whole angular area in
/’A" 25 1 which each beam was calculated. For the 30 GHz beams this
1 was-0.026< U,V < 0.024.
. Realistic main beams have been simulated in the co- and x-
polar basis according to the Ludwig’s third definition (Ludw
[1973) in UV-spherical grids with 30% 301 points AU = AV =~
104). Each main beam (Fif] 3) has been computed in its own
coordinate system in which the power peak falls in the cesfter
the UV-grid and the major axis of the polarization ellipsalisng
the U-axis. In this condition, a well defined minimum appears
- the x-polarcomponentin correspondence to the maximuneof th
4 co-polar component.
Main beam simulations have been performed using the
Physical Optics (PO) considering the design telescope geom
I try and nominal horn location and orientation on the focatgl
~ | 28 ] as described in Sandri et al. (2004). The computation was
0.05 7| carried out with GRASPS, a software developed by TIERA
I Y | (Copenhagen, Denmark) for analysing general reflectomante
5’ & 1 nas. The field of the source (feed horn) has been propagated on
4 the sub reflector to compute the current distribution on tire s
face. These currents have been used for evaluating thdeddia
—0.05 0.00 0.05 field from the sub reflector. The calculation of the currefdse
to the edge of the scatterer has been modeled by the Physical

Fig. 2. Footprint of the Ranck focalplane on the sky as seen byl N€ory of Difraction (PTD). The radiated field from the sub re-

an observer looking towards the satellite along its optioas. 1ector has been propagated on the main reflector and thenturre

The origin of a right-handed U-V-coordinate system is at tﬁgstrl_bunon on its surface is used to compute the final tadia

center of the focalplane (telescope line-of-sight). Thax is  1eld in the far field. _ _

along the line-of-sight and points towards the observebelsa I this paper we considered théets of the co-polar main

“18-23"“ refer to 70 GHz horns, “24—26" refer to 44 GHz hornd?€ams only and did not include théexts of the x-polar beams

and “27—28" refer to 30 GHz horns. Each horn has its own c# our simulations. In making maps from data with both ciecul

ordinate system as shown in the figure. The focalplane sbans@nd elliptical beams, we can quantify thieet of the elliptical

sky as the satellite spins. The scanning direction is indatay Peams in the maps and in the power spectra derived from the

an arrow. The+U axis points to the spin axis of the satelliteMaps.

The centers of the 30 GHz beams swe€ls from the ecliptic

poles when the spin axis is in the ecliptic plane. In Appe@dix ; ; ; ;

we need the angle from the scan direction to the U-axis of hosr’hg' Signal sampling and integration

“27“. This angle is 675. The readout electronics of the LFI 30 GHz channel sample the
signal measured by the detectors at 32.5Hz. The value redord

. _ _ in each sample is the average of the measured signal over the
The time-ordered data were simulated using two sets of

beams. The first set were circular Gaussian beams of the samey and Vv are equal to sifif cos¢s) and sing) sinp), whered and
beamwidth for all of the detectors. The second set were thie bere the polar and azimuth angles of the spherical polar owatebs of
fit elliptical beams for the LFI 30 GHz detectors. The beam pé#ie horn coordinate system (see Flg. 2).

rameters that we used in our simulations, are given in Table 1* httpy/www.ticra.com

0.05 i

0.00 24 8- o, : -

Zo=HOmME~SD ZAFOw:

-
i g |
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Fig. 3. Contour plot in the UV-plane{0.026 < U,V < 0.026) of the main beam co-polar component computed for thet3df€ed
horns, assuming an ideal telescope. The color scale gas-80 to 0 dB. The fit bivariate Gaussian contours are superieg
with dotted lines. From left to right the beams are for LFg®7and LFI-28#b. They are perfectly symmetric beams with respect
to the U-axis because of the symmetry of theNek LFI optics.

TABLE 1
BEAMS
Detector FWHM Ellipticity® S Y #S, 6, e
SYMMETRIC
27a . ... ... 321865 1.0 02 ... 1536074 43466 -22°5
270 .. ... .. 321865 1.0 899 1536074 43466 -22°5
28a....... 321865 1.0 -2 ... -1536074 43466 225
28b....... 321865 1.0 -89°9 -1536074 43466 225
ASYMMETRIC
27a .. ... .. 32352 1.3562 ® 10168 1536074 43466 -22°5
27b .. ... .. 321377  1.3929 8® 10089 1536074 43466 -22°5
28a ....... 32352 1.3562 -02 7832 -1536074 43466 225
28b....... 321377 13929 -8%9 7911 -1536074 43466 225

a8 Geometric mean of FWHM (full width at half maximum) of the mapnd minor axes of
the beam ellipse. Symmetric beam FWHM was chosen to be theraiic mean of the
two FWHMSs of the asymmetric beams. In practice the beamwidtitl not be known to
this level of precision, but we give additional significargfuiies here to show the level of
variation of the widths, and to reflect what was actually usetie simulations.

b Ratio of the FWHMs of major and minor axes.

¢ Angle between U-axis and polarization sensitive direcfzee Figl[R).

4 Angle between U-axis and beam major axis (seelfig. 2). Tigkeds irrelevant for axially
symmetric beams.

¢ Angles giving the position of the detectors in the focalplahhey give the rotation of the
detector UVZ-coordinate system from its initial pointingdeorientation (aligned with the
telescope line-of-sight UVZ-axes) to its actual pointinglarientation in the focalplane
(see FiglD).

period since the last sample. This non-zero integratioe ti@s used to produce the results in this paper can perform arpioter
the dfect of widening of the beam along the scan direction. If tHation to shift the pointing back by half of a sample periodite
spin speed remains constant throughout the mission, fféste middle of the sample.

cannot be separated from the shape of the beam.

To quantify this €fect, the TOD have been simulated usin
two options for the sampling. The first is to use instantaseo
sampling, where the signal is not integrated over the paspka 3.4.1. Detector noise
period, rather the sample value is given by the sky signdlat t
instant the sample is recorded. This option gives an idedlizye ysed the instrument noise from our Paris round of simula-
result to compare to the realistic sampling behaviour. tions (Ashdown et al. 2007b). Its uncorrelated (white) acigs

In the second and realistic option, there is an additional efimulated at the level specified in the detector databaseon-
fect which must be taken into account. In the Level-S simaitat inal standard deviation per sample time was 1350uK (ther-
pipeline, the pointing of the detector is sampled at the saatee modynamic (CMB) scale). Correlated fLnoise was simulated
as the signal from the detector and given at the instantsatime s with a knee frequency of 50 mHz and slopg.7. For the details
ples are taken. However, th&e&ct of the integration time is to of the noise generation see Ashdown ef’al. 2007b. Subsequent
smear the sample over the past sample periodfface the re- tests of the 30 GHz flight detectors show a lower knee frequenc
ported pointing lags the signal by half a sample period. tleor than 50 mHz, so these simulations can be taken as providing a
to minimise the residuals in the mapmaking, some of the codamnservative upper limit on/X noise. No correlation was as-

.4. Noise
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sumed between the noise TODs oftdient detectors. For the ~ We used linear interpolation to increase the sampling rate o
optimal and Madam mapmaking codes, perfect knowledge of tthe cooler signal (Fid.]4) from its original 1 Hz to the detect
noise parameter values was assumed in the mapmaking phasampling rate 32.5Hz. After that we glued a number of these
-100 hour segments one after another to obtain a one year long
cooler TOD. We used &10 hour overlap in the boundaries of
the successive segments. The segments were manuallyeatljust
The Ranck sorption cooler has two interfaces with the inin the time axis to give a good alignment of the fluctuationksea
struments, LVHX1 with HFI and LVHX2 with LFI (LvHX= and valleys in the overlap region. Finally we multiplied ted
Liquid-Vapor Heat eXchanger). The nominal temperature 6f a previous segment with linear weights descending from 1 t
LVHX1 is 18K, providing precooling for the HFI 4-K cooler. 0 and the beginning of the next segment with linearly ascendi
The HFI 4-K cooler in turn cools the HFI housing and the LFweights (ascending from O to 1) before summing the segments
reference loads. The temperature of the HFI housing isltethi in the overlap region.

3.4.2. Sorption cooler temperature fluctuations

by a PID (Proportional-Integral-Berential) control. LVHX2 The resolution of the LFI thermal transfer function model
determines the ambient temperature of the LFI front end. geuld not distinguish betweenftérent detectors at 30 GHz at
nominal temperature is 20 K. the time of this work. Therefore, in this paper all four LFI

Temperature fluctuations from the coolefteat the LFI data 30 GHz detectors were represented by the same one-year-long
in three ways. First, fluctuations in LVHX2 propagate througcooler TOD.
the LFI structure to the LFI horns, resulting in fluctuatians
additive thermal noise from the throats of the horns (wheee tss Dipole
emissivity is highest). Second, fluctuations in the LFl stuwe =
driven by LVHX2 propagate to HFI both by radiation and byrhe temperature Doppler shift that arises from the (comstan
conduction through struts supporting the HFI, and thenee thotion of the solar system relative to the last scatterinépse
LFI reference loads. Any temperature fluctuations of therref was included. The Doppler shift arising from the satellitation
ence loads will appear as spurious signals in the LFI det®c®0 relative to the Sun was not included.
significant part of these fluctuations are suppressed by Eid-H
K PID control, but the 30 GHz loads are between the struts and
the control stage, so fluctuations are incompletely sugpres 3.6. CMB

Third, temperature fluctuations of the LFI reference loats ang jn the Paris round (Ashdown et &I, 2007b), the CMB template
also driven by LVHX1, propagated indirectly through HFLih ;seq here is WMAP constrained as described in the following,
last dfect is quite small. , and included in the version 1.1 of theARck reference sk

A coupled LFJHFI thermal model was not available when; js modelled in terms of the spherical harmonic fimgents,

the work reported in this paper was performed, so we were WFEB \whereT refers to temperature, arilandB refer to the

able to include all of theseffects realistically. Instead, in this ‘™ TEB . i
a, - were determined for multipoles

paper we consider only the diredtect of LVHX2 instabilities Polarization modes. Tha, -

on the feeds. up to£ = 3000. - _ .
The propagation of LVHX2 temperature fluctuations to LFI _For ¢ < 70, thea,,, were obtained by running thenafast
output signals involves two transfer functions (TF): code of the HEALPix package on the first-year WMAP CMB

) i template obtained by Gibbs sampling the data (Eriksen et
— TF1 describes how the temperature fluctuations of the coifl2004). Theaf, were then given by

end propagate to the temperature fluctuations of the LFt fron
end. TE

. CTE
— TF2 describes how the fluctuations of the ambient tempesf, = al ~C_ 4 (Xm*Vim) |cee =0 _cTe 1)
. .. CTT \/é 4 CTT ¢
ature of the LFI front end translate into a variation of the ¢ ¢

output signal of a detector. ) _
WhereszY (X,Y = T, E) is the best fit angular power spectrum

The Ranck LFl instrument team developed TF1 from thgq the WMAP data, andem andyem are Gaussian distributed
LFI thermal model. TF2 is described in Hert et al. (2002). y5ndom variables with zero mean and unit variance.rffer 0,

The thermal mass of the LFI front end suppresses fast tempgf imaginary part of,m and the V2 were not applied.
ture variations, so TF1 rollstbsteeply at high frequencies. TF2 For¢ > 70, we used theynfastcode to generate tm;;,g
1 m

:,?ea Sgnita&t{\ ;T:]l#gllasl Ie_l_rr;tgail:r:s:i;rgp:ggrs?)ertet%grsocglge;z;t eas a random realization of ti& codlicients of the theoretical
q y ' P P PE\WMAP best fit cosmological model.

ture fluctuations on the output signals of the LFI detect@s h
been discussed by Mennella et al. (2002).
For this study, simulated cooler TODs for the four LFB.7. Foreground emission

30 GHz detectors were generated as follows. The LFl instmime , o .
team applied TF1 and TF2 to-aL00 hour sequence of LVHX2 With the exception of the Sunyaev-Zel'dovich (SZ) signalnfr

cold end temperatures taken during cooler operation, miadu clusters of galaxies, foregrounds have been modelled dicapr
a 100 hour segment of data that approximates the fluctuatidRsv1-1 of the Panck reference sky, as for the CMB case. In
as they would appear at the output of an LFI 30 GHz detector, The

_— CMB and extragalactic components of the
Three hours of these data from the beginning and end oftpLeANCK reference sky vl.1 used here are available at

Ch‘.”.‘k are shown in F.i@ 4 The cooler sig_nal has a_diStinm pe’_l‘rlttp;//people.sissa[ltplancl{referencesky. The difuse Galactic
odicity, whose cycle time is 760 s. Every sixth peak is strongelcomponents are available at hitpaww.cesr.ff—bermnardPSM.

than the other peaks. Figl 4 shows that the cycle time and th@& most recent version, namedrLaRck Sky Model, in-
amplitude of the sorption cooler fluctuations remain stalier cluding the CMB template used here, is available at

the 100 hour period. httpy//www.apc.univ-paris7.fAPC_CSRecherchédamigP SMpsky-en.htmil.
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Fig. 4. Variations of the output signal (TOD) of an LFI 30 GHz deteataused by the temperature fluctuations of the sorptiorecool
cold end. We show here the beginningff) and the endr{ght) of a ~-100 hour segment of data. The signal is a result of applying
LFI thermal transfer functions to the cold end temperatwatadneasured from the sorption cooler flight hardware. Thamhl
transfer functions were derived from the LFI thermal modelaloped by the Rnck LFI instrument team. The vertical axis is
antenna temperature in microkelvins at 30 GHz.

this section we describe how the various components have bése NVSS and SUMSS have only partial sky coverage, sources
modeled. SZ sources and extra-Galactic radio sources legre bwvere copied randomly into the survey gaps from other regions
added since Ashdown et gl. (2007b). until the mean surface density as a function of tieGHz flux

was equal to the overall mean down to 5 mJy. Note that the per-
centage of simulated sources is smadi%) and mostly located

in the Galactic plane.

We include synchrotron emission from free electrons spigal ~ The frequency extrapolation proceeds as follows. Sources
around the Galactic magnetic field and bremsstrahlung emiere divided into two classes according to their spectrdéin

ted by electrons scattering onto hydrogen ions. We alsaidtecl @, Where the fluxS scales as™: flat spectrumwith @ < 0.5,

the emission from thermal dust grains; although subdontingd steep spectrunwith « > 0.5. Sources measured at a sin-
with respect to the other components at intermediate arld higle frequency were assigned randomly to a class, widnawn
Galactic latitudes, the brighest dusty emission regionssathe from two gaussian probability distributions, one for eatss,
Galactic plane are still relevant at 30 GHz. The total initgns With mean and variance estimated from the sample of sources
information on these components is obtained from nonw ~ With flux measurements at two frequencies. In the extrajpolat
frequencies, 408 MHz and 3000 GHz for synchrotron and dudf, 30 GHz, corrections to the power law approximation were
respectively, as well aslo regions tracing the bremsstrahlungaccounted for by including the multifrequency data from the
No comparable all-sky information exists for the linearguel Wilkinson Microwave Anisotropy (WMAP) probe (Bennett et
ization component. The latter has been simulated by expdpit @l.[2003)) in order to derive distributions offtéirencesse, be-
data at low and intermediate latitudes in the radio and miave tween spectral indices above and below 20 GHz. For polariza-

bands (see Ashdown et &l. 2007b for details). tion, the polari_zation anglg was drawn r_andomly from a flapr
over the [Qn] interval, while the polarization percentage was

_ _ drawn from a probability distribution derived from obsetigas
3.7.2. Extra-galactic radio sources concerning the flat and steep spectrum sources at 20 GHz.

Emission from unresolved extra-Galactic radio sourcedkas In the generation of TODs, sources with a flux above
obtained from existing catalogues as well as models, extasp 200 mJy were treated thrOl_Jgh the point source convolver code
ing to 30 GHz. The input catalogues were the NRAO VLA Skyithin the Level-S package; the remaining sources were tsed
Survey (NVSS, Condon et 4l. 1998) and the Sydney Universifnerate a sky map that was added to tfieise emissions.
Molonglo Sky Survey (SUMSS, Mauch et al. 2003) at 1.4 GHz

and 0.843 GHz, respectively, which cover only part of the sky 7 3 sunyaev-zel'dovich effect from Galaxy clusters

as well as the Parkes-MIT-NRAO (PMN, Wright et [al. 1996a)

survey at 4.85 GHz, which covers the entire sky except fgr tiwWe used the Monte Carlo simulation package developed by
regions around the poles. The catalogues were combined Ndglin et al. [2006) to generate the SZ cluster catalogATdM
degrading and smoothing the higher resolution observaition cosmology. Cluster madg and redshifz were sampled accord-
match those of the lower resolution surveys. To avoid doubleg to the mass function by Jenkins et al. (2001), and we dlace
counting of background sources, the average flux of the NVH® clusters uniformly on the sky, ignoring any spatial eta+

and SUMSS surveys was evaluated after the removal of the dimms. The primordial normalization, parametrizeddyy the av-

at 4.85GHz. That average flux was then subtracted from theage mass variance within spheres lof'8vipc, was chosen to
summed 4.85 GHz sources in these higher resolution surveys.Q99. We normalized the temperature-mass relation follow-
In order to obtain a uniform map and account for the fact thatg Pierpaoli et al.[(2003) to match the local X-ray temperat

3.7.1. Diffuse emission
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function, T. = 1.3keV, and cut the input catalog at*fGsolar data, subtracting the fittedffsets from the TOD, and binning
masses. the map from the cleaned TOD (see Burigana et al. 1997,

The simulation assigns velocities to the cluster halos froBelabrouille 1998, Maino et dl. 1999, 2002, Revenu €t al0200
the velocity distribution with variance calculated acdogdto Sbarra et al. 2003, Keihanen etlal. 2004, 2005 for earliekwo
linear theory. These velocities could be used to calculetg@b- on destriping and Efstathiou 2005, 2007 for destriping rs)to
larized SZ signal, although this feature was not implenmetite As we will see, baseline length is a key parameter for mapmak-
this work. The SZ simulations in this paper are thereforeadnping codes. Baseline length is adjustable in destriping sobie
larized. Future simulations will include SZ polarization. the short baseline limit, the destriping algorithm (witlops on

We attributed to each cluster halo an isotherfaiodel gas the low-frequency noise) is equivalent to the optimal alfon.
profile at the temperature given by our adopted relation, Similarly, optimal codes may be considered as destripetts avi
(see Melin et al. 2006 for details). We fixgd= 2/3 and the core baseline given by the detector sampling rate.
radius of each cluster tig = 0.1r;, i.e., one tenth of the virial The destriper Springtide operates on scanning rings., First
radiusry;; the latter was calculated using the spherical collapgiecompresses the data by binning them in 1-hour ring maps. It
model. The remaining quantity is the total gas mass (or aéntthen solves for and subtracts affset for each ring map, and
density), which we determined by setting the gas mass @nacticonstructs the final output map. Due to compression of data to
fgas = 0.9 - Qp/Qum (baryons and total matter). Thus the catarings, Springtide can run in small memory, but its long base-
logue is characterized by mass, redshift, position on tieggs lines (1 hour) leave larger residuals in the map at small Emgu
temperature, and density profile. From this information &k c scales. A recent feature allows Springtide to compute the-ho
culate the total integrated SZ flux densiBy, at the observation long ring maps using a one minute baseline destriper, then th
frequency, and then divide the catalog at 10 mJy into a setfofal output is constructed as before. This double-desigiph-
bright and faint sources. The bright catalog contair@0,000 proves the maps at the cost of longer runtime.
sources that were used by the point source convolver cotdeint MADmap, Springtide, and Madam can use compressed
Level-S package to generate beam smoothed SZ point-soungeisiting information, meaning that they can interpolate de-
in the TODs. We combined the catalog of fainter clusters atotector orientation from the sparsely sampled (1 Hz) measure
sky map that was added to the othefgse emissions. ments of the satellite boresight. The other mapmaking coeles
quire the full set of detector pointings sampled at the detec
. sampling rate. The main benefits of the compressed pointang a
4. Mapmaking codes significant savings in disk space an@!|

Two characteristics of mapmaking codes are important. ®@ne i Full descriptions of the codes have been given in our previ-
accuracy that is, how close a given code comes to recoverify's papers (Poutanen etal. 2006, Ashdown étal. 2007a, p007b
the input sky signal in the presence of noise and other nrissighanges from previous versions are detailed below.

and instrumentalféects. The other is2ssources requiredhat is,

how much processor time, ingatitput time, memory, and disk4 1. Madam

space are required to produce the map. o

Ideally, accuracy could be maximized and resource requitdadam is a destriping code with a noise filter. The user has the
ments minimized in one and the same code. Not surprisingbption of turning the noise filterf§) in which case no prior in-
this is not the case. However, one can imagirfiedent regimes formation on noise properties is used. Mapmaking with Madam
of mapmaking, with dferent requirements. On the one handpr the case of noise filter turnedfas discussed in Keihanen et
high-accuracywill be of paramount importance for the.&ck  al.[2008.
legacy maps. Because such maps need be produced infrgquentl The baseline length is a key input parameter in Madam. The
the code can be quite demanding of resources if necessary.9Darter the baseline, the more accurate are the output rtaps.
the other handesources requirediill be critical in the interme- can be shown theoretically that when the baseline length ap-
diate steps of theiRnck data analysis (e.g., in systematics deproaches the inverse of the sampling frequency, the outppt m
tection, understanding, and removal), where a great mampg mapproaches the optimal result.
must be made, and where Monte Carlo methods will be needed A number of improvements have been made to Madam since
to characterise noise, errors, and uncertainties. the Paris round of simulation (Ashdown et[al. 2007b). Theecod

We used mapmaking codes of two basic types, “destripersgnstructs the detector pointing from satellite pointisgying
and “optimal” codes (sometimes called generalized leastiss disk space and/O time. In case two detectors have identical
or GLS codes, notwithstanding the fact that destriping s@d®o pointing, as is the case for a pair of LFI detectors sharingra h
solve GLS equations). Key features of the mapmaking codes antenna, pointing is stored only once, dropping the memery r
summarized in Table 2. quirement to half.

MADmap, MapCUMBA, and ROMA employ optimal algo-  Further, the code uses a lossless compression algorithm
rithms, in the sense that they compute the minimum-varianaich greatly decreases the memory consumption at long base
map for Gaussian-distributed, stationary detector nos&e ( lines. Madam also allows a 'split-mode’, where the data ast fi
Wright[1996b, Borril[ 1999, Doré et dl. 2001, Natoli et[ad@, destriped in small chunks (e.g., 1 month) using short bassli
Yvon & Mayet 2005, and de Gasperis et al. 2005 for earlier woikhese chunks are then combined and re-destriped, usingrong
on optimal mapmaking). The three codes operate from similaaselines. The split-mode decreases memory consumptisn su
principles and solve the GLS mapmaking equatidiiciently stantially. The cost is that run time increases and map iyt
using iterative conjugate gradient descent and FFT tedesiq creases somewhat as compared to the standard mode. The split
To be accurate, these codes require a good estimate of ther pawode can be used in many ways. One may for instance destripe
spectrum of noise fluctuations. data from 12 detectors in 3 parts, each consisting of data fro

Springtide and Madam employ destriping algorithms. Thdpur detectors.
remove low-frequency correlated noise from the TOD by fit- With these improvements, Madanfters wide flexibility in
ting a sequence of constantfsets or “baselines” to the terms of computational resources used. The most accurgte ma
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TABLE 2
FEATURES
Code Madam  MADmap MapCUMBA ROMA Springtide
Algorithm ... ............... Destriping  Optimal Optimal Optimal Destriping
Noise estimate needed ......... Optiénal Yes Yes Yes No
Baselines................... >1s b b b > 1min
Compressed pointing . ......... Yes Yes No No Yes
Shifted pointing ............. Yes Yes Yes No Yes
Small memory mode .......... Yes Yes No No Yes
Used in DPC pipeline . ........ LFI e HFI LFI HFI

2 Noise estimate is needed for short] min) baselines.

b Optimal codes may be considered as destripers with a bagglian by the detector sampling rate.
¢ To correct the pointing shift caused by the sample integmati

4 Data Processing Center.

are obtained with a short baseline length and fitting all #had it is generally much faster to read the same amount of data fro
simultaneously. This alternative requires the maximum wmgm disk in one piece than in several small pieces. In the cordigur
The memory requirement can be reduced either by choosintgian tested, the/D bufer has to be kept larger than’1€amples
longer baseline, or by using the split-mode. for the O not to dominate the total run time.

The Madam maps of this study were destriped using a single Since the PCG (Preconditioned Conjugate Gradient) al-
set of short baselines (i.e., the split-mode was not usedpds gorithm used in MapCUMBA involves repeated overlap-add
otherwise noted the baseline length was 1.2 s. Fourier transforms of fixed length, it is beneficial to usehiyg

The earlier Polar code (Ashdown et[al. 2007a, 2007b), c@ptimized FFT algorithm such a@tw-3. We found the 1D

responding to Madam with noise filter turnefl,és now merged Fourier transform fiered byfitw-3.0.0, with a ‘measured’ plan
into Madam. selection algorithm and a length of 262144, to be twice asafas

the one implemented iffitw-2.1.5, dfsetting both the more cum-
o bersome interface dftw-3, and the overhead associated with the
4.2. Springtide ‘measured’ plan selection over the ‘estimated’ one.

A number of improvements have been made to Springtide since
the work reported in Ashdown et al. (2007a) and (2007b).  4.4. MADmap

Springtide now uses the M3 data abstraction library to reﬁi . . .
TOD and pointing (see sectibn #.4). Instead of reading thecde ADmap is the optimal mapmaking component of the
tor pointing information from disk, M3 can use the Generadis MADCAP suite of tools, specifically designed to analyse ¢arg
and Compressed Pointing (GCPointing) library to perform MB data sets on the most massively parallellhlgh perfor.manc
on-the-fly calculation of the positions of the detectorsrirthe COMPUters. Recent refinements to MADmap include options to
satellite attitude data. In a typical simulation, the daeehtti- '€duce the memory requirement (at the cost of some additiona
tude is sampled at 1 Hz, much lower than the sampling rate GgmPutations), and to improve the computationfdtency by
the LFI 30 GHz detectors (32.5Hz). This reduces the amount©00Sing the distribution of the time ordered data over tfe p
data to be read from disk at the cost of the extra computatigﬁs_SOrS to match the requirements of a particular analyts.

; i ; : tide, MADmap uses the M3 data abstraction and the
required to interpolate the attitude to the detector samgplate >Pr'NJude, Vs Tacti
and then extrapolate it to the position of the detector. Generalized and Compressed Pointing (GCP) libraries.

N : M3 allows an applications programmer to make a request to
Springtide is now capable of making maps at a number of S i
resolﬁtiogs in the same rEn This requiregs tha?a hieraathig- read a data subset that is independent of the file format of the

elation such as HEALPix be used for the maps. The destripiﬁ@ta.and the way the data are distributed across files. In addi
must be performed at a iciently high resolution so that the ion it supports “virtual files”, which do not exist on disk &n
sky signal is approximately constant across a pixel. Onee hose data are constructed on the fly—spgmﬂcall_y used here
offsets describing the low-frequency noise are subtracted frQY MADmap to construct the inverse time-time noise correla-

the rings, they can be binned to make the output map at any r Utfun;:.tlonls fromd_ats%etclf]tral pﬁrta;]metrlzat}on O)f(lt\tl‘ﬁ goTskes i
olution equal to or lower than that used for the destriping. abstraction 1S mediated through the use ot an escnplio

of the data called a run configuration file (or runConfig), vishic
also provides a convenient way of ensuring #actlythe same

4.3. MapCUMBA analysis is executed by ftérent applications—MADmap and

_ o Springtide here.
The current version (2.2) has been modified in several wdysre’ gcp provides a way to reduce the disk space and 10 require-
evant to this study. ments of mapmaking codes. Historically, CMB experiments

While the pointing information is generally provided inhave constructed and stored the explicit pointing solufto®v-
spherical coordinates, the mapmaking algorithm only megui ery sample of every detector; however, with many more detsct
the pixel indexing. To reduce the memory expense of storiRgd a much longer survey duration this is not feasible faxéx.
both forms of pointing information while mapping one to thenstead, we store only the pointing of the satellite (gelied)

other, the pointing is read from disk into a smallfiew (whose every second (compressed) and reconstruct the full pgifitin
size can be adjusted by the user) and is immediately mapp®ed in
the final pixel index stream. The drawback of this schemeds th 5 http;/www.fftw.org
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a particular set of samples for a particular detector thhomgr beams. To compare the maps and tfiects of systematics upon
the-fly interpolation and translation only when it is reqeeldby  them, we define three auxilliary maps:

the application via M3. In this analysis—mapping only tharfo ) ) )
slowest-sampled of 72.Rnck detectors, comprising a little over — input maprepresents the true sky. In some cases it contains
1% of the data—the use of the GCP library reduced the disk the CMB alone; other cases it includes the dipole and fore-
space and 10 requirements for MADmap and Springtide from grounds as well. The CMB part of the input map contains no

9210 1.5GB. B-mode power. . _ .
MADmap uses the PCG algorithm to solve the GLS prob— Smoothed input majs the input map smoothed with an ax-
lem. This requires applying the pointing matrix and its spose ially symmetric Gaussian beam and a pixel window func-

once on each iteration of the PCG routine. When running ih hig t'Q'ﬁ- . )
memory mode the sparse satellite pointing is expanded asice u- binned noiseless magefers to the I, Q, U) map obtained
ing GCP, and the entire portion of the pointing matrix for the DY summing up the noiseless time-ordered data, accounting
time Samp'es assigned to a processor is stored in its memnnry( for-the dete_CtOI’.OI’Ientatlon. This is the best map of an ideal
packed sparse form) to be reused in each PCG iteration. Whennoiseless situation.
running in low memory mode only small portions of the point- . . : :
ing magtlrix that fit into aybﬂver are eipandegin sequence aFr)wdt e The binned noiseless mamf) is produced from the noise-
buffer sized pointing matrix is used and then overwritten. Th §SS TOD ¢ as
exchanges memory used for computation time spent within the, N
GCP library, but this allows for the analysis of very larggada™ = (P P) P's @)
sets on systems where the memory requirements would othey- . i . . . .
wise be prohibitive. The GCP library has been optimized to q}éﬁef?P is the pointing matrix, which describes the linear com-
very computationally ficient, including the use of vectorized Ination codficients for the [, Q. U) pixel triplet to propluce a.
math libraries, and typically consumes abo(@ af the run time sample of the observed TOD. Each row of the pointing matrix
in a MADmap job in low memory mode. In low memory modéqas three non-zero eIemen.ts. . .
the memory consumption scales with the number of pixels, es- The temperature of a pixel of the smoothed input map IS an
sentially independent of the (very much larger) numbermgti 'Ntegral of the (beam smoothed) sky temperature over thel pix
samples. area. In the binned nmsgless map the corresponding pIXE| te
The other feature recently added to MADmap is an alt erature is not a perfect integral, but a mean of the obsenst

native distribution of time ordered data over the processtne '@/ling in that pixel. This pixel sampling is not as uniforrs the

only distribution available in previous versions of MADmaps INtégration in the smoothed input map. Therefore thifedsnce

to concatenate all the detectors’ time streams into a sivege of the plnned noiseless map an(_j th.e smqothgd Input map has
tor and distribute this over the processors so that eactepsoc SCM€ Pixel scale power due to thisference in pixel sampling.
analyses the same number of contiguous detector sampiies. € c@ll this diferencepixelization errorin this paper. For asym-
distribution is still an option in MADmap, but there is now arjnetric beams there is the add|.t|onﬁm:t that dff(_erer]tobsgrva-
alternative which saves memory and cycles in certain circutiP'S centered on the same pixel may fall on it with atent

stances by reducing the amount of compressed pointingfutta "€Ntation of the beam, resulting in dférent measured signal.
each processor must calculate and store. In the alterrdisve _FOr €MB, dipole, and foreground emissions we made four
tribution each processor analyses data for a distinctiatef different simulated TODs, depending on whether the beams were

time for all of the detector samples that occur in that tinterin  @Xially symmetric or asymmetric Gaussians, and whether the

val. These time intervals are chosen so that each proceasor%"?‘mple Integration was on offcﬁsee SecLl2). . L

the same total number of samples (regardless of gaps intdetec _ 1 1€ widths of the symmetric beams were identical in all four
data). This implies that each processor analyses data frem FI 30 GHz detectors, whereas the widths and orientations of
ery detector. Note that each processor stores a distinttbpaf the asymmetric beams _vvere(férent. The.dference of the de-
the compressed pointing (modulo small overlaps to accamt f€Ctor beam responses is called tleam mismatctor the case
noise correlations). This distribution will also allow e ver- ©f Sample integration, the time stamps of the detector pwst
sions of MADmap to include the analysis of inter-channekeoi Were assigned to the middle of the sample integration iaterv
correlations. The runs described in this paper were all datre  Y/Nen the sample integration was turnét] the observations of

the original concatenated distribution for time orderethda the sky signal were cons!de_red ins_tantaneous and the tinaing
the detector pointings coincided with them.

The mapmaking methods discussed here utilize the detector
4.5. ROMA pointing information only to the accuracy given by the outpu

. . p pixel size. The methods use the pointing ma®r{see Eq.
ROMA is now stable at version 5.1 (the same as was employ ) to encode the pointings of the detector beam centers and

for Ashdown et al.[(20012).(2007b)), which makes usétoi- the directions of their polarization sensitive axes. Nohewr
3.1.2. Nonetheless, a few minor improvements have been p Ig making codes malfes an attemot to remove tHe beam convo-
formed to optimize speed (by tuning soffilv parameters) and Iutign fromgi]ts output ma| Thereforgan output map pixebs
memory usage. In addition, a neydl module has been deVel'volved with its ovf/)n s egi'fic res onsq?(ectivpe bearg)]?e the
oped for the sake of the present simulations that allows-tim ean of the beams (gccountin pfor their orientationé)r.fgllh
lines containing dterent sky components to be read in quickl . 9 : ,

: hat pixel. Recently, deconvolution mapmaking algoritimase
and then mixed together. ; . .

been developed that can produce maps in which the smoothing

5. Results of mapmaking 6 For the axially symmetric beam, we used FWHM2 1865, which

] ] ) ] is the width of the symmetric beams of this study (see S8 Bor the
In this section we quantify the results of our mapmaking exggixel window we used the HEALPix pixel window function dkge =
cise. Our main goal was to examine theeets of detector main 512 pixel size (Gorski et dl.20056b).
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of the beam response has been deconvolved. These methddsdeanned in several directions, which makes thective beam of
to maps that approximate the true sky (Burigana & $aez120@Be asymmetric case more symmetric and therefore closketo t
Armitage & Wandeli 2004, Harrison et al. 2008). These metleffective beam of the symmetric case. Therefore ttigedince
ods are sfiiciently different from the ones considered here thaif the noiseless output map of the asymmetric beams and the
different methods of comparison must be used, and we therefemeothed input map becomes small in the vicinity of the eclip
do not include detailed description of them in this paper. tic poles (see the light green areas of thifeslence map of the

An output map of a mapmaking code can be consideredtagd row of Fig[$). The angular diameter of these areas3i¥.

a sum of three components: thiined noiseless mafheresid- Some point source residues are visible in the temperattire di

ual noise mapand an error map that arises from the smalkyence maps of Figl 5 (see especially the lower left corrasm
scale (subpixel) signal structure that couples to the AP A jikely reason for these residues is thefeience in how the

through the mapmaking (Poutanen et [al. 2006, Ashdown &te| 5reas are sampled in the output maps and in the smoothed
al.[2007b). We call the last error map thignal error map We input map. In the latter map the pixel temperature is an nateg
use the termesidual mapwhen we refer to the sum of the Sig-o¢ the sky temperature over the pixel area, whereas in the out
nal error and residual noise maps. Because the signal eisesa put map the pixel temperature is an average of the obsengatio
from the signal gradients inside the output map pixels, Emalyjing in the pixel. The observations do not necessarilyse

pixel size (i.e., higher map resolution) leads to a smalgmal o hixel area uniformly, which leads to afdirent pixel temper-
error. Our earlier studies have shown that for a typiaaNBx ot/ re than in the uniform integration.

map (e.9.Nsige = 512 or smaller pixels), the signal error is a ) - ) )
tiny effect compared to the CMB signal itself or to the residual _The diference maps of Figl5 have some stripes that align
noise (Poutanen et al. 2006, Ashdown ef al. 2007b). Thezefd¥ith the scan paths between the ecliptic poles. These staife

a Ranck signal map is nearly the same as the correspondiftPst noticeable close to the galactic regions in the.symmetr
binned noiseless map. It is a common characteristic of all oggse diference map. In the asymmetric case the stripes do not

maps. stand out from the larger pixel scale residuals. They arise f
Generally, the binned noiseless map contribution in the odf€ fact that signal dierences (gradients) inside a map pixel
put map is (cf. EqL{2)) create non-zero baselines in Madam that show up as stripes in
the Madam map. Because the signal gradients are largest in th
mB = (PTcglp)’l P'Cls, 3) galactic regions, the stripes are strongest there. All oap-m

making codes produce such signal errors, which are stranger

whereC,, is the diagonal time-domain covariance matrix of théhe optimal codes than in the destripers (Poutanen &t ab,200
detector white noise floor. Its diagonal elements will natadn Ashdown et al. 2007b).
general; for example, the white noise RMS of the detectans ca Another way to see thefects of the beams in the maps is to
be diferent. However, in this study all detectors are assumgdamine how point sources show up in the maps. The image of
to have the same white noise and therefore the m&tiixan 3 point source in the map shows thiéeetive beam at that loca-
be ignored and Eq[I2) gives the correct binned noiseless Mg, of the sky. Fig<]6 arid 7 show two such point sources of the
contribution. . _ noiseless Madam temperature maps. Fig. 6 is a patch from the

Inthis study we assume that the residual noise map contajfi§inity of the ecliptic plane. There the scanning is mainipne
residues of the uncorrelated (white) and correlat¢d Xinstru-  girection and therefore thefiiérence in ellipticities of theféec-
ment noise and the residues of the sorption cooler fluclgtio tiye heams (of the symmetric and asymmetric cases) is glearl

The (, Q,U) maps we made in this study were pixelized gjisible. Fig[T shows a similar comparison near the soutipecl
Nsige = 512. At this resolution every pixel was observed (full skyic pole. Here the wide range of the scanning directions make
maps) and their polarization directions were well samplé@®  the dfective beams more symmetric. Thigeetive beams of the

rconds of the 3x3 Nops Matrices were larger than G-3, _ symmetric and asymmetric cases are now more alike, but we can
Unless otherwise noted the maps are presented in ecliptic 6fl| detect some dierence in their ellipticities.

ordinates and thermodynamic (CMB) microkelvins. The uoifts . . . . .
angular power spectra are thermodynamic microkelvinsregua __ N our simulations beams and sample integration distort the
To demonstrate theffects of beams in our maps, we mang.D before the instrument noise is ao!ded. Independer!t of the
maps from the noiseless TODs containing CMB, dipole, anfip'se .these fects are best exp'ored in the blnned n_0|seless
foreground emissions. We show the Madam maps as an exanipfPS: independent of any particular mapmaking algorithe. W
in Fig.[ . Corresponding maps of the other mapmaking cod mine the fects of th_e beams and sample integration on the
would look similar. We can hardly see anyfdrences between binned noiseless maps in S¢ctlS.1.
the noiseless output map and the smoothed input map (see theBecause the beams and sample integratitecathe signal
two upper rows of Figl]5). To reveal thefitirences, we sub- gradients of the observations, they have an impact on tmalsig
tract the smoothed input map from the output map (bottom tvesror too. We examine thes#ects in Secf. 512, and compare dif-
rows of Fig.[5). The beam window functions of the symmetriferences between mapmaking codes. It is only through timakig
and asymmetric beamsftiir mainly at high¢ (see Seci. 5.11.2), error that the ffects of beams and sample integration show up
which makes mainly small angular (pixel) scaldéfeliences in differently in the maps. The binned noiseless map contribution
the maps. Therefore theftBrence map of the asymmetric beamthat is also #ected by beams and sampling stays the same in
contains more small-scale residuals than tHBedénce map of all maps. In our simulations beams should have fiecg in the
the symmetric beams. The ecliptic pole regions of the sky amsidual noise maps. Because there is a half a sample tirffing o
set between the detector pointings of sampling on dhdases,

! Thfe k(]quar;titylrcond Ithe refCiﬁroca' (I)If the Cgr;dition ”L,meer% if] th&he hit count maps of these two caseatislightly, which shows
ratio of the absolute values of the smallest and largesheigee of the - - -
3x3 Nops matrix of a pixel. The matrixP™P is block-diagonal, made up as small dferences in the residual noise maps.

up of theseNgps matrices. For a set of polarized detectors with identical ~ Finally we discuss sorption cooler fluctuations and detecto
noise spectra (like the LF1 30 GHz detectors of this studghdis < 0.5  pointing errors and assess their impacts in the maps.
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T Smoothed input P Smoothed input

—3000  mm— — 3000 uK 0 — e 200 K
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Asymmetric — Smoothed input Asymmetric — Smoothed input

0.0 —— 5.0 uK

Symmetric — Smoothed input

0.0 —— 5.0 uK

5.1. Binned noiseless maps

11

Fig. 5.Madam maps made from simulated noiseless TODs. Maps onftla@ddemperature maps. Those on the right give the mag-

nitude of the polarization vectoP(= +/Q? + U2). All maps contain CMB, dipole and foreground emissiofsp row: Smoothed
input maps.Second rowMadam maps. These maps include tlfiees of asymmetric beams and sample integrafitaird row:
Difference of the above Madam map and the smoothed inputBagiom row Same as above, but for symmetric beams. The maps
of the top and second rows are in ecliptic coordinates, vesetee diference maps are in galactic coordinates. The latter coatetin
were chosen to give a clearer view to the ecliptic pole regisee the light green areas of the asymmetfieince map). Small
patches of noiseless Madam temperature maps are showrsifgragdV’.

The dfects of beams and sample integration were examined
from the binned I, Q, U) maps made from the four noiseless
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Symmetric beams Asymmetric beams “no sampling” counterparts. We discuss thesie@s more in
Sect[5.1 1.

The TT and EE spectra of the binned maps become flat at
high ¢ (> 1000). This is a result of spectral aliasingrfode
coupling) that arises from the non-uniform sampling of thep
areas. The aliasing couples power from I6we high<. We see
this dfect in the maps too, where we called it the pixelization
error.

Because the CMB input sky containedBenode power, the
signals in the BB spectra of the binned maps (see[Fig. 8) must
arise from temperature arittmode polarization signals leaking
to theB-mode. The magnitudes of the symmetric beam BB spec-
tra are comparable to the magnitude of the hfdtat part of the
corresponding EE spectra. This observation and the fattitba
symmetric beams were all identical (no beam mismatch) sigge

ethat the BB spectrum of the symmetric beam case mainly arises
fiom the spectral aliasing from the E mode (due to pixelarati
ué?ror). The BB spectrum of the asymmetric beam case shows a
(ﬁjistinct signal at multipoles between 100 and 800. We expect
is signal to originate from temperature aBeémode polariza-
tion signals that cross-couple to BB due to beam mismatch. We
discuss these cross-couplings more in $ect.}5.1.1.

= 20000 uK

Fig. 6. Effect of beams in the point source observations. Th
plots show 3 x 3° patches of the noiseless Madam temperat
maps (from Figl ), zoomed to the vicinity of the ecliptic pa

The location of the patch is given as a square box in the tdp |
map of Fig[®.

Symmetric beams Asymmetric beams

5.1.1. Beam mismatch, cross-couplings of I, Q, and U

Here we discuss theffects of beam mismatch on the maps,
qguantified by the power spectra. We consider the asymmetric
beam case with no samplfhgA number of authors have worked
before us on the beam mismatch systematics and their impacts
on maps and angular power spectra (Hu et al. 2003, Rosset et
al.[2007, O’'Dea et al. 2007, Shimon et(al. 2008).

In the real LFI instrument the main beams of the detectors
have diferent widths and orientations. Our asymmetric beams
represent this case, whereas the widths of our symmetrindea
were the same in all detectors. Due to the beam mismatch, the
detectors of a horn “see” flerent Stokes |, and thisftierence
appears as an artefact in the polarization map. This is anpote
t(l;lally serious issue for a CMB experiment such asNek, be-
cause the fraction of the strong temperature signal thautesl
the polarization map (denotéld — P), may be significant in
magnitude as compared to the weak CMB polarization signal
itself.

Strong foreground emissions dominate The» P signal in

full sky 30 GHz map. This map is not very useful in the CMB

e 1800 11K e 1800 K

Fig. 7. Similar plots as in Fig.16, but now we have zoomed to
point source near the south ecliptic pole fin= —80° latitude
from the ecliptic plane). The size of the patch ¥s33°.

TODs of diferent beam and sampling cases. The TODs co di in CMB i imati less e
tained only CMB. The angular power spectra of the four maﬁ Ldies (e.9.in power Spectrum estima ion) unless p
are shown in Fig8. The TT angular power spectra of the syr?\-s with strong foreground contribution are first cut outfirthe
metric and asymmetric beamsfer mainly at large multipoles MaP (galactic cut). This cut has an impact in the- P signal
which is non-trivial. T — P signal will depend on the mask used

lgﬁnthEiigr(])g.c')l;rzlhsel:eat\r;glégg;heﬂlerent ective beam window in the cut. We did not want this to happen, but we wanted toystud

. . e beam mismatchfects in a more general case, where our re-
The EE spectra of symmetric and asymmetric beams are

X : . ; ilts would not depend too much on the details of the data pro-
ferent at both intermediaté & 100) and high multipoles. Due coqging (e g. masIEs). We therefore decided to continue tk vﬁ)/o

to the_be_am mismatch the EE spectrum of the asymmetric begeg, e ] sky noiseless maps that we binned from the CMB
case is influenced by the cross-coupling from the tempeat

A similar cross-coupling does not occur in the symmetrichea

case (no beam mismatch). Therefore the EE spectra behave B
ferently than the TT spectra. We discuss these issues mor
Sects[5.1]1 anf5.1.2 and give there the explanation ofghe d spectra are shown in FIg. 9. The— P cross-coupling is a

haviors of the TT ar.ld E_E spgctra. o significant systematic for the power spectrum measurenasnt,

Sample integration isfEectively a low-pass filter in the TOD Fig [@ shows. The acoustic peaks and valleys of the binned map
domain. Therefore it introduces an extra spectral smogtthat
removes some small-scale signal power from the map. This e® Note that for this analysis, the smoothin@eet from detector sam-
fect is just barely visible in Fid.]8, where the TT and EE spegie integration could be subsumed into the asymmetric behatsve
tra with “sampling” are slightly suppressed as compareti¢irt decided to ignore it for simplicity.

To give low< details we replotted the EE and TE spectra
m Fig.[8) of the binned noiseless CMB map (asymmetric
dhms & no sampling) and the smoothed input map. The replot-
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Fig. 8. Overview of the &ects of beams and sample integration on the angular powetramd the CMB maps. We computed the
spectra of the noiseless CMB maps that were binned from thesioulated LFI 30 GHz TODs. The TODs represerfatent
beam and sample integration cases. The CMB input sky cantaiB mode power. Note that the plots of the cross-spectra show
their absolute values.

are shifted towards higher multipoles. In the EE spectruen thelevant forT — P. The beams can befi&rent from horn to
effect is smaller than noise, and may not be detectable. For tien, but only a weak — P may arise, if the two beams of a
TE spectrum the error of the E mode polarization gets amglifiborn are identical.

by the large temperature signal. This results in a largefaat To isolate the ffect of T — P, we generated test TODs for
that is visible even in the noisy TE spectrum (see[Eigy. 20 had tall four 30 GHz radiometers. The TODs contained Stoke$
discussion in Sedi. 5.2). the CMB only. We binned a new,(Q, U) map from these TODs.

We designed a simple analytic model that gives a reasonalblye polarization part of the map should contain the tempeeat
good description of theffects of the beam mismatch in the anleakage only. We therefore call this map teakage mapThe
gular power spectra of thé, (@, U) signal maps (Appendix]A). power spectrum of the leakage map, and of the original binned
Our model shows that the mismatch of the beams of a hornnigp with the leakage map subtracted, are shown in [Eigs. 10 and
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Fig.9.The dTects ofT — P cross-coupling arising from beam mismatchesft panel:Replot of the EE spectra from F[g. 8. Spectra
of a binned noiseless CMB map (blue curve) and smoothed imppt(red curve) are shown. The expected EE spectrum of ttie whi
noise map is indicated by the horizontal dashed IRight panel:TE spectra of the same maps. We show the absolute values of
the spectra. TE spectrum does not have a noise bias, bechileawaise is uncorrelated in the temperature and polésizataps.
Therefore the dashed line of noise bias is missing from tlois p

[I1. RemovingT — P restores the acoustic peaks and valleys In spite of the fact that the CME-mode polarization sig-
of EE in their original positions. The mismatch of the beams nal is significantly weaker than the temperature signalmhbg-
important at or below the beam scale. Therefore the magmitutditude of theE — B signal is larger than the magnitude of
of the T — P leakage, and the corresponding error in the EE — B signal. It seems that theftirence of the orientations
spectrum, are small at lod of the pairs of beams produces Bn— B signal that is stronger
Ean theT — B signal produced by the mismatch of widths of
e two beams of a horn. The power transfer between the po-
ization modes operates equally in both directidBs— E
cross-coupling occurs too (same coupling transfer funam®in
E — B), but it has no ffect in E, because th®&-mode power
is zero. At large multipoles (flat part of the BB spectrum at
The B-mode spectra (left-hand panel of Fig] 12) show twp > 800) the main source df — B is the £ mode coupling
notable &ects. First, the cross-coupling from the temperature g the non-uniform sampling of the pixels (pixelizationa:
the E- andB-mode spectra are not the same. Though similar in Finally, theT — B andE — B signals could be compared
shape, thd — E power is 2-3 orders of magnitude larger thagy the magnitude of the CMB-mode signal that we might ex-
theT — B power (atf - 200). This discrepancy is rooted inpect to detect with LFI 30 GHz detectors. In the right-handgia
the beam Wldths and orientations COl_Jp|8d with the Scanrpatt%f F|g@ the |eakage Spectra are Compared to a theoretizal B
Our analytic model (of AppendixIA) is able to predict this bespectrum of the CMB (including lensing froBimode and corre-
havior (see the right-hand panel of Higl 12). The analytideto sponding to a 10% tensor-to-scalar ratio). It can be searittha
also shows that if the detector beams were axially symmietitic cross-coupling td is small compared to this signal fér< 300.
different in widths,E and B would show the same amount of
leakage from temperature.

Beam mismatch of a horn causes cross-coupling in the d
posite direction too, namelg — T andB — T. Because the t
E and B mode powers are small compared to the power of
temperature signal, these couplings bring insignific#lietgs in
the maps and angular power spectra.

. 5.1.2. Effective window functions
Second, th&-mode spectrum shows more power than is ex-

plained by theT — P alone (see the green curve of Hig] 12)The dfects of instrument response and data processing on the
Because the CMB sky did not conta®mode polarization, the map can be described in terms of dfeetive window function,
B-mode power remaining after the removal of fhe» P must which we compute here as a ratio of the map power spectrum to
result from theE — B cross-coupling. The source of the disthe input spectrum. In these simulations, beams, samggriat
tinct E —» B signal at¢ < 800 is the spin-flip coupling. In tion and sampling of the pixel area (pixel window functiong a
Appendix[A we show that the relevant quantity in tie—» B the main contributors in thefiective window function. In some

is the sum of the beam responses of the pair of detectorqighadases, to reveal more details, we compute tfectve window

a horn. If there is a mismatch of these sums (mismatch betwdanctions relative to the smoothed input spectrum.

the horns), the two polarization fields of opposite spi@s+-(iU We continue to use the binned noiseless CMB maps that we
and Q - iU) get mixed. This is the spin-flip coupling (Hu etintroduced earlier in this section. We computed the TT, &g, a
al.[2003). Appendik’A shows how the spin-flip coupling arise8E efective window functions of these maps and show them in
from the beam mismatch and how it creates— B. In these Fig.[13. The Gaussian window function approximation breaks
simulations the source of the mismatch of the sum respossedawn at hight and the function becomes flat or starts to increase
not the widths of the beams, but their orientations (see@&tt (asin the TT window functions). This is affect of the pixeliza-
The widths of the pair of beams of a horn aréelient, but the tion error in the binned noiseless maps. The changes ofipyolar
pairs of beams have these same values in both horns. The or@frithe TE spectra make the sudden jumps in the TE window
tations of these pairs are, howeveffeient in the two horns.  functions. The EE and TE window functions of the asymmetric
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Fig. 10. Demonstration of how removing the — P cross-coupling restores the acoustic peaks and valleyseoCMB in their
original positionsLeft hand panelWe show here a number of EE spectra. The gray curve shows tispé&dfrum of the leakage
map. The red and blue curves are as in Eig. 9. The green cuowesshe spectrum of the binned noiseless map, where thegeaka
map has first been subtracted. Note that the green curveiily weaop of the red curve at low multipoles & 400). The red and
green curves dlier at¢ > 450 mainly due to dierences in the beams: the red spectrum is smoothed with symimeams while
the green spectrum is smoothed with asymmetric bean%>At050 the green and blue spectra become flat due to specasihgli
arising from pixelisation errorsl. — P becomes flat too for the same reason. The expected spectrtira white noise map is
indicated by the horizontal dashed liftight hand panelSame as left hand panel but zoomed to lotvérhe red and green curves
are nearly on top of each other.
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Fig. 11.Restoration of the acoustic peaks and valleys in the TE sjpacLeft hand panelSimilar to the left hand panel of Fig. 110,
but for TE spectra. Note that we plot the absolute value okfhextraRight hand sideSame as the left hand panel, but we plot
now £(€ + 1)C}E/27r and zoom to lower multipoles. The red and green curves amyraatop of each other.

beams show another non-regular characteristic in thatdbely cause this was the only leakage map we had. The recomputed
ate significantly from the regular Gaussian response. Theso window functions are in Fig.14. They now have more regular
of this efect is theT — P cross-coupling. The magnitudes of theshapes. The TT and EE window functions are not identical; the
window functions with “sampling on“ are systematically dkaa  TT function is slightly steeper than the EE function. In tlese
than their “sampling fi“ counterparts. This is more clearly visi-of perfectly matched beams the TT and EE window functions
ble in the window functions of the symmetric beams. Thieti would be identicl. We did not remove the spin-flip coupling
ence in window functions comes from the extra spectral smoobf the beam mismatch when we subtractedThe> P leakage
ing of the sample integration. map. In addition to creating B-mode polarization signal from

the E-mode signal, it influences the originetmode signal too

Ab_ove theT - Pcross-coupl_ing serioqsly distorteq some O(see Sec{Al1 of Appendix]A). Therefore the TT and EE win-
the window functions. To examine the window functions withgo\ functions become fierent. Fig[CI# demonstrates that our

out these flects we subtracted the — P leakage map from

the polarization part of the binned noiseless CMB map and re-

computed the TT, EE, and THfective window functions. We  ° The df-diagonals of the Mueller matrix would be zero and all di-
did this for the asymmetric beayn® sampling case only, be-agonals would be identical (see Hg.(A.7)).
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Fig. 12. Left hand panelEffects of T — P andE — B cross-couplings on the BB spectra. The blue curve is thetspeof

the binned noiseless CMB map. The gray curve is the BB speotiftthe T — P leakage map. Because the input CMB sky had
zeroB-mode power, the remaining BB power after the subtractiothefleakage map is mostly cross-coupling from Eimode
polarization. This is shown by the green— B curve. The expected spectrum of a white noise map is indidatehe horizontal
dashed line. For comparison, we show a theoreBeaiode spectrum corresponding to a 10% tensor-to-scalaraatl including
lensing fromE. Right hand panelEE and BB spectra of thE — P leakage map (red and blue curves, respectively) and the BB
spectrum of thée — B coupling (green curve). They are the same as the gray and gueees of the left-hand panel of this figure
and the gray curve of the left-hand panel of Figl 10. The thallines are the predictions of these signals computed fize
analytical model (Appendik]A). Flattening at highresults from non-uniform pixel sampling. Thiffect is not included in our
model, however, so the model spectra do not become flat.

analytical model of AppendixJA is able to explain these wiwdo ~ Mapmaking methods that address the beam convolution is-
functions. sues properly have been proposed. Deconvolution mapmaking
The dfective window function of the symmetric beam (nawith a proper treatment of the detector beams is a method to
sampling) is simple to compute because all detectors have giroduce maps free from cross-couplingsTofE, and B. Two
same beam widths. If we assume that the scanning is simptyplementions of this method have been introduced (Arnaitag
from pole to pole and all detector beams have fixed oriematioand Wandelt 2004; Harrison et al. 2008). Both have shown re-
relative to the local meridian, thdfective TT window function sults indicating that they may be computationally prac¢tfoa
of the asymmetric beams (no sampling) can be estimated in the lower-resolution RAnck channels (in the LFI). Another map-
following way: domain method able to correct for beaffeets is the FICSBell
tﬁlgp.)roach (Hivon et. al._2008), where the asymmetries of.the
Jgain beam are treated as small perturbations from an aX|aIIy
orientations they have in the focalplane. symmetric Gaussian beam, and are averaged over each fixel ta

2. Compute the mean over the beams of the rotated harmon{2g into account the orientation of the detector beams & eac

Visit of that pixel.
separately for everyt(m). : . .
3. Tabulate the window function & = 4z 3, loml?/(2 + 1), In AppendixX’A we developed an analytical model to predict

: the dfects of the beams in the angular power spectra of the CMB

wherebin is the mean of the rotated beams. maps. This model was invertedg(alsopin Apprzerifﬂlx A) to turn

If this window function is convolved with the HEALPIX it to a correction method. It can deconvolve thEeets of the
pixel window function, the result explains well the TT windo asymmetric beams from the angular power spectrum and return
function of Fig[1%. a spectrum that is an approximation of the spectrum of thetinp
sky. Our method is based on a humber of simplifying assump-
tions that limit its accuracy in real experiments; howewercan
use it to compute coarse corrections that can be improvédg wit
For the temperature observations #fe’s of the sky get con- €.g., Monte Carlo simulations. The correction capabilitpor
volved with a beam, which is fully described by one complesethod is demonstrated in Fig.]20.
number for every andm. For polarization, where we need three
complex quantities to describe the sky sigrel(®), the beam
in general is a complex 8 3 matrix (for every¢ andm). Its
non-diagonal elements, which arise from the beam mismattfe recomputed thefiective TT window functions of Fid. 13,
are responsible for the cross-couplings of temperaturepand but this time we divided the angular power spectra of thedyxhn
larization. The leakage map approach that we used earlierntmiseless CMB maps with the smoothed input spectrum (idstea
remove thel — P effects is not an applicable method in reabf the input spectrum). The recomputefileetive TT window
experiments, where Stokésonly timelines cannot be indepen-functions are shown in Fi§. 15. A pairwise comparison of the
dently constructed. For real experiments, more practiedhods “sampling” and “no sampling” window functions (of the same
to correct beamféects are required. beam type) reveals thdfect of the sample integration in the an-

1. Rotate the fiducial spherical harmonic components of
four LFI 30 GHz beams (around their center) to the relati

5.1.3. Correction of beam mismatch effects

5.1.4. Sample integration effects
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Fig.13.TT, EE, and TE f&ective window functions, computed as ratios of the angubargy spectra of the binned noiseless CMB
maps and the input CMB. Because tBenode power of the CMB was zero, no BB window function couldcoeenputed. For
comparison we show the total response of the axially symo@tussian beam (dashed curve; FWHN2/1865 andNsige = 512

HEALPix pixel window function). This is the window functichat we applied to the input spectrum to obtain the smoothedti
spectrum.

gular power spectrum of a CMB map. The extra spectral smooth- The geometric mean of the's of the elongated beam is
ing due to the sample integration can be clearly seen. 5

Let us consider an axially symmetric Gaussian beamandits _ _ _ _ _ /0_2 + A_0§ ~o? 4 Abs (6)
elongation in the direction of the scan. The window functién “¢ ~ “ e =0T ™ 75 = %0 ™ g
the initial beam (before elongation) is The last form is an approximation that could be made because

2
B? = g+ (4) % < 3. Eq. [B) suggests that théect of the sample integra-
tion in the angular power spectra of the maps could be approxi

whereoo = FWHM/ V81n 2[ This window function operates mated by a symmetric Gaussian window function
in the angular power spectrum domain. The beamtays in

its original value & = ovy) in the perpendicular direction of E? = g (0, (7)
:;'ezz%a:\g. Along the scan the gets modified to (Burigana etWhereo-S = Abs/ V24. In our simulations thigs corresponds to
FWHM = 5/32. We compare the predictions of this model to the
2 , A6? actual window functions of our simulation in F[g.]15. The com
Ter =00+ 12 () parison shows that the accuracy of our simple model is good in

Here Ads = 2rfapin/ fsamplo the angle through which the bea m:ihcebsey;nmggec beam case but somewhat worse for the asymmet-

center pointing rotates during a detector sample time. Rer t
nominal satellite spin ratefd,in = 1 rpm) the ellipticity ¢re/00)
of the elongated beam is 1.027. The ellipticity produced 2. Residual maps

the scanning is significantly smaller than the elliptictaf our T Ki d tructed residual
asymmetric beams-(.35). 0 compare mapmaking codes, we constructed residual maps,

specifically the diference between the output map and the
10 |n this study the FWHM of the axially symmetric LFI 30 GHzbinned noiseless map. Smaller residuals imply smaller nag&pm
beams is 32.865. ing errors. We examined the RMS of the residuals, and cordpute
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Fig.14.TT, EE, and TE #&ective window functions after thE — P leakage map has been removed from the binned noiseless CMB
map (asymmetric beam & no samplingpp row: The TT window function is the ratio of the power spectra ofbimned noiseless
CMB map and the CMB input map. The EE and TE window functionsavealculated similarly, except th@tandU leakage maps
were first subtracted from the original binned noiseless.iBgmmetric Gaussian responses were separately fitted 1o'thad EE
window functions (in rangé = 0...500). The fit FWHM were 332 (TT) and 3194 (EE).Bottom panelThe TT and EE window
functions of the top left panel were divided by the dashedtiigcal window function. The resulting ratios are showithiis plot.

Thin black curves are window functions that we computed fommanalytical model for this case (see Apperidix A).

power spectra to study scale dependence. We are interested i The RMS does not provide a complete comparison of map
anisotropy; the mean sky temperature is irrelevant. Toegef quality. It is weighted toward the highpart of the spectrum,
whenever we calculated a map RMS, we subtracted the meanvbire in any realistic experiment we will be dominated byrbea
the observed pixels from the map before squaring. The RMSwicertainties and detector noise. Also, since all the giirothe
a map was always calculated over the observed pixels. map are folded into a single number, it tends to obscure tihe or
Fig.[I8 shows the RMS of the residual temperature ma@# of the errors. Fig_17 shows typical angular power spectr
for some of our mapmaking codes and for a number of def the residual maps. In this plot the Madam (in this case with
striper (Madam) baseline lengths. The data of Fig. 16 weteminute baselines and without noise filter) and MapCUMBA
derived from HEALPixNsige = 512 maps. At that pixel size residual spectra are nearly the same. The corresponding spe
the instrument noise is the dominant contributor in thedresitra of the other mapmaking codes would fall close to them too.
ual map8](Poutanen et al. 2006, Ashdown et[al, 2007b). ThEo highlight the dfferences we show the spectra of threféedi
optimal codes consistently deliver output maps with thelsmagnce maps between pairs of residual maps. Green curves show
est residuals, which were nearly the same between the sevétat the diference between Madam (with short baselines) and
codes. Madam with short uniform baselines (e.g., 1.2 s)ymes optimal residual maps is small. Comparison of the blue add re
maps with residuals essentially the same as those of thmalpti curves shows that destriping with 1-hour baselines (Sgfiday
codes, at considerably lower computational cost. Destrigps Produces RMS residuals that are larger than those from tfie op
with longer baselines showed larger residuals. The RMSef tial codes, and larger than those from destriping with 1-teinu
other Stokes paramete® @ndU) were larger as expected, butaselines (Madam with 1-minute baselines); thféedénces are

behaved similarly as a function of baseline length. confined to the high-part of the spectrum. At low, the codes
perform almost identically.
11 Mapmaking errors arising from the subpixel signal struetiypi- To examine the signal errors of our mapmaking codes we

cally show up in maps with considerably larger pixel size. made noiseless maps from the TOD of CMB, dipole, and
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Fig.17.TT, EE, and BB angular power spectra of Madam (with 1-minatediines and without the noise filter) and MapCUMBA
residual maps (black and light blue curves, respectiva@lggir RMS values were shown in Flg.]16. The maps represerttiber-
vations of four LFI 30 GHz detectors (CMB, instrument noisegler fluctuations; asymmetric beams; and sample intiegran).
The red curve is for the fference of the Springtide (SPT) and MapCUMBA (MCB) residuaps The blue curve is the same for
Madam of 1-minute baselines (MDM (1 min)) and MapCUMBA, ahd green curve is for Madam of 1.2 s baselines (MDM (1.2 s))
and MapCUMBA. Madam used either 1.2 s or 1-minute baselinbsreas Springtide used long 1 hour baselines. For congparis
we also show the CMB spectrum of our simulations (gray cymye) spectrum of the Madam signal error map (including afl sk
emissions, asymmetric beams, and sample integratiorediotirve), and a theoretical CMB-mode spectrum (dashed curve, see
also Fig[1P).

foreground emissions. We subtracted the correspondineedin to-scalar ratio). The plot shows that the magnitude of tige si
noiseless maps from noiseless output maps and obtained iakerror is comparable to the magnitude of Bisnode signal.
signal error maps. We show some of our signal error maps$ignal error can therefore limit our possibilities to deiedn a
Figs.[18 and 119 and their statistics in Tables 3 and 4. In[Eg. previous study we examined a number of techniques to dexreas
we show signal error maps of a number of mapmaking mettie signal error (Ashdown et al. 2007b). Because the detecti
ods. These maps were made with asymmetric beams, with sarhithe B-mode signal was not a goal of this paper we did not
pling off. Their statistics are given in Table 3. Optimal codeimvestigate these methods for this data.

and Madam with short baselines (1.2 s) produce nearly the sam Fig.[I9 and Table 4 show thefects of beams and sample

signal error, Wh!Ch Is stronger than the signal error of Giests integration on the signal error maps. We use the Madam maps
with long baselines (represented here by another Madam e as examples. The figure and the table show that botthswitc
with 1-minute baselines and no noise filter this time). Fcln—opin on the sample integration and switching from symmesic t

mal anq M‘?‘dam (1.2s) maps t_he signal error i.S more Ioc_alizg mmetric beams increase the signal error. This is beedtlse
to the vicinity of the_ galaxy (.Wh'Ch has strong signal graﬂ@ asymmetric beams also the beam orientatifiecés the mea-
than for long-baseline destriper maps. [Eig. 17 shows thtten sured signal

high-resolution 30 GHz maps the signal error is a smf#a
compared to the residual noise or the CMB signal that we used Finally, we turn again to the issue of asymmetric beams, now
in this study. These results are well in line with the resolts in the presence of CMB and detector noise. Noise dominages th
our earlier studies (Poutanen etal. 2006, Ashdown et alZE00 EE and BB spectra of our observed 30 GHz CMB maps. The TE
In the bottom panel of Fig._17 we compare the Madam signgpectrum, however, does not have a noise bias. Therefae, th

error with the theoretical CMB-mode spectrum (10 % tensor-effect of theT — P cross-coupling can be detected in the noisy
TE spectrum. We made a Madam map (with 1-minute baselines
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Madam(1 min) T Signal error Madam(1 min) P Signal error
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o
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Fig. 18. Signal error maps of fierent mapmaking codes. The signal error is thffedénce between the noiseless output map and
the binned noiseless map. These maps contain all sky emis&iB, dipole, and foregrounds). The beams were asymeoraatid
sample integration wadio The left column is for the temperature; the right columroisgolarization magnitude. The statistics of
these maps are given in Table 3. An example of tfiects of beams and sample integration in the signal error msegi®own in

Fig.[13.

and no noise filter) from the TOD of CMBhoise (asymmetric mological parameters), if not corrected. Higl 20 shows ¢t
beams and no sample integration). In the TE spectrum of tkisalytical correction method developed in Appendix A isabl
map, the bias due td — P (arising from the beam mismatch)restore the spectrum, at least on medium and large angalassc
is clearly visible (see Fid.20). We can expect that suchgelar(at¢ < 450).

bias will lead to errors in the cosmological studies (emygas-
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Fig. 19. Effects of beams and the sample integration in the signal erapsmiVe use Madam maps (1.2s) here as examples. The
maps contain all sky emissions. The left-hand column is liertemperature and the right-hand column is for the poltoiza
magnitude. The rows from the top correspond to symmetrienise& no sampling (SN), symmetric beams & sampling (SS),
asymmetric beams & no sampling (AN), and asymmetric beans8pding (AS). The statistics of these maps are given in Téble
The third row maps are the same as the second row maps ¢f Fig. 18

5.3. Cooler fluctuations cal cooler TOD waveform was shown in Hig. 4. The RMS of this
cooler signal is~-35 uK, which is about 138 of the RMS of the

Temperature fluctuations of thefck sorption cooler were de- Fandom uncorrelated instrument noise (white noise).
scribed in Sec{_3.4.2. These fluctuations have fé@cein the It is of interest to bin the one-year cooler TODs of all four
output signals (TOD) of the LFI 30 GHz radiometers. The typB0 GHz detectors (identical TODs as described in $ect.])gid.2
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TABLE 3
STATISTICS OF SIGNAL ERROR MAPS?

[ Q U

MIN  MAX RMS  MIN MAX RMS MIN MAX RMS
Madam (1 min) -6.1 35 0415 -17 15 0137 -24 16 0181
Madam (1.2 ¥  -494 205 0890 -7.8 65 0307 -113 79 0421
MapCUMBA -564 215 0910 -85 70 0315 -125 89 0430
ROMA -564 215 0910 -85 70 0315 -125 89 0430

a We show here the statistics of the signal error maps (givei)rof different mapmaking codes.
This table is for the case of asymmetric beams and samplfihd e corresponding maps are
shown in Fig[IB. They contain all sky emissions (CMB, dipaled foregrounds).

b We used Madam in two fiierent configurations: with 1-minute baselines and no nolser fi
(Madam (1 min)), and with 1.2 s baselines and with noise fifadam (1.2 s)).

TABLE 4
STATISTICS OF MADAM SIGNAL ERROR MAPS?

[ Q U

MIN MAX RMS MIN MAX RMS MIN MAX RMS
Symm & no sampling -329 143 0578 -75 61 0266 -6.1 50 0267
Symm & sampling -30.2 131 0609 -73 61 0272 -58 50 0272
Asymm & no sampling  —494 205 0.890 -78 65 0307 -113 79 0421
Asymm & sampling -475 219 0936 -76 65 0315 -117 81 0432

& This table shows theffects that beams and sample integration have in the sigmalraaps. We show
here the statistics of Madam (1.2 s) signal error maps (givai). The corresponding maps are shown
in Fig.[I9. They contain all sky emissions (CMB, dipole, antefirounds). The third line of this table
is the same as the second line of Table 3.

TE speactra. of CME + noise maps TE spectra. of CME + noiee mape

80

60

Smoothed input Smoothed input

2E+1)CT? ) 2r [uK?

Noigy Madam map Corrected noiay Madam spectrum-|

Binned noiseless CMB map Binned noiseless CMB map

_80 . . . . . _80 . .
0 100 200 300 400 500 800 0 100 200
Multipole £

300 400 500 800
Multipale £

Fig. 20. Effects of beam mismatch on the noisy TE spedtedt hand panelTE spectrum of a noisy CMB map (Madam map with

1 minute baselines and no noise filter), black curve. To reds¢ to ¢ variation, it was filtered with a sliding averag&((= 20). TE
spectra of the binned noiseless CMB map (blue curve) andnieethed input map (red curve) are shown too. They are the same
curves as in the right-hand panel of Hig] 11. The maps wereemaith asymmetric beams, and sample integration wasRight
hand panelNoisy Madam TE spectrum (black curve), where tffeets of beam mismatch have been corrected using the amlytic
method that we developed in AppendiX. A.

a map, shown in Fid. 21. It looks similar to a map of correlatedrs sharing a horn see the same cooler signal, we might expec
random noise (with faint stripes along the scan paths).thuta no cooler &ect in the polarization maps. This is not, however,
of the satellite spin axis and the fluctuation of its spin (@& the case in reality. A small polarization signal arises heea
Sect.[3.11) randomize the regular cooler TOD signal when wiee polarization axes of the detectors are not exactly gahal
project it in the sky. Therefore all map structures thatéhreg)- within a horn (see Table 1).

ularities could produce are washed out. Because a pair e€det
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Binned cooler T map

CME TT spectra divided by smoothed input spectrum
. T . . . [

Symm beam & no sampling
1151

Asymm beam & no sampling
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0.98

0g

086
Fig. 21. Temperature map binned from the cooler noise TOD.
The map contains observations of all four LFI 30 GHz detextor
Its statistics are (MAX, MIN, RMS¥ (10.9, -117, 1.23uK. We

do not show the corresponditggandU maps, but their RMSs

were 0.002 and 0.0QiK, respectively.
Fig. 15. Sample integrationféects in the &ective TT window

functions. These window functions are the ratios of the Tguan

lar spectra of the binned noiseless CMB maps and the smootlagstions that our mapmaking codes leave in their output maps
CMB input spectrum. The red curve is the same as the red cuiwe computed the angular power spectra of these residual maps
of Fig.[14. The window functions of the symmetric beams (klacand show them in Fig.22. Except for Springtide at small an-
and green curves) blow up &t~ 600 due to pixelization error. gular scales the residuals of the cooler fluctuations ardlema
The corresponding blow up of the other window functions oghan signal error. We can therefore conclude, that, in tezse

curs outside the scales of this plot. The thin black curvé th@lations, the coolerféect is a tiny signal compared to the CMB
tracks the green curve was computed from E§. (7). The othgself, or to random instrument noise.

black curve (that tracks the blue curve) is the window fuorcti The period of the cooler signal is12 min (Fig. [3).
prediction of our analytical model multiplied with EQI (7).~ Springtide with its long (1 hr) baselines is not able to fit out
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any cooler power from the observed TOD. Therefore the cooler
signal is not suppressed in the Springtide temperature map,
but remains in the same level as in the binned cooler map.
Springtide uses noise estimates that it computes fromntg ri
maps. Although the TODs of this study have the same noise
spectra the white noise levels that Springtide estimatethfo
rings will be diferent. The rings are combined using inverse
noise variance weighting, and so when rings from two detec-
tors in the same horn (which see the same cooler signal) are no
weighted exactly the same, thfect in polarization is enhanced
over the binned case which is generated using equal weldets.
expect that Springtide would deliver EE and BB cooler sgectr
that are similar to the binned case if equal weighting wowdd b
used.

Madam and the optimal codes, which operate with short
baselines (optimal codes have one-sample-Idfectve base-
lines), are able to set their baselines to track well thearosib-
nal and therefore the cooler signal is suppressed in théuou
maps. Our optimal codes and Madam assumed the same noise
spectrum for all TODs. None of them tried to include the coole
spectrum in their noise filters.

Fig. 16.RMS of the residual temperature maps for LFI 30 GHz
observations. The maps welgqe = 512 full sky maps and they 5 4. pointing Errors

contained CMB, instrument noise, and tlkeets of the sorption

cooler temperature fluctuations. Asymmetric beams werd,us¥ve modified the Madam destriper in order to quantify how inac-

and sample integration was turned on. The y-axis units @ thcuracy in the knowledge of satellite pointinfjects the maps. To

modynamic microkelvins. The angular power spectra of sofneigolate this from otherféects, we considered first the symmetric-

the residual maps are shown in Figl 17. beam, no-sampling case. However, to see fffieceon polar-
ization leakage, we needed a reference TOD which contained
Stokes | only. This was available only for the asymmetrieshe

We made maps of CMBnoisercooler and CMB-noise. We no-sampling case (see SEc. 5.1.1). Two opposite schemes wer
computed their dierence to see the residuals of the cooler flustudied:uncorrelatedpointing error with a randomftset added
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Fig. 22. Effect of sorption cooler temperature fluctuations on the CMBsnahese plots show the TT, EE, and BB angu-
lar power spectra of residual maps of the coolea. The residual maps were computed gkedinces between the maps of
CMB-+noisercooler and CMB-noise. They represent one year of observations of four LKEB@ detectors. The beams were
asymmetric and sample integration was on. The light blugesu(“Binned") show the spectrum of the binned cooler mamseh
temperature component is in Fig.]21. Note that the MapCUMB@AMA, and Madam curves are nearly on top of each other. For
comparison we also show the spectrum of the Springtide €Misercooler map and the spectrum of the Madam signal error map
(including all sky emissions, asymmetric beams, and saimtdgration, dotted curve, same curve as in Eig. 17).

to the pointing of each sample astiongly correlatecerror for power spectrum level this means an extra suppression fattor
which the dfset was kept constant for an hour at a time. We eéxp(_o-Zg(g + 1)),

pect that the latter model approximates the actual caserbett We defined earlier the residual map as tHéedence between

The pointing errors were drawn from a Gaussian distributiqfe output map and the binned noiseless map. Since pointing
so that the RMS error for both titeand¢ directions wasr = grrors gect also the binned noiseless map, it is not enough to
0.5. This translates into RMSiiset of V2o, consider the residual map. Therefore we consider hertothe

The errors were generated independently for each horn; luitor defined as the flierence between the output map and the
the two detectors (for the two polarization directions)ia same smoothed input map.
horn share the same pointing and thus the same pointing error Actual measurements typically include inhomogeneous dis-
Thus to a first approximation we would not expect the pointingihytions of hits per pixel and within a pixel. Addition o&m-
error to contribute to the temperature-to-polarizatiomk@®ge. dom pointing errors can artificially smooth this distritmutj re-
However, since the two polarization directions were n@rid  gjstributing noise more evenly among the pixels. The exgsbct
at exactly 90 to each other, there will be somfiect. The difer-  \yhjte noise contribution to the RMS total error is propantib
ent pointing errors of the two horns should contribut&te> B {5 \/{T/Nope. Random pointing errors may decreadéNops).
leakage. Thus random pointing errors may actually reduce the RM3 tota

Theo = 05 pointing error led to misplacing 11.5% of theerror in the map. However this does not happen with corrélate
samples into wrong pixel\iqe = 512 pixels, about’7across). pointing errors.

In the limit of an infinitely dense, homogeneous hit distribu  |solated from the redistribution of white noise are tffieets
tion, a simple model for the pointing errors can be devisé Ton the actual signal. We divide the signal contribution ®ttbtal
errors increase theffective size of the pixels, leading to extraerror into two parts: 1) the pixelisation error from unevams
smoothing of the output map, similar to smoothing with an ayling of the pixel, defined as the fiérence (binned noiseless
ially symmetric Gaussian beam with FWHM8In 20-. In the map - smoothed input map); and 2) signal error from destrip-
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ing, defined as the fierence (destriped noiseless mapinned
noiseless map). Pointing erroffects both dierences. The ef-
fects of the pointing errors on thesefdrent error components
are shown in Table 5 for temperature maps. Interestingly, v
correlated pointing errors also reduced the pixelizativareal-
though the pixel was now sampled from a larger area, apggrer
the sampling was now more uniform.

The total €fect of theo = 0/5 pointing error was relatively
small. In the uncorrelated case, the RMS total error in thp mg
decreased from 43.2K to 43.21uK. In the correlated case it ¢
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increased to 43.3&K. These €fects are smaller than the dif-3
ference between the optimal codes and the destriper codes pe
long baselines (i.e., Madam without noise filter, Spring}id
We then studied the angular power spectra of noiseless m. L
binned with additional pointing errors. Should the naivedalo
derived from an infinitely dense homogeneous hit distrdouti
hold, the only diference between spectra fronffdrent cases
would be the added smoothing. We found this to be the ce
approximately when binning only the CMB signal. Adding dif-
fuse foregrounds and point sources broke the approximagion
a large part, presumably due to sharper structure and lastiof
tistical isotropy in these foreground components. Theesing Fig. 25. Codes with longer baselines can run with fewer re-
trend from extra smoothing remained still visible. In alsea sources. Individual codes can be tuned to be compact in memor
the random pointing error model corresponded to the smiogthior to run quickly.
approximation considerably better. The spectra are displén
Fig.[23. Pointing errors contribute also to the aliasifig& (-
mode coupling due to uneven distribution of hits), which siddn Table 7 and in Fid.-25. Mierent codes have varying demands
power to high?, but the éfect is negligible in comparison to thefor processing power, memory, network interconnect, aisé di
residual noise. I/O. Different computers will provide these resources with vary-
For analyzing the fect on polarization maps and poweing performance, which can make a significarffetience in the
spectra we repeated the study using the asymmetric beam T@itime of a particular code. For this reason, the Jacquiard t
since for that case a reference TOD containing Stokes | oay wing tests should be viewed as a useful metric, but not an atesol
available. See Table 6. For correlated pointing errorsitbiesiase  prediction of performance. Note however that many of theesod
of the residual noise error is larger by almost an order ofmirag perform similar tasks (for example, each must read the TOD),
tude for polarization than for temperature (Table 5). THise so a change in the performance between machines (in thisexam
is in line with the estimate based on white noise. THea is ple, in disk JO) will have less impact on the relative performance
probably due to a relatively small number of pixels where theasured between codes. In the real-world applicationesfeth
sampling of polarization directions is not very good, andsth codes, they will be tuned to the particular hardware avaglab
the noise fects get magnified for polarization. The othéeets In early 2009, the LFI DPC will have at least 128 processors
on the map total RMS error are of the same magnitude for polarith 1 GB per processor (128 GB total memory), with a goal of
ization maps as for temperature maps. 256 processors and 2 GB per processor (512 GB total memory),
TheT — P andE — B leakage was studied the same waplus 10 TB of disk space. The HFI DPC expects to have 250 pro-
as in Sect_5.1]11. Thefect of pointing error on this leakage iscessors and 8 GB per processor (2000 GB total memory), plus
shown in Fig[2#. Theféect onT — E leakage is negligible, and 200 TB of disk space.
the largest fect is on theE — B leakage, as anticipated. This  To compare the fast mapmaking capabilities of our codes, we
should be compared to the magnitude of the kindBafode used the data of Table 7 to calculate the rate that 30 GHz maps
we might expect to detect withLknck. In the right-hand panel could be produced in 24 hours, assuming that 50% of the pro-
of Fig. the leakage is compared to the theoreti&@hode cessors and the memory of the LFI DPC goal computer would
spectrum that we introduced earlier (see Eig. 12). It carebe s be available. Results are shown in Table 8. The optimal codes
that the leakage t® is small compared to this signal fér< (MADmap, MapCUMBA, ROMA) could produce a couple of
300. On the other hand, the pointing erréfieet on this leakage hundred maps per day, compared to between several hundred
becomes small fof > 200. and a couple of thousand for the destripers (Springtide dvigd
Based on these results, pointing errors @5 do not appear For the LFI and HFI DPCs, the most challenging mapmaking
as a major concern for the 30 GHz channel. problem is to make a map from 14 months of observations (the
nominal Ranck mission time) using 12 detectors (the maximum
for any channel) at 70 and 217 GHz. We have estimated the total
memory and disk space required by the mapmaking codes in

Timing tests of codes were run on the NERB@omputer N€Se extreme cases. _ _ _
Jacquard, an Opteron cluster running Linux, chosen bedause FOr the LFI 70 GHz channel, a naive scaling up of the size of
is similar in architecture to the present and future machine the TOD from the 30 GHz timing tests (considering number of
the R.anck Data Processing Centers (DPCs). Results are shofifectors, sampling rate, and mission duration) yields toem-

ory requirements 8.3 times those shown in Table 7. The Madam
Energy Research Scientific Computing Centef@am made more detailed estimates based on counting thef size
allocated arrays. For the code running in standard confiigura

O \\ "\.\ o
\“-._,{_:_);\]

1 10
CPU-heurs

6. Computing resources

12 National
http;/www.nersc.gov.
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TABLE 5

EFFECT OF SATELLITE POINTING ERRORS ON TOTAL TEMPERATURE ERROR MAPS?

ERROR COMPONENTS

o Model Total error White noise estimate Residual ndiségnal errof Pixelization errot
o) 43.2560 425449 426536 05601 71663
0.5 uncorr. —-0.0432 -0.0279 -0.0318 +0.0023 -0.0611
0.5 corr. +0.0482 +0.0222 +0.0166 +0.0383 +0.2047

a We show here how the total RMS error (givenK) in the map changed by adding pointing errors. This
table is for the case of symmetric beams. The first row shoarsalse without pointing errors. The two other
rows show how the map errocbangedvhen adding pointing errors according to the two models icensd
in Sec[5.1. The total map error is divided into three pagsidual noise, signal error, and pixelization error,
and the &ect of pointing error to each part is shown.

b Residual noise is the power in theffdrence (destriped mapdestriped noiseless map). It is dominated by
binned white noise.

¢ Signal error is the destriping error caused by the signat(gieed noiseless mapbinned noiseless map).

d Pixelization error is caused by inicient sampling of the pixel temperature. We measure it fromned
noiseless map smoothed input map).

TABLE 6
EFFECT OF SATELLITE POINTING ERRORS ON TOTAL POLARIZATION ERROR MAPS?

ERROR COMPONENTS

o Model Total error White noise estimate Residual ndiségnal error Pixelization error
o) 85.4361 850429 853790 03644 34872
0.5 uncorr. —-0.0444 —-0.0543 —-0.0398 +0.0024 —-0.0949
0.5 corr. +0.1591 +0.1428 +0.1364 +0.0439 +0.5112

a8 We show here how the total RMS error in the polarization mapsnged by adding pointing errors.
Polarization error amplitude is the square root of the sgsam for the two polarization amplitudes:

lerrpol = 4 /errf2 +errg.
b See Table 5 for the descriptions of the columns.

TABLE 7
RESOURCE REQUIREMENTS?

MEMORY [GB] TIME

CODE # Proc. Per Processor Total Wall Clock [s] Total [CPU-h® [CPU-hr]
Springtide (&) ................ 16 1.0 16.1 293 1.3 c..
Springtide B) . ................ 16 0.8 13 336 15 .
Madam (1-hr baseline, A) . .. ...... 16 0.6 9.4 176 0.8 0.27
Madam (1-hr baseline,B) . ........ 16 0.2 2.7 318 14 0.64
Madam (1.2 s baseline, A). ........ 16 2.2 34.8 362 1.6 0.23
Madam (1.2s baseline,B) . ........ 16 0.5 8.2 1167 5.9 0.29
MADmMap (A) .............o.... 96 17 166 427 11.4 0.25
MADmMap(B) .. ............... 32 11 35.2 1953 17.4 0.71
MapCUMBA . ................. 64 1.9 122 1441 25.6 9.73
ROMA ... ... . 64 2.1 134.4 1590 28.3 15.9

8 Results are for runs on the NERSC Jacquard computer. Typinab-run variations in total CPU-hours are 10%, detesdin
from Madam runs. In all test®\sige = 512 (I, Q, U) maps were made from 12 months of simulated observations fioar LFI
30 GHz detectors.

b Several codes can trade processing cost for memory usaga.diugle code, we mark the timing run optimized for CPU by
(A) and the run optimized for memory by (B).

¢ In Springtide, reading the TOD from disk occurs simultarspwith the compression of the TOD to ring-maps. This makes a
separate evaluation of th&l difficult.

with 1.2-s baselines, the estimate yields a total memonyireq 270 GB. In split-mode, where the data are first destriped with
ment of ~ 230GB, compared to the naive scaling estimate 4f2-s baseline in three groups of four detectors, then coaabi
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Fig. 23.TT power spectra of the/B pointing error cases divided by the corresponding spedtheout pointing errors. All spectra
are for the binned noiseless maps £doreground, ps= point source). These plots show that for the CMB only casethisting

errors are well approximated by afiextive pixel window (due to largeffective pixel size). However the simple model fails in the
presence of secondary signals.
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Fig. 24. Polarization angular power spectra of the maps made fromadiseless temperature-only TOD and th&etence maps
between these maps and the ones made from the noiseless TORolErization, showing thE-mode polarization signal, and the

T - E, T — Band theE — B leakage ffects. For comparison, we show a theoretical B mode spectourasponding to a 10%
tensor-to-scalar ratio and including lensing fr&m

in a second destriping using 1-hr baselines, the memoryineequ0.87 TB. For the compressed boresight pointing sampled at 4 H

ment is 100 GB. For Madam with 1-hr baselines, the memotlye requirement drops to 0.12 TB.

estimate is 30 GB. In split-mode and for 1-hr baselines, tie e

mate is less reliable because of uncertainties in the paeoce For the HFI 217 GHz channel, the naive scaling yields mem-

of Madam’s data compression system. For a code using the foy requirements 21.5 times those shown in Table 7. The Madam

detector pointing, the disk space required to store the T®©Ddetailed estimate yields 1070 GB for 1.2-s baselines, 466058
1.2-s baselines in split mode, and 100 GB for 1-hr baselines.
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TABLE 8
LFI 30 GHzZ MAPMAKING THROUGHPUT?

Code Max. Simultaneous Maps Méighay’
Springtide (A) . ................ 8 2359
Springtide(B) ................. 8 2057
Madam (1-hr baseline, A) ........ 8 3927
Madam (1-hr baseline,B) ........ 8 2173
Madam (1.2 s baseline, A) ........ 4 954
Madam (1.2 s baseline,B) ........ 8 592
MapCUMBA ................. 2 119
MADMap (A) . ................ 1 269
MADmap(B) ................. 4 176
MapCUMBA ................. 2 119
ROMA ... ... . ... 1 108

a Assumptions: 1) 128 processors with total 256 GB RAM arecalied to map-
making 50% of the LFI DPC goal computer); 2) code performance israke
from Table 7; 3) computer resources are allocated in 16gssar nodes.

b Obtained by dividing the number of seconds in a day by the spgeiin Table 7,
taking into account the number of utilized nodes, procesger node, and num-
ber of simultaneous maps.

Using full pointing, the TOD disk requirement is 2.25TB, but
drops to 0.32 TB for compressed pointing.

address the beam convolution issues properly have been pro-
posed by other authors (see SEct. 5.1.3).
2. Signal error (error that mapmaking couples to the outag m
from the small-scale signal structure) is the part of the out
put map where beamfects appear éerently in the maps
of different mapmaking codes. In optimal and short baseline
Madam maps this error is larger than in the destriper maps of
long baselines (Madam and Springtide). Signal error is,-how
ever, a small ect in a high-resolution map if we compare it
to the residual noise of the map. Techniques to decrease the
signal error were thoroughly examined in our earlier study
(Ashdown et al. 2007b).
3. Based on the results of this study, cooler noise or pantin

/ .
ulation) was number four in a series of mapmaking comparison gg%ﬁ Ofﬁ 05 ldo not appear as a major concern for the
studies that theiRnck CTP group has undertaken. Z channel.

None of our mapmaking codes made an attempt to de- Five mapmaking codes (two destripers and three optimal
convolve the beamfiects from its output map. Therefore thecodes) have been developed and compared in fowcR CTP
smoothing fects of the beam and sample integration showeghulation rounds (Cambridge, Helsinki, Paris, and Teiesin-

up similarly in all our maps. This is, however, a complicated|ations). We give the following summary of these studies:
smoothing, because every map pixel has its offeotive beam.

We also made a thorough examination of the temperature ahd At the end of a long process, the only essentifledence
polarization cross-couplings that arose from the mismaft¢he found so far between codes thatets accuracy—as as-
beams. Thesefkects were also similar in all our maps. sessed by the RMS residual between an input binned map
Our conclusions are: and the output map—is baseline length, shown in [Eig. 16.
This assumes that all maps have been made ftisumtly

7. Conclusions

In this paper we have presented results from a simulation tha
we designed to determine how mapmaking codes handle four as-
pects of real Panck data: non-axially-symmetric beams, detec-
tor sample integration, temperature fluctuations indugethb
sorption cooler, and pointing errors. Five mapmaking caafes
two basic types (destriping and optimal) were used in thidyst
We generated one year long streams of observations refiresen
four LFI 30 GHz detectors. This simulation round (Triest®-si

. Our studies showed that the temperature to polarization
cross-coupling of CMB signal caused a detectable bias in
the TE spectrum of the CMB map. In the EE spectrum the
effect was small compared to the residual noise of the map.
TheE — B cross-coupling of CMB produces a spurious sig-
nal whose magnitude in intermediate and large multipoles
(at¢ > 300 in this case) seems to exceed the magnitude of
the CMB B-mode signal that we might expect to detect with
LFI 30 GHz detectors. However, in this range of multipoles
the detection of th&-mode is dificult due to map noise any- 2.
way, and at low multipoles where the signal-to-noise raio i
higher the &ect is small. Our study shows that the spectrum
biases thal — P andE — B cross-couplings cause may
lead to errors in the cosmological studies, if not corrected

high resolution that the fiects of sub-pixel structure are
small (see Ashdown et al. 2007b). (Optimal codes are some-
what more #&ected [in an RMS residual sense] by sub-pixel
structure than are destripers, but this is not an issuefft su
ciently high map resolution.) However, the fundamental dif
ference between destriping and optimal codes is in their as-
sumptions about, and handling of, noise. Some of the future
tests listed in Sedt. 7.1 will probe thisflidirence more inten-
sively than ones performed to date.

All optimal codes give essentially indistinguishableuks.
Madam, a destriper with adjustable baseline length, givest
same result as the optimal codes when the baseline is set
short enough. Reliable noise estimation is required foseghe
codes.

We show a method in this paper that can correct part of theS8e Resource requirements for the codes vary by more than an

effects in the spectrum domain. Map-domain methods that

order of magnitude in the important categories (memory per
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processor, total memory, elapsed time, and total CPU-houmnergy Research Scientific Computing Center, which is sapgoby the
as shown in Table 7 and Fig.125. Codes set up to deal wice of Science of the U.S. Department of Energy under ConiactDE-
pointing information in multiple forms have a practical ad£C93-765F00098. We acknowledge the use of version 1.1 oPtheck sky

. . . model, prepared by the members afaRex Working Group 2, available at
vantage, in that the resources reqwred n memgz‘,@/speed, httpy/people.sissa/itplanckreferencesky (CMB and extra-Galactic emission),
and processor speed can be matched to the resources ayadihtip/www.cesr.fl-bernargPSM|(Galactic emission). We acknowledge the
able (memory,/O speed, and CPU time). use of the CAMB | (httpfcamb.info) code for generating theoretical CMB spec-

4. It seems inevitable that.®ck will need both a fast and “re- tra- We thank Anna-Stiina Sirvid for help with CAMB. The hots thank
niello Mennella for providing the sorption cooler data.i kwork has made

source “ght mapmaklng code for everyday use, and an Lﬁée of the Banck satellite simulation package (Level-S), which is assehble

timate accuracy* but “resource heavy" code, for final datg the Max Planck Institute for AstrophysicsARck Analysis Centre (MPAC).
products. This work has been partially supported by Agenzia SpazitdBaha under
ASI contract Ranck LFI Activity of Phase E2 and by the NASA LTSA Grant
NNGO04CG90G. This work was supported in part by the Academfiofand
7.1. Future Tests grants 205800, 214598, 121703, and 121962. RK is suppoytéteblenny and
Antti Wihuri Foundation. HKS and TP thank Waldemar von Fielis stiftelse,
Our final round of simulations was quite realistic comparm@d HKS and TP thank Magnus Ehrnrooth Foundation, and EK and diftktiraisala
earlier rounds, nevertheless there are still many instrwahand Foundation for financial support. Some of the results inglaiser have been de-

P rived using the HEALPix package (Gorski etlal. 2005a). Ti&RINck Project
mission dfects, both_subtle a}nd blatant, that have not been ) <upported by the NASA Science Mission Directorate.
cluded, some of which are listed below. Further tests of map-

making must be performed.
Appendix A: Effects of beams in the angular power

— Gapsin TOD. spectrum of a CMB map, an analytic model

— High-pass filtering of TOD (e.g., to reduce low frequency
noise before mapmaking, to deconvolve the bolometer frig this Appendix we try to explain the mechanisms by which

quency response). beam mismatches generate cross-couplings between thesStok
— Beam sidelobes. I, Q, andU of a CMB map. We designed a simple analytic model
— Cross-polarization leakage of the detectors, and polawiza to answer this question. We start by making some simplifying
angle errors. assumptions:

— Non-stationary noise (e.g., “popcorn noise”). o .
— Features in the noise power spectrum (e.g., microphonics, Scanning is from one ecliptic pole to another along the

frequency spikes). meridians. _
— Changes in the baseline signal level (e.g., from telescope SKY pixels are observed same number of times by all four
emission, background loading of bolometers) LFI 30 GHz detectors.

— All hits fall in the centers of the pixels.
Future tests should be run on both a destriping code and an Detector polarization angles are uniformly spaced in°180

optimal code. As a practical matter, it will befieient to run (spacing is 45for the four 30 GHz detectors).

the less resource intensive destriping code first to wrirtggoy ~ — Detector noise is white, Gaussian, and every detector leas th

problems in setting up the test. It is no longer necessaryrio r ~ Same noise RMS. _ _ _

tests on multiple implementations of destriping or opticwdes, — We consider only the main beams. Far sidelobes are ignored.
which have been shown to give the same answer. — The widths of the main beams are so small that we can ap-

Generally speaking, destriping algorithms assume that the Ply the small-scale limit and compute the convolution of the
noise power spectrum is white at high frequency. The shape of beam and sky in the plane wave Fourier space (flat sky ap-
the low frequency power spectrum is not important, so long as Proximation). ) o )
the low frequency noise may be fit by a series @kets (or — Our asymmetric main beams have elliptical Gaussian re-
baselines). The duration of thesgsets varies from 1 secondto ~ SPONSes.

1 hour in the codes we have tested here, with a tratieetween
accuracy and resource usage. For baseline durations Ithrager

1 minute, destripers need no information about the noiseepow _ Ejjipses are invariant to 18Qotations, therefore the scan-
spectrum. By contrast, the optimal codes are not restritied  jng direction does not matter. The results of our model are
white noise at high frequency, but must be informed of th@eha  ihe'same in north-to-south and south-to-north scans.

of the noise power spectrum. _ _ _— In all parts of the sky a detector beam has the same orienta-
Deconvolution of a bolometer time constant exercises a dif- tjon with respect to the local meridian.

ference in these approaches. Bolometers have a resporte@lag _ The model does not account for theets of the pixel sam-

chgnge in the sky similar to the tim_e for th_e beam tocross dfixe pling (pixel window function and pixelization error).
point. This dfect smears the sky image in the direction of the

scan. A time stream deconvolution filter, applied prior topma  We expect that in spite of the simplifying assumptions, our
making, can repair thisfiect on the sky signal, but at the cosimodel gives a good description of the observations in mass pa
of correlating the noise at small scales. We have testediiete of the sky. The accuracy of the model should be good in those
of this with simulated HFI 100 GHz data, where the bolometgiarts of the sky that are scanned approximately along meridi
time constants are the longest, and where tfeceis the most ans (ecliptic equator areas). The accuracy of our model reay b
severe (Gorski et al. 2008). worse in the ecliptic pole areas, where there is more spréad o
the scanning directions. In reality, the polar regions waithlti-
AcknowledgementsThe work reported in this paper was done by the CTWe scanning directions are a relatively small fractiorhef total

Working Group of the Panck Consortia. Panck is a mission of the European :
Space Agency. The authors would like to thank Osservatostroflomico di Sky (See Seck]5 and the third row of F@ 5)‘

Trieste (OAT) for its hospitality in May 2006 when the CTP Wing Group _The _StOkeS parametef3 a_nd U at a point in the sky are
met to undertake this work. This research used resourcesieofational defined in a reference coordinate systesyej;, n), where the

The assumptions lead to the following consequences:


http://people.sissa.it/$\backsim $planck/reference$_$sky
http://www.cesr.fr/$\backsim $bernard/PSM/
http://camb.info
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unit vectore, is along the north-south meridian (increasiflg 5, ) _ (ZGi+Zo+Z5+24) e 2 (11— 13) +i(l3 = 14)] N
o) =

e, is along the increasing, andn points to the sky (Gorski et 4 2

al.[2005h). In this reference coordinate system the palton et [(7* 4 7%) _ (7* + Z*
angle of a detector is the angle from the local north-southidne " [( (i D o B )] )
ian to its polarization sensitive direction (anti-clockeirotation 4

in the reference coordinate system). The polarizationeengt (A.6)

the four detectors (LFI-27a, LFI-27b, LFI-28a, LFI-28bare . . .
U, Y490, Y+45, ar(ldz,b+135°. In the north-south scannir?g the _ The first terms on the right hand sides (of Eds. {A.5) and

value ofy is the same as the angle from the scanning directi@) _IF_’;OVR:E thte temp?réture a5nd polarizaii?hn signads the |
to the U-axis of LFI-27a (see Figl 2). This angle isB{see the want. The other terms of Eq. (A.5) represent the cross-ogp

. . : S of polarization signal to the temperature. This cross-tiagp
;aigtilr?grg;tsr:a% sba;/rries)ggure). For the opposite scanning macan usually be ignored because the couplinglodent is typ-

The observations from a sky pixplcan be given as ically small and the polarization signal is weaker than #ma-t
perature signal.

yi(np) I1 + Q1 cos(2) + Uy sin(2y) The second and the third terms of Elg. (A.6) correspond to

y2(Np) I, — Qo cos(2) — Uy sin(2y) T — P and spin-flip coupling errors (Hu et al. 2003). The sec-
y(np) = ya(np) |~ | 13— Qscos(@) + Ussin(2y) |~ ond term shows that the temperature signal can pollute the po

ya(np) l4 + Q4 cos(2) — Uy sin(2y) larization signal if the beams of the two detectors sharihgra

| 20 7 12 4 gt . 7% /D do not match. Beams can beffdrent from horn to horn, but

1t e—izw L2+ e+i2w ’ i/ no leakage of temperature to polarization occurs as longes t

I2 _'e—izw "Z2/2 - ?sz' Zz*/z . (A.1) beams ofahom are identical.
3 —ie s "Z3/2+ie - 2312 The spin-flip term (the third term of Eq_(A.6)) produces
lo+ie7'% - 24/2 i€ 23 /2 cross-coupling betwee- andB-mode polarizations. We show

- it later in this Appendix. In our model spin-flip coupling ags if

Elglr-ezér;dII(_:E;S-Z(ébz),;’*‘li)srt?]fsLg%tglifgéiﬁ%gtggI_Zzza(im’ there is a horn-to-horn mismatch between the total beante He
. ' 2= _ : . the total beam means the sum of the responses of the two beams
is the complex polarization field, arft = Q—iU. In our model

: of a horn.
the detectors measurefidirent values of the Stokes parameters "~ ' * 0 ¢ the detector beam and the sky pro-

ferrc:tm Ttﬂg gggne?\/g%m So fsttgi tfwl;y’sgriceamsgott?le;:gﬁ?mz mtll duces the observed temperature and polarization fields
X : l1,2Z1,12,2Z5,13,2Z3,14,2Z4). We assumed that this convolution
gfcatl)Jsiéf&ed%(zasr?%thg\:gniﬁg;rt]lcim: S)I/r?qénﬁrz{ ?_;‘d a change((:an be computed as a multiplication between the correspond-
wLe)tlus define a * ointingmat%xA 9 e ing flat-sky Fourier-domain quantities. This is a good appro
P 9 imation in a small flat patch around the point of observation.

1 el gt We can therefore writé;(k) = Ba(k)I(k), Z1(k) = Bai(k)Z(Kk),
1 —gi _gtw lo(k) = By(k)I(K), Za(k) = By(k)Z(k) and so on. Herek
A= 1 —iei2v jetiaw (A.2) is the 2-dimensional plane wave vector arBy(k), Ba(k),
1 jei2r _jgtiow B3(k),B4(Kk)) are the Fourier-domain representations of the (flat-
sky) responses of the (LFI-27a, LFI-27b, LFI-28a, LFI-28b)
and a Stokes triplet, of the pixelp main beams. Because we assumed ideal elliptic Gaussian main
beams, their functional forms are well known and they aré rea
[(np) valued for all widths, ellipticities and orientations (fdfsa et
Sp = [ Z(np) ] (A.3) al.[2002). The Stokes parameters of the sky are giveh(ky
Z*(np) andZz(k).
We can now write the relation between the Stokes parameters
The unit vecton,, points to the center of the pixel. of the map and those of the sky (for Fourier-domain quasjitie

For uniform white Gaussian noise, the Stokes n&p ¢an R _ _
be recovered from the detector observations as (Tegmarg) 199 (k) Bs/4 €'%B}/8 e'¥B,/8 I(k)
Z(kk) | = [ e'%B./2 By/4 e+‘4‘”Bd/4]~[ Z(k)
7*(K) e ¥Br/2 e WBy/4 Bs/d Z* (k)

(A7)

8 = (ATA) " Aly(np). (A.4)

HereX is the hermitian conjugate of matri. Matrix AA is  HereBs, By, andB. are Fourier-domain quantities and they are

the Nops matrix of the pixelp (see the footnote of Se€ll. 5). Thedefined in terms of the beam responses

assumptions that we made in the beginning of this Appendikle

0 diagonaNey, (A'A — diagd. 11 PPENT B(K) = Bu(k) + Ba(k) + Bs(k) + Ba(k) (A8)
We can now solvé(n,) andZ(n,) from Eq. [A3).

Ba(k) = Bi(k) + Bz(k) — Bs(k) — Ba(k) (A.9)
~i2 _ s _
(g = tlerlarld eI Z) W20, g = (Bl - Ballo) +§ (Ball) — Ba(k). (A10)
& (@ -2)+iZ5 -2 Bi(K) = (Ba(K) ~ Ba(k)) — i (Ba(k) — Ba(k). (A.11)
8

(A.5) The 3<3 matrix of the right-hand side of Eq.(A.7) gives the
mapping from the Stokes parameters of the sky to the Stokes
13 Detectors LFI-27a and LFI-27b share a horn and the deteckirs parameters of our map. We can therefore call it the Mueller ma
28a and LFI-28b share the other horn. trix. We use the symbadWi (k) for it here. In a real experiment
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each pixel of the map has its own Mueller matrix, because d&e angular power spectrum of the sky. The predicted spectru

tector hit counts, sampling of pixel area, and beam oriemat will include the dfects of the beams, but it will not include the

are diferent for diferent pixels. Our model, however, leads teffects from the sampling of the pixel areas (pixel window func-

one Mueller matrix that applies in all pixels of the sky. tion and pixelization error). The steps to compute the aagul
Next we make the connection between the polarization fighewer spectrum prediction are the following.

(Z(k)) and the fields of th&- and B-mode polarizationE(k) -
andB(k)) (Zaldarriaga & Seljak 1997). We include the tempera;' Assume tha_t we know the angular power spectrum multi
poles of the input sky. Arrange them in a 6-element column

ture anisotropy fieldi(k)) in these equations. vector at every multipolé (as in Eq.[AIb)).

I (k) 1 0 0 1(k) 2. The magnitudé of the Fourier wave vector is the contin-
Z(Kk) |=|0 e jerizc || E(K) |= uous limit of the intege¥ labeling the spherical harmonics
Z*(k) 0 2 _jg 12 B(k) multipolesayn.

3. Foragiven multipolé, setk = ¢ in the Mueller matrixM (k).
4. For the same multipole, step the angjefrom 0 to 2r and
compute the & 6 window matrix from the integral of Eq.

I(k

E(K) (A.12)
B(k

) ]
)
Here the angleg. is defined throughk = (k.k/) =
k (cosk), sin(@k)) andk = |k| is the magnitude of the wave vec-
tor. The definition of the 83 matrixR (¢x) is evident from the g

equation.

We assume that the sky emission (like the CMB) is statisti- Temperature to polarization cross-coupling is an impdrtan
cally isotropic. Therefore the ensemble mean of its powecsp effect of the beam mismatch. We can use the above procedure to

trum does not depend on the directionkofind it can be com- predict this &ect too. Instead of USing the full 6-element inpUt
puted in a 3x 3 matrix form spectrum vector, we use a vector all of whose elements except
C'T are zero, and carry out the prediction steps as before.
CTT(k) cT E(k) cT B(k)
] <[ ][ served map. In the corrected spectrum the beéfieces have
_ been deconvolved out and it is an approximation of the spectr
Here(X) is the ensemble mean &f We can now compute the gf the input sky.

We can invert the & 6 window matrix and compute a cor-
CTE(k) CEE(k) CEB(k)
ensemble mean of the power spectrum matrix of the observed e made a software code that implements the apoeeic-

=R(¢k)'[

. Apply the window matrix to the angular power spectrum
vector of the input sky. The result is the angular power spec-
trum vector of the observed map (of the same multigdle
Repeat the previous steps to all multipoles of interest.

o1

¥

1K)
)ma@

E(k)
B(k)

1K)
E(k)
B(k)

qmz{

rected angular power spectrum from the spectrum of the ob-
CTB(k) CEB(k) CBB(k)

map as tion and correctionsteps. Instead of building 6-element power
N N ¥ spectrum vectors, we assigned the fukk 3 power spectrum
- 1 (¥ 1 (k) 1 (k) matrix column-wise in the vectan(k). This leads to 9-element
<C(k)> = o f < E(k) || E(k) >d¢k~ (A.14)  power spectrum vectors and® window matrices. They have
o W B(k) J{ B(k) unnecessary redundancy, but this approach makes the iraplem

Eqs. (A7) and{ALR) give a relation between, B) of the tation simple and straightforward. The extra computaticpat

sky and (, E, B) of our map. With the help of this relation, we

can write an equation that gives us the power spectrum of QHY

map if we know the power spectrum of the sky.

A 1 &
(CW) = 5 [ R M) Rea) -9

‘R(#K) - MT(K) - RT(¢) - debic.

The 3x 3 power spectrum matrix is symmetric. It therefor
contains 6 dierent component spect&Y(k). We can arrange
the power spectra of the input sky in a 6-element column vec

CTT(k)

(A.15)

Eq

Spectrum of the observed map (from the spectrum of the input

of larger vectors and matrices is unimportant.

Using Eg. [A.I5) we can compute thexd9 window ma-
(see Appendix A of Hamimeche & Lewis 2008 for relevant
equations of matrix vectorization)

21 511'5512-5 513-5
W(")zzf S21-S Sz2-S Spa-S |- doi
0 (S31-SS3-S S33-S

HereS = S(k) = Rf(¢x) - M (k) -R(¢x) is a 3x 3 matrix (from
. (A18)) andS;; = Sjj(k) are its elements. The predicted

1 (A.17)

sky) becomes now

CTE(K) &(k) = W(K) - c(K). (A.18)

CTB(k) We further convolved the predicted spectra with HEALPixgbix
c(k) = CEE(K) (A.16)  window function to model the smoothing due to sampling of the

CEB(K) pixel area.

CBB(K) The prediction equation (Ed._(AL8)) is simple to invert for

the correction. Before applying the invergé&(k) to the spec-

Similarly we can build a 6-element column vecfigk) of the trum of the observed map, we deconvolved the observed spec-
power spectra of the observed map. Because the power spectium with the HEALPix pixel window function.
of the input sky does not depend on the direction of the wave We used this code in SeEi. 5 of this paper and computed pre-
vector, Eq.[[(A.Ib) allows us to construct @ window matrix dictions from the input spectrum and corrections from thep ma
that, when applied to the spectruwtk) of the input sky, gives spectrum. These predictions we used to explain the beam mis-
the spectrunt(k) of the observed map. match dfects and beam window functions that we detected in

We can use the above results to predict the angular powiee spectra of our CMB maps. The correction capability of our
spectrum (spherical harmonic domain) of our map, if we knomodel is demonstrated in F{g.120.
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A.1. Spin-flip coupling

If the (2,3) and (3,2) elements of the Mueller matrix are zene
(see Eq.[{AJ))Z* will mix with Z and vice versa. This is the
spin-flip coupling (Hu et al. 2003). It generateBanode in the
map even if the input sky has ri&mode power in it (like the

CMB sky of this study). We can describe this situation with th

following general expression (for the Fourier-domain diiges)
(#)-(5 2 (2)
2+ )= \z )

ab
b* a

z

7 (A.19)
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