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ABSTRACT

This paper assesses the accuracy of the simplified frame cavity conduction/convection and radiation
models presented in 1SO 15099 and used in software for rating and labeling window products.
Temperatures and U-factors for typical horizontal window frames with internal cavities are compared;
results from Computational Fluid Dynamics (CFD) simulations with detailed radiation modeling are used
asareference.

Four different frames were studied. Two were made of polyvinyl chloride (PVC) and two of aluminum.
For each frame, six different simulations were performed, two with a CFD code and four with a building-
component thermal-simulation tool using the Finite Element Method (FEM). This FEM tool addresses
convection using correlations from 1SO 15099; it addressed radiation with either correlations from 1SO
15099 or with a detailed, view-factor-based radiation model. Calculations were performed using the CFD
code with and without fluid flow in the window frame cavities; the calculations without fluid flow were
performed to verify that the CFD code and the building-component thermal-simulation tool produced
consistent results. With the FEM-code, the practice of subdividing small frame cavities was examined, in
some cases not subdividing, in some cases subdividing cavities with interconnections smaller than five
millimeters (mm) (1SO 15099) and in some cases subdividing cavities with interconnections smaller than
seven mm (a breakpoint that has been suggested in other studies). For the various frames, the calculated
U-factors were found to be quite comparable (the maximum difference between the reference CFD
simulation and the other simulations was found to be 13.2 percent). A maximum difference of 8.5 percent
was found between the CFD simulation and the FEM simulation using 1SO 15099 procedures. The 1SO
15099 correlation works best for frames with high U-factors. For more efficient frames, the relative
differences among various simulations are larger.

Temperature was also compared, at selected locations on the frames. Small differences was found in
the results from model to model.

Finally, the effectiveness of the 1SO cavity radiation algorithms was examined by comparing results
from these algorithms to detailed radiation calculations (from both programs). Our results suggest that
improvements in cavity heat transfer calculations can be obtained by using detailed radiation modeling
(i.e. view-factor or ray-tracing models), and that incorporation of these strategies may be more important
for improving the accuracy of results than the use of CFD modeling for horizontal cavities.

INTRODUCTION

Window frames made of polyvinyl chloride (PVC) durinum contain air cavities, which have a
significant effect on the frames’ insulation capities. To understand total frame thermal conducta it



is important to accurately characterize the theiimahct of air cavities. The importance of theseites is
of particular concern in more highly insulating guats.

This paper assesses the accuracy of the simpfifiade cavity conduction/convection and radiation
models presented in ISO 15099 and used in soft{eage Blomberg 2000, Enermodal 2001, and Finlayson
et al. 1998) for rating and labeling window producTemperatures and U-factors for several typical
horizontal window frames that have internal casit@re compared; results from Computational Fluid
Dynamics (CFD) simulations with detailed radiatimodeling are used as a reference. Unless otherwise
noted, the term “CFD”, as used below, include dedaray-tracing-based radiation modeling as well as
direct modeling of convection heat transfer.

Four different window frames were examined: two maftipolyvinyl chloride (PVC) and two made of
aluminum. For each frame, six different simulatiovere performed: two with a CFD code and four with
building-component thermal-simulation tool whichesghe finite element method (FEM). The FEM tool
addresses convection using correlations from 1S@925it addresses radiation with either correlation
from ISO 15099 or by using a detailed, view-fadtesed radiation model. CFD calculations were
performed with and without fluid flow in the windoframe cavities. The calculations without fluid vilo
were performed to verify that the CFD code andbthiéding-component thermal-simulation tool produced
consistent results.

Various sources prescribe rules for using buildingiponent thermal-simulation programs to simulate
heat transfer in window frames (ASHRAE 1996; CEND20SO 2003). In a companion paper (Gustavsen
et al. 2005), horizontal frame cavities were stddieassess the accuracy of current ISO 15099 guoes
for modeling convection. In that analysis, the agnent between CFD modeling results and the restilts
the simplified models was moderate for heat-trangfees through frame cavities. The differences bag
result of the underlying 1SO 15099 Nusselt numharadations being based on studies in which cavity
height/length aspect ratios were smaller than Acbgaeater than five (with linear interpolation @sed in
between).

In addition, the results presented in Gustavseal.e{2005) indicate that subdivision of complex
cavities with small interconnections, as prescrilvethe 1ISO 15099, is justified. However, the diatahat
study suggest that horizontal cavities with intewroections smaller than seven millimeters (mm) sthdnal
subdivided, in contrast to the ISO 15099 rule, Wwisets the break point at five mm. In this paplee,
focus is on on how these different breakpoints dobdividing the cavities influence the simulated U-
factors and temperature distributions of real/stiali horizontal frames. When using the building
component simulation code, the frame cavities waravere not subdivided as follows: in case 3, the
cavities were not divided; in case 4, the cavitiese divided when the interconnections were sméttlen
five mm; and in case 5, the cavities were dividdgemwthe interconnections were smaller than seven mm
In addition, one case identical to case 4 was sitadl using view factors instead of the ISO 15099
radiation model to calculate radiation; this isecés

The results presented in this paper are only faizbotal frame members because convection in
vertical jambs requires three-dimensional CFD satiahs that are beyond the scope of this project.

WINDOW FRAMES

The four simulated window frames that we studiesl sirown in Figures 1 and 2. Figure 1 shows, on
the left, a PVC frame with complex cavities and,tbe right, a relatively simple aluminum frame. hi
particular aluminum frame, which has a thermal kreaas chosen because of its simple, almost
rectangular cavities. Figure 2 displays a complexm@mum frame on the left and a modified commercial
PVC frame on the right. The modification of the P¥f@me consisted of removing insulation materiahir
some of the air cavities to fully expose the casitio convection and radiation effects. The thetmahks
in the aluminum frames are noted in the figuressihaplify reporting of results, the frames are itifed
as S1 through S4. One of the PVC frames, S1 inr€ifjluwas simulated with a double glazing uniell
with a solid insulating material. In the other fresnthe glazing was replaced by a solid insulgtieugel, as
prescribed in the international standard EN ISO7Z6PR (CEN 2003).

NUMERICAL PROCEDURE

The simulations were performed with a finite-eleinarethod (FEM) building-component thermal-
simulation program (Finlayson et al. 1998), whicesithe procedure and heat-transfer correlatiofS®f



15099, and a CFD program (Fluent 2005). We ref¢heédormer as the “FEM program”. Double precision
was used in both programs.

Simulations with the FEM tool

A finite-element method (FEM) was used to solve ttenductive heat-transfer equation. The
guadrilateral mesh is automatically generated. riRefient was performed in accordance with section
6.3.2b. of ISO 15099 (ISO 2003). The energy errmmmwas less than six percent in all cases, which
results in an error less than one percent in teethl transmittance of the frames. More informatiarthe
thermal simulation program algorithms can be foiméppendix C in Finlayson et al. (1998). The FEM
program uses correlations to model convective lratsfer in air cavities, and view factors or fixed
radiation coefficients can be used to calculatelatamh heat transfer. The convection and radiation
coefficients for the frame cavities were calculatetording to 1ISO 15099 (these procedures are also
reported in Gustavsen et al. 2005).

Surface temperatures of cavity walls are amongé#rameters used to find the equivalent conductivity
for frame cavities. At the start of a numerical glation these temperatures are set to predefinegyahat
do not necessarily reflect the final temperaturgritiution of the simulated frame. To find the eutr
equivalent conductivity for each cavity, cavity Wamperatures have to be adjusted during the lzdion.

In the FEM program, this adjustment is made autmally, and the temperature tolerance is 1 °C (this
value is the same in ISO 15099). Thus, when twaessive iterations produce temperatures within f°C
the previous run for all cavity walls, the critarigs satisfied. In the CFD program, the air cavwvitgll
temperatures are found as a part of the solutioogss.

CFD Simulations

In the CFD program, a control-volume method is usedsolve the coupled heat and fluid-flow
equations. Conduction, advection, and radiation gimulated numerically. The maximum Rayleigh
number found for the frame cavities is about 320l the cavities of the simulated window frameavh
vertical-to-horizontal aspect ratios smaller than Eor such Rayleigh numbers and aspect ratiosoZh
(1997) reports steady laminar flow. Although modt tbe cavities presented are not rectangular,
incompressible and steady laminar flow is assurfedther, viscous dissipation is not addressed, aind
thermophysical properties are assumed to be cdnskaept for the buoyancy term of the y-momentum
equation where the Boussinesq approximation is.u$keé Semi-Implicit Method for Pressure-linked
Equations Consistent (SIMPLEC) was used to modelitkteraction between pressure and velocity. The
energy and momentum variables at cell faces wenedfdy using the Quadratic Upstream Interpolatan f
Convective Kinetics (QUICK) scheme. In addition,etfCFD program uses central differences to
approximate diffusion terms and relies on the PREsStaggering Option scheme (PRESTO) to find the
pressure values at the cell faces. PRESTO is simailthe staggered grid approach described by Ratan
(1980). Convergence was determined by checkingdhked residuals and ensuring that they were hess t
10° for all variables, except in the energy equatidrere the residuals have to be less thaH {for some
of the cases, the energy residuals stopped at &bdii'®). Radiation heat transfer was included in the
simulations through use of the Discrete Transfedi®@on Model (DTRM), which relies on a ray-tracing
technique to calculate surface-to-surface radiatidre internal cavity walls were assumed to beudf
gray, and air did not interact with the radiativeqess.

Prior to the final simulations, some grid sensijivests were performed on frame S2 (aluminum)dGri
sizes of 0.1 and 0.25 mm were tested. The firatltext in 865,750 control volumes and the latter in
141,436 control volumes. The simulations were edridut without including radiation. For grid sizefs
0.1 mm and 0.25 mm, respectively, frame U-factdrk.8286 W rnf K* and 1.9247 W iK™ were found.
The difference is only 0.2 percent. Because it datermined that this difference in U-factor was not
significant, we used a grid size of 0.25 mm infihal simulations for all of the frames.

The effect of increasing the number of rays in hdiation heat-transfer algorithm of the CFD code
was also tested. Doubling the number of rays agsylted in a 0.1-percent change in the frame Wfact

This study builds upon prior work, where the CFDdeling tool used in this study was compared to
experimental results. In Gustavsen et al. (200C&) generated surface temperatures for a variety of
frame profiles (subjected to a 20 °C temperatuffergince) were compared to Infrared Thermography
measurements of these same surface temperatuxeslleit agreement between the CFD simulations and
experimental data was noted.



U-factor Calculation

The 1SO 15099 approach (ISO 2003) was used totfiedU-factor for the PVC frame with glazing
(S1). That is, the frame U-factor was calculateairir
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wheredy, is the heat flow rate per unit length through filaene areaby is the projected width of the frame,
andT;, and Ty, are the indoor and outdoor air temperatures, otisedy. The other frames, S2-S4, were
simulated with insulation panels, as prescribets@ (2003) and CEN (2003), and the U-facttts,were
calculated from:
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In Equation (2),L2fD is the thermal conductance of the entire sectwith(insulating panel)lJ, is the

thermal transmittance of the insulation pafgljs the visible width of the insulation panel, ands the
projected width of the frame. The variablggndb; are shown in Figure 3.

The shapes of the two frame sections that are slmwigure 1 (specimens S1 and S2) were identical
in both simulation programs. The other two frametisas (S3 and S4) were drawn using computer-aided
design (CAD) files as underlay. Some minor diffeesmimay therefore be found between the geometries i
the two programs. To check the consistency of &sailts from the models, we conducted simulations in
which all cavities were treated as solids in bathgpams (see the results and discussion section).

Material Properties and Boundary Conditions

Table 1 displays the material properties used énrnthmerical simulations. Note that the emissivity o
all aluminum surfaces was set to 0.2. (An emisgiat 0.9 should generally be used for painted and
anodized surfaces.)

TABLE 1

Conductivity and Emissivity of the Materials Used in the Frame Sections
Material Conductivity [W m ™t K™ Emissivity
Aluminum 160.0 0.2
Butyl rubber 0.24 0.9
Ethylene Propylene Diene Monomer (EPDM) 0.25 0.9
Foam rubber 0.03 0.9
Glass 0.9
Glazing cavity (solid) 0.032 -
Insulation panel 0.035 0.9
Mohair 0.14 0.9
Polyamide (nylon) 0.25 0.9
Polysulphide 0.19 0.9
Polyvinylchloride (PVC) 0.17 0.9
Spacer foam 0.2495 0.9
Urethane 0.31 0.9
Vinyl (flexible) 0.12 0.9

The air properties used in the CFD simulations vea@uated at the mean temperature of indoor and
outdoor air and at atmospheric pressure, 101,325d@aTable 2). For frame S1, the mean temperatase
1.66 °C; for frames S2 and S3, it was 10 °C (sdewde Frame S4 was simulated both at a mean
temperature of 1.66 and 10 °C. The standard aetiglerof gravity, 9.8 mfswas used in all calculations.

TABLE 2
Air Properties Used in the CFD Simulations

(Ti n+T0ut)/2 A CD B p B




[°C] W m™ K] [ kgt K7 [kg m™ s7] [kg m~] KT

1.66 0.02419 1005.1 1.73480° 1.2846 3,638910°
10.0 0.02482 1005.5 1.77240° 1.2467 3,531%710°

CEN (2003) boundary conditions, shown in Table 8rawused in the simulations for frames S2 and
S3. Table 3 also includes the boundary conditiosedufor frame S1, which were selected so that there
would be a larger temperature difference acrossfrtiiae than the temperature differences in therothe
samples. The glazing boundary conditions were aatically calculated in the FEM program when the
glazing system was imported. These are based oteresfrglass surface temperatures. Frame S4 was
simulated with both kinds of boundary conditions.

TABLE 3
Boundary Conditions (BC) Used in the Simulations

Description Temperature Heat transfer coefficient

T [°C] h[Wm?2KY
BC 1: Frames S2, S3, and S4
Indoor boundary condition 20.0 7.692
Outdoor boundary condition 0.0 25.0
BC 2: Frames S1 and S4
Frame indoor boundary condition 21.11 7.61
Frame outdoor boundary condition -17.78 29.03
Glazing indoor boundary condition 21.11 7.722
Glazing outdoor boundary condition -17.78 28.68

RESULTS AND DISCUSSION

The subsections below discuss the U-factor compasisthe temperature comparisons, and the
accuracy of the 1ISO 15099 radiation model.

U-factor Comparisons

Table 4 shows the U-factors for the various sinotes, the differences between the interior and
exterior air temperatures used in the simulatians, the deviation of the various cases from theregice
case (i.e., case CFD, fluid flow, below) in abselli-factor changes and in percent. Several ways of
simulating the various frames are compared. Theilsitions are labeled as listed below. Note thanh&a
S4 is simulated with two temperature differencés®@ and 38.89 °C (boundary conditions BC 1 and2BC
respectively, in Table 3). The latter cases arekewawith an asterisk in the table.

e CFD, fluid flow denotes the cases simulated with the CFD codehinhwair is allowed to circulate.
Thus, natural convection is calculated as a patti@folution process. A ray-tracing algorithm sed
to account for radiation heat transfer.

e CFD, no fluid flow denotes the cases that are simulated with the &fée, with no air circulation in
the air cavities. The air cavities are treateddisls, and the thermal conductivities of the cagdtare
defined as effective conductivities from the sintiolas described for the next item. TGED, no fluid
flow cases are included in order to verify that the GIRD FEM programs produce consistent results.

e FEM, no divison denotes the cases where ISO 15099 natural coonestid radiation correlations are
used for the air cavities, but with no divisionaf cavities. These cases are simulated with thd FE
program.

e FEM, 5-mm-rule denotes the cases that are simulated with the pilgram according to 1ISO 15099
(with division of air cavities that have intercowtiens smaller than five mm).

e FEM, 7-mm-rule denotes cases simulated in a similar manner asabes above, but with division of
air cavities that have interconnections smallentbeven mm.

e FEM, 5-mmrule, DetRad means the cases that are simulated accordingxd B899 (with division of
air cavities that have interconnections smallenthanm), except that view-factors instead of th@ IS



15099 radiation correlations are used to calculseaadiation heat transfer. These cases are sdula
with the FEM program.



TABLE 4
Calculated Thermal Transmittance (U-factor) for the Various Frames. AT Denotes the
Difference Between the Exterior and Interior Air Temperatures

Case Description AT [K] Us [W/m3K] AU %

ref. case 1 exceeding

[W/mZK] case 1
S1-1 CFD, fluid flow 38.89 1.583 0 0
S1-2 CFD, no fluid flow (samke as S1-3) 38.89 1.671 0.088 5.6
S1-3 FEM, no-division 38.89 1.678 0.095 6.0
S1-4 FEM, 5-mm-rule 38.89 1.666 0.083 5.2
S1-5 FEM, 7-mm-rule 38.89 1.634 0.051 3.2
S1-6 FEM, 5-mm-rule, DetRad 38.89 1.603 0.020 1.3
S2-1 CFD, fluid flow 20.0 2.189 0 0
S2-2 CFD, no fluid flow (sami.s as S2-3) 20.0 2.218 0.029 1.3
S2-3 FEM, no-division 20.0 2.216 0.027 1.2
S2-4 FEM, 5-mm-rule 20.0 2.216 0.027 1.2
S2-5 FEM, 7-mm-rule 20.0 2.221 0.032 1.5
S2-6 FEM, 5-mm-rule, DetRad 20.0 2.252 0.063 2.9
S3-1 CFD, fluid flow 20.0 7.555 0 0
S3-2 CFD, no fluid flow (sami.s as S3-3) 20.0 7.876 0.321 4.2
S3-3 FEM, no-division 20.0 7.891 0.336 4.4
S3-4 FEM, 5-mm-rule 20.0 7.854 0.299 4.0
S3-5 FEM, 7-mm-rule 20.0 7.783 0.228 3.0
S3-6 FEM, 5-mm-rule, DetRad 20.0 7.717 0.162 2.1
S4-1 CFD, fluid flow 20.0 1.040 0 0
S4-2 CFD, no fluid flow (sami.s as S4-3) 20.0 1.173 0.133 12.8
S4-3 FEM, no-division 20.0 1.177 0.137 13.2
S4-4 FEM, 5-mm-rule 20.0 1.128 0.088 8.5
S4-5 FEM, 7-mm-rule 20.0 1.121 0.081 7.8
S4-6 FEM, 5-mm-rule, DetRad 1.054 0.014 1.3
S4-14 CFD, fluid flow 38.89 1.049 0 0
S4-3* FEM, no-division 38.89 1.174 0.125 11.9
S4-4* FEM, 5-mm-rule 38.89 1.129 0.080 7.6
S4-5* FEM, 7-mm-rule 38.89 1.120 0.071 6.8
S4-6* FEM, 5-mm-rule, DetRad 38.89 1.059 0.010 1.0

DA consistency check between the FEM and CFD mdudsalready been carried out for this frame 6= 20 K)
and is not repeated here (case S4-2* is therefortenl).

First, we note that the U-factors of frame S3 aneghigh, even higher than for a thin, flat sheft
aluminum which has a U-factor of about 5.9 (maimdgause of the insulating value of the film coédfits
at the interior end exterior surfaces). The reafmorthis is that the exposed aluminum surface an th
interior of frame S3 is about the twice the progeicsurface dimension that is used to define thadtbf
(dimensionby, see Figure 3). This means that frame S3 and &adlike it exhibit high rates of heat
conduction. Invalid cavity correlations are not egjed to have much effect on the U-factors of tligses
of frames.

The table shows that ti@&FD, no fluid flow andFEM, no-division cases (cases 2 and 3 for all sections)
compare well. The differences are only 0.4, 0.2, @nd 0.3 percent, respectively for frames S1,S%,
and S4. This is very good agreement consideringfthenes S3 and S4 were created using CAD files as
underlay, which can introduce variation. The gogeeament for frames S1 and S2 was anticipated becau
these frames were drawn from scratch in both prograso the physical representations of the frames
should be identical. This excellent agreement elat@s conduction and boundary conditions as vasabl

Frame S4 was simulated with two types of boundandiions, BC 1 and BC 2 (see Table 3). These
simulations were performed to check whether theatieirs differed when we used a moderate (20 °C,



based on CEN conditions) versus a large (38.89%%Sed on North American conditions) temperature
difference across the frame. Table 5 shows that mhor differences were found among the comparable
simulations. Comparing th€FD, fluid flow simulations for the two cases, we find U-factofsl®40
W/mK for the case with the moderate temperature diffee and 1.049 W/ for the case with the large
temperature difference. This difference is reastenBbcause a larger temperature difference (n@aiy)
increases the natural convection inside the aiitieav Because varying the temperature differermmeess
the frame did not appear to significantly changelhfactor results, we include only the simulatiovith a
temperature difference of 20 °C for frame S4 indiseussion below.

Comparing theCFD, fluid flow andFEM, 5-mm-rule cases for the four frames, we find the differences
to be 5.2, 1.2, 4.0, and 8.5 percent for frame$oS34, respectively. Thus, the largest differenetviben
ISO 15099 with rules for how to treat air caviti&s solids (including air cavity division rules) attte
reference CFD, fluid flow simulations) is 8.5 percent. This result was otadi for the frame with the
lowest U-factor. Comparing theEM, 5-mm-rule, DetRad (ISO 15099 convection coefficient and view-
factor based radiation) ©©FD, fluid flow cases, we find the differences to be 1.3, 2.9,&hdl, 1.3 percent
for the respective frames. Thus, increasing theraoy in the model (by using convection correlatioml
view-factor radiation rather than convection andiation correlations) decreases the differencesds
the results from CFD and FEM simulations for fran®ds S3, and S4. For S2, however, the difference
increases slightly (from 1.2 to 2!9)This indicates that more accurate and detailetiatian models
produce better results for irregular cavities.

Table 5 also shows that there are only minor diffiees between using five or seven mm as the
breakpoint to determine when frame cavities shdaldubdivided for modeling purposes. For most ef th
frames, a seven-mm rule seems to produce moreaea@sults than a five-mm rule. A previous stutht t
investigated convection effects in horizontal fraoavities concludes that seven mm is an appropriate
break point and should apply to any constrictionsavity volume, even in triangular cavities (Gusen
et al. 2005).

Temperature Comparisons

In this section, we compare temperatures for sslesimulations and frame locations. Accurate
temperature information is important for determinthe likelihood of condensation in a window produc

To check the similarities in temperatures among wagous simulation techniques, we noted the
temperature of two points on each of the four frenteor frames S1, S2, and S4, the selected losation
were: the lowest point on the interior face of fn@me and the point connecting the frame with the
glazing/panel on the interior side. For frame $@, points connecting the frame with the top anddot
panel on the interior side were selected. The t®suk shown in Table 5. The same labels as usagtab
for the U-values are used to name the various sitedimodels. As above, frame S4 was simulated with
temperature differences across the frame of 20nC38.89 °C; the latter results for frame S4 areketh
with an asterisk. We find that agreement amongftine models is quite good. The largest differersa i
maximum difference of 1.1 °C, for the PVC frame)S1

! On further investigation of this frame (S2-6) isvdiscovered that the cavity directly underneath
the foam glazing insert has the highest cavity Reat The aspect ratio of this cavity is 0.6 whicdn lead
to errors in the convective heat transfer in theitgeas described in Gustavsen (2001). The geondtry
this cavity may also lead to an error in the agsigmt of the temperatures in the cavity walls acidesd
in Gustavsen et al. (2005). For this cavity, a gisity study showed a 2.6 percent difference ia Nusselt
numbers between the FEM detailed radiation and15@®9 radiation correlation. (As will be presenited
a following section, this same frame was simulatéth convection disabled (S2-8 and S2-9 in Table 6)
and this shows that the results from the FEM dedaiadiation model matches closely with the CFD
DTRM radiation simulation.)



Table 5
Temperatures of Two Selected Points on the Simulated Frames

Description CFD, FEM, FEM, FEM, 5-mm-
fluid flow no division 5-mm-rule rule, DetRad
T[°C] T[°C] T[°C] T[°C]
S1 - Bottom interior point 16.3 16.6 16.7 16.6
S1 — Frame/glazing interior point 4.9 4.1 4.1 3.8
S2 - Bottom interior point 15.2 15.2 15.2 151
S2 — Frame/glazing interior point 16.1 16.0 16.0 915
S3 — Top of lower glazing/frame interior point 12.9 125 12.6 12.7
S3 — Bottom of upper frame/glazing interior point 3.4 13.1 13.1 13.2
S4 - Bottom interior point 17.8 17.9 17.9 17.9
S4 — Frame/glazing interior point 18.1 18.1 18.2 .218
S4* - Bottom interior point 16.9 16.9 17.0 17.0
S4* — Frame/glazing interior point 17.6 17.3 175 7.51

Accuracy of ISO 15099 Radiation Model

Previous studies related to heat transfer in windmmes have focused on the accuracy of the
convection heat-transfer correlations in ISO 15088stavsen et al. 2001b, 2005). Above, we assess th
accuracy of the combined convection and radiatmmetations. In this section, we investigate theuaacy
of the radiation correlations prescribed in 1SO 9%0For this investigation, the various frames were
simulated without the effect of convection. Thattige air was motionless in all cavities (which meshat
the air cavities had a Nusselt number of 1). Themiperties used both for the CFD and FEM simaoitei
are equal to the properties listed in Table 2 ffierrespective mean temperatures. The following Igitioms
were performed:

e CFD, no convection, DTRM radiation denotes the simulations with the CFD code wheleutstion of
fluid flow was disabled. Thus, the air cavitiestioé window frames contain unmoving air. Radiati®n i
included by the Discrete Transfer Radiation ModElRM), which relies on a ray-tracing technique to
calculate surface-to-surface radiation.

e FEM, no convection, DetRad denotes simulations with the FEM program. The caivities were
divided in a way such that the Nusselt number wéasr &ll. A detailed view-factor-based algorithm
was used to account for thermal radiation.

e FEM, no convection, ISORad represents cases that were simulated with thentileradiation model
prescribed in ISO 15099. The air cavities wereté@as for the FEM case above.

The results are displayed in Table 6. In additiorthie cases described above, @D, fluid flow
results from Table 5 are listed in Table 6 for eemyparison.



Table 6
Thermal Transmittance (U-factor) for the Various Frames Simulated with no Convection
(Unmoving Air) in Air Cavities

Case Description AT [K] Us [W/m3K] AU %
ref. case 7 exceeding
[W/mZK] case 7
S1-1 CFD, fluid flow 38.89 1.583 - -
S1-7 CFD, no convection, DTRM radiation 38.89 1.523 0 0
S1-8 FEM, no convection, DetRad 38.89 1.519 -0.004 -0.25
S1-9 FEM, no convection, ISORad 38.89 1.425 -0.098 -6.43
S2-1 CFD, fluid flow 20.0 2.189 - -
S2-7 CFD, no convection, DTRM radiation 20.0 1.828 0 0
S2-8 FEM, no convection, DetRad 20.0 1.832 0.004 200.
S2-9 FEM, no convection, ISORad 20.0 1.814 -0.014 0.76
S3-1 CFD, fluid flow 20.0 7.555 - -
S3-7 CFD, no convection, DTRM radiation 20.0 7.530 0 0
S3-8 FEM, no convection, DetRad 20.0 7.580 0.049 650.
S3-9 FEM, no convection, ISORad 20.0 7.957 0.426 66 5.
S4-1 CFD, fluid flow 20.0 1.040 0 0
S4-7 CFD, no convection, DTRM radiation 20.0 0.984 0 0
S4-8 FEM, no convection, DetRad 20.0 0.999 0.015 52 1.
S4-9 FEM, no convection, ISORad 20.0 0.904 -0.080 8.13

The table shows that there is very good agreemetutden the CFD code results using the DTRM
radiation model and the FEM program using the viagter model. The ISO 15099 radiation model does
not compare that well with the other results, exdep frame S2, which has mostly rectangular casiti
this is the type of frame for which the 1SO 1508@iation model was developed. There are two passibl
reasons for the poor ISO 15099 results for therottindow frames: 1) this radiation correlation istn
suited for irregular shaped cavities; or 2) the hodtused for converting irregular frame cavities to
rectangular frame cavities and the correspondisigament of surface temperatures to the walls ef th
rectangular cavity does not work.

THE FUTURE OF WINDOW AND FRAME U-FACTOR CALCULATIONS

As computer performance has improved, the use ofensbphisticated computer tools like
Computational Fluid Dynamics (CFD) programs hassgramaking it possible to simulate in detail vasou
building physical problems like natural convectionair cavities of building structures, convectiand
moisture transfer in porous materials, driving yaamd snowdrifts around buildings. CFD programs
typically include detailed radiation heat-transfaodels (ray-tracing or view-factor based). This grap
investigates whether CFD tools are preferable aditional conduction heat-transfer tools for perforg
heat-flow simulations in windows. The answer testhuestion depends on many variables; we offer some
considerations to address in formulating an answer.

Important topics to consider are the accuracy ofeculy used procedures and international standards
as well as the user threshold/friendliness of CF@grams compared to ease of use of current pragram
This paper addresses the first issue: the accurfacyrrent procedures for calculating horizontalnfie U-
factors. Based on our study of a small number oidawv frames, this paper concludes that the dewvigtio
between the current calculation standards (ISO 9p88d the CFD simulations are not large; howether,
differences increase with decreasing frame U-vallmus, as the insulating value of a frame getsehett
more accurate models or CFD tools seem to be mdjuMvhen CFD codes are used, it is not necessary to
treat air cavities as solids and use convectionradition cavity models.

Any decision about whether current cavity models accurate enough will also need to take into
account the differences among models in treatingjoat frame sections (only horizontal sections ever
studied in this paper). Vertical frame studies mexjthree-dimensional CFD simulations to capture th



natural convection effects in the air cavities. daar discrepancies among the models may be found in
studies of vertical frame sections.

The necessity of simulating three-dimensional fraanebs to capture the natural convection effeet in
CFD program also influences the user thresholda leconduction simulation code, both horizontal and
vertical frame members are simulated in two dimemsbut with separate convection correlations &mhe
case. The necessary three-dimensional CFD simnfafar jamb sections will become easier to perfasn
the pre-processing tools for CFD codes get befteday it is possible to extrude a two-dimensional
representation of a frame to get a three-dimenkifpame. Still, there is a need for more insighbithe
physics of the problem when CFD codes are used.usbe needs to know whether the flow is laminar or
turbulent, and, if there is turbulent flow, whiclodel is the best. The choice of discretization st®may
also influence the solution. There may also bddiffies with making some problems converge toward
stationary solution (because, for example, a statip solution may not be possible). This may be far
tall vertical air cavities found in glazing, andair cavities where the heat flow direction is i@t Thus,
smarter CFD codes are needed if we are to achievader friendliness and relatively low threshdidhe
current conduction codes. For specific problemd$sag window frames, it should be possible to dgvelo
these codes.

To some extent the movement from traditional cotidnccodes to CFD tools has already begun,
mostly for simpler geometries, projects seeking mewelations that can be used in simpler condactio
programs, and projects in which researchers hawe #ind resources to explore the possibilities dd CF
codes. Because results from CFD tools give moraildetbout the physical processes taking place doan
results from conduction tools, the use of CFD tonds/ lead to better window design (for example,tbee
stream contour plots for two of the frames investtg in this paper, in Figure 4). Nonetheless,
practitioners and consultants generally use commtutbols, probably because these tools requiedetup
and simulation time than CFD codes. As window frarmeprove and the need for more accurate models
grows, CFD codes will likely be used increasingly.

CONCLUSIONS

This paper describes conduction and Computatiohdat Dynamics (CFD) simulations that were
carried out to study heat transfer rates for foaizontal window frames with complex internal caéast
Vertical jamb sections were not studied in thisgrapecause they require three-dimensional simulgtio
these sections should be the subject of futurearebe The simulations show that traditional sofevar
programs, simulating only conduction and usingéheivalent conductivities prescribed in ISO 15089 t
model radiation and natural convection in the awities, give results that compare reasonably WD
simulations. The results from the two types of eledrary most for more insulating frames (i.e.nfes
with a low U-factor). Some of the results sugg#sit the natural convection and radiation correfeti
prescribed in ISO 15099 should be improved. Spedlfi, the simulation results show that utilizatioha
ray-tracing or view-factor-based radiation modedtéad of the 1ISO 15099 radiation model to calculate
radiation heat transfer through the air cavitielsstantially increases the accuracy of these redultiact,
using a view-factor based radiation model may beenmoportant for increasing the accuracy of theiltes
(for horizontal profiles) than from using a CFD nehd

This paper shows that CFD simulations of heat fearia window frames give valuable information
about how air flows in window frame air cavitiestltan help engineers design improved window frames
As CFD codes become “smarter” with respect to aatanselection of models and discretization schemes
CFD codes will likely replace traditional condugationodels. Currently, however, the required simatati
time appears to be too long and the user thregbol@FD appears to be too high for CFD tools taubed
in day-to-day simulations.

ACKNOWLEDGMENTS

This work was supported by Hydro Aluminum, the Negian University of Science and Technology
(NTNU), and by the Assistant Secretary for Energfficency and Renewable Energy, Building
Technologies, U.S. Department of Energy under GahtNo. DE-AC02-05CH11231. We would like to
thank Nan Wishner, Lawrence Berkeley National Labany, for editorial assistance.



REFERENCES

ASHRAE. 1996. Draft BSR/ASHRAE Standard 142P, Staddnethod for determining and expressing the
heat transfer and total optical properties of féatien products. Atlanta GA: American Society of
Heating, Refrigerating and Air-conditioning Engingdnc.

Blomberg, T. 2000. HEAT2. A PC-program for heansfr in two dimensions. Manual with brief theory
and examples. Version 5.0. Lund-Gothenburg GroufCfumputational Building Physics, Department
of Building Physics, Lund University, Sweden.

CEN. 2003. EN ISO 10077-2:2003, Thermal performasfo@indows, doors and shutters—Calculation of
thermal transmittance, Part 2: Numerical methodimmes. Brussels, Belgium: European Committee
for Standardization.

Enermodal. 2001. Modelling Windows, Glass Doors @tber Products with FRAMEplus 5. Enermodal
Engineering Limited.

Finlayson, E., R. Mitchell, D. Arasteh, C. Huizengand D. Curcija. 1998. THERM 2.0: Program
description. A PC program for analyzing the two-dimsional heat transfer through building products.
Berkeley, California: University of California.

Fluent. 2005. FLUENT 6.2 User's Guide. Lebanon, BKient Incorporated.

Gustavsen, A. 2001. Heat transfer in window framéh internal cavities. PhD Thesis. Department of
Building and Construction Engineering, Norwegianugnsity of Science and Technology.

Gustavsen A., B.T. Griffith, and D. Arasteh. 200Taree-Dimensional Conjugate Computational Fluid
Dynamics Simulations of Internal Window Frame CiagtValidated Using Infrared Thermography,
ASHRAE Transactions, Vol. 107, pp. 538-549.

Gustavsen, A., B.T. Griffith, and D. Arasteh. 2001Watural Convection Effects in Three-Dimensional
Window Frames with Internal Cavities.” ASHRAE Trantions, Vol. 107, pp. 527-537.

Gustavsen, A., C. Kohler, D. Arasteh, and D. Carcf005. “Two-Dimensional Conduction and CFD
Simulations of Heat Transfer in Horizontal Windovafe Cavities.” ASHRAE Transactions, Volume
111, Part 1.

ISO. 2003. ISO 15099:2003(E) - Thermal performapficerindows, doors and shading devices - Detailed
calculations. Geneva, Switzerland: Internationajd@ization for Standardization.

Patankar, S.V. 1980. Numerical Heat Transfer anilfflow. Washington: Hemisphere.



FIGURE CAPTION SHEET

N
..q
3
3

|

0

=\
o

i

1792 mm

iL0 iiiiid

I
“

W
£
3

4||'_.._.._.._...;i_._._..'..

S
| "
.

Figure 1. Cross section of window frames; To thie B PVC window frame (S1) and to the right, an
aluminum window frame (S2)
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Figure 2. Cross section of aluminum frame, S3)(lfid PVC frame, S4 (right)
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Figure 3. Definition of frame and insert panel léng
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Figure 4. Example of velocity contours for frame(#&ft) and frame S3 (right)
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