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Foreword 
 
Welcome to the TOUGH Symposium 2009.  Within this volume are the Symposium 
Program for eighty-nine papers to be presented in both oral and poster formats.  The full 
papers are available as pdfs linked from the Symposium Program posted on the TOUGH 
Symposium 2009 website  
 
http://esd.lbl.gov/newsandevents/events/toughsymposium09/program.html 
 
Additional updated information including any changes to the Program will also be 
available at the website. 
 
The papers cover a wide range of application areas and reflect the continuing trend 
toward increased sophistication of the TOUGH codes.  A CD containing the proceedings 
papers will be published immediately following the Symposium and sent to all 
participants.  As in the prior Symposium, selected papers will be invited for submission 
to a number of journals for inclusion in Special Issues focused on applications and 
developments of the TOUGH codes.  These journals include, Transport in Porous Media, 
Geothermics, Energy Conversion and Management, Journal of Nuclear Science and 
Technology, and the Vadose Zone Journal.  
 
The Organizing Committee wishes to thank in advance the session chairs, presenters, key 
note speakers, and participants for their ongoing interest in the TOUGH codes.  The 
support from various agencies and offices in the U.S. and around the world for the 
development and application of the TOUGH codes is greatly appreciated.  We also are 
grateful to Tecplot, Inc., Thunderhead Engineering, and RockWare, Inc. for financial 
support of the Poster Session, Symposium Banquet, and lunchtime presentations. 
 
George Moridis 
Christine Doughty 
Eric Sonnenthal 
Carol Valladao 
 
Berkeley, September 14, 2009 
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LARGE-SCALE SIMULATION OF OCEANIC GAS HYDRATE DISSOCIATION IN 
RESPONSE TO CLIMATE CHANGE 

 
Matthew T. Reagan, George J. Moridis, and Keni Zhang 

 
Lawrence Berkeley National Laboratory 

1 Cyclotron Rd. 
Berkeley, CA  94720  USA 
e-mail: MTReagan@lbl.gov 

 
ABSTRACT 

Vast quantities of methane are trapped in oceanic 
hydrate deposits, and there is concern that a rise in 
the ocean temperature will induce dissociation of 
these hydrate accumulations, potentially releasing 
large amounts of carbon into the atmosphere. 
Because methane is a powerful greenhouse gas, such 
a release could have dramatic climatic consequences. 
The recent discovery of active methane gas venting 
along the landward limit of the gas hydrate stability 
zone (GHSZ) on the shallow continental slope west 
of Svalbard suggests that this process may already 
have begun, but the source of the methane has not 
been determined. This study performs a 2D 
simulation of hydrate dissociation in conditions 
representative of the Svalbard margin to assess 
whether such hydrates could be responsible for in the 
observed gas release. The results show that shallow, 
low-saturation hydrate deposits, if subjected to recent 
measured or predicted temperature changes at the 
seafloor, can release quantities of methane at the 
magnitudes recorded, and that the releases will be 
localized near the landward limit of the top of the 
GHSZ as observed. Both gradual and rapid warming 
is simulated, and localized gas release is observed for 
both cases. These suggest that hydrate dissociation 
and methane release as a result of climate change 
may be a real phenomenon, and that it already may 
be occurring.  

INTRODUCTION 

Gas hydrates are solid crystalline compounds in 
which gas molecules are lodged within a clathrate 
crystal lattice (Sloan, 1998). Natural gas hydrate 
deposits occur in geologic settings where the 
necessary low temperatures and high pressures exist 
for their formation and stability. Vast quantities of 
methane are trapped in oceanic hydrate deposits 
(Klauda and Sandler, 2005). Because methane is a 
powerful greenhouse gas (about 26 times more 
effective than CO2), there is considerable concern 
that a rise in the ocean temperature will induce 
dissociation of these hydrate accumulations, 
potentially releasing large amounts of carbon into the 
atmosphere.  
 

Initial investigations estimated the total amount of 
methane hydrate currently residing in the deep ocean 
and along continental margins, beginning with an 
early “consensus value” of 10,000 gigatons (Gt, 
20×1015 m3 STP) of methane carbon (Gornitz and 
Fung, 1994; Kvenvolden, 1999; Borowski, 2004). 
However, more recent studies have produced widely 
different results—one yielding an upper estimate of 
27,300 Gt of methane in hydrate along continental 
margins (74,400 Gt globally) (Klauda and Sandler, 
2005) and the other a lower estimate of 3,000 Gt of 
methane in hydrate and 2,000 Gt of underlying 
gaseous methane (Buffett and Archer, 2004).  
 
In oceanic deposits, the depth at which hydrates 
remain stable depends on the pressure (as imposed by 
the water depth) and the temperature. An increase in 
water temperature at the seafloor changes the extent 
of the gas hydrate stability zone (GHSZ), and such a 
shift could induce hydrate dissociation and lead to 
methane release. Deep ocean surveys have found 
pockmarks and other structures that indicate large 
fluid releases at the seafloor in the past (Hovland et 
al., 2005), and computational studies show the 
potential for hydrate instability under warming 
conditions (Reagan and Moridis, 2008). 
 
Such a release could have dramatic climatic 
consequences because it could amplify atmospheric 
and oceanic warming and possibly accelerate 
dissociation of the remaining hydrates. This positive-
feedback mechanism has been proposed as a 
significant contributor to rapid and significant 
climate changes in the late Quaternary period 
(Kennett et al., 2000). The Clathrate Gun Hypothesis 
(Kennett et al., 2002) proposes that past increases in 
water temperatures near the seafloor may have 
induced such a large-scale dissociation, with the 
methane spike and isotopic anomalies reflected in 
polar ice cores and in benthic foraminifera. While 
this hypothesis is controversial, and the relationship 
between hydrates and climate has not yet been 
established, the role of methane in climate cycles is 
currently an active area of research, and hydrates are 
considered to be a potential source (Mascarelli, 
2009). 
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Figure 1. Illustration of the domain discretization, GHSZ extent, and boundaries for the 2D sloping system (not to 
scale). Gridlines are a schematic representation only. 

The recent discovery of active gas venting along the 
shallow continental slope west of Svalbard creates 
new cause for concern (Westbrook et al., 2009). The 
observed plumes release a sizeable quantity of 
methane—enough that some methane reaches the 
ocean surface. While methane seeps are known to 
exist in other locations, this system is notable in that 
the locations of the plumes coincide with the 
landward limit of the GHSZ, suggesting that recent 
changes in ocean temperature at the seafloor have 
interacted with shallow hydrates in the subsurface. 
Two hydrate-related phenomena are proposed: (1) 
that dissociating shallow hydrates are responsible for 
the methane itself; and (2) that methane arriving from 
deeper sources forms hydrate in the shallow GHSZ, 
and this hydrate (due to the change in effective 
permeability) may act to block or channel methane 
that migrates upward from deeper sources. To test 
this hypothesis, this study performs a large-scale, 2D 
simulation of shallow hydrates in conditions 
representative of the western Svalbard margin to 
assess the potential for hydrate dissociation, methane 
release, and methane plume formation in arctic 
continental shelf environments subjected to ocean 
warming. 

MODELS AND METHODS 

We evaluate the stability and dissociation of shallow 
oceanic hydrates subjected to short-term temperature 
variations and the flow of methane in the subsurface 
using the massively parallel version of the 
TOUGH+HYDRATE code (pT+H) (Moridis et al., 
2008). T+H models the nonisothermal hydration 
reaction, phase behavior and flow of fluids and heat 
in complex geologic media (Moridis and Kowalsky, 
2007; Moridis and Sloan, 2007) and has been used in 

earlier 1D studies of hydrate dissociation in response 
to ocean temperature change (Reagan and Moridis, 
2008). This study is the first simulation of fully 
coupled hydrate dissociation, heat transport, and 
multiphase flow applied to a climate-driven system of 
this magnitude. 

Domain Discretization and Initial Configuration 
The model is a 2D sloping system 5,000 m in length 
and extending to 300 m below the seafloor. The 
western Svalbard continental shelf has a 3%–5% 
slope, as indicated by local averages from GEBCO 
bathymetry data for the western Svalbard region 
(GEBCO, 1997) and as reported by Westbrook 
(2009) in the region of methane plume formation. We 
select a 5% grade (20 m per 1 m depth) to constrain 
the horizontal extent of the system. The top of the 
slope is located at a depth of 300 m, above the top of 
the GHSZ at local temperatures, with the bottom of 
the slope at 550 m for a 5% grade. Figure 1 shows a 
schematic of the mesh (not to scale), including the 
system boundaries and the extent of the GHSZ.  To 
represent the system at a suitable level of detail, we 
use 300,000 gridblocks (1000×300), with a horizontal 
discretization of dx = 5 m, a 2D slice thickness of dy 
= 1 m, and a variable vertical discretization, 
beginning with dz=0.25 m from the seafloor to z=-50 
m, dz = 0.5 m between z = -50 m and z = -75 m, and a 
logarithmic progression (dz=0.5–15.8 m) from z=-75 
to z = -300 m.  
 
The initial condition involves a hydrostatic pressure 
distribution based on depth and 3.5 wt% salinity, 
initial temperature based on a geothermal gradient of 
8.7°C/100 m (Haacke et al., 2008), and a uniform 
initial hydrate saturation of 3% in the sediment 
column within the GHSZ. The extent of the GHSZ is 

4 of 634



 - 3 - 

  

computed directly from the depth and initial 
temperature using T+H (Moridis, 2003; Moridis et 
al., 2008) and the initial state of the system was 
brought to thermal equilibrium and hydrostatic 
conditions. A preexisting region of free gas, often 
inferred to exist underneath shallow stratigraphic 
hydrate deposits, is not included in this simulation, as 
the actual quantity of gas under systems of this type 
has not been directly measured and our goal is to 
assess the quantity of gas that may be released due to 
hydrate dissociation alone.  

System Properties 
The intrinsic permeability for this base case, 
k = 1 mD, is within the reported range of hydrate-
bearing oceanic sediments (Ginsberg and Soloviev, 
1998) and represents a baseline stratigraphic or 
“Class 4” hydrate deposit (Moridis and Sloan, 2007), 
in contrast to the less common, more permeable, and 
often more saturated structures near sites of active 
methane seepage and/or venting. The porosity 
φ = 0.55 reflects measurements taken at deeper 
locations further offshore (Haake et al., 2008). The 
physical properties parameters used in the 
simulations are summarized in Table 1.  
 
The top of the sediments is bounded by an open 
boundary representing heat and mass transfer 
between the sediments and the bulk ocean. The 
pressure at the upper boundary (set according to 
hydrostatic conditions at the initial salinity) is held 
constant, representing constant ocean levels. The 
domain bottom is a closed boundary at z=-300 m, 
beyond the expected range of temperature 
propagation on short time scales, and is held at a 
constant temperature selected to match the known 
initial geothermal gradient and supply the expected 
geological heat flux from lower strata. 

Climate Change Scenarios 
Recent climate simulations coupling ocean 
circulation, atmospheric circulation, and atmospheric 
chemistry (Meehl et al., 2007) indicate that, under 
current climate conditions and a 1%/yr increase in 
atmospheric CO2, the temperature at the seafloor 
would rise by 1°C over the next 100 yr, and possibly 
by another 3°C in the following century.  Historical 
temperature data from the Svalbard region 
(Westbrook et al., 2009) suggest that a 1°C change in 
bottom-water temperature has already occurred over 
the last 30 years. Previous work on the response of 
shallow hydrates to ocean temperature change 
(Reagan and Moridis, 2008) indicates that 
temperature changes as small as 1–3°C can have 
significant effects on shallow hydrates. 
 

Table 1. Physical properties and simulation 
parameters for the 2D hydrate-bearing 
system 

Parameter Value 

Initial pore water salt 

mass fraction, X0 

0.035 

Permeability, k 10-15  (= 1 mD) 

Porosity, φ (Haake et 

al., 2008) 

0.55 

Dry thermal 

conductivity, kSd 

1.0 W/m/K 

Wet thermal 

conductivity, kSw 

3.3 W/m/K 

Composite thermal 

conductivity kΘ model 

(Moridis et al., 2005)
 

Capillary pressure 

model (van 

Genuchten, 1980)       

P0 2000 Pa 

Relative permeability 

model (Stone, 1970)

 
krA = (SA*)n 

krG = (SG*)n 

SA*=(SA-SirA)/(1-SirA) 
SG*=(SG-SirG)/(1-SirA) 

 

λ 0.45 

n 4 

SirG 0.02 

SirA 0.20 
 
Therefore, we vary the temperature at the upper 
boundary to represent these changes in the bulk 
ocean temperature above the seafloor. As a base case, 
we assume an initial seafloor temperature of T0 = 0°C 
(Westbrook et al., 2009). We increase the overlying 
ocean temperature by 1°C/100 yr, a conservative 
representation of possible temperature changes over 
the last century, and also a conservative projection of 
potential warming in the near future. We simulate the 
evolution of the system for a total of 300 yr to 
capture a range of conditions and create a significant 
variation in the extent of the GHSZ. In addition, to 
assess the effect of more rapid change, we also 
extrapolate the reported 1°C/30 yr trend (Westbrook 
et al., 2009) to 3°C/100 yr for comparison. In both 
cases, the total simulation time is restricted, as 
extrapolation of recent temperature trends over many 
centuries is speculative at best, and we are most 
interesting in capturing century-scale phenomena that 

 
kΘ  = ( SH + SA ) 

∗(kSw - kSd ) +  kSd

Pcap =  −P0 S*( )−1/ λ
−1[ ]−λ

S* =
SA − SirA( )

SmxA − SirA( )
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may already be occurring, and that may already be 
observable. 

RESULTS AND DISCUSSION 

While simulating the evolution of the representative 
hydrate deposit, we record localized methane fluxes 
through the upper boundary, hydrate dissociation 
rates, and phase saturations throughout the 2D 
system. To simulate such a large system, 80–100 
processors were required to produce significant 
results in a manageable amount of time, as the 
solution of the problem requires the coupled solution 
of 1.2×106 equations at each timestep.  

Base Case: Gradual Change 
The base case represents a 3°C temperature change at 
the seafloor (at all depths from 300 to 550 m) over a 
300 yr period. The temperature was varied linearly at 
a rate of 1°C / 100 yr, with an initial temperature of 
T0 = 0°C at t = 0. The upslope limit of the GHSZ at 
initial conditions is located at x = 290 m, or a water 
depth of approximately 314 m. 
 
Figure 2 describes the evolution of hydrate 
saturation, SH, with time. Minimal change is observed 
at t = 50 yr, but by t = 100 yr significant recession is 
apparent (corresponding to the new upper extent of 
the GHSZ at time t). At the end of the 300 yr 
simulation period, the upper (leftmost) extent of 
methane gas hydrate has receded over 1,700 m 
downslope.  
 

 

Figure 2. Hydrate saturation, SH, for the 2D system 
at t = 50, 100, 200, and 300 yr for the 
base case. The top of the 5% slope is at x 
= 0. 

Figure 3 shows the evolution of gas saturation, SG, 
with time. At t = 50 yr (18,200 days), only a thin 
layer of gas is seen along the bottom of the region of 
hydrate-bearing sediments. By t = 100 yr (36,400 
days), a significant region of gas has formed in place 
of the receding hydrate, with the highest 

concentration along the bottom of the remaining 
hydrate and the landward (leftmost) limit of the 
GHSZ at x = 750 m downslope This gas, now at 
saturations in excess of the irreducible gas saturation 
(2%), is moving upward toward the seafloor (z = 0). 
By t ~ 200 yr (75,129 days), a “plume” of high gas 
saturation is observed, as gas moves along the bottom 
of the remaining hydrate deposit and reaches the 
seafloor at x ~ 1400 m downslope. At t = 300 yr 
(109,201 days), the plume of highest gas saturation is 
located 2,000 m downslope, and the entire region of 
the seafloor from x = 500 m to x = 2000 m is 
receiving mobile methane gas from below. 
 

 

Figure 3. Gas saturation, SG, for the 2D system at 
t = 50, 100, 200, and 300 yr for the base 
case. The top of the 5% slope is at x = 0. 

Note the increase in hydrate saturation (SH > SH,0) in a 
thin zone along the bottom of the hydrate-bearing 
sediments for t > 100 yr seen in Figure 2. As gaseous 
methane (Figure 3) travels along the bottom of the 
remaining hydrate mass (guided by the reduced 
effective permeability of the overlying hydrate-
bearing sediments), secondary hydrate re-forms as 
some gas enters the (now less extensive) GHSZ. The 
localized increase in SH further reduces the effective 
permeability at the base of the hydrate zone, and the 
result is a channeling of gas into a plume of high 
saturation. 
 
Simulation outputs indicate that the first appearance 
of gaseous methane at the seafloor occurs around 
t = 97 yr. In Figure 4, the evolution of gas flux, QCH4, 
presented here as mol CH4 per m2 at downslope 
position x for a 1 m-wide 2D slice of the overall 
system, is plotted as a function of time, t. The peak of 
the QCH4 profile corresponds almost exactly to the 
location of contact between the gas-phase “plume” 
observed in Figure 3 and the seafloor. The peak QCH4, 
as does the plume, moves downslope over time. 
Localized methane gas flux peaks at 45 mol/yr-m2 (at 
t ~ 250 yr), but significant fluxes of gaseous methane 
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occur over a wide area, locally decreasing with time 
as the subsurface plume moves downslope. 
 

 

Figure 4. Flux of gaseous methane, QCH4, at the 
seafloor at at t = 100, 150, 200, 250, and 
300 yr. QCH4 is presented here as mol CH4 
per m2 at downslope position x for a 1 m-
wide 2D slice of the real system, for the 
base case. 

The evolution of the total methane release at the 
seafloor, in both aqueous and gaseous form, for the 
entire 5000 m × 1 m seafloor boundary is shown in 
Figure 5. Methane release into the ocean begins just 
before t = 100 yr, increases continuously over the 
simulated timeframe, and is still increasing at the end 
of the simulation at t = 300 yr, having reached 8900 
mol/yr. 
 

 

Figure 5. Total methane release (aqueous and 
gaseous phases), QCH4,T, and cumulative 
methane release, VCH4, for the entire 
simulated seafloor boundary, a 1 m wide, 
5000 m long section, for the base case 

Figure 5 also describes the time evolution of the 
cumulative methane release, VCH4, for the entire 5000 
m x 1 m seafloor boundary. By t = 300 yr, over 
1.16×106 mol of CH4 has been released in the 
overlying ocean.  

Case II: Rapid Change 
While the base case assumed conservative 
projections, some observations suggest that warming 
may in fact be occurring at a considerably faster 
pace. A change in the temperature of the West 
Spitsbergen current of 1°C over the past 30 yr has 
been reported (Westbrook, 2009) with an average 
rate of 0.03°C /yr. We model this rapid change with a 
linear 3°C temperature increase at the seafloor (at all 
depths from 300 to 550 m) over a 100 yr period with 
an initial temperature of T0 = 0 ˚C at t = 0. After 100 
years of simulation, the ocean temperature is held 
constant for additional 100 yr to assess the 
consequences of the rapid warming. No additional 
warming is simulated for the reasons stated 
previously. The simulation is otherwise performed in 
an identical manner to the base case. 
 
Figure 6 describes the evolution of hydrate 
saturation, SH, with time for the case of rapid change. 
Over the 200 yr simulation period, the upper 
(leftmost) extent of methane gas hydrate recedes by 
approximately 1500 m downslope. More so than the 
base case, here we clearly see the effects of the 
lowering of the top of the GHSZ, as an upper 
dissociation front is apparent at t = 50 yr, 100 yr, and 
130 yr. Note that in all contour plots, the 2D system 
has a 5% slope, with the top of the slope located at x 
= 0, and as such the angle to the observed 
dissociation front reflects this slope. 
 

 

Figure 6. Hydrate saturation, SH, for the 2D system 
at t = 50, 100, 130, and 200 yr for Case 
II. The top of the 5% slope is at x = 0. 

Simulations of 1D hydrate-bearing sediment columns 
under shallow Arctic conditions (Reagan and 
Moridis, 2008) have demonstrated that the rate of 
dissociation is regulated by heat transfer limitations, 
as hydrate dissociation is strongly endothermic, and 
thus we see the formation of a sharp dissociation 
front in both the previous 1D study and in this 2D 
simulation. Secondary hydrate formation is less 
apparent in this case, with only a slight increase in SH 
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to 0.035 along the bottom of the hydrate-bearing zone 
at t = 200 yr (72,746 days). 
 
Figure 7 shows the evolution of gas saturation, SG, 
with time. At t = 50 yr (18,200 days), a large region 
of free gas already fills the sediments as the top and 
bottom of the GHSZ has receded substantially and 
mobile gas is moving upward toward the seafloor. As 
in the base case, the gas forms a localized plume of 
high SG, which in this case remains well-defined as 
the gas travels through the region between the upper 
dissociation boundary and the seafloor. This plume 
contacts the seafloor at x ~ 750–1500 m, and as in the 
base case, moves downslope over time, but in this 
case gas saturations decrease noticeably by 
t = 130 yr. By t = 200 yr, the entire region of the 
seafloor from x = 500 m to x = 2200 m is receiving 
mobile methane gas from below, but SG within the 
plume has declined substantially, and the plume is no 
longer well-defined. 
 

 

Figure 7. Gas saturation, SG, for the 2D system at t 
= 50, 100, 130, and 200 yr for Case II. 
The top of the 5% slope is at x = 0. 

Simulation outputs indicate that the first appearance 
of gaseous methane at the seafloor occurs around 
t ~ 80 yr, and that the onset of gas release is rapid. In 
Figure 8, the evolution of gas flux, QCH4 (mol/yr-m2), 
is presented as a function of time, t, and downslope 
position, x. As in the base case, the peak of the 
gaseous flux corresponds closely to the location of 
the gas-phase plume observed in the 2D plots of SG. 
However, in Case II, methane gas flux peaks 
immediately at 15 mol/yr-m2 and then slowly 
decreases with time.  
 

 

Figure 8. Flux of gaseous methane, QCH4, at the 
seafloor at at t = 85, 100, 130, 160, and 
200 yr for Case II. QCH4 is presented here 
as mol CH4 per m2 at downslope position 
x for a 1 m wide 2D slice of the real 
system. 

However, in contrast to the base case, the distribution 
of venting is broader, reflecting the greater extent of 
high-saturation gas present within the sediment at a 
given time t compared to the base case. As seen in 
Figures 3 and 7, the region of free gas extends 750 m 
further downslope at t = 200 yr when compared to the 
base case, reflecting more rapid dissociation of the 
hydrate and also indicating that the transport of gas to 
the seafloor is not necessarily increased simply due to 
the rapidity of dissociation. 
 

 

Figure 9. Total methane release (aqueous and 
gaseous phases), QCH4,T, and cumulative 
methane release, VCH4, for Case II over 
the entire simulated seafloor boundary, a 
1 m wide, 5000 m long section. 

The evolution of the total methane flux, in both 
aqueous and gaseous form, for the entire 5000 m × 
1 m seafloor boundary is shown in Figure 9. Methane 
release into the ocean begins at approximately 
t = 30 yr in the aqueous phase, but increases rapidly 
after t = 65 yr until a peak at t = 175 yr at 
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8800 mol/yr for the 1 m wide 2D slice of the overall 
system. Despite a much more rapid disappearance of 
hydrate compared to the base case, the peak flux is 
nearly identical.  Figure 9 also shows the evolution of 
cumulative release over time, with this case releasing 
a total of 9.2×105 mol of CH4 by t = 200 yr. In 
comparison, at t = 200 yr the base case has released 
only 3.8×105 mol of CH4. While instantaneous fluxes 
may be similar for different warming scenarios, more 
rapid warming clearly results in faster rates of gas 
release at the seafloor, as would be expected. 

CONCLUSIONS 

Comparison to 1D results 
Previous simulations of 1D hydrate-bearing sediment 
columns (Reagan and Moridis, 2008) indicated that 
hydrate dissociation due to both gradual and rapid 
change does not produce violent eruptions of 
methane gas, rather, dissociation and the resultant gas 
release tend to occur in an orderly fashion, regulated 
by heat transfer limitations and gas migration through 
sediments containing multiple phases. Extending the 
model system to a 2D sloping domain introduces 
horizontal migration of fluids and dissociation of 
hydrate along multiple fronts. However, the rate of 
dissociation and the rate of gas release into the 
environment are still constrained by heat and fluid 
flow limitations, and as such these deposits release 
gas at the seafloor in an orderly fashion. In both the 
base case and Case II in particular, we see the 
formation of a sharp upper dissociation boundary and 
instantaneous total methane fluxes that 
asymptotically approach a constant value, similar to 
the example of a 1D Arctic hydrate system at T = 
0.4°C and 320 m depth (Reagan and Moridis, 2008). 
Substantial but not catastrophic releases appear to be 
the likely consequence of climate-driven hydrate 
dissociation. 

Comparision to Observations 
A team led by Westbrook (Westbrook et al., 2009) 
recently observed over 250 plumes of methane gas 
erupting from the seabed off the West Spitsbergen 
(Svalbard) continental margin at the present landward 
limit of the GHSZ. These gas plumes, which extend 
along 30 km of the slope, have been hypothesized to 
be partly the result of hydrate dissociation as a 
consequence of recent ocean warming in the area, 
and partly due to diversion and channeling of 
upwelling methane by hydrate-bearing sediments. 
Using hydrate saturations taken (about 4.5% average) 
from further downslope, the observers estimated a 
potential release of 900 kg/yr CH4 per 1 m of margin 
length. 
 
The simulations presented in this paper closely 
represent the type and extent of hydrate-bearing 
system thought to exist along the Svalbard margin, 

and allow us to make several conclusions about the 
nature of this system: 
 
(1) Our simulations, using a slightly lower average 
SH,0, suggest that at least 141 kg/yr CH4 per 1 m 
width of slope can be released solely due to 
dissociating hydrate. Integrated over the 30 km 
plume region, this would be 0.004 Tg/yr of CH4 from 
this one hydrate system alone, small in comparison to 
the global atmospheric flux of methane but 
significant to the ocean biochemistry of the region. 
 
(2) A second conclusion from this study is that 
hydrate alone can provide a significant quantity of 
methane gas in climate change-driven release 
scenarios, in addition to any geological methane 
source that may be providing free gas or dissolved 
aqueous methane to the region below the GHSZ.  
 
(3) A third conclusion is that the hydrate-bearing 
sediments can divert and channel the flow of aqueous 
and gaseous methane, despite the very low hydrate 
saturations expected for disperse, unconfined 
stratigraphic deposits. In both the base and rapid-
warming cases, we observe channeling of mobile gas 
along the bottom of the GHSZ due to the reduced 
effective permeability of hydrate-bearing sediments, 
the trapping of methane through the formation of 
secondary hydrate when methane enters the GHSZ, 
and the formation of localized subsurface plumes of 
higher methane saturation that directly correlate to 
localized gaseous fluxes at the seafloor. These 
processes provide a clear model for the formation of 
gas plumes at the landward limit of the GHSZ, as 
observed. 
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ABSTRACT 

Using the TOUGH+HYDRATE simulation code, we 
developed an experimental design involving analysis 
of variance (ANOVA) at two scales, for the 
simulation of gas production from methane hydrates. 
Heterogeneous and homogeneous hydrate-bearing 
reservoirs were studied, as well as a laboratory-scale 
reactor filled with methane hydrate in wetted sand. 
We chose vertical intrinsic permeability, intrinsic 
permeability multiplier, pore compressibility, thermal 
conductivity, and irreducible water saturation as 
three-level controllable factors in these studies. For 
every scenario, the design constitutes a total of 243 
individual production simulations, according to the 
combinations of the factor settings (35). A factorial 
ANOVA approach was used to study the designed 
simulations with respect to the responses of average 

production rate and recovery ratio. Estimated main 
effects and second-order interactions among the 
factors were determined and ranked with respect to 
their impact on the responses. An analysis of 
estimated marginal means for significant interactions 
was also conducted, to compare the effects of these 
factors. The results obtained are discussed in light of 
model specifics, and predictions are made to optimize 
the performance of the systems studied. Using the 
ANOVA approach, as opposed to a sensitivity 
analysis, defines both the first-order effects of the 
variables being studied, similar to a sensitivity 
analysis, and the significance of second-order 
interactions among the studied variables. Such 
information could be useful in developing improved 
correlations for models to describe the behavior of 
hydrate decomposition in both small- or large-scale 
scenarios. 
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ABSTRACT 

We use the TOUGH+HYDRATE code to assess the 
production potential of challenging hydrate deposits, 
i.e., deposits that are characterized by any 
combination of the following factors: absence of 
confining boundaries, high thermodynamic stability, 
low temperatures, low formation permeability.  Using 
high-resolution grids, we show that a new horizontal 
well design using thermal stimulation coupled with 
mild depressurization yields production rates that 
appear modest and insufficient for commercially 
viable production levels. The use of parallel 
horizontal wells (with the lower one providing 
thermal stimulation through heat addition, direct 
injection or circulation of warm water, and the upper 
one producing under a mild depressurization regime) 
offers tantalizing possibilities, and has the potential 
of allowing commercial production from a very large 
number of hydrate deposits that are not currently 
considered as production candidates if the problem of 
the corresponding large water production can be 
solved.  

INTRODUCTION 

Gas hydrates are solid crystalline compounds in 
which gas molecules are lodged within a clathrate 
crystal lattice (Sloan and Koh, 2008). Vast amounts 
of CH4 stored in hydrates in geologic media in the 
permafrost and in the oceans. The current study is 
part of a larger effort to determine the technical 
feasibility of gas production from a wide range of 
hydrate deposits in geologic media. 

 
Recent studies have determined the conditions, 

methods and characteristics that enhance production 
from such deposits.  The most important features 
(Moridis et al., 2008) include (a) high temperatures 
and pressures (the deepest, warmest deposits are the 
most desirable), (b) thermodynamic proximity to the 
H-V-Lw equilibrium conditions (Figure 1), (b) the 
use of depressurization, because pure thermal 
stimulation appears to be very slow and ineffective 
(Moridis and Reagan, 2007a;b), (c) the presence of 
impermeable boundaries and, in the case of Class 2 
systems, thin water zones, and (d) high intrinsic 
permeabilities of the hydrate-bearing sediments.  If 
these conditions are met, hydrate deposits can yield 

methane at high rates (well in excess of 10 
MMSCFD) for long periods using conventional 
production technology (Moridis and Reagan, 
2007a;b).  
 

 
 
Figure 1. Pressure-temperature equilibrium 

relationship in the phase diagram of the 
water–CH4–hydrate system (Moridis, 2003). 
The two arrows show the direction of 
increasing thermodynamic desirability of a 
deposit as a production target. 

Challenging Hydrates 
In this study we address the issue of gas production 
from “challenging” hydrates (CG), i.e. those that do 
not meet the desirability criteria discussed earlier.  
Such CG include: (a) absence of impermeable 
boundaries (CG-B), (b) low initial temperatures, and, 
consequently, pressures (CG-T), (c) increased 
stability, as indicated from their thermodynamic 
distance from the hydrate equilibrium conditions 
(CG-S), (d) extremely low effective permeability keff, 
caused either by very high hydrate saturations SH 
(CG-H), and/or by occurrence in fine-textured 
sediments, low-k media such as silts and clays (CG-
k).  An additional type of CG includes hydrate 
chimneys (CG-C), i.e., marine hydrates that occur at 
high SH in near-vertical cylindrical structures that are 
associated with past CH4 plumes, often extend to the 
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ocean floor, and usually have limited diameters 
(usually < 30 m) and no confining boundaries.  
  

Dissociation is orders of magnitude more 
effective than thermal stimulation as a dissociation 
method for gas production (Moridis and Reagan, 
2007b). However, a common feature of all cases of 
CG is that depressurization cannot be effectively 
applied because of (1) the absence of low-k 
boundaries and high water production (CG-B, CG-
C), (2) the very low keff, (CG-H, CG-k, CG-C), (3) 
the impracticality of effecting the very large pressure 
drops needed to cause dissociation of very stable 
hydrates (CG-S), or (4) low sensible heat to 
sustainably fuel depressurization-induced 
dissociation (CG-T). The high cost and progressively 
diminishing effectiveness of chemical inhibitors 
precludes their intensive use for gas production from 
CG, and pure thermal stimulation has been shown to 
be ineffective (Moridis and Reagan, 2007b). 
Conjunctive use of thermal stimulation with 
depressurization appears to be a plausible method for 
gas production from CGs.  

Objectives 
In this study we investigate by means of numerical 
simulation the production potential of some types of 
CGs. We focus on CG-B, but we also investigate 
production from CG-T and CG-k through sensitivity 
analysis. Additionally, we investigate the 
effectiveness of two different well designs. We 
evaluate production according to two criteria: the 
absolute criterion of gas production, and the relative 
criterion of the gas-to-water ratio. 

GEOLOGIC AND NUMERICAL MODEL 

The geologic system in this study is based the 
Tigershark area, located in the Alaminos Canyon 
Block 818 of the Gulf of Mexico. Log data from a 
specially designed exploration well in about 2750 m 
(9000 ft) of water at the site indicated the presence of 
an 18.25-m (60-ft) thick sandy hydrate-bearing layer 
(HBL) corresponding to a drilling depth.  The HBL 
has a porosity φ of about 0.30 and Darcy-range 
intrinsic permeability k. Initial estimates of gas 
hydrate saturation SH derived from analyses of the 
resistivity and p-wave velocity data indicate a range 
from 0.6 to over 0.8. Preliminary calculations 
indicated that the base of the gas hydrate stability 
zone at this location occurs at or slightly below the 
base of the HBL. Because of uncertainty about its 
boundaries, Moridis and Reagan (2007a;b) 
investigated production from the Tigershark deposit 
both as a Class 2 deposit (HBL overlying a mobile 
water zone) and a Classs 3 system (HBL bounded by 
impermeable strata, with no underlying zone of 
mobile fluids). They showed that the presence of 
near-impermeable boundaries can yield very high 

rates (as high as 17 MMSCFD in Class 2, up to 15 
MMSCFD in Class 3). However, sensitivity analysis 
(Reagan et al., 2008; Boswell et al. 2009) indicated 
that lack of impermeable boundaries can dramatically 
reduce gas production (Figure 2), while yielding very 
large amounts of water. Here we investigate the 
production potential of the Tigershark formation 
under the hypothesis of a worst-case scenario, i.e., 
absence of impermeable boundaries, and contact of 
the hydrate layer with practically infinite aquifers. 
 

 
 
Figure 2. Effect of boundary permeability on gas 

production from a Tigershark Class 3 deposit 
(Reagan et al., 2008). 

 
This study involves horizontal wells because of 

their significant advantages over vertical wells in 
production from Class 2 and Class 3 deposits 
(Moridis and Reagan, 2008). We investigated two 
different horizontal well designs. The single-well of 
the first design (Figure 3) provides heat to the 
hydrate-bearing sediment (HBS) by means of hot 
water that circulates inside the wellbore without 
coming in contact with the hydrate. The resulting 
higher T is expected to promote hydrate dissociation 
and gas production through the configuration of 
Figure 3 that operates at a pressure Pw that is slightly 
lower than the initial pressure P0. By avoiding direct 
injection of the warm water into the HBS we do not 
create adverse relative permeability conditions for the 
flow evolving gas, and the mild depressurization 
limits the water production.  The second design is 
akin to that used in heavy oil production, and 
involves two parallel horizontal wells.  Heat (through 
circulation of warm water, electrical or microwave 
heating, or direct water injection into the HBL) is 
added to the HBL through the lower well, while the 
upper well (positioned on the same vertical plane) is 
the gas collection well operates at a mild 
depressurization regime. In both well designs, the 
source of the warm water is assumed to be a deeper 
warmer reservoir. 
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Figure 3. The new well design for concurrent heat 

addition and gas production. 
 

We conducted the simulations using the 
TOUGH+HYDRATE code (Moridis et al., 2008). 
This code can model the non-isothermal hydration 
reaction, phase behavior, and flow of fluids and heat 
under conditions typical of natural CH4-hydrate 
deposits in complex geologic media. It includes both 
an equilibrium and a kinetic model of hydrate 
formation and dissociation. The model accounts for 
heat and up to four mass components (i.e., water, 
CH4, hydrate, and water-soluble inhibitors such as 
salts or alcohols) that are partitioned among four 
possible phases: gas, aqueous liquid, ice, and hydrate. 
A total of 15 states (phase combinations) can be 
described by the code, which can handle any 
combination of hydrate dissociation mechanisms. 

 
We used 2-D grids because of symmetry.  The 

unstructured hybrid grids used in the simulations are 
shown in Figures 4 and 5, and comprised 47,000 and 
27,000 elements, respectively (resulting in 288,000 
and 108,000 coupled equations). The system 
properties and initial conditions are as described by 
Moridis and Reagan (2007a;b) and shown in Table 1.  
Both grids had open top and bottom boundaries, i.e., 
the HBL was connected with the permeable 
overburden and underburden, allowing fluid and heat 
flow through the boundaries. The x = 40 m boundary 
was closed, indicating a well spacing of 80 m.   

 
 
Figure 4. Grid used in the study of the performance 

of the new well design of Figure 3. 
 

 
 
Figure 5. Grid used in the study of the performance 

of the two parallel horizontal well system. 

THE SINGLE WELL DESIGN 

In the evaluation of the single-well design, the 
reference case involved the sandy HBS (k = 7.5x10-13 
m2) described in the Moridis and Reagan (2007a;b) 
study, and the temperature of the circulating hot 
water was Tw=90 oC.  Sensitivity analysis was 
investigated through the following additional cases: 
(a) Tw=120 oC, (b) a silty medium with k = 7.5x10-14 
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m2, (c) a clayey medium with k = 7.5x10-15 m2, and 
(d) lower (by 10 oC) initial T, i.e., a more stable 
hydrate at the prevailing P.  
 

Table 1. Physical properties and simulation 
parameters for the 2-D hydrate-bearing system. 

Parameter Value 
Hydrate zone thickness 18.25 m 
Initial pressure PB  
(at base of HBL) 

3.3x107 Pa 

Initial temperature TB 
(at base of HBL) 

294.15 K (21 oC) 

Gas composition 100% CH4 
Initial saturations in the 
HBL SH = 0.7, SA = 0.3 

Water salinity  
(mass fraction) 

0.03 

Initial saturations in the 
HBL SH = 0.7, SA = 0.3 

Intrinsic permeability 
kr=kz (HBS and 
boundaries) 

7.5x10-13 m2  

(= 0.75 D) 

Grain density rR 
(all formations) 

2750 kg/m3 

Dry thermal 
conductivity 
kQRD (all formations) 

0.5 W/m/K 

Wet thermal 
conductivity 
kQRW (all formations) 

3.1 W/m/K 

Composite thermal  
conductivity model 
(Moridis et al., 2005)  

kQC = kQRD  
+(SA

1/2+SH
1/2) (kQRW – kQRD)  

+ f SI kQI 
 
Capillary pressure 
model 
(vanGenuchten, 1980)  

  

€ 

Pcap =  − P0 S*( )
−1/λ

−1[ ]
−λ

€ 

S* =
SA − SirA( )
SmxA − SirA( )

 

SirA  1 
l 0.45 
P0 105 Pa 
Relative permeability 
Model  
(Moridis et al., 2008) 

krA = (SA*)n 

krG = (SG*)n 

SA*=(SA-SirA)/(1-SirA) 
SG*=(SG-SirG)/(1-SirA) 

OPM model 
n (from Moridis and 
Reagan, 2007a;b) 

3.572 

SirG  0.02 
 

The Reference Case and the Tw = 120 oC Case 
Figure 6 to 9 show respectively the evolutions of the 
following variables over time: P, T, SH and SG. The 
very low pressure drop ΔP (Figure 6) is evident in 
that it creates an anomaly fully confined in a limited 
zone around the well. This is caused by the low 
effective permeability keff of the HBL in the area 
surrounding the dissociated zone (Figure 8).  As 
expected, the temperature disturbance does not 
propagate far from the well because of the limited 
efficiency of conduction as the main heat transfer 

mechanism, and the rate of its propagation declines 
significantly over time as the volume around the well 
increases as a function of r2. A direct consequence of 
the limited advance of the temperature front is the 
limited extent of the dissociated region (Figure 8).  
 

 
Figure 6. Evolution of pressure P over time during 

production from the single well of Figure 3. 
 

 
Figure 7. Evolution of temperature T during 

production from the single well of Figure 3. 
 
Of particular interest is the high-SH region 

immediately ahead of the dissociation front (Figure 
8).  This occurs because the edge of this front is the 
locus of local maximum of P in the system, with 
fluids moving both away and toward the well. Gas 
moving deeper into the hydrate body (away from the 
well) encounters conditions that are conducive to 
secondary hydrate formation that result in SH higher 
than the initial one. The SG distribution in Figure 10 
indicates that practically all the dissociated gas that 
has not been produced is trapped within the hydrate-
free cylindrical zone defined by the dissociation 
front.  Because of buoyancy, gas accumulates at the 
top of the cylindrical dissociated zone, while the 
water released from dissociation drains and 
accumulates at the bottom of the cylindrical hydrate-
free zone. 
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Figure 8. Evolution of hydrate saturation SH during 

production from the single well of Figure 3. 
 

 
Figure 9. Evolution of gas saturation SG during 

production from the single well of Figure 3. 
 
Figure 10 shows the volumetric rates (per linear m 

of the horizontal well) of CH4 (a) release QR, (b) 
production in the gas phase QPG, and (c) total gas 
production QPT, i.e., both in the gas and aqueous 
phase for the Tw= 90 oC and 120 oC cases. Note that 
QPT exceeds QR, and that the majority of the produced 
gas comes from CH4 dissolved in the water rather 
than from the free gas phase, and that. The 
production rates appear to be quite low, even if we 
assume that all the dissolved CH4 (a very significant 
fraction of QPT) is recovered. Additionally, the higher 
Tw appears to have a limited effect on gas production, 
increasing QPT only slightly over the 90 oC case. The 
corresponding water production rates Qw and gas-to-
water ratios RGW = VP/Mw in Figure 12 show the 
larger Tw has slight (if any) practical effect, that water 
production is manageable and that the RGW is not 
prohibitively low.  However, for a 1000 m well, long-
term QPT < 7,000 ST m3 (245 MSCFD), and about 40 
times lower than the rule-of-thumb for commercially 
viable production rates from offshore gas wells. 

 

 
 

Figure 10. Evolution QR, QPG and QPT during 
production from the single well of Figure 3. 

 

 
 

Figure 11. Evolution QW and RGW during production 
from the single well of Figure 3 

Effect of Finer Texture-Media (Lower k) 
Figure 12 shows QR, QPG, and QPT in (a) the reference 
case of a sandy HBL, (b) the case of a silt, (c) a clay 
with a low well pressure drop ΔPw = 1 atm (Case 
Clay-LP), and (d) a clay case of a higher ΔPw = 5 atm 
(case Clay-HP). The decreasing permeability k and 
increasing capillary pressure Pcap of a progressively 
finer texture (moving from a sand to a clay) leads to 
an increasing QR, but a decreasing QPT. Thus, QPT 
from the sandy system (already quite low) is the 
highest of all cases. Additionally, the contribution of 
production in the gas phase QPG increases with a 
decreasing permeability. As expected, the higher ΔPw 
leads to higher QR, QPG, QPT, QW, and RGW, but QPT is 
still lower than that for the sandy HBS. 
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Figure 12. Effect of HBS texture on QR, QPG and QPT 
during production from the single well. 

 
The corresponding Qw and RGW in Figure 13 show 
that water production increases with the fineness 
(decreasing k and increasing Pcap) of the HBS texture, 
but RGW exhibits the opposite pattern. The high RGW in 
silt and clay systems (relative criterion) cannot 
compensate for the low production (absolute 
criterion). 
 

 
 

Figure 13. Effect of HBS texture on QW and RGW 
during production from the single well. 

Effect of Temperature 
Figure 14 shows QR, QPG, and QPT in a silty HBL with 
(a) the reference initial T0 = 21 oC, and (b) in a colder 
system with T0 = 11 oC at the same pressure, and 
indicates that lower T0 results in significantly lower 
gas production.  Additionally, Figure 15 indicates 
that the lower QPT of the colder case is further 

burdened by a lower RGW despite a decreasing Qw. 
This was expected because the keff and the 
corresponding Qw remain low during the longer time 
it takes for the colder (and thermodynamically more 
stable) HBL to reach the dissociation temperature at 
the prevailing pressure. 
 

 
 

Figure 14. Effect of temperature on QR, QPG and QPT 
during production from the single well.  

 

 
 

Figure 15. Effect of temperature on QW and RGW 
during production from the single well. 

THE TWO-WELL DESIGN 

We study the following cases, all involving sandy 
systems: (a) Case A, with hot water (Tw = 90 oC) 
circulating in the lower well (LW) without entering 
the HBL, and the upper well (UL) operating at a ΔPw 
= 1 atm, (b) Case B1, with heat added to the HBL at a 
rate of 1000 W/m, and a ΔPw = 1 atm at the UW, (c) 
Case B2, diferring from B1 in that ΔPw = 0.2 P0, (d) 
Case C1, with warm water (Tiw = 60 oC) injected into 
the HBL through the LW at a rate of Qiw = 5x10-3 
kg/s/m of the well, and ΔPw = 1 atm at the UW, (e) 
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Case C2, differing from C1 in that ΔPw = 0.1 P0, and 
(f) Case C3, differing from C1 in that ΔPw = 0.2 P0.  

Cases A, B1 and B2 
Figure 16 shows that in Cases A and B1, no CH4 

is ever produced in the gas phase (QPG = 0), i.e., all 
the produced gas originated from CH4 dissolved in 
the aqueous phase.  The low QPT ceases completely 
after only about 52 days. QR continues past that time 
because of the continuous heat addition, but this does 
not lead to continuous gas production because the 
released gas remains trapped in a dissociated, 
hydrate-free cylindrical zone that is surrounded by 
hydrate at very high saturations that exceed the initial 
SH (Figure 17). This is caused by gas from 
dissociation moving into the HBL and creating 
secondary hydrates that reach levels resulting in a 
reduction of keff to practically zero. Note that 
secondary hydrates are also formed around the 
producing UW. In Figure 17, the gas and water 
accumulation at the top and the bottom, respectively, 
of the isolated cylindrical zone are evident. 
 

 
 

Figure 16. Evolution of QR, QPG and QPT during 
production from the two-well system (Cases 
A, B1, and B2). 

 
Figure 18 confirms the creation of the isolated 

zone by showing QW declining to zero at the same 
time that QPT tends to zero. This was expected 
because no free gas is ever produced, and flow of the 
aqueous phase is necessary to obtain the dissolved 
CH4 (the only gas source in these cases).   
 

Case B2 appears very different. Figure 16 
indicates order of magnitude higher QR and QPT in 
addition to a large QPG, all of which are attributable 
to the stronger depressurization (as the thermal 
regime remains the same). Thus, the thermal 

stimulation in the LW serves only to develop an 
initial QR reaches a maximum after about 3 days, and 
then declines continuously until it is reduced to zero 
after about 4,000 days when the hydrate is exhausted. 
QPG is practically constant after about 60 days, while 
QPT exhibits a jump at 3 days (corresponding roughly 
to the depressurization front reaching the upper 
boundary of the HBL), and remains practically 
constant after 10 days.  

 
Figure 17. Distribution of SH and SG during 

production from the two-well system at t = 60 
days (Case A). 

 
This is confirmed by Figure 18, which shows a step 
increase in Qw at t = 3 days, and a constant Qw after 
about 10 days that corresponds to a significant 
reduction in RGW. Thus, QPT for a 1000 m well system 
reaches a long-term near-constant level of 2.2x106 ST 
m3/day (76 MMSCFD), this is hampered by a large 
water production.  
 
The reason for this promising QPT performance is the 
effectiveness of depressurization as a dissociation 
method, as demonstrated by the SH distribution over 
time in Figure 19. The corresponding P and T 
distributions in Figures 20 and 21, respectively, show 
the establishment of a steady state pressure regime 
(because of the permeable boundaries) and the 
negligible effect of the warm water injection, which 
appears to be completely overwhelmed by the effects 
of depressurization (evident by the changes in the T 
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distribution over time in the vicinity of, and within, 
the hydrate body). 
 

  

Figure 18. Evolution of QR, QPG and QPT during 
production from the two-well system (Cases 
A, B1, and B2). 

Cases C1, C2 and C3 
The QR, QPG, and QPT in Figure 22 indicate that, 

in Case C1, warm water injection appears to have a 
worse overall effect than the heat addition methods in 
Cases A and B1. As in these cases, no CH4 is ever 
produced in the gas phase (QPG = 0), but the low QPT 
ceases completely after 21.6 days because of 
significant secondary hydrate creation around the 
UW and around the hydrate-free cylindrical zone of 
complete dissociation (Figure 23), which brings keff 
down to zero levels at these locations. The QR curve 
is entirely analogous to that of Case A in Figure 16, 
as are the SH and SG distributions in Figure 20.  

 
The QR, QPG, and QPT of Case C3 in Figure 22 are 

indistinguishable from those in Case B2, indicating 
(a) large production potential for this approach, and 
(b) that the heat addition method plays a minimal role 
in the pattern of the system response (and possibly 
only to create an initial high-keff zone to allow further 
dissociation by means of depressurization). Figure 24 
shows the similarity of the QW and RGW between 
Cases A, B1 and C1, in addition to the practical 
coincidence of the system behavior in Cases B2 and 
C3. 
 

Case C2 appears quite different. While its QR, 
QPG, and QPT curves in Figure 19 initially appear to 
track those for Case C2 (albeit at a lower level 
because of the lower ΔPw), QR and QPG are reduced to 
zero levels after 34 and 18 days, respectively, 
because ΔPw is insufficient to prevent the formation 
of an isolated hydrate-free zone surrounded by high 
SH. Water production continues past this point 
because the flow to the UW is not blocked (Figure 

24), but QPT is reduced because dissolved gas is the 
only source of CH4.  

 
 

 
Figure 19. Evolution of hydrate saturation SH 

distribution during production in Case C3. 
 
 

 
Figure 20. Evolution of pressure P distribution 

during production in Case C3. 
 

 
Figure 21. Evolution of reservoir temperature T 

distribution during production in Case C3. 
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Figure 22. Evolution of QR, QPG and QPT during 
production from the two-well system (Cases 
C1, C2, and C3). 

 
Figure 23. Distribution of SH and SG during 

production from the two-well system at t = 
21.6 days (Case C1). 

 
 

Figure 24. Evolution of QR, QPG and QPT during 
production from the two-well system (Cases 
C1, C2 and C3). 

CONCLUSIONS 

We reach the following conclusions from this study: 
• The use of the new, single-well design involving 

concurrent HBL heating and production from 
different segments along the same wellbore does 
not appear a promising solution to the problem 
of production from challenging hydrates because 
it results in very low gas production rates and 
unfavorable gas-to-water ratios. 

• Using the new, single-well design, production 
increases with the coarseness of the HBS (i.e., 
with an increasing k and Pcap, thus favoring 
sandy over silty and clayey HBS) and with the 
initial temperature of the deposit. Using a lower 
well (bottomhole) pressure Pw increases gas 
production, but it also increases the undesirable 
water production. 

• If the Pw of the UW is maintained at levels very 
close to P0, the two parallel horizontal well 
system appears to be very ineffective, resulting 
in very short production times before flow to the 
UW is blocked by secondary hydrate that brings 
the keff to zero levels.  

• If Pw = 0.8 P0 in the UW, then depressurization 
is by far the dominant process and effective 
dissociation occurs, resulting in high gas 
production rates (up to 76 MMSCFD). However, 
the gas production is accompanied by a large 
water production.  
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ABSTRACT 

Hydrothermal dolomitization is the dominant control 
on reservoir quality in several hydrocarbon 
accumulations—for example, the Ordovician 
Trenton-Black River trend in the USA and Ladyfern 
and Clarke Lake fields in the Devonian of Canada. 
Furthermore, there is increasing recognition of 
hydrothermal modification in several giant Middle 
East reservoirs, including Ghawar in Saudi Arabia 
and the North Field in Qatar. Structurally controlled 
hydrothermal dolomitization describes the 
replacement of limestone with dolomite and/or the 
precipitation of dolomite cement and associated 
Mississippi Valley-type minerals (anhydrite, sulfides, 
quartz and fluorite) as a consequence of subsurface 
brines that ascend upwards through extensional fault 
and fracture systems. The resulting fluid rock 
interaction in the burial environment has the potential 
to both improve and/or degrade reservoir quality, 
depending on the properties of the host rock and 
spatial position relative to structure. 

In this study we used the numerical Reactive 
Transport Model TOUGHREACT, which couples 
fluid flow with chemical reactions to simulate 
hydrothermal dolomitization in a carbonate reservoir. 
Specifically, we investigated the sensitivity of 
hydrothermal dolomite to: fault permeability/flow 
rates of ascending fluids, reservoir heterogeneity 
(alternating high- and low-permeability strata), 
temperature of host rock and ascending fluids 
(including their temperature difference), fault 
spacing/multiple fault scenarios, fault vertical 
separation and strata juxtaposition, episodic versus 
continuous brine injection, and subsurface brine 
composition (in particular Na-Cl vs. Ca-Cl brines). 

Results suggest that diagenetic changes due to 
hydrothermal dolomitization are a complex function 
of the hydrodynamics and fluid chemistry. Variations 
in fault and matrix permeability strongly control the 
spatial patterns of diagenesis. Convective flow 
generated as a consequence of temperature and brine-
induced fluid-density variations further complicates 
the transport of reactants and the resultant diagenesis. 
Brine chemistry of both the host rock and the fault 
fluids affect the extent and distribution of 
dolomitization. In general, Na-Cl brines produce 
more dolomite than Ca-Cl brines, because of higher 
Mg/Ca ratios, but this result is salinity and 
temperature dependent. Interestingly, the down-
thrown fault block is preferentially dolomitized in our 
simulations. Relay zones between faults can act as 
groundwater flow divides such that, depending on 
permeability variations, flow rates and timing of fault 
activation can remain undolomitized. For the systems 
simulated, hydrothermal dolomitization enhances 
matrix porosity and permeability; however, fault 
zones begin to seal due to the precipitation of 
anhydrite cement. Reactive Transport Models cannot 
currently simulate the development of breccias, 
which is often an important hydrothermal dolomite 
pore type. 

Finally, we present preliminary results, including 3D 
simulations with multiple faults, to evaluate this 
predictive diagenesis technology as applied to 
improving our understanding of the distribution of 
hydrothermal dolomite in the Cretaceous Upper Toca 
Formation in Chevron’s Kambala field, Angola. 

Special thanks to Nic Spycher (Lawrence Berkeley 
National Laboratory) and Jason Francis (Chevron) 
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ABSTRACT 

Our Reactive Transport Model investigates the dolo-
mitization potential of reflux brines at the high-
frequency cycle scale. One-dimensional simulations 
were constrained by outcrops of the partially dolo-
mitized Cretaceous Upper Glen Rose Formation in 
central Texas. Rock properties (porosity and perme-
ability) were specified based on reconstructed depo-
sitional values that varied by facies, and the initial 
mineralogy was predominantly calcite. A brine was 
placed at the top boundary of the model and flowed 
downward, driven by density gradients (“reflux”) and 
progressively replaced calcite with dolomite. 
Precipitation of gypsum cement was a byproduct of 
the dolomitization process. Simulations predict that 
the top 1.5 m of a Glen Rose high-frequency cycle 
can be dolomitized in approximately 550 yrs with 
brine concentration four times that of seawater (~ 140 
ppt), and confirm that reflux dolomitization can oper-
ate at time scales interpreted from the rock record. 
Sensitivity analyses demonstrated that the specified 
kinetic-rate constant of dolomite precipitation is a 
critical parameter; other variables tested (brine salin-
ity, duration of brine source, and permeability) 
controlled the amount but not the occurrence of 
dolomite. Stratigraphic controls were investigated 
using a quasi-dynamic grid to simulate episodic brine 
reflux as three consecutive high-frequency cycles 

were deposited. Our results reveal the potential for 
the complex evolution, migration, and convergence 
of multiple dolomite fronts. Discrete dolomite fronts 
separated by limestone intervals could advance 
simultaneously as the result of a single brine reflux 
event. The incomplete consumption of magnesium 
along a flow path and the variable rate of dolomitiza-
tion due to the dolomite “seed-effect” are primarily 
responsible for this phenomenon. Both complete and 
partially dolomitized cycles were simulated in the 
range of sensible parameter space. These results 
suggest that the observed relationships between 
dolomite patterns and sequence stratigraphic surfaces 
may be casual, which challenges the current 
paradigm and has significant implications for inter-
preting diagenetic patterns. Future simulations will 
include 2D and 3D simulations of reflux dolomitiza-
tion and other styles of carbonate diagenesis, with the 
goal of improving predictions of carbonate reservoir 
quality. 

RELATED PUBLICATION 

Garcia-Fresca, B and Jones G.D. (in review) Appar-
ent stratigraphic concordance of reflux dolomite: 
New predictive concepts from high-frequency 
cycle scale synsedimentary reactive transport 
models. Geology. Submitted May 2009.
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ABSTRACT 

This study uses TOUGHREACT to investigate inter-
actions between heat, solute and fluid flow driven by 
geothermal convection and brine reflux, and the 
resultant diagenesis in a generic carbonate platform. 
Reflux of brines (85‰) rapidly restricts geothermal 
convection to the margin, eliminating lateral 
temperature contrasts. Brines penetrate to >2 km 
depth within 1 M.y., but fluid flux is most rapid at 
shallow depth due to the initial permeability-depth 
relationship, specified anisotropy, and positive feed-
backs among dolomitisation, porosity and  perme-
ability.  Below the brine pool, dolomitization is 
complete to 150-200 m depth within 1 M.y., and 
beneath this extends a zone of partial dolomitization. 
In contrast, there is only minor dolomitization of the 
platform margin by geothermal convection.  
 
Although reflux dolomitization significantly 
enhances reservoir quality at shallow depth, associ-
ated anhydrite precipitation occludes porosity 
beneath the main dolomite body. The predicted 
anhydrite volume is almost double that suggested by 
simulations that fail to incorporate heat transport, 
while the zone of partial dolomitisation beneath the 
main dolomite body is also greater. Increasing 
geothermal heat flux provides little support for 
geothermal circulation, but does accelerate rates of 
reflux diagenesis. Reduction of platform top 
temperature from 40 to 25oC results in slower 
reactions and downward displacement of the anhy-
drite diagenetic zone, which may become completely 
decoupled from the brine source.  

When brine-generating conditions cease, subsurface 
brine flow will continue and has been suggested as a 
drive for continued dolomitisation (a variant of reflux 
circulation termed “latent reflux”). TOUGHREACT 
simulations demonstrate that latent reflux does not 
form a significant amount of dolomite due to prior 
Mg2+ consumption at shallow depth, although as 
geothermal circulation becomes re-established, 
platform margin dolomitization rates increase. 

INTRODUCTION 

Density-driven fluid flow occurs in carbonate 
platforms in response to geothermal heating and brine 

reflux, and both of  these systems have been invoked 
to explain early dolomitization. The drive for 
geothermal (Kohout) convection is the density gradi-
ent set up by spatial variations in temperature 
between ocean water and pore fluids warmed by the 
geothermal heat flux (GTHF, Figure 1). In the case of 
reflux, flow occurs in response to density gradients 
set up by spatial variations in salinity generated by 
evaporation of seawaters in restricted parts of the 
platform.  
 

 

 
 
Figure 1. Conceptual model of geothermal (Kohout) 
convection (A) and brine reflux (B).  
 
Previous reactive transport (RTM) simulations of 
carbonate diagenesis have focused on individual fluid 
flow mechanisms. Geothermal convection of normal 
seawater can form a wedge-shaped dolomite body 
which is thickest at the platform margin over a period 
of 10–30 M.y. (Whitaker and Xiao, 2009). When 
brines are present on the platform top, isothermal 
simulations of Jones and Xiao (2005) indicate that in 
<1 M.y. reflux of brines can drive relatively rapid 
reactions, with formation of a tabular dolomite body 
that thins away from the fluid source. All studies 
have shown formation of gypsum/anhydrite cements 
where sufficiently high temperatures occur down-
stream of the zone of dolomitisation, which provides 
a source of Ca2+. 

24 of 634



 - 2 - 

  

However, in natural systems fluid flow is commonly 
a product of a number of different drives acting 
simultaneously. The balance between drives will 
change over time with variations for example, in 
relative sea-level and climate. To date, simulations of 
dolomitisation have assumed constant boundary 
conditions and thus fail to account for dynamic inter-
actions between flow systems. Here, we use 
TOUGHREACT to investigate dynamic interactions 
between geothermal and reflux systems, their impact 
on dolomitisation and anhydrite cementation, and the 
importance of temperature as a controlling factor in a 
generic carbonate platform.   

METHODS 

Flow was simulated in a 2D linear (Cartesian) coor-
dinates flow domain representative of half of an 
isolated carbonate platform, assuming flow is 
symmetrical. The shelf measures 25 km from the 
interior to the margin, with a steep margin sloping 
down into a 2 km deep basin. The grid system 
comprises 2964 active blocks of non-uniformly 
specified node spacing (x=50-500 m z= 5-50 m). 
(Figure 2).  
 
Right and left boundaries are specified as no-flow 
boundaries, while the lower boundary is closed to 
flow and solute transport but open to heat transport, 
with a specified heat flux of 60 mW/m2, representa-
tive of a passive margin setting. The upper boundary 
is a fluid-pressure boundary, allowing the recharge or 

discharge of fluids at the platform top and slope. The 
temperature at the platform top is 40oC. In the basin 
temperatures decline exponentially with depth after 
Sanford et al. (1998). 
 
Initial porosity declines exponentially with depth, 
based on core data for the Cenozoic and Mesozoic 
Florida carbonates (Schmoker and Halley, 1982). 
Permeability is derived from porosity based on grain-
size-dependent relations of Lucia (1995). Permeabil-
ity anisotropy is specified as 1000 based on flow-
based scale-up simulations (Jones 2000). Diagenetic 
changes in permeability are calculated from changes 
in porosity using the Carman-Kozeny relation, 
ignoring changes in grain size, tortuosity, and 
specific surface area.  
 
The initial temperature and pressure reflects advec-
tive heat transport by geothermal convection. The 
fluids surrounding the platform are seawater evolved 
to equilibrium with respect to calcite. The brine pool 
temperature is set as 40oC  and the salinity is 85‰ 
(2.5 × seawater), with Mg/Ca molar ratio of 5.6 and 
pH of 7.7, based on Ibis Pond, Lake MacLeod 
evaporite basin (Logan, 1987). Simulations incorpo-
rate three solid phases (calcite, dolomite and anhy-
drite), with initial mineralogy specified to be 99% 
calcite and 1% “seed” dolomite. Effective reactive 
surface area (RSA) is set as 103 cm2/g-1, representa-
tive of packstone/wackestone (Lucia, 1995) and/or 
medium crystalline mud-dominated dolostone (Lucia, 
2004).  

 
 

 
 
Figure 2: Numerical mesh, boundary and initial conditions for platform-scale reflux RTM. Porosity-depth curve 
based on data for Florida (Schmoker and Halley, 1982) and permeability derived using Class 2 (pack-wackestone) 
relationship from Lucia (1995).  
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Simulations assume that dolomitisation results from 
calcite dissolution and dolomite precipitation rather 
than a single reaction. Because dolomite precipitation 
is much slower than calcite dissolution and anhydrite 
precipitation, the latter are modeled as thermody-
namic minerals. Dolomite precipitation is modeled as 
a kinetic process, using the rate equation of Arvidson 
and Mackenzie (1999; Equation 1). 
 

       (1) 
 
where rdol is the reaction rate of dolomite precipita-
tion;  As is the specific reactive surface area of dolo-
mite; Q is the activity quotient;  Keq, is the equilib-
rium constant for ordered dolomite, Q/Keq; define the 
saturation index; A is the pre-exponential factor 
(11.22 mol/cm2); Ea is the activation energy (1.335 x 
105 J/mol); R is the universal gas constant; T is the 
temperature (K) and 2.26 is the reaction order.  
 
 
 
 
 
 

RESULTS 
 
With development of a brine pool in the platform 
interior, the flow of cold ocean waters into the plat-
form is rapidly reversed by refluxing brines. Chloride 
concentrations reflect the development of a large 
brine plume extending towards the margin, largely 
eliminating lateral temperature contrasts (Figure 3). 
However, magnesium concentrations decline rapidly 
at relatively shallower depth, due to consumption by 
dolomitisation beneath the brine pool. 
 
Reflux leads to development of a tabular dolomite 
body, up to 200 m thick after 1 My (Figure 4B). This 
is underlain by a partially dolomitised zone where 
anhydrite cements form up to 20% of the total rock 
fraction. Anhydritisation occurs at temperatures 
>40oC where Ca2+ released by dolomitisation reacts 
with SO4

2- in the brines. Thus, while dolomitisation 
enhances reservoir quality at shallow depth, beneath 
this, there is a net reduction in porosity and perme-
ability. This has the effect of lateral focusing of flow 
and extending the dolomite body towards the plat-
form margin. 
 
 

 
 
Figure 3.  Evolution of fluid flux (illustrative streamlines), temperature, Cl- and Mg+2 concentrations for baseline 
simulations from initial geothermal convection, over 1 My of reflux from platform interior brine pool (blue bar).  
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Figure 4: Comparison of dolomite and anhydrite abundance and change (∆) in porosity and permeability after 
1 Myr of reflux for isothermal simulation (A) and non-isothermal (baseline) simulation (B) for top 2 km of platform. 
 
 
The difference between simulating brine reflux 
within a spatially variable temperature field and an 
equivalent isothermal simulation (at 40oC) is shown 
in Figure 4. Previous RTM studies of reflux dolomiti-
sation by Jones and Xiao (2005) focused at shallow 
depth and assumed isothermal conditions. Where 
spatial and temporal constraints allow brines to reflux 
through thicker carbonate sequences, this assumption 
leads to considerable underestimation of the resulting 
diagenetic alteration. Additional dolomite and, more 
notably, anhydrite precipitation occurs due to gradi-
ent reactions as descending reflux brines are heated 
in the nonisothermal simulations. This has significant 
implications for porosity and permeability, and 
demonstrates why meaningful prediction of how 
reflux impacts reservoir quality demands considera-
tion of spatial variations in temperature. 
 
Given focusing of diagenetic reactions at shallow 
depth, the temperature of the platform top waters is 
of key importance (Figure 5). Reduction of the upper 
boundary temperature from 40oC to 25oC cools the 
entire platform. This dramatically reduces rates of 
dolomitisation and anhyditisation, and results in 

significant downward displacement of the zone of 
porosity occlusion, which can become completely 
decoupled from the reflux dolomite body. This 
suggests that latitude is a key control on the 
diagenetic efficacy of reflux brines, with increased 
solar insolation creating favorable temperatures, 
independent of any control on degree of evaporative 
concentration. 
 
Maintaining a platform top temperature of 40oC, we 
have also investigated the sensitivity of dolomitisa-
tion and anhydritisation to varying the heat flux, by ± 
20 mW/m2 (results not shown). While the crustal heat 
flux alters the temperature at the base of the platform 
and the thermal gradient, the effect on the shallow 
dolomite body is minor. With a higher heat flux, 
anhydrite is slightly more abundant (maximum 18% 
at 40 mW/m2 compared to 22% at 80 mW/m2). 
 
Brine generation is sensitive to changing sea-level 
and temporal variations in the salinity of platform top 
waters would affect reflux. Jones et al. (2002) used a 
hydrological model to demonstrate that refluxed
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Figure 5: Sensitivity of dolomite and anhydrite abundance and change in porosity and permeability after 1 Myr to 
upper boundary temperature. Platform top at 40oC (A), 25oC (B and C), with brine pool at 40oC (C). Plot for  top 2 
km of platform 
 
 
brines would continue to move through the platform 
after brine generation had ceased (a variant termed 
“latent reflux”) and could deliver a significant quan-
tity of Mg+2 for dolomitisation.  After 1 M.y. of 
reflux, brine generation was turned off and normal 
seawater specified for the entire platform top bound-
ary (time 0, Figure 6). Over the next 1 M.y. brines 
continue to sink into the platform and discharge to 
the ocean basin (latent reflux). Above the brine 
plume, geothermal convection gradually extends, 
drawing seawater into the platform predominantly via 
the platform margin. This results in dolomitisation of 
the margin, but in the interior, flow rates are 
relatively low and fluids are Mg2+-depleted due to 
prior reaction, limiting further dolomitisation. 
Although the direct diagenetic impact of latent reflux 
is rather limited (note 10x change in scale for change 
in dolomite in Figure 6), the persistence of brines 
within the platform has long-term implications for 
geothermal circulation. 
 

CONCLUSIONS 

Reactive transport models offer considerable poten-
tial for improving our understanding of diagenetic 
reactions and their impact on reservoir quality in such 
hybrid flow systems. However, the veracity and 

utility of predictions depend on specification of 
meaningful boundary and initial conditions. In 
particular, temperature regime appears to plays a 
critical role in prediction of dolomitisation and anhy-
dritisation.  
 
Reflux rapidly restricts geothermal circulation of the 
platform margin, and drives much more rapid dolo-
mitisation close to the brine source. Variations in 
platform temperature are important in controlling the 
distribution and extent of reflux dolomitisation and 
anhydritisation, with significant implications for the 
evolution of porosity and permeability. Isothermal 
simulations systematically under-predict the extent of 
reflux diagenesis. Because reflux diagenesis is 
focused at shallow depth, it is more critical to 
correctly specify platform top temperatures than 
crustal heat flux.  
 
Results are dependent upon specification of thermal 
conductivity within TOUGHREACT. This is 
currently tied to initial depth-dependent porosity, but 
improved predictions require incorporation of feed-
backs among porosity, mineralogy and effective 
thermal conductivity. 
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Figure 6. Fluid flux (illustrative streamlines), Cl- and Mg+2 concentrations and change in dolomite abundance 
during latent reflux following 1 My of reflux (baseline simulation gives initial dolomite abundance). 
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ABSTRACT 

Geothermal convection of seawater cools the margins 
of carbonate platforms, warming the interior. 
Previous reactive transport model (RTM) studies 
suggested this process can drive dolomitisation in the 
platform interior at depth at >50oC. However, 
extrapolation from short (0.1 Myr) simulations 
suggested complete dolomitisation requires at least 
30–60 Myr. Our more extended (30 M.y) 
TOUGHREACT (Xu et al., 2006) simulations 
indicate significant nonlinearities in the system, with 
complete dolomitisation within 15 Myr. Reactions 
rapidly become flux controlled, forming a shallower 
wedge-shaped dolomite body that thins from the 
margin to the interior temperatures of 20–30oC.   
 
Geothermal dolomitisation is relatively insensitive to 
changes in boundary conditions such as relative sea-
level and platform geometry, but is slower in radial 
than linear platforms. Sediment permeability and 
reactive surface area (RSA), often inversely related, 
are key controls. Low fluid flux limits dolomitisation 
to the platform margin of low-permeability muddy 
platforms, despite high RSA. Dolomitisation of more 
permeable grainy platforms is limited by RSA and 
occurs only in the platform core, due to widespread 
platform cooling. Layering of sediment types 
produces a complex vertical diagenetic stratigraphy, 
favoring more reactive beds at shallow depth where 
permeability is not limiting, but switching to more 
permeable beds at depth. Bank-marginal fracturing 
limits dolomitisation of the interior, irrespective of 
whether the fractures are open or sealed. 

INTRODUCTION 

Dolomites are important hydrocarbon reservoirs, and 
the process of dolomitisation is a critical control on 
reservoir quality and consequent producibility. 
Dolomitisation also plays an important role in the 
secular changes in seawater chemistry through the 
Phanerozoic (Holland, 2005). 

Most dolomites are considered secondary, formed by 
replacement of original limestone (Equation 1):  

++
⋅ +⇔+ 2

3
2

3 )(2 CaCOCaMgMgCaCO         [1] 

Despite the abundance of dolomite in the rock record 
and dolomite super-saturation of modern 
seawater, dolomites are rare in modern carbonate 
sediments. Laboratory experiments at elevated 
temperatures show dolomitisation rate depends on 
Mg2+:Ca2+ in solution, reactant mineralogy, RSA, 
temperature, and the presence of kinetic inhibitors, 
such as sulfate (see review by Machel, 2004).  

Critically, dolomitisation also relies upon an efficient 
fluid flow mechanism, to transport reactants and 
products (Whitaker et al., 2004). Unlike many 
proposed dolomitisation models, geothermal 
convection is essentially independent of boundary 
conditions such as relative sea-level (Sanford et al., 
1998), and thus will operate in all platforms with 
sufficient permeability. The forced convection cells 
draw on an infinite reservoir of Mg2+ and affect large 
volumes of platform carbonates for extended time 
periods. Such convection operates in modern 
carbonate platforms ranging from small-scale atolls 
(e.g., Aharon et al., 1987) to the extensive Floridian 
platform (Kohout, 1965).  

Early RTM simulations of geothermal convection 
over 100 ky suggested that dolomitisation was 
focused in a sweet spot in the deeper (>1.5 km) 
platform interior (Wilson et al., 2001). This implied 
dolomitisation is not simply transport-limited, which 
would give a distribution mirroring that of fluid flux, 
but rather occurs as a gradient reaction along a 60–
70°C isotherm where there is an optimum balance 
between transport and reaction rate. However, 
extrapolation from these short-term simulations 
suggests that, even in the most favorable locations, 
less than 2% dolomite will form in 1 million years, 
and complete dolomitisation will require more than 
60 Myr.   

Here we report RTM simulations of geothermal 
convection over a time scale of millions of years and 
address three important questions 

1. Can geothermal convection form significant 
volumes of dolomite within geologically 
reasonable timescales? 

2. If so, do geothermal dolomite bodies have 
characteristic geometries and/or geochemical 
signatures such as temperature of formation? 
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3. To what extent is geothermal dolomitisation 
controlled by the characteristics of the sediments 
and/or the platform geometry?  

METHODS 

We use TOUGHREACT to simulate geothermal 
convection in a 2-D flow domain 3 × 35 km 
representing half an isolated carbonate platform, 
assuming symmetrical flow. The platform is a 
rimmed shelf flooded with seawater to 5 m depth and 
measuring 25 km from interior to margin, sloping 
steeply into a 2 km deep basin. The flow domain is 
discretized into 4305 active blocks 350–500 m wide 
and 5–50 m high, and in the baseline simulation 
employed linear (Cartesian) coordinates. Additional 
simulations using narrower and shallower platforms 
and a radial grid to investigate sensitivity to platform 
geometry. 

Right and left boundaries are no-flow boundaries, 
while the lower boundary is closed to flow and solute 
transport but open to heat transport, with a specified 
heat flux of 60 mW/m2, representative of passive 
margins. The upper boundary, from the basin and 
slope to the platform top, is a fluid-pressure 
boundary, allowing the recharge or discharge of 
fluids, where temperature and pressure are defined 
from depth below sea-level. Initial temperature 
distribution reflects advective heat transport by 
geothermal convection prior to initiation of any 
reactions. Although effective thermal conductivity 
will vary with mineralogy and porosity, 
TOUGHREACT does not at present include these 
feedbacks. A thermal conductivity of 2.2 W/m°C was 
specified, with a specific heat capacity of 1000 
J/kg.oC.  

Initial porosity is an exponential function of depth 
based on data for Florida (Schmoker and Halley, 
1982; Figure 1). Permeability is derived from 
porosity based on Lucia’s (1995) analysis of core-
scale measurements (Figure 1). The base case uses 
the Class 2 relationship for packestone-wackestones. 
Sensitivity to porosity-permeability relationship is 
explored using by increasing permeability by one 
order of magnitude (grainy platform) and by using 
Lucia’s Class 3 poro-perm relationship (muddy 
platform). Permeability anisotropy in platform 
carbonates reflects depositional layering and early 
diagenesis, and is specified as 1,000, based on flow-
based scale-up of core data. The effect of 
dolomitisation on the porosity-permeability 
relationship is highly variable. Mimetic dolomites 
can exhibit remarkable preservation of sedimentary 
textures, but recrystallisation can completely destroy 
depositional fabrics (Lucia, 2004). We used a 
simplified Carmen-Kozeny Equation to modify 
permeability, ignoring the effects of changes in grain 
size, tortuosity, and specific surface area. 

The initial mineralogy is 99% calcite, with 1% “seed” 
dolomite representing minor syndepositional 
dolomitisation and providing nucleation sites. In 

 
Figure 1. Relationship between permeability and 
depth below the platform top based on the Schmoker 
and Halley (1982) porosity depth curve for Florida 
and the porosity-permeability relationships of Lucia 
(1995) 

addition, anhydrite is incorporated as a secondary 
mineral. Initial fluid composition is seawater 
modified to equilibrium with respect to calcite but 
remaining supersaturated with respect to dolomite, to 
represent diagnesis in very shallow pore waters.  

Dolomitisation is assumed to occur via calcite 
dissolution followed by dolomite precipitation 
(Machel, 2004). Dolomite precipitation is modeled as 
a kinetic process, since it is orders of magnitude 
slower than calcite dissolution and anhydrite 
precipitation, which are modeled as thermodynamic 
processes. We use the kinetic expression for dolomite 
precipitation of Arvidson and Mackenzie (1999; 
Equation 2): 

26.2/ ))/(1( eq
RTEa

sdol KQAeAr −= −
                        [2] 

where rdol is the reaction rate of dolomite 
precipitation, As is the specific reactive surface area,  
and together Q, the activity quotient, and Keq, the 
equilibrium constant for ordered dolomite, define the 
saturation index. The rate constant as defined from 
laboratory experiments where A the pre-exponential 
factor is 11.22 mol/cm2; Ea the activation energy is 
1.335 × 105 J/mol; R is the universal gas constant ; T 
is temperature (K) and 2.26 is the reaction order.  

We assume an RSA of 1,000 cm3/g, which equates to 
an average diameter of idealized grains of 50 µm 
diameter, or larger morphologically more complex 
grains. Geometric considerations suggest that RSA is 
inversely proportional to the average grain diameter, 
and thus permeability and RSA are likely to co-vary. 
For the lower-permeability muddy sediments, we 
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assume an RSA of 10,000 cm3/g, while for the 
grainier sediments, we set the RSA to 100 cm3/g.  

RESULTS 

Cold ocean water enters along the platform slope and 
flows laterally and upwards to discharge from 
platform top, with highest flux in the upper platform 
adjacent to the margin (Figure 2). The depth 
dependence arises from the specified reduction in 
initial permeability with depth, and the lateral 
penetration arises from the high anisotropy. Over 
time, diagenesis increases porosity and permeability, 
enhancing fluid flow and also advective cooling. 
Cooling extends across most of the platform, with a 
tongue of <20°C water extending progressively from 
the margin over time, but ascending waters result in 
limited advective warming of the platform interior.  

Dolomite forms within two distinct zones that 
develop at different rates and over time merge to 
create a single dolomite body. A broad inclined 
dolomite ellipse forms parallel to the isotherms and 
shallowing with distance from the margin, where the 
balance between temperature and fluid flow is 
favorable. Dolomite initially forms very slowly, but 
after >10 Ma, reaction rates accelerate and the ellipse 
extends towards the platform margin. A second 
dolomite zone develops at shallow depth (<500 m) 
within 10 km of the platform margin up to 15 Ma, but 
later extends further towards the interior. Reactions 

are most rapid at the shallowest part of the platform 
due to the very high flux of sea-water close to 25°C.  

The transition from complete to undolomitised rock 
occurs vertically over 2–300 m and horizontally over 
1–2 km rather than forming a sharp reaction front.   

These simulations reveal important nonlinearities in 
the rate of dolomitisation, with an increase in reaction 
rate as dolomite abundance increases, giving 
complete dolomitisation locally within 5 Ma and over 
significant areas of the platform in 10–15 Ma.  This is 
consistent with high-temperature experiments, which 
show that once the dolomitization reaction starts, it 
proceeds very quickly.   

The calcite distribution mirrors that of dolomite, but 
the mol:mol replacement of calcite by the denser 
dolomite enhances porosity by up to 13%, although 
precipitation of some dolomite cement (“over-
dolomitisation”) reduces porosity by up to 3% near 
the platform margin. In the platform interior, there is 
a smaller inclined zone of minor anhydrite 
cementation at 1–2 km depth down-flow of the 50°C 
isotherm, where porosity is reduced by up to 7.5 %, 
due to precipitation of calcium sulfate (most likely at 
this pressure and temperature as anhydrite).  
Anhydrite precipitation rate is initially rapid, but the 
reaction becomes self-limiting with progressive 
reduction of fluid flow, caused by the reduction of 
porosity and permeability.  

 
Figure 2. Geothermal 
convection in linear 
(left) and radial (right) 
platform geometries, 
showing distribution of 
fluid flux (including 
representative 
streamlines), 
temperature, dolomite 
and anhydrite (as a 
fraction of the total rock 
volume) after 15 Ma. 
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Figure 3. Geothermal 
convection in grainy (left) 
and muddy (right) linear 
platforms showing 
distribution of fluid flux 
(including representative 
streamlines), dolomite 
and anhydrite (as a 
fraction of the total rock 
volume) after 15 Ma. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The baseline simulation uses planar (Cartesian) co-
ordinates, appropriate for platforms with a 
length/width ratio of more than 4–5. Flow in more 
circular platforms can be approximated using radial 
coordinates (Figure 2). Flow enters the circular 
platform from the entire circumference of the margin 
and convergences towards the platform interior. The 
lower flow rates mean less advective cooling. The 
distribution and extent of dolomite and anhydrite 
after 15 Ma in the radial simulations resemble that of 
the linear coordinate simulations after only 1.5 Ma. 

Previous RTM simulations (e.g., Wilson et al., 2001) 
have demonstrated that dolomitisation is highly 
sensitive to variations in both permeability and RSA. 
Results of simulations co-varying permeability and 
RSA are shown in Figure 3. In the grainier platform, 
the fluid flux is an order of magnitude greater than in 
the baseline simulation, resulting in widespread and 
significant platform cooling. Despite the higher fluid 
flux, a combination of the significantly lower 
temperatures and lower RSA result in only partial 
dolomitisation of the platform interior. At these low 
temperatures, no anhydrite cements are precipitated. 

 

   

In the muddier platform, fluid flux is reduced by 
some two orders of magnitude relative to the baseline 
simulation, and temperatures are almost entirely 
conductive. Fluid flux limits dolomitisation to a 
narrow zone within a few kilometers of the margin, 
where temperatures are mostly <30oC. Anhydrite 
forms more rapidly than in the cooler baseline 
simulation, in a zone located just downstream of the 
platform margin dolomitisation.   

Real platforms are characteristically heterogeneous at 
a range of scales, often with pronounced vertical 
layering reflecting changes in depositional regime 
over time. We simulated a very simple vertically 
stacked sequence within the upper 2 km of the 
platform, alternating 150 m thick units of pack-
wackestone (Class 2) sediments with intermediate 
RSA (1,000 cm2.g-1) and 50 m thick layers of either 
low permeability but more reactive (muddy) 
sediments or high permeability less reactive (grainy) 
sediments (Figure 4).  

Grainy layers effectively pirate the flow, with very 
high fluxes (>50 m.yr-1) adjacent to the margin, 
although fluxes within the Class 2 sediments are an 
order of magnitude lower than in the baseline  
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Figure 4.  Geothermal 
convection in a pack-
wackestone platform with 
grainy layers (left) and 
muddy layers (right , 
showing distribution of 
fluid flux (including 
representative 
streamlines), temperature, 
dolomite and anhydrite 
(as a fraction of the total 
rock volume) after 15 Ma. 

 

 

 

 

 

 

 

 

 

 

 

 

simulation.  Flow in the higher permeability layers 
significantly cools the platform, and conduction 
prevents any vertical temperature stratification. The 
resulting pattern of dolomitisation shows marked 
layering, with complete dolomitisation of almost all 
Class 2 sediments in the upper 600 m of the platform. 
While fluid flux rarely exceeds 0.4 m.y-1, in these 
sediments, they are preferentially dolomitised due to 
their higher RSA. At depths of 600–1600 m, 
dolomitisation continues to favor the more reactive 
Class 2 sediments, but within each Class 2 layer, 
dolomite abundance increases with depth as Mg2+ is 
sourced from the underlying grainier layer. Below 
1600 m, the Class 2 sediment permeability has 
reduced sufficiently such that dolomitisation occurs 
preferentially within the grainier layers despite their 
lower reactive surface area. Anhydrite formation is 
restricted to a couple of these grainer layers at depth 
in the very interior of the platform.  

With the introduction of muddy layers, fluid flux is 
significantly reduced compared to the baseline 
simulation, with most flow occurring within the Class 
2 sediments adjacent to the platform margin, 
Advective cooling of the platform is significantly 
reduced. By 15 Ma, dolomitisation is complete within 
4 km of the margin in this high flow zone, and at 

 

shallow depth tongues of dolomite extending towards 
the interior are developed preferentially within the 
more reactive, less permeable beds. The decreasing 
permeability with depth of both sediment types is 
mirrored by the fluid flux, and below 600 m, fluid 
flux is insufficient to dolomitize the muddy layers 
and occurs only within the more permeable Class 2 
sediments. A minor amount of anhydrite forms at 
depths >1 km downstream of the platform margin 
dolomites within the Class 2 sediments. 

CONCLUSIONS 

Geothermal convection of normal sea-water can form 
a large dolomite body within millions to a few tens of 
millions of years, and is accompanied by 
precipitation of anhydrite cements downstream of the 
dolomite body, but only very minor dolomite 
cements. The rate of geothermal dolomitisation and 
the size of the dolomite body formed have previously 
been significantly underestimated, owing to 
nonlinearities in the rate of dolomitisation. The 
dolomite body is characteristically thicker at the 
platform margin and at shallow depth, thinning 
towards the platform interior, and forms at 
temperatures that are rather cooler than previously 
suggested, mostly in the range 20–40oC. The rate of 
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dolomitisation is significantly reduced in circular 
rather than in elongate platforms, although the 
general pattern remains similar.  

Dolomitisation is critically sensitive to sediment 
permeability and reactive surface area, which are 
often inversely related. Despite much higher rates of 
fluid flow in grainier platforms, a combination of 
lower temperatures and RSA restricted fluid flux 
results in only partial dolomitisation within the center 
of the platform. In muddier platforms, dolomitisation 
is also reduced, but in this case reactions are flux 
limited, with dolomitisation restricted to the platform 
margin. The introduction of horizontal layers of 
grainy or muddy sediments produces a complex 
vertical diagenetic stratigraphy, favoring more 
reactive beds at shallow depth where permeability is 
not limiting, but switching to more permeable beds at 
depth.  

While at present TOUGHREACT does not consider 
feedbacks between evolving porosity and thermal 
conductivity, this is unlikely to significantly alter our 
conclusions. There are a number of important 
challenges to improving our RTM simulations of 
dolomitisation. These arise from uncertainties in 
physical and chemical parameters (especially 
permeability and reactive surface area), uncertainties 
in dolomitisation kinetics at low temperatures, 
appropriate representation of such inherently 
heterogeneous systems, and the nonstationarity of 
boundary conditions over such long times.  
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ABSTRACT 

The geologic sequestration of greenhouse gases to 
mitigate climate change is receiving increasing 
attention as a means to allow some continued use of 
fossil fuels while reducing emissions. Numerous 
demonstration programs are currently under way to 
understand the mechanisms by which CO2 can be 
safely stored and to develop analytical tools to 
manage reservoirs. The objective of our research is to 
design a single-well injection-withdrawal test to 
investigate nonstructural (residual) trapping 
mechanisms. The proposed design consists of a 
sequence of tests—including hydraulic, thermal, and 
tracer tests—to provide complimentary data to 
constrain the estimate of residual gas saturation (Sgr), 
and to reduce the bias caused by formation 
heterogeneity. Numerical simulations were conducted 
using the EOS7C module of TOUGH2, incorporated 
into the iTOUGH2 simulation-optimization code. 
The proposed approach is applied to CO2CRC’s 
Otway Project Site, Victoria, Australia. iTOUGH2 
provides means not only for joint analysis of different 
types of data to be collected at Otway, but also for 
characterization and estimation of attributes of the 
heterogeneous property field that are likely to affect 
test performance and data interpretation. The results 
of the study suggest that uncertainty in the estimate 
of Sgr can be reduced by using multiple data types 
and repeated tests. 

INTRODUCTION 

The geologic sequestration of anthropogenic 
greenhouse gases to mitigate climate change is 
receiving increasing attention as a means to reduce 
the impact of atmospheric CO2 releases from the use 
of fossil fuels. However, to be able to safely store 
CO2 in the reservoirs, we need to understand the 
trapping mechanisms that keep CO2 underground. 
While four trapping mechanisms―structural 
trapping, residual phase trapping, solubility trapping 
and mineralization trapping (IPCC, 2005)―have 
been identified, the focus of this study is on residual 
phase trapping.  
 
To achieve the pressure and temperature conditions 
required for supercritical CO2 storage, the depth of 
the target formation must be at least ~800 m below 

ground surface. The high cost associated with drilling 
wells at such depth leads to an effort to minimize the 
number of wells.  
 
The objective of this study is to propose a test 
sequence that uses a single well for quantifying the 
amount of injected CO2 trapped as residual gas in 
brine aquifers. We will demonstrate the approach by 
applying it to the Otway injection project in 
Australia. However, the proposed method is general, 
i.e., it can be applied to other CO2 injection projects. 

DESIGN APPROACHES 

The proposed test consists of a carefully designed 
sequence of hydraulic, tracer and thermal tests. This 
test combination is needed to sufficiently constrain 
the estimate of Sgr given uncertainty and variability in 
formation properties. The basic idea for the design is 
to (1) perform a series hydraulic, thermal, and tracer 
tests under fully water-saturated conditions (referred 
to as reference tests; Stage 1); (2) create a system at 
residual CO2 saturation (Stage 2); (3) repeat the 
sequence of hydraulic, thermal and tracer tests in the 
formation containing residual CO2 (referred to as 
characterization tests; Stage 3); and (4) analyze the 
differences between the reference and 
characterization tests to estimate Sgr. 

Hydraulic test 
The hydraulic tests provide a distinct pressure signal 
to infer the amount of gas trapped in the formation. 
When water is injected into (a) a fully water-
saturated formation; (b) a formation at residual gas 
saturation with a low Sgr; or (c) a formation at 
residual gas saturation with a high Sgr, the liquid 
relative permeability is highest in (a) and lowest in 
(c), which means the injected water in Case (a) can 
move away from the vicinity of the well with less 
resistance than in Cases (b) and (c). Therefore, the 
pressure increase observed in Case (c) is the highest. 
While the observed pressure effects can be quite 
pronounced, uncertainty in the relative permeability 
will lead to uncertainty in the estimate for Sgr. 

Therefore, we seek additional observations that can 
further constrain the Sgr estimate. 
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Tracer test 
Tracer is injected into the formation and pushed 
further away from the injection well by continuous 
injection of water, before being pulled back into the 
borehole, where a breakthrough curve (BTC) is 
measured. The BTC in Stages 1 and 3 are distinctly 
different, because in Stage 3, part of the tracer 
partitions into the trapped gas and thus becomes 
immobile. The differences between the two BTCs 
can be used to infer how much gas is trapped in the 
system. We propose to use noble gases as tracers, 
because they (1) partition between the aqueous and 
CO2-rich phase,  (2) are chemically inert and 
nonhazardous, and (3) can be measured with great 
precision. We propose to use Kr and Xe and compare 
the BTCs obtained from the residual gas field (Stage 
3) with the BTCs from the reference test (Stage 1).  

Thermal test 
Supercritical CO2 has a significantly smaller thermal 
diffusivity than water. We can take advantage of the 
contrast between the thermal diffusivity of a brine-
saturated formation and one that contains CO2, and 
perform a well-based thermal transport test in which 
the temperature response is used to estimate gas 
saturation. The basic mechanics of such a test are 
shown in Freifeld et al. (2008). Figure 1 shows the 
temperature increase as a function of gas saturation 
for a system initially at 65ºC after 2 days of heating 
at 40 W/m. Because the effective thermal 
conductivity is treated in TOUGH2 as a linear 
function of gas saturation, the maximum temperature 
increases linearly as gas content increases; however, 
a laboratory-derived relationship between gas 
saturation and thermal conductivity can be used to 
more accurately interpret field observations. Since 
temperature can be measured very accurately, even 
small changes in gas saturation, and thus thermal 
diffusivity, can be identified. However, this method 
has the limitation that the scale of the formation 
"interrogated" is a cylinder of 1 to 2 m around the 
wellbore. 
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Figure 1. Maximum temperature after 2 days of 

heating at 40 W/m for systems with 
different gas saturations 

APPLICATION TO OTWAY I NJECTION 
PROJECT 

Recognizing the importance of saline aquifers for 
CO2 storage, the CO2CRC Otway Project proposed a 
test to better understand residual trapping in 
sedimentary formations that lack clear stratigraphic 
traps. A predetermined volume of CO2-rich gas (80% 
CO2 and 20% CH4 by volume; or 90% CO2 and 10% 
CH4 by mass) will be piped to a new well (CRC-2) 
and injected at a supercritical state into the Paaratte 
Formation. The proposed injection formation is at a 
depth of 1481–1507 m at the base of the Paaratte’s 
400 m thick sequence of sands and shales. There are 
two lithofacies in our targeted zone: sand (59%) and 
shale (41%). The mean permeability used to 
represent the sand is 1 darcy in the horizontal 
direction and 0.01 darcy in the vertical direction; 
mean porosity is 0.28. All the shale layers are 
considered to have one milli-darcy permeability. 

Test Sequence 
The proposed test sequence can be summarized as 
follows (Figure 2): 
 
1. Stage 1: Reference Tests Under Fully Water-

Saturated Conditions 
1.1. Reference Thermal Test: Heating of 

borehole for 2 days, followed by 3 days of 
cooling; temperature is measured using 
fiber-optic distributed temperature sensors 

1.2. Reference Hydraulic and Tracer Test:  

1.2.1. Injection: Water injection for 1 
day; combined with injection of 2-
hour tracer pulse (water injection 4 
hours; water+tracer injection 2 
hours; water injection 18 hours); 
pressure measurements 

1.2.2. Production: Pull back for 7 days; 
pressure and tracer concentration 
measurements (reference BTC) 

2. Stage 2: CO2 Injection and Creation of 
Trapped Gas Field 
2.1. CO2 Injection: Injection of CO2 for 2 day, 

followed by a 1-day shut-in period 

2.2. Thermal test: Heating of borehole for 2 
days, followed by 3 days of cooling 

2.3. Water Injection: Injection of CO2-saturated 
water for 3 days, followed by a 1-day shut-
in period 
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Figure 2. Proposed test sequence 

3. Stage 3: Characterization Tests for a System 
at Residual Gas Saturation 
3.1. Characterization Thermal Test: Heating of 

borehole for 2 days, followed by 3 days of 
cooling; temperature is measured using 
fiber-optic distributed temperature sensors 

3.2. Characterization Hydraulic and Tracer 
Test:  

3.2.1. Injection: Water injection for 1 
day; combined with injection of 2-
hour tracer pulse; pressure 
measurements 

3.2.2. Production: Pull back for 7 days; 
pressure and tracer concentration 
measurements (characterization 
BTC) 

Model Description 
Numerical simulations were conducted using the 
EOS7C module (Oldenburg, 2004) of TOUGH2, a 
numerical simulator for nonisothermal multiphase, 
multicomponent flows in porous media. EOS7C was 
developed to model multicomponent gas mixtures of 
methane and a noncondensible gas (in our case: 
CO2), with one tracer present.  
 
The EOS7C module was incorporated into the 
iTOUGH2 (Finsterle, 2007) simulation-optimization 
code in preparation for formal sensitivity and 
parameter identification analyses. Moreover, 
iTOUGH2 is expected to be used for parameter 
estimation by automatic model calibration (inverse 
modeling), the method of choice for the joint analysis 
of the hydrologic, thermal, and tracer data to be 
collected at Otway. iTOUGH2 also provides the 
means to characterize and estimate attributes of the 
heterogeneous property field that are likely to affect 
test performance and data interpretation. 

 
The injection zone was modeled as a 2D radial 
system, extending 1000 m in the lateral direction and 
26 m in depth. A heterogeneous permeability field 
was created using an indicator-based algorithm from 
the geostatistical software library GSLIB, which is 
incorporated into iTOUGH2. The permeability field 
is conditioned on well log and core data. The 
corresponding capillary-strength parameter of the van 
Genuchten constitutive relationships is calculated 
using Leverett scaling. Figure 3 shows the 
permeability field used in the simulation up to 100 m 
from the well. The well is perforated between -7 and 
-12 m. Vertical discretization of the model is 0.5 m 
for the upper 14 m and 1 m for the lower 12 m. 
 

 
Figure 3: Simulated property field: logarithm of 

horizontal permeability 

Results 
Simulations were performed for residual gas 
saturations of Sgr=0.1, Sgr=0.2, and Sgr=0.35. Time-
series data of pressure, temperature, and tracer 
concentration are used for a sensitivity analysis of 
entrapped gas volume and residual gas saturation.  
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Gas saturation 
Figure 4 shows the liquid saturation for a system with 
Sgr=0.2 at 15 days (immediately after gas injection) 
and 25 days (immediately after water injection). At 
Day 15, the system reaches the highest gas saturation. 
Some of the injected gas moved above the injection 
area due to the buoyancy of CO2. At Day 25, CO2 
moves a little further away, and gas saturation stays 
mostly at 20%. 
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Figure 4(a): Liquid saturation at 15 days 
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Figure 4(b): Liquid saturation at 25 days 

Pressure responses 
Pressure responses at the wellbore during the test 
period for the three systems are shown in Figure 5. 
The four pressure increases seen within the time 
series for each of the systems are due to (1) water 
injection into the fully water-saturated system; (2) 
gas injection into a fully water-saturated system 
(drainage); (3) water injection into a gas field 
(imbibition); (4) water injection into a residual gas 
field (imbibition).  

Temperature responses 
Temperature responses at the wellbore over the test 
period are shown in Figure 6. The three temperature 
increases correspond to the three heating periods. The 
last heating of a residual gas-saturation field shows 
some sensitivity to the amount of entrapped gas. 
While the differences in temperature for the residual 
gas field appear small, the high accuracy of 
temperature measurements are expected to result in 
relatively well constrained estimates for Sgr. For this 

plot, one should compare the first and third 
temperature increases to infer Sgr. The second 
temperature increase is difficult to interpret, because 
the temperature change during this period depends on 
borehole conditions, the details of the heterogeneous 
property field, and the residual pressure disturbance, 
all of which cause convective fluid flow and 
associated heat flows. 
 

 
Figure 5. Pressure responses at the wellbore as a 

function of time for different residual gas 
saturations 

 

 
Figure 6.  Temperature responses at the wellbore as 

a function of time for different residual 
gas saturations  

Tracer breakthrough curves 
Tracer breakthrough curves are plotted in Figure 7. 
Two noble gases are used as tracers in our 
simulations: Krypton (84Kr) and Xenon (132Xe). The 
Henry coefficients are 3.860×109 Pa for Kr and 
2.634×109 Pa for Xe at 65˚C. A highly volatile tracer 
is not suitable for our test purpose, because a large 
amount of highly volatile tracer will partition into the 
trapped gas phase. As a consequence, the amount of 
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recoverable tracer in the liquid phase would be 
drastically reduced. A reasonable, expected reduction 
is seen in Figure 7 between the reference curves and 
the final tracer tests. Due to the reduced peak 
concentrations of the second recovery, the sensitivity 
of the curves to residual gas saturation is reduced 
correspondingly, making it difficult to infer Sgr when 
real data are used. 
 

 
Figure 7. Tracer breakthrough curves for different 

residual gas saturations  

CONCLUSION 

Single-well-derived data sets to assess reservoir 
properties can cost-effectively reduce uncertainties in 
the appraisal phase for finding commercial scale 
storage sites. Having multiple data sources and 
constraining the measurements, it is possible to 
design a single-well CO2 sequestration experiment to 
determine the key factors influencing residual 
trapping of CO2 in saline storage reservoirs. The 
proposed test design (1) provides complementary 
data that are sensitive to residual CO2 trapping, and 
(2) reduces ambiguity by using reference tests in the 
interpretation of hydraulic, thermal, and tracer data to 
arrive at Sgr estimates. Given the inherent uncertainty 
caused by subsurface heterogeneity and measurement 
errors, the joint inversion of all three data sets is 
proposed as a practical approach to best constrain Sgr.  
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ABSTRACT 

TOUGH+CO2 is a new simulator for modeling of 
CO2 geologic sequestration in saline aquifers.  It is a 
member of TOUGH+, the successor to the TOUGH2 
family of codes for multicomponent, multiphase fluid 
and heat flow simulation. The code accounts for heat 
and up to three mass components, which are 
partitioned into three possible phases. By solving 
coupled equations of mass and heat balance, 
TOUGH+CO2 can model nonisothermal or 
isothermal CO2 injection, phase behavior, and flow of 
fluids and heat under typical conditions of 
temperature, pressure, and salinity in CO2 geologic 
storage projects. The new simulator inherits all the 
capabilities of TOUGH2 in handling fractured media 
and using unstructured meshes for complex 
simulation domains. The FORTRAN 95 OOP 
architecture and other new language features have 
been extensively used to enhance memory use and 
computing efficiency. In addition, a domain 
decomposition approach has been implemented for 
parallel simulation. All these features lead to 
increased computational efficiency, and allow 
applicability of the code to multi-core/multi-
processor parallel computing platforms with excellent 
scalability.  

INTRODUCTION 

CO2 geologic sequestration in saline aquifers involves 
complex multiphase flow processes, such as 
advection and diffusion, convective mixing, phase 
appearance/disappearance, dissolution and 
precipitation of minerals, and other chemical 
reactions. Mathematical models are effective tools for 
understanding the behavior of CO2 in geological 
formations. Numerical modeling can in fact play an 
important role in evaluating the feasibility and 
reliability of CO2 disposal. However, modeling of 
such a complex process as CO2 geologic 
sequestration can be a large computational challenge.  
 
One of the most popular numerical simulators for 
modeling sequestration of supercritical CO2 into deep 
saline aquifers is the general-purpose reservoir 
simulator TOUGH2, in combination with the ECO2N 
fluid property module (Pruess et al., 1999; Pruess, 
2005). TOUGH2/ECO2N models nonisothermal, 
multiphase flows of mixtures of water, salt (NaCl), 
and CO2. Because of the complexity of these types of 
subsurface flow processes, most simulations are 

limited to simplified systems, mostly in two 
dimensions. However, for field-scale or refined-mesh 
applications, a simulator with more sophisticated 
modeling functionalities and efficiency is needed to 
represent geologic heterogeneities and the 
complicated multiphase, multicomponent flow 
processes. 
 
In this study, an efficient simulator, TOUGH+CO2, 
for modeling CO2 geologic sequestration in saline 
aquifers, was developed. The simulator is a member 
of TOUGH+ (Moridis et al. 2007), the successor to 
the TOUGH2 family of codes. TOUGH+CO2 is 
developed based on (and retaining) all the process-
modeling capabilities of TOUGH2/ECO2N. The 
code can be used to model nonisothermal multiphase 
flow in systems with H2O-NaCl-CO2 mixtures. It 
represents fluids as consisting of two mobile 
phases—a water-rich aqueous phase and a CO2-rich 
gas phase—and one immobile solid halite phase. The 
code partitions water and CO2 between gas and 
aqueous phase under different temperature, pressure, 
and salinity conditions using the correlations 
developed by Spycher and Pruess (2005). Dissolution 
and precipitation of salt is treated by means of local 
equilibrium solubility. Associated changes in 
medium porosity and permeability, and the 
wettability phenomena, may also be modeled. As 
special cases, the simulator may be used for 
investigation of sea water intrusion (no CO2) and 
saturated/unsaturated groundwater (no CO2 and 
NaCl). 
 
In this new development, the FORTRAN 95 OOP 
architecture and new language features—such as 
pointers, lists and trees, data encapsulation, defined 
operators and assignments, operator extension and 
overloading, use of generic procedures, and 
maximum use of the powerful intrinsic vector and 
matrix processing operations—have been extensively 
used. In addition, a domain decomposition approach 
has been implemented for parallel simulation.   
TOUGH+CO2 adopts a similar parallelization 
scheme as developed for the TOUGH2-MP code by 
Zhang et al (2001, 2007), which has been 
successfully applied to many large-scale simulations. 
The domain decomposition approach and parallel 
computation enhance model simulation capabilities in 
terms of problem size and complexity to a level that 
cannot be reached by single-CPU codes. By using the 
TOUGH+CO2 simulator, multimillion gridblock 
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problems can be run on a typical Linux cluster with 
several tens to hundreds of processors, to achieve ten 
to hundred times improvement in computational time 
or problem size.  
 
In this paper, the concepts, physics, and governing 
equations of the new simulator are summarized. 
Design, implementation, and parallelization of the 
code are discussed. The simulator is used to simulate 
a site scale CO2 sequestration in deep saline aquifers.  

THEORIES AND GOVERNING EQUATIONS  

Modeled Components, Phases and Flow processes 
Under typical geologic conditions for CO2 
sequestration, fluids may be present in three different 
phases: an aqueous phase that is mostly water, but 
may contain dissolved NaCl and CO2: a liquid CO2 
phase that may contain some water; and a gaseous 
CO2 phase that also may contain some water. Liquid 
and gaseous CO2 may coexist along the saturated 
vapor-pressure curve of CO2, which ends at the 
critical points (31.040C, 73.82 bar; Vargftik, 1975).  
If the geologic system is a saline aquifer, a third 
component, NaCl (salt), must also be considered. Salt 
can be dissolved in the aqueous phase or precipitate 
as solid phase. In TOUGH+CO2, the thermophysical 
properties are accurately calculated for gaseous as 
well as for liquid CO2, but no distinction between 
them is made in the treatment of flow. This simplifies 
the phase combinations in the water-NaCl-CO2 
system, but limits applications to processes that do 
not involve phase change between liquid and gaseous 
subcritical CO2. Table 1 shows the phases of a system 
that can be simulated: 
 
Table 1. Fluid phase conditions modeled by the 

simulator** 

Phase 
condition 

Major constituent Minor 
constituents 

Single 
aqueous 
phase 

Liquid water Dissolved CO2 
and NaCl. 

Single 
gaseous 
phase* 

Liquid CO2 or 
Gaseous CO2 

H2O 

 
Two phases 

Liquid water and 
CO2 (can be in 
liquid or gaseous 
phase) 

Dissolved CO2 in 
water; dissolved 
water in CO2-rich 
phase. 

*All sub- and supercritical CO2 is considered as a single 
nonwetting phase and referred to as “gaseous” phase. 
** In all cases, solid salt (NaCl) may be present or absent. 
 
The simulator was designed for simulation of the 
following processes and phenomena in saline 
aquifers: (1) the partitioning of the mass components 
among the possible phases; (2) the flow of gases and 
liquids in the geologic system; (3) precipitation and 

dissolution of halite, with associated changes in 
porosity and permeability; and (4) the corresponding 
heat flow and transport. One of the primary 
assumptions of the model is that Darcy’s law is 
assumed valid in the simulated domain. All phases 
may appear or disappear in any location during the 
course of a simulation. Thermodynamic conditions 
covered include a temperature range from ambient to 
100oC, pressures up to 60 MPa, and salinity from 
zero to full halite saturation.    

The Mass- and Energy-Balance Equation 
Following Pruess et al. [1999], mass- and heat-
balance equations in every subdomain (gridblock) 
into which the simulation domain is been subdivided 
by the integral finite difference method can be 
written in the form: 

∫∫∫ +Γ•=
Γ nnn V

nnn

V

dVqddV
dt

d κκκ nFM           (1)                            

κ=1, ..., 4 (representing water, NaCl, CO2, and heat) 
n=1,…, MN (total number of gridblocks).  
 
The integration is over an arbitrary subdomain Vn of 
the flow system under study, which is bounded by the 
closed surface Γn. The quantity M appearing in the 
accumulation term (left hand side) represents mass or 
energy per volume, F denotes mass or heat flux (see 
below), q denotes sinks and sources, and n is a 
normal vector on surface element dΓn, pointing 
inward into Vn.   
 
The integral finite difference (IFD) method 
(Edwards, 1972) is used for space discretization, 
while time is discretized fully implicitly as a first-
order backward finite difference. One of the most 
important advantages of IFD is that the discretized 
gridblocks can have irregular shape. This feature 
provides flexibility for discretization of complex 
simulation domains, such as discrete fractures. Time 
and space discretization of Equation (1) results in a 
set of coupled nonlinear equations. These nonlinear 
equations are solved by Newton/Raphson iteration. 

Thermophysical Properties and Constitutive 
Relations 
A set of primary variables will be obtained at each 
Newton step. The simulated brine-CO2 system is 
characterized and its state can be fully defined by the 
set of primary variables. However, to complete the 
mathematical description of the multiphase flow and 
heat transfer in porous or fractured media for CO2 
geologic sequestration, Equation (1) needs to be 
supplemented with a number of constitutive 
equations. These constitutive correlations express the 
interrelationships and constraints of physical 
processes, variables, and parameters, and allow the 
evaluation of secondary variables or parameters as 
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functions of the set of primary variables. The 
constitutive relations include: 
 
Constraint of fluid saturations: 1S =∑

β
β  

Constraint of mass fractions:  1X =∑
κ

κ
β  

In the above equations, κ= 1, ..., 3 representing water, 
NaCl, and CO2 components, and β=1, 2 3 
representing aqueous, gas, and solid phases.  
 
The relation between capillary pressure and phase 
saturation: ( )βββ SPP CC = . In the code, seven 
different functions have been implemented, 
including: linear, Pickens et al. (1979), Narasimhan 
et al. (1978), Milly (1982), Udell and Fitch (1985), 
Van Genuchten (1980), and Brooks and Corey 
(1966).  
 
The relation between relative permeability and phase 
saturation: ( )βββ Skk rr = . The following relative 
permeability functions have been included: linear, 
Pickens et al. (1979), Corey (1954), Grant (1977), 
Udell (1982), van Genuchten (1980),  Verma et al. 
(1985),  Stone (1970), and Aziz and Settari (1979). 
 
Other parameters—such as fluid density, viscosity, 
specific enthalpy of liquid and gas, thermal 
conductivity, and mass partitioning between 
components—are all determined by the primary 
variables. Many of these correlations for estimating 
properties and interrelationships are determined by 
experimental studies from the literature. 
 
Mass partitioning and phase change are also very 
important to the description of the multiphase and 
multicomponent flow system. The partitioning of 
water and CO2 among co-existing aqueous and gas 
phases is calculated from a slightly modified version 
of the corrections developed by Spycher and Pruess 
(2005) with Altunin’s correlation (1975) for 
calculation of CO2 molar volumes. The predicted 
equilibrium compositions for the two phases are 
functions of temperature, pressure, and salinity. The 
phase equilibrium between aqueous and gas 
corresponds to the dissolved CO2 mass fraction in the 
aqueous phase. When CO2 mass fraction is less than 
its equilibrium-partitioning mass fraction in liquid, 
the system will be in a single-phase liquid condition; 
when mass fraction of water does not exceeds its 
equilibrium-partitioning mass fraction in gas, the 
system will be in single-phase gas condition. 
Intermediate values of mass fractions correspond to 
two phase conditions.  

Influence of Salt on flow system 
Precipitation and dissolution of solid salt in a porous 
medium changes the void space available for fluids. 
Such change in porosity will cause change in 
permeability as well. In TOUGH+CO2, several 
choices for the functional dependence of relative 
change in permeability on the relative change in 
porosity are offered. In general, the relation can be 
written as   
 

)(
00 c

cf
k

k

φφ
φφ
−
−

=                                                  (2)                             

 
The subscript “0” denotes the original property and 

cφ  is “critical porosity.” It is obvious that 
permeability effects depend not just on the magnitude 
of porosity change, but on geometric properties of the 
pore channels, and on where and how solid salt 
deposition in those channels occurs. The critical 
porosity is the porosity at which the throats of flow 
channel become clogged, so that permeability is 
reduced to zero. For a simplified model, the cφ  effect 
may be neglected. and a power law dependence of 
permeability k on porosity φ  may be selected as the 
relational function.  
 
Solid salt deposition may not only involve 
permeability change, but may also influence capillary 
pressure. Precipitation of salt will alter the pore size 
distribution, generally reducing pore sizes, and 
thereby giving rise to stronger capillary pressures.  
Scaling factors of intrinsic permeability and capillary 
pressure are computed with OPM or EPM models 
developed by Moridis et al. (2008). In addition, the 
functions for the tubes-in-series model developed by 
Verma and Pruess (1988) have also been adopted as 
an alternative choice.   

PROGRAM DESIGN AND IMPLEMENTATION  

Primary Variables 
The thermodynamic state and mass partition of 
different components among phase conditions are 
determined from the equation of state. Using the 
same approach as TOUGH2/ECO2N (Pruess, 2005), 
the multiphase flow system for CO2 sequestration is 
defined by four primary variables. According to 
Gibbs’ phase rule, the number of thermodynamic 
degrees of freedom for a system involving three mass 
components and heat component in two (mobile) 
phases is four, which indicates that the four primary 
variables can completely define the flow system state 
of CO2 geologic sequestration. All other (secondary) 
variables can be computed from the four primary 
variables. 
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An important consideration in the program design is 
the choice of the primary variables (PV). When a 
phase appears or disappears, the set of appropriate 
thermodynamic variables may change. In this study, a 
primary variable switching scheme is used. Different 
primary variables are chosen under different phase 
conditions (Table 2). Experience has proven variable-
switching to be a very robust method for treating 
such multiphase flow systems as CO2 storage in 
saline aquifers. The four primary variables include 
pressure, salt mass fraction/solid salt saturation, CO2 
mass fraction, and temperature for single phase; and 
pressure, salt mass fraction/solid salt saturation, gas-
phase saturation, and temperature for two phases. 
When no solid salt is present, the second primary 
variable is salt mass fraction dissolved in the two-
component water-NaCl system. When solid salt is 
present, solid saturation is selected as the second 
primary variable, because the salt mass fraction is no 
longer an independent variable: it is determined by 
the equilibrium solubility of NaCl, which is a 
function of temperature. In Table 2, we note some 
primary variables plus 10.0 are used in model 
calculations, because the second and third primary 
variables all have a value ranging from 0 to 1.0. By 
adding a number 10.0, the presence or absence of 
solid salt, and single- or two-phase fluid conditions, 
can be recognized simply from the numerical value 
of the second and third primary variable. For the 
isothermal cases, heat transport is ignored and 
temperatures are maintained at their initial values. 
 

Table 2. Phases, system states, and primary 
variables* 

 
Phase 

State 
ID 

PV1 PV2 PV3 PV4 

1-Phase: 
Gaseous, 
with salt 

GsS P Ss+10 XCO2 T 

1-Phase: 
Gaseous, 

no salt 

Gas P XNaCl XCO2 T 

1-Phase: 
Aqueous, 
with salt 

AqS P Ss+10 XCO2 T 

1-Phase: 
Aqueous, 

no salt 

Aqu P XNaCl XCO2 T 

2-Phase: 
Gas+Aqu
with salt 

AGS P Ss+10 Sg+10 T 

2-Phase: 
Gas+Aqu

no salt 

AqG P XNaCl Sg+10 T 

* The primary variables: P is pressure, Ss is solid salt 
saturation, XNaCl  is NaCl mass fraction in the two-
component system water-NaCl, Xco2 is CO2 mass fraction 
in gaseous or aqueous phase, and Sg is gas saturation; T is 
temperature. 

Program implementation 
The code is implemented with the standard 
FORTRAN 95/2003, except for the libraries for 
domain decomposition and parallel linear solver, 
which are written in C by third parties. Object-
oriented programming architecture and some new 
language features are used to enhance code 
performance, such as pointers, lists and trees, data 
encapsulation, defined operators and assignments, 
operator extension and overloading, use of generic 
procedures, and maximum use of the powerful 
intrinsic vector and matrix processing operations. In 
addition, many utility functions are carefully 
designed for higher efficiency, such as the use of an 
efficient binary index searching scheme. Dynamic 
memory allocation for all larger arrays, together with 
the domain decomposition approach, allows large-
scale problems to be solved on distributed memory 
computers. The code has been designed for 
maximum portability, scalability, and efficiency. 

Parallelization 
The massively parallel simulation scheme 
implemented into the TOUGH+CO2 simulator uses 
the same approach as discussed in Zhang et al. 
(2001). The code partitions the simulation domain, 
defined by an unstructured grid, using a partitioning 
algorithm from the METIS software package 
(Karypsis and Kumar, 1998). In a parallel simulation, 
each processor will treat one portion of the 
simulation domain for updating thermophysical 
properties, assembling mass and energy-balance 
equations, solving linear equation systems, and 
performing other local computations. Local linear-
equation systems are solved in parallel by multiple 
processors with the Aztec linear solver package 
(Tuminaro et al., 1999). This parallel simulator has 
been built with an efficient communication scheme. 
Detailed discussion of the prototype of the data-
exchange scheme can be found in Elmroth et al. 
(2001), and improvements in the communication 
scheme are further discussed in Zhang and Wu 
(2006). 

APPLICATION EXAMPLE: CO2 INJECTION 
INTO A 3D LAYERED SALINE AQUIFER  

Continuous long-term injection of CO2 into a saline 
aquifer will cause a buildup of groundwater pressures 
in extensive regions. The injection activities may 
induce significant hydrological and geochemical 
impacts on groundwater resources. One of the most 
common applications of TOUGH+CO2 is for 
simulating such a CO2 injection process and its 
influence on the groundwater flow system. We use a 
three-dimensional (3D) example to demonstrate 
application of the code and its performance. 
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The first industrial scale CO2 storage project to 
become operational is at the Sleipner Vest field in the 
Norwegian sector of the North Sea, where 
approximately 106 tons of CO2 per year have been 
injected, since 1996, through a horizontal well into 
sands of the Utsira formation. A two-dimensional 
model has been designed based on this project for 
intercomparison of modeling codes (Pruess, 2005). 
The model was patterned after conditions at Sleipner 
and was designed to investigate CO2 migration in 
heterogeneous sand-shale interlayers. In this paper, a 
three-dimensional version of the model is developed.    
 
Even for the 3D model, significant simplifications 
have to be made. One of the most important 
simplifications is the assumption of isothermal 
conditions with a constant temperature of 37oC, 
which is the approximate ambient temperature of the 
formation.  CO2 injection rates, system geometry, and 
system permeabilities correspond approximately to 
those at Sleipner, although no attempt was made to 
accurately represent details of the permeability 
structure within the host formation. Injection of the 
supercritical CO2, which is less dense than the saline 
formation waters into which it is injected, causes it to 
rise through the formation. Its rate of ascent, 
however, is limited by the presence of four relatively 
low-permeability shale layers (Figure 1). The top and 
bottom of the formation are assumed to be 
impermeable. The only reactive chemistry considered 
in this problem is the dissolution of CO2 in the 
aqueous phase. 
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Figure 1. Schematic representation of the 3D 

geometry for CO2 injection in the Utsira 
Formation. 

The sequestration system is idealized as a 3D 
symmetric domain. The model needs only to cover 
one quarter of the domain because of symmetry. 

Figure 1 shows the 3D model range. The horizontal 
injection well, which has a screen length of 100 
meters (50 m for the model) with a 1m×1m cross-
sectional area, is along the Y direction. The well is 30 
m below the lowest shale unit, while the bottom of 
the aquifer is another 22 m below the well. The 
thickness of the formation at the site is 184 m. The 
injection point is 940 m below the sea floor, while the 
ocean depth at the site is 80 m. The formation is 
assumed to include four lower permeability shale 
units of 3 m thickness distributed within the high-
permeability sand at 30 m distance. Top and bottom 
of the simulation domain are impermeable 
boundaries. The two sides with X=0 and Y=0 are also 
impermeable boundaries, due to model symmetry. No 
heat and mass flux is allowed across the impermeable 
boundaries. The other two sides with X=6,000 m and 
Y=6,000 m are chosen as fixed hydrostatic pressure 
boundaries, which allows flow into and out of the 
domain. The two constant pressure boundaries are 
~6,000 m away from the injection well, which is far 
enough that the CO2 cannot reach the two boundaries 
after 2 years of injection. 
 
The model mesh is designed with refined grid around 
the well and near shale layers where significant 
gradients may occur. Gridding in the X-direction 
starts with 1 m increments at the well, and becomes 
coarser at increasing distance with a total 29 
gridblocks to reach 6000 m. In the Y-direction, the 50 
m length horizontal well is discretized into 25 
gridblocks at 2 m each. The Y-direction is discretized 
into a total of 50 gridblocks. Gridding in the Z-
direction also uses a 1 m increment blocks at the well 
and coarser grid below and above, with a total 34 of 
gridblocks. With this discretization scheme, the 
model consists of 49,300 elements and 143,764 
connections. The most important parameters for the 
model include intrinsic permeability 3×10-12 m2 for 
sand and 10-14 m2 for shale, corresponding porosity of 
0.35 and 0.1025. Other parameters can be found in 
Pruess et al. (2002). 
 
The initial conditions of the model are generated 
based on the measurements and estimations: (1) 
isothermal conditions with T=37oC for the entire 
model domain, (2) hydrostatic pressure conditions 
with a pressure of 110 bars at the injection level, (3) a 
salinity of 3.2% mass fraction of NaCl, (4) CO2 in the 
aqueous phase in equilibrium with a PCO2 of 0.5 bars, 
a typical value for sedimentary formation waters at 
the temperature of 37oC, which is about 0.04541% 
CO2 mass fraction. The initial conditions are 
obtained by specifying the thermodynamic properties 
of P = 110 bars, T = 37°C, salinity Xs = 0.032, CO2 
mass fraction XCO2 = 4.541×10-4 for all gridblocks 
with fixed pressure at the horizontal level of the 
injection well, and running the simulation to steady 
state for gravity equilibrium. 
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The injection of 106 tons of CO2 per year to the 
system represents an injection rate of about 31.7 kg/s, 
corresponding to 0.317 kg/s for each 2 m long 
injection gridblock. The total injection applied to the 
model is ¼ of the total injection rate. The model is 
run with the given initial conditions, boundary 
conditions, and injection rate for 2 years of 
continuous injection. Figures 2–7 show some 
simulation results. 
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Figure 2. Distribution of gas saturation at Y=1.0m 

after 2 years of CO2 injection 
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Figure 3. Distribution of dissolved CO2 mass 

fraction at Y=1.0m after 2 years of CO2 
injection 

Figure 2 shows the distribution of gas saturation at 
the Y=1.0 m (the vertical cross section which is 
perpendicular to the horizontal injection well) after 
two years of simulation time. The peak gas 
saturations of approximately 60% occur beneath the 
shale layers at elevations of -123 m and -99 m. When 
CO2 is injected into the target sand aquifer, it 
partially displaces the resident brine and partially 

dissolves in it. Under the site subsurface temperature 
and pressure conditions, CO2 is buoyant (less dense) 
compared to brine, and the injected CO2 moves 
upward towards the bottom of the shale layers. 
Eventually, the carbon dioxide is partially distributed 
among sand layers beneath the shale, and partially 
migrates through the low-permeable shale layer into 
the next sand layer. At the time of 2 years, the 
injected CO2 goes through only one shale layer. 
When CO2 accumulates beneath the shale layers, it 
slowly dissolves in brine. Dissolution of CO2 leads to 
an increase in the density of aqueous phase by a 
small amount. Although small, the density increase 
may be sufficient to generate convection flow in the 
formation. The distribution of dissolved CO2 mass 
fraction (Figure 3) may confirm this process. The 
range of dissolved CO2 mass fraction for 4.5% or 
higher covers most of the two-phase zone. The plume 
is significantly larger than the gas-phase distribution.  
By comparing the 3D model results with previous 2D 
results (Pruess et al., 2002), we can find that the 3D 
model predicts much smaller plumes of CO2 in gas 
saturation and mass fraction distribution. This 
suggests that a 3D model may be necessary for field-
scale investigation.  
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Figure 4. Distribution of gas saturation at 

X=200.0m after 2 years of CO2 injection 

Figure 4 shows a contour map of gas saturations at 
X=200 m. The cross section of X=200 m is parallel to 
the horizontal injection well, at a distance of 200 m 
from the well. The figure shows the front of gas CO2 
distribution at the location, which has a similar 
pattern as the distribution at Y=1.0 m, except a 
smaller range. The figure also shows that CO2 
migration along the horizontal well direction is very 
significant.  
 
Figure 5 shows pressure changes with time at 4 
gridblocks.  AU111 (0.5 m, 1.0 m, -162 m) and 
AUP11(0.5 m, 49 m, -162 m) are gridblocks at the 
center and end of the horizontal injection well, 
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respectively. Both APQ1C (200 m, 52 m, -138 m) 
and ASQ1C (200 m,52 m,-156 m) are located near 
the end of the injection well (x=200 m, y=52 m), but 
APQ1C is 18 m above ASQ1C. CO2 injection causes 
pressures to rise initially, most strongly and rapidly in 
the well center gridblock. The two well gridblocks 
have very similar patterns of pressure evaluation 
curves, except the one located at the well end shows 
less pressure buildup. Pressure changes at APQ1C 
and ASQ1C are less strong and with some time 
delay. Once the system establishes a quasi-steady 
flow condition at the injection well, pressures of the 
well gridblocks start to decline slowly.  
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Figure 5. Pressure evolution with time at 4 locations 

The correctness of these simulation results has been 
confirmed by comparing with the corresponding 3D 
model results obtained by TOUGH2/ECO2N code. 
 
The simulations were run on a Linux cluster 
equipped with 10 nodes using infiniBand switch 
connection, and each node consists of 2 INTEL Xeon 
3.6 GHz CPUs. Series and parallel simulations with 
different numbers of CPUs were run for the first 0.2 
years of CO2 injection, to examine the code 
performance. The total execution time reduces from 
30,504 seconds by series simulation, to 7112 seconds 
by parallel simulation with 8 CPUs and 3,178 
seconds with 16 CPUs. The code demonstrates very 
good performance with near-linear or even super-
linear speedup. 

CONCLUSIONS 

An efficient numerical simulation program, named 
TOUGH+CO2, has been developed for modeling of 
CO2 geologic sequestration in saline aquifers. The 
program is a member of TOUGH+, the successor to 
the TOUGH2 family of codes for multicomponent, 
multiphase fluid- and heat-flow simulation. 
TOUGH+CO2 was developed based on 
TOUGH2/ECO2N. In addition to inheriting all 
functionalities from the TOUGH+ platform, the code 
retains all the process-modeling capabilities from 
TOUGH2/ECO2N. The new code is a three-
dimensional, fully implicit model that solves large, 
sparse linear systems arising from discretization of 
the partial differential equations for mass and energy 

balance in porous and fractured media. The code uses 
the FORTRAN 95 OOP architecture, adopts new 
language features, and redesigns the program data 
structure to enhance memory use and computing 
efficiency. In addition, a domain decomposition 
approach has been implemented for parallel 
simulation. All these features lead to increased 
computational efficiency and allow application of the 
code to multi-core/processor parallel computing 
platforms with excellent scalability.  
   
The program was applied to simulate a CO2 
sequestration project with a 3D model. The model 
was patterned after conditions at the Sleipner site and 
was designed to investigate CO2 migration in 
heterogeneous sand-shale interlayers.  The exercise 
demonstrates good performance of the new code. 
Reasonable simulation results have been reached.  
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ABSTRACT 

Uncertainties caused by gridding effects (in terms of 
grid shape and resolution) are investigated for the 
numerical simulation of CO2 geologic sequestration 
in the WESTCARB Phase III pilot test. This pilot test 
involves a large-volume CO2 injection into a saline 
formation in California’s Central Valley, and 
preliminary simulations using a coarse rectangular 
grid have already been performed to predict CO2 
plume migration and trapping mechanisms. For this 
study, we generated a high-resolution model with 
Voronoi discretization. In the model, the lithlogies 
(sand/shale distribution) in the original geological 
model of the injection formation were fully 
represented. To solve the high-resolution model 
efficiently, a parallelized version of TOUGH2, 
TOUGH-MP/ECO2N, was used. Our results indicate 
that (1) high-order Voronoi discretization 
significantly reduces grid-orientation effects; (2) 
Coarse grids considerably underestimate gravity 
override, and thus the maximum lateral extent of CO2 

plumes is also underestimated to a few tens of 
percent for our cases; (3) A fine-grid resolution in the 
vicinity of the injection well may be needed to 
simulate near-well phenomena. Salt precipitation 
associated with formation dryout could be highly 
over- or underestimated by the use of coarse grids 
when the capillary-driven backflow to the well is 
significant. 

INTRODUCTION 

In two-phase flow simulation, it is well known that 
geometry and grid resolution can significantly change 
the shape of two-phase fronts. For example, when 
CO2 is injected into a single well and the shape of the 
CO2 saturation front should be essentially radial, the 
use of a five-point finite difference scheme results in 
a “diamond” shape for the front. In a vertical cross 
section, coarse grids underestimate gravity override 
(less dense CO2 flows over denser groundwater), and 
thus the maximum radial extent of the plume is also 
underestimated. Limitation of computational power 
often requires reducing the number of model 
gridblocks, by simplifying or upscaling a 
heterogeneous lithology model originally interpreted 
and developed by geologists.  
 

In this paper, the following gridding effects are 
investigated for numerical simulations of CO2 
geologic sequestration. 
  
(1) Shape of two-phase fronts 

-  Grid-orientation phenomenon 
-  Gravity override 

(2) Salt precipitation 
(3) Subgrid-scale heterogeneity 
 
The early part of the paper will illustrate gridding 
effects (1) and (2), using simple 1D/2D radial models. 
Then all three effects are investigated as part of a 
numerical simulation of a CO2 injection pilot test that 
is planned for a saline formation in California. 
 

GRIDDING EFFECTS IN A SIMPLE MODEL 

Shape of Two-phase Front 

Grid-orientation phenomenon 
When CO2 is injected into a single well and the shape 
of the CO2 saturation front should be essentially 
radial, the use of a five-point finite difference scheme 
results in a “diamond” shape for the front, as shown 
in Figure 1. This phenomenon is well known as 
“grid-orientation effect” (Aziz and Settari, 1979), 
which commonly occurs whenever there is gas 
injection. The effect is not a result of truncation 
errors alone and remains prominent as the grid is 
refined. The grid-orientation error increases as the 
saturation front becomes sharper, which occurs with 
an increasing mobility ratio and decreases with an 
increasing dispersion term (i.e., capillary pressure, 
mechanical dispersion). This effect can be removed 
by employing a nine-point difference scheme 
(Doughty and Pruess, 2004) or a two-point upstream 
weighting scheme, but these approaches significantly 
increase the computational load. 
 
Here, we examine high-order Voronoi discretization 
as a way to remove grid-orientation effects, as 
schematically shown in Figure 1c.  
 
We consider a horizontal storage formation (1 m 
thick) at 2 km depth (T=81°C, P=220 bars, Xs=0.05) 
for the simulation. The formation is homogeneous 
and isotropic. Throughout this paper, we assume 
isothermal conditions, and diffusions in aqueous and 
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gaseous phases are neglected for the simulations. The 
effect of diffusion will be negligible for this short 
time frame. Permeability k and porosity φ of the 
formation are 200 md and 28% respectively. The 
relative permeability is given by the van Genuchten 
model, with m=0.457 and Slr=0.2. CO2 is injected at a 
constant rate of 0.1 kg/s. The Voronoi grid is shown 
in Figure 2, along with a rectangular grid for 
comparison. These are one-layer models, so no 
gravity effects are involved. The CO2 saturation 
fronts at 4 years are shown for both grids in Figure 2. 
In Figure 2, it is seen that the shape of the saturation 
contour for the rectangular grid is distorted. This is 
caused by grid-orientation effects, which favor fluid 
flow along the grid axis directions. Figure 2b shows 
that a circular front is obtained for the Voronoi grid, 
indicating that the Voronoi grid can remove the grid-
orientation effect. 

Gravitiy Override 
Gravity override occurs when less dense CO2 flows 
over denser groundwater. In CO2 geologic 
sequestration, gravity override is important for 

evaluating the maximum lateral extent of CO2 plumes, 
and also the storage efficiency or capacity of CO2 
storage in a formation. When there is a difference in 
density between the injected fluid and the fluid 
initially present, the slope of the interface between 
the fluids depends on the ratio of viscous forces to 
gravitational forces. The degree of gravity overrides 
increases as the difference in density between the two 
fluids increases, as the permeability of the medium 
increases, and as the mobility ratio increases. At a 
given injection site, one operational parameter that 
affects override is the CO2 injection rate (Davis, 
1998).  
 
It is also well known that coarse gridding in a vertical 
cross section underestimates gravity override, and 
thus the maximum radial extent of the plume is also 
underestimated (Aziz and Settari, 1979).  
 
Examples of gravity override of CO2 over 
groundwater are shown in Figure 3. This simulation 
considers a horizontal storage formation of 100 m 
thickness. The other formation parameters are the 
same as above. Two-dimensional radial models with 
different vertical grid-resolution (dz=1 m and 10 m) 
are used, as shown in Figure 3a. CO2 is injected with 
a constant rate of 0.01 Mt/year and 1 Mt/year. The 
CO2 saturation contours after 20 years’ injection at 
the vertical cross section for the two cases of 
different injection rates are shown in Figures 3b and 
3c, respectively. The radial extent of the CO2 plume 
obtained from the coarse grid is obviously shorter 
than that from the find grid. In the case of 0.01 
Mt/year, where the gravitational force is 
comparatively dominant, the radial extent of the CO2 
plume obtained from the coarse grid is 
underestimated by about 30% compared to that from 
the fine grid. 

Formation Dry-out and Salt Precipitation 
Injection of CO2 into a saline aquifer may cause 
formation dryout and precipitation of solid salt near 
the injection well, which may reduce porosity, 
permeability, and injectivity (Pruess and Müller, 
2009). This section presents how resolution of lateral 
grid spacing affects the formation dryout and salt 
precipitation encountered in this study.  

Without capillarity 
A basic problem similar to Test Problem 3 of a code 
intercomparison study (Pruess et al., 2004), and used 
in the recent salt precipitation study by Pruess and 
Müller (2009), is adapted for the current study. A 
CO2 injection well fully penetrates a homogeneous, 
isotropic, infinite-acting aquifer of 100 m thicknesses, 
at conditions of 120 bar pressure, 50°C temperature, 
and a salinity of 25% by weight NaCl. CO2 is 
injected uniformly at a constant rate of 5kg/s. 
Formation parameters are as follows: k=33 md, 

Saturation isoline

Injection Well  
(a) Parallel grid    (b) Diagonal grid  (c) Voronoi  grid 

Figure 1. Grid-orientation phenomenon 

Injection WellInjection Well Injection WellInjection Well

 
(a) Rectangular grid          (b) Voronoi grid 

Figure 2. Example of CO2 saturation contours (below) 
calculated for rectangular and Voronoi grid 
models (above) of a horizontal formation 
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φ=20%, Slr=0.263, m=0.187, Sgr=0.05. A one-
dimensional radial grid is used for the simulation, 
neglecting gravity effects. Starting from the well 
radius of 0.1 m, different grid spacings (dr) are 
examined (dr=0.02 m, 0.2 m, 1 m, 5 m, 10 m, 20 m, 
and 50 m) within a radial distance of 10 m. 
Permeability reduction with decreasing porosity is 
not considered. 
 
Figure 4 shows formation dryout and salt 
precipitation after 1-year injection obtained from the 
simulation with 0.02 m grid spacing. It is seen that 
salt precipitation occurs only within the dryout zone 
with a constant solid saturation. Pruess (2009) 
developed an analytical model for the salt 
precipitation as follows. 

( ) saqd,g
2
ds XS1rM ρ−φπ=       (1) 

( )
s

saq
dgs

X
SS

ρ

ρ
−= ,1              (2) 

 

where Ms is mass of solid salt precipitated, rd radial 
distance from the injection point to the dryout front at 
time t, Ss solid salt saturation, φ porosity, ρaq:aqueous 
phase density, Xs the mass fraction of salt, dg,S  
average gas saturation in the region behind the dryout 
front. The parameters rd and g,dS can be calculated 
based on the fractional flow theory (see Pruess, 2009 
for details). 
 
In Figure 5a, an excellent match is found between the 
analytical solution of salt precipitation (Ms) given by 
Equation (1) and numerical results for the fine grid of 
dr= 0.02 m, whereas the coarse grids underestimate 
salt precipitation. The delay of the start of 
precipitation is attributed to the larger amount of 
water initially presents in coarser grids, because 
much CO2 can flow into the gridblock before 
sufficient evaporation of water causes salinity to 
reach the solubility limit of salt. In the figure, the 
position of the dryout front (rd) as calculated by 
Pruess (2009) is also plotted on the graph. It is 
confirmed that the numerical simulations with coarse 
grids underestimate the total solid salt until the 
dryout front reaches the first grid interface (=grid 
block size). As expected, such error can occur not 
only at the first gridblock, but also at every gridblock 
sequentially along the CO2 plume movement. In 
Figure 5b, it is seen that coarser grids generally 
underestimate the salt precipitation more, except for 
the times, indicated by the arrows, at which the 
dryout front reaches each gridblock interface, and 
analytical and numerical results correspond to each 
other. 

With capillarity 
Capillary pressures will provide a driving force for 
backflow of aqueous phase toward the injection well, 
which provides a supply of dissolved salt to be 
precipitated, especially near the dryout front where 
capillary pressure gradients are largest (Pruess and 
Müller, 2009).  
 
Figure 6 shows salt precipitation profiles obtained 
from the simulation with capillarity. Here, we used 
the same model and parameters as in the previous 
“without capillarity” case, except that capillary 
pressure is introduced using the van Genuchten 
model with m=0.457 and P0=19.6 kPa. In addition, 
the injection rate is reduced to 1/10 (0.5kg/s) and 
absolute permeability is increased to 66 md, so as to 
emphasize the capillary-driven backflow of aqueous 
phase to the well.  
 
In Figure 6a, without capillarity, solid salt saturation 
throughout the dryout region becomes constant 
independent of space and time, as analytically 
described in Equation (2) from Pruess (2009). On the 
other hand, with capillarity (see, dr=0.02 m in the 
figure), the backflow has the considerable effect of 

(b) Coarse grid (dz=10m)

(a) Fine grid (dz=1m)
100m

 
(a) Grid blocks 

(b) Coarse grid (dz=10m)

(a) Fine grid (dz=1m)

 
(b) CO2 Saturation (injection rate=1Mt/year) 

Radial extent of plume

Radial extent of plume

(b) Coarse grid (dz=10m)

(a) Fine grid (dz=1m)

 
(c) CO2 Saturation (injection rate=0.01Mt/year) 

 
Figure 3. Examples of CO2 saturation profile in 

vertical cross section from fine and coarse 
grids. 
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thrusting back the dryout front, increasing solid salt 
saturation above the w/o capillarity case.  
 
The capillary-driven backflow of the aqueous phase 
toward the well becomes prominent for slow 
injection rate, high liquid permeability (absolute 
permeability × liquid relative permeability), or steep 
capillary pressure gradients. For example, the larger 
m value of van Genuchten’s relative permeability 
curve will yield larger salt precipitation in the dryout 

zone, as shown in Figure 6b, at 10 years, since the 
injection start for an example case of k=200 md and 
injection rate = 5kg/s. It is seen that the use of m = 
0.9 yields a very high solid saturation in a narrow 
precipitation zone, that can result in near-zero 
permeability, deteriorating the well injectivity, if the 
permeability reduction option is adapted in the model. 
The rapid rise of solid saturation around the well, 
especially at the early stages of injection, is attributed 
to the fast backflow to the well. 
 
In terms of the effect of grid size, in Figure 6a, the 
backflow continuously supplies solute to a gridblock 
just behind the dryout front, until the water in the 
next-downstream gridblock reaches the solubility 
limit of salt. This results in greater salt precipitation 
in the coarser grids than in the fine-grid case. At the 
same time, as discussed above, coarser grids may 
also underestimate the solid saturation due to the 
delay in the start of salt precipitation, as 
demonstrated by the dr = 5 m case in the figure.  
 
These results suggest that the simulation of salt 
precipitation at field scales can be computationally 
challenging, because it may require a very high-
resolution grid, when capillary-driven backflow is 
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Figure 5.  Time evolutions of solid salt precipitation at 
the first gridblock. Analytical and numerical 
solutions for fine and coarse grids 
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significant, depending on the injection rate, liquid 
permeability, and capillary pressure distribution. 

GRID SENSITIVITY STUDY FOR THE 
SIMULATION OF CO2 INJECTION PILOT 
TEST AT KIMBERLINA SITE 

WESTCARB (West Coast Regional Carbon 
Sequestration Partnership) led by the California 
Energy Commission is planning a commercial-scale, 
large-volume CO2 sequestration test (LVST) in the 
San Joaquin Valley, California. The oxy-combustion 
“Zero-Emissions Power Plant” (ZEPP-1) plans to 
provide 250,000 metric tons of CO2 per year for four 
years’ injection of the LVST. A numerical model 
using a coarse rectangular grid has already been 
developed for preliminary simulations performed to 
predict CO2 plume migration and trapping 
mechanisms (Doughty, 2009).   
 
In this study, a high-resolution model is developed to 
investigate uncertainties due to gridding effects 
(geometry and resolution) present in the previous 
simulation. In addition, phenomena near the injection 
well are also explored. 

Model Setup 
The target formation for the injection is the Vedder 
Formation, a high-permeability sand about 150 m 
thick, located at a depth of 2 km. The Vedder 
Formation consists of alternating sand and shale 
layers, and is covered by a low-permeability shale 
formation. The geologic model has been developed 
by Lawrence Livermore National Laboratory, using 
180 layers to represent the sand and shale distribution 
in the Vedder Formation (Wagoner, 2009).  
 
In the previous simulation by Doughty (2009), a 
TOUGH2 model of the Vedder Formation was 
developed for the 11 km by 11 km area centered on 
the injection well. The thickness and dip of the 
formation are respectively 157.5 m and 7°. The 
sand/shale ratio is assumed to be 50%. For the initial 
reservoir conditions, we assumed a hydrostatic 
pressure distribution with average 220 bars at the 
injection well; an initial temperature of 81°C; and an 
initial salinity of 50,000 mg/L. Material properties 
used for the base-case model in Doughty (2009) are 
shown in Table 1. A no-flow boundary condition was 
applied for the top/bottom boundary and lateral y-
direction boundary, while a constant-pressure 
boundary was applied for the lateral x-direction 
boundary. Permeability reduction with decreasing 
porosity associated with salt precipitation was not 
considered. 
 
In this study, the conceptual model and parameters 
are the same as Doughty (2009), except (1) the 
hysteretic formulations of relative permeability and 

capillary pressure are not involved, which is very 
important for the fate of CO2 in the postinjection 
period; (2) the van Genuchten parameter m for liquid 
relative permeability was reduced from 0.917 to 
0.457, to avoid heavy NaCl precipitation occurring 
near the wellbore, especially when the high-
resolution grid is used.  As discussed above, a larger 
m value increases relative permeability of the liquid 
phase, and generates rapid backflow of the liquid 
phase to the well.  
 
The isothermal two-phase flow simulation ran for the 
4-year injection period at a rate of 250,000 tons of 
CO2 per year, resulting in one million tons of CO2 
injected. In the models, the injection rate is uniformly 
assigned to wellbore elements located in the sand 
layers.  To solve the high-resolution model efficiently, 
a parallelized version of TOUGH2, TOUGH-MP 
ECO2N (Zhang et al., 2008) was used. 
 
Table 1. Material properties for the simulation 

(based on Doughty, 2009) 
Property Sand Shale
Porosity n 28% 15%
Horizontal permeability kx, y 200md 0.1md
Vertical permeability kz 20md 0.01md
Relative permeability parameters

Residual liquid saturation Slr 0.2 0.3
van Genuchten parameter m 0.457* 0.457* 

Capillary pressure parameters

Capillary pressure strength P0 1.88X104 Pa 8.41X105 Pa
van Genuchten parameter m 0.412 0.412

* 0.917 is adopted in Doughty(2009)  

Grid Models 
Four grid models with different grid shapes and 
resolutions are compared to investigate the gridding 
effects as shown in Table 2. The R30-30 model is the 
rectangular grid employed in Doughty (2009) with 
varying lateral grid spacing:  maximum 55 m within 
CO2 plume footprint and 5 m at injection well, as 
shown in Figure 7a. Each TOUGH2 model layer 
combines six geologic model layers, resulting in 30 
layers each 5.25 m thick. A plan view of the Voronoi 
discretization used in this study is shown in Figure 7b. 
To explore near-well phenomena, gridblocks are 
refined in the vicinity of the well, representing the 0.1 
m-diameter well accurately. 
 
In the three Voronoi grid models (V30-30, V30-180, 
and V180-180) the first and second numbers 
represent the number of geological and TOUGH2 
model layers, respectively (Table 2). The vertical 
cross sections of the three models are shown in 
Figure 8. The V180-180 model fully represents the 
180 layers, each 0.875 m thick, of the original 
geologic model in the corresponding 180 layers of 
the TOUGH2 model. The V30-30 model represents 
the same 30 geologic layers used in the R30-30 
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model. In addition, to investigate the vertical grid-
resolution effect in the V30-30 model, the V30-180 
model was constructed assigning the simplified 
geologic model of 30 layers to the 180-layer 
TOUGH2 grid (Figure 8b). 

 
Table 2. Studied grid models 

Model Grid type Geologic
Layers

TOUGH2
Layers

Number of
elements

Numer of
Connections

R30-30* Rectangular 30 30 63,360 185,208
V30-30 Voronoi 30 30 73,170 289,221
V30-180 Voronoi 30 180 439,020 1,747,521
V180-180 Voronoi 180 180 439,020 1,747,521
* Doughty(2009)  

Simulation Results 
Figure 9 shows the simulation results obtained from 
the V180-180 model after 4 years of injection on the 
cross section at y=0, for supercritical CO2 saturation, 
mass fractions of dissolved CO2 and NaCl, and solid 
salt saturation. The while lines on the cross section in 
Figures 9 and 10 align with the sand-shale interfaces. 
A key feature is the strong buoyancy flow to the top 
of each layer and in the up-dip direction. Near the 
well bore (Figure 9b), we note that solid saturation 
increases mostly along the sand/shale interfaces at the 
top and bottom of the sand formation. This is because 
of enhanced vertical capillary-driven flow at the 
sand/shale interface, essentially perpendicular to the 
major flow direction. Figure 10 compares CO2 
saturation profiles from the three models with 30-
layer discretization of the geologic model. 
Comparing Figures 8b and 8c shows that several 
additional thin sand and shale layers can be resolved 
with the V180-180 grid compared to the V30-180 

grid. Doing so causes differences in the details of the 
simulated distributions of CO2 and salt, but the 
overall CO2 plume evolution, including the up-dip 
extent of the supercritical CO2 plumes, is very similar 
for the two grids (compare Figures 9a and 10 bottom). 
 
The CO2 saturation near the injection well is sharply 
higher in the Voronoi grids (V30-30 and V30-180), 
because of the fine lateral resolution of grids near the 
wellbore, whereas it is absent in the R30-30 model, in 
which grid spacing is rather coarse (5 m) near the 
well. The lateral extents of the CO2 plumes obtained 
from the two 30-layer models (R30-30 and V30-30) 
are almost identical, while much larger extent is 
obtained from the 180-layer model (V30-180). The 
maximum difference in the extent is found in the up-
dip direction, whereas no significant difference is 
found in the down-dip direction. This is the 
aforementioned effect of vertical grid resolution on 
gravity override. Figure 10 also compares the 
precipitation patterns of solid salt near wellbore. 
R30-180 represents the asymmetrical distribution of 
the salt precipitation, probably due to the CO2 plume 
movement to the up-dip direction by gravity effects, 
while it is symmetrical in R30-30 and V30-30.  
Figure 11 shows a plan view of the CO2 plume front, 
drawn along the contour line of CO2 saturation =10%. 
Comparing R30-30 with V30-30, the planar size of 
the CO2 plumes are almost identical, except for the 
“diamond”-like shape in R30-30, due to grid-
orientation effects, which emphasize the movement 
of the plume in the x- and y-directions.  

2km

20km Inj. Well

100m

2km

 
(a) Rectangular Grid                                                       (b) Voronoi Grid 

Figure 7.  Plan views of grids (pink: connections, black: element polygons, closed circles: node points). 

Sand Shale 100mSand ShaleSand Shale 100m100m
 

(a) V30-30                                            (b) V30-180                                      (c) V180-180 
Figure 8. Vertical cross sections (y=0) near the injection well for three TOUGH2 grid models investigated in this 

study. For visibility, only about 300 m wide areas centered on the injection well are depicted.  
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(a) Overview                                                                         (b) Near wellbore 

Figure 9. East-west cross-section of the V180-180 model in the plane y=0 at 4 years 
 

    

       

    

 
Figure 10. CO2 saturation on the EW cross-section (left) and solid salt saturation near wellbore (right) at 4 years, 

for R30-30 (upper), V30-30(middle), and V30-180(bottom). The while lines on the cross-sections align 
with the sand-shale interfaces 

R30-30

V30-30

V30-180

V180-180

R30-30 

V30-30 

V30-180 

V180-180 

V180-180 

V180-180 

V180-180 

V180-180

V180-180
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of the plume in the x- and y-directions. However, 
both the two 30-layer models underestimate the 
extent of CO2 plume by about 30% in the up-dip 
direction, compared to the 180-layer model. 

CONCLUSIONS 

In this study, uncertainties due to gridding effects in 
terms of shapes and resolutions were investigated for 
the numerical simulation of CO2 geologic 
sequestration in the WESTCARB Phase III pilot test.  
 
Our results indicate that: 
(1) High-order Voronoi discretization can 

significantly reduce grid-orientation effects, and 
is necessary to clearly illustrate the shape and 
movement direction of CO2 plumes. 

(2) Coarse grids considerably underestimate gravity 
override, and thus the maximum lateral extent of 
CO2 plumes is also underestimated. The effect is 
prominent in flow to the up-dip direction, where 
the gravity force has an important role. In the 
simulation of the pilot test, the plume extent 
obtained from a coarse model was a few tens of 
percent shorter than that from a fine model.  

(3) To simulate near-well phenomena exactly, much 
finer grid resolution in the vicinity of the injection 
well may be needed. The use of coarse grids may 
result in considerable over- or underestimation of 
salt precipitation, especially in flow conditions 
where the capillary-driven backflow to the well is 
significant.  

(4) In terms of the sand/shale lithology, the 
uncertainties due to the model resolution seem 
insignificant for the current geological model and 
simulation settings. Nevertheless, in general, the 
representation of heterogeneous lithology is a 
very important uncertainty factor that should be 
investigated in the future, along with geology and 
facies modeling. 
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ABSTRACT 

Natural analogues of CO2-dominated gas reservoirs 
indicate that subsurface CO2 containment over 
geological time scales is stable. However, CO2 
injection into depleted gas fields leads to CO2 
dissolution in the formation water and lowering of 
the pH. Consequently, geochemical dissolution and 
precipitation reactions of minerals could lead to 
injectivity problems (e.g., clogging) in the reservoir 
or degradation of the sealing cap rock and well 
materials. It is therefore important to quantify the 
geochemical response of the reservoir to CO2 
injection. 
 
Several models are available to model the 
geochemical impact of CO2 injection into depleted 
gas fields. In this study, reactive transport modeling 
(via TOUGHREACT) is used to study CO2 injection 
into a simplified reservoir structure, representative of 
a depleted gas field in the Netherlands, for a 
relatively short period of 10 years. The results show 
that physical and chemical properties in the reservoir 
change during time. Dry-out of the near-well zone 
and salt precipitation are observed during the CO2 
injection phase, which is caused by water uptake by 
dry CO2. The salt precipitation reduces the porosity 
in the near-well zone with a maximum of 0.5%. After 
shut-in of the well, the gas saturation (Sg) does not 
change. Mineral reactions depend on the availability 
of water and therefore do not take place in the zone 
that is completely dried out (Sg = 1). In the near-well 
zone, up to a distance of 74.3 m, Sg declines from 1 
to the initial Sg of 0.85. In this zone, a retardation of 
mineral reactions occurs, due to the limited water 
availability. Beyond the near-well zone, the final Sg is 
0.845. Several mineral reactions were predicted to 
take place in the reservoir. Pyrite is oxidized and 
glauconite, muscovite, and calcite dissolve. Illite, 
quartz (or chalcedony), and anhydrite precipitate. 
Mineral trapping of CO2 occurs in dolomite and 
siderite. On the relatively small simulated time scale 
of 10 years, the reactions take place slowly. A limited 
increase in porosity (<0.01%) and permeability 
(<0.02%) is predicted after 7.2 years shut-in time. 
Longer simulation time is necessary to predict the 
long-term stability of CO2 in depleted gas fields, but 
this requires sufficient CPU time. 

INTRODUCTION 

Carbon dioxide (CO2) is one of the most prominent 
greenhouse gases in the Earth’s atmosphere. To limit 
global warming and climate change, CO2 emission 
(from industrial sources) needs to be reduced. Carbon 
Capture and Storage (CCS) through CO2 injection 
into geological formations is a promising way for 
isolating the gas from the atmosphere for a long time 
span (Benson and Cook, 2005). Potential onshore and 
offshore injection sites include depleted oil and gas 
reservoirs, deep saline aquifers, and unminable coal 
seams. Several projects worldwide have successfully 
demonstrated CO2 storage, for example K12-B in the 
offshore part of the Netherlands (Van der Meer et al., 
2005; Audigane et al., 2008). 
 
Once present in reservoirs, four types of CO2 
trapping can be considered, their dominance 
depending on the time (Benson and Cook, 2005). 
Structural trapping and residual trapping refer to 
storage in open and isolated pores, respectively. 
Solubility trapping indicates the dissolution of CO2 in 
the formation water, which depends on the salinity 
(Duan and Sun, 2003). In contrast to these three 
trapping types, mineral trapping becomes more 
dominant at a later stage and is related to a complex 
geochemical response of the system. As CO2 
dissolution into the formation water lowers the pH, it 
induces solubility of primary minerals and 
precipitation of secondary minerals. The geochemical 
reactivity of each mineral varies, depending on the 
kinetics and accessibility of the minerals in the 
reservoir. Fixation of CO2 in several carbonate 
minerals (e.g., calcite, dolomite, dawsonite, siderite, 
and magnesite) leads to CO2 immobility and 
increases storage security. However, local variations 
in mineral dissolution and precipitation affect the 
permeability and may lead to injectivity problems, 
especially near the wellbore, or migration out of the 
reservoir into the overburden. The time scales and 
extent to which all trapping mechanisms occur 
(Benson and Cook, 2005) remain speculative and 
require further study. 
  
Due to the practical limitations involved in observing 
the in situ behavior of CO2 in reservoirs 
experimentally, its fate has been extensively modeled 
(i.e., Van der Meer, 1996; Van der Meer, 2000; Xu et 
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al., 2004, Xu et al. 2005, Gaus et al. 2005, Audigane 
et al. 2008). Numerical modeling provides a fast and 
cost-effective way for evaluating the consequences of 
CO2 storage in the reservoir. Several physical and 
chemical processes are accounted for in simulators 
nowadays, such as multiphase fluid flow, mineral 
reactivity, and solute transport. It was shown that 
mineral alteration, porosity changes, and the amount 
of CO2 trapped in minerals depend on the 
mineralogical composition of the reservoir (Xu et al., 
2004). Also, a few simulation studies predict dry-out  
and salt precipitation in the near-well zone (André et 
al., 2007; Giorgis et al., 2007; Pruess and Müller, 
2009; Müller et al., 2009), which may have 
implications for porosity, permeability, and 
injectivity. The progression of dry-out and 
precipitation depends on many factors, such as CO2 
injection rate and reservoir properties (Pruess and 
Müller, 2009). 
 
In this study reactive transport modeling of CO2 
injection into a depleted gas field is carried out using 
TOUGHREACT and the ECO2N module (Xu et al., 
2006). The reservoir geometry was kept simple, and 
the geophysical and geochemical properties of the 
reservoir are based on the subsurface of the 
Netherlands.   

BACKGROUND 

CO2 storage in the Netherlands 
The Netherlands play a key role in the 
implementation of CCS in northwestern Europe, 
because CO2 sources and storage reservoirs are 
situated at relatively short mutual distances, and 
infrastructure is already installed for (cross-border) 
gas transport over large distances. Early application 
of CCS, within the next 5 years, is promoted in the 
Netherlands—first, because of a strong commitment 
to reach the emission reductions, and second, because 
the oil and gas production in the country is maturing, 
and it is expected that many fields will be abandoned 
in the coming two decades. CCS should be applied 
within the same period or shortly after, to benefit 
from the use of (adapted) existing infrastructure such 
as platforms, wells, and pipelines. Various types of 
oil and gas fields in the subsurface of the Netherlands 
are currently evaluated as potential location for CO2 

storage. There is a need for finding a consistent 
methodology to support policy makers and field 
operators to evaluate the short-term operational 
effects and long-term containment of CO2 storage in 
the reservoir.  

Geological details 
The main CO2 storage capacity is expected in 
Permian Rotliegendes reservoirs, Triassic 
Buntsandstein reservoirs, and Cretaceous Rijnland 
reservoirs. The Rotliegendes reservoirs are good 

candidates because of the overlying thick Permian 
Zechstein salt, which has provided an effective seal 
for gas generated from the Carboniferous. Cretaceous 
reservoirs that contain Jurassic oil are less likely 
candidate reservoirs, because of their expected small 
storage capacity. 
 
The area near the Port of Rotterdam is an attractive 
location for early CCS application, because of its 
abundant industrial point sources with highly 
concentrated CO2. However, sealing Zechstein salt is 
lacking here, and Carboniferous gas migrated 
towards the Mesozoic reservoirs. These are mainly 
sealed by intercalated shale layers, locally by thinner 
salt or evaporite layers. In this study, the De Lier 
Member of the Cretaceous Vlieland Sandstone 
Formation was selected, which is a typical sandstone-
dominated interval that forms the reservoir of several 
gas fields in the proximity of the Port of Rotterdam. 
It is an alternation of thin-bedded, very fine- to fine-
grained argillaceous sandstones, generally glauconitic 
and lignitic, and sandy claystones, commonly 
glauconitic, with shell fragments and frequent 
bioturbation. Siderite concretions are common. 
Sediments consist of decimeter-scale fining-upward 
beds. It is covered by the Lower Holland Marl 
Member that generally consists of grey and red-
brown marl or calcareous, glauconitic, fissile 
claystone, frequently with intercalated bituminous 
claystone beds (Van Adrichem Boogaert and Kouwe, 
1993-1997). The claystone beds provide the seal for 
the trapped gas in the underlying sandstone.  

METHODS 

Reservoir 
A simplified model of a small reservoir was created 
representing a depleted Cretaceous gas field in the 
Netherlands at a depth of 1670 m. The grid model of 
the reservoir has x and y dimensions of 400 m by 
1,000 m, a thickness of 20 m, and hence a total 
volume of 8.0×106 m3. The model has no-flow 
boundaries, representing impermeable layers and 
bounding faults surrounding the reservoir. The 
number of grid cells in the x,y,z direction is 11, 17, 
and 5, respectively, adding to a total number of 935. 
The size of the grid cells in the z direction is uniform 
(i.e., 4.0 m), whereas the cell dimensions in the x and 
y directions increase further away from the wellbore. 
The minimum and maximum grid cell sizes are 3.6 m 
and 100.0 m, respectively. A projection on the xy-
plane (top view) is shown in Figure 1. 
  
The assumed temperature in the reservoir is 72°C, 
with an initial CO2 partial pressure of 2.0 bar. 
Although depleted gas fields usually contain 
remaining CH4, it was not taken into account here, 
because the ECO2N module only describes the 
interactions between brine and CO2. Chemically, CH4 
was assumed to behave as an inert phase. The 
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porosity in the reservoir was defined as 20%, with a 
water saturation of 15%. The permeability is 100 mD 
in all three directions, and no faults are present in the 
reservoir. The relatively low and irreducible water 
content implies no water flow (relative permeability 
of 0) and full gas flow (relative permeability of 1.0).  
 

 
Figure 1. XY-projection (top view) of the reservoir 

model grid 

CO2 injection 
Injection of CO2 was carried out through a single 
vertical well, penetrating the entire depth interval in 
the middle of the xy-plane of the reservoir. The 
injection rate is 8.7 kg/s, which corresponds to a total 
injected mass of 275 kton per year. Continuous 
injection was carried out for 2.8 years, followed by a 
simulation of permanent shut-in of the well for 7.2 
 
 years. It should be noted that in practice a sequential 
 scheme of CO2 injection and shut-in could be carried 

out (the effects of such discontinuous injection are 
not evaluated here). Temperature effects such as 
Joule-Thomson cooling (Oldenburg, 2006) were not 
taken into account.  

Mineralogy and formation water 
The average matrix density of the sandstone reservoir 
(ρres) is assumed to be 2,600 kg/m3. The mineralogy 
predominantly consists of quartz and significant 
amounts of clay minerals (kaolinite, muscovite, and 
illite), as well as small amounts of carbonates 
(calcite, dolomite, and dawsonite), and other minerals 
(K-feldspar, glauconite, and pyrite). The initial 
mineralogical volume fractions present in the 
simulations are given in Table 1. 
  
Formation water composition data from the De Lier 
sandstone was present for several wells showing a 
relatively large variation in ionic species and 
concentrations. Throughout the reservoir, a sensitive 
equilibrium exists between the reservoir rock 
composition, formation water, and the gas phase. 
Constructing this balance in a geochemical model is 
relatively complex and requires a workflow, for 
example described by Xu et al. (2005) and Audigane 
et al. (2008). Here it was chosen to estimate the 
element concentrations in the formation water from 
the initial mineralogical and gas compositions in the 
reservoir.  

Table 1. Initial volume fraction (Vfrac,ini) (-) and parameters describing the kinetics of the mineral reactions at 
25°C (Palandri and Kharaka, 2004): dissolution rate constant (k in mol/m2s), activation energy (E in 
kJ/mol), reaction order parameter (n), and mineral surface area (Aminsurf) (cm2/g). 

 
Vfrac,ini  
 

Acid 
 Mechanism 

Neutral  
Mechanism 

Base 
Mechanism 

Aminsurf  
 

  Log k E n Log k E Log k E n  
Alunite - Instantaneous       
Anhydrite - - - - -3.19 14.3 - - - 9.8 
Calcite 3.73E-03 Instantaneous       
Chalcedony - - - - -13.40 90.9 - - - 9.8 
Dawsonite# 6.85E-05 - - - -7.00 62.8 - - - 9.8 
Diaspore* - - - - -13.33 47.5 -23.60 47.5 -1.503 9.8 
Dolomite-ord# 1.30E-04 -3.76 56.7 0.500 -8.60 95.3 -5.37 45.7 0.500 9.8 
Glauconite* 1.30E-02 -4.80 85.0 0.700 -9.10 85.0 - - - 9.8 
Illite* 6.20E-02 Set to kaolinite      151.63 
Kaolinite* 3.51E-02 -11.31 65.9 0.777 -13.18 22.2 -17.05 17.9 -0.472 151.63 
K-Feldspar* 6.01E-03 -10.06 51.7 0.500 -12.41 38.0 -21.20 94.1 -0.823 9.8 
Magnesite# - -6.38 14.4 1.000 -9.34 23.5 -5.22 62.8 1.000 9.8 
Muscovite* 8.56E-03 -11.85 22.0 0.370 -13.55 22.0 -14.55 22.0 -0.220 151.63 
Pyrite* 9.68E-04 -7.52 56.9 -0.500 -4.55 56.9 - - - 9.8 
Quartz 0.6702 - - - -13.40 90.9 - - - 9.8 
Siderite - Instantaneous       
 0.800        

* Reaction order with respect to H+; # Reaction order with respect to P(CO2) 
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Table 2. Computed  composition of the formation 

water in the reservoir, in equilibrium with 
the mineral and gas composition 

Species 
 

Concentration* 
(mol/kg H2O) 

Na+ 1.69 
Ca2+ 3.56E-02 
Fe2+ 2.47E-04 
H+ 1.63E-03 
K+ 1.24E-02 
Mg2+ 6.14E-12 
Cl- 1.66 
HCO3

- 2.08E-03 
SO4

2- 6.69E-02 
AlO2

- 1.79E-07 
SiO2 3.76E-04 
* The total concentration of primary species and aqueous 
complexes are given. 
 
The equilibrium state of pure water equilibrated with 
surplus amounts of measured minerals and gas was 
computed using PHREEQC (Parkhurst and Appelo, 
1999) and the LLNL database, followed by 
equilibration in TOUGHREACT using the thermXu4 
database. Minor differences are expected, owing to 
the use of different databases. Precipitation of new 
minerals (e.g., dawsonite and dolomite-ord) was 
allowed during equilibration, but was limited to very 
small volume fractions by lowering the reactants 
(predominantly slow-reacting clay minerals). The 
final composition of the formation water used for a 
reservoir grid is given in Table 2, with a 
corresponding pH of 5.3. Precipitation of secondary 
minerals alunite, chalcedony, siderite, diaspore, and 
magnesite was predicted with preliminary PHREEQC 
simulations using the mineralogy, equilibrated 
formation water, and a CO2 partial pressure of 170 
bar. Precipitation of the abovementioned minerals 
was therefore also enabled for computations with 
TOUGHREACT. Kinetics of precipitation and 
dissolution of most minerals were taken into account 
using the kinetic law of Lasaga (1984), as described 
in more detail elsewhere (Audigane et al., 2008). 
Most parameters are taken from the literature 
(Palandri and Kharaka, 2004; Audigane et al., 2008), 
or assumed to be instantaneous. The total set of 
parameters used here is listed in Table 1. The reactive 
surface area of clay minerals was set to 151.63 cm2/g, 
whereas a value of 9.8 cm2/g was assigned to the 
other minerals (Xu et al., 2005, Audigane et al. 
2008). The grain radius for each mineral is assumed 
to be 1.0 mm. 
 

RESULTS AND DISCUSSION 

The pressure in the reservoir as a function of the time 
is given in Figure 2. During the CO2 injection phase 
(i.e., 0–2.8 years), the pressure steadily increases up 
to approximately 170 bar. During the first few weeks, 
the pressure increases faster close to the well than 
further away from the well, for example 150 m, as 
illustrated in Figure 2. Immediately after shut-in of 
the well, the bottomhole pressure will equalize with 
the surrounding reservoir pressure. During the 
following 7.2 years, the pressure slowly declines with 
0.4 bar due to CO2 solubility and mineral trapping.  
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Figure 2. Pressure (P) in the reservoir as a function 

of time (t) near the well and 150 m away 
from the well 

Dry-out of the wellbore zone 
Initially the gas saturation (Sg) in the pores is 0.85. 
Injection of pure CO2 leads to water evaporation from 
the reservoir into the CO2 gas stream, also known as 
a dry-out effect. In Figure 3, the gas saturation is 
plotted as a function of the distance from the 
wellbore at several moments during the CO2 injection 
phase (0–2.8 years). After shut-in of the well, only 
marginal changes are encountered. As becomes clear, 
the radius of the zone that is completely dried out 
(Sg=1.0) increases over time, with a final value of 
35.4 m. This also holds for a transition zone, for 
which Sg varies from 0.85 to 1.0. Further away from 
the well, Sg is computed to be relatively stable, with a 
value of 0.845.  
 
During dry-out of the near-well zone, the mass 
fraction of salt (NaCl) in the formation water 
increases, leading to precipitation. This is illustrated 
in Figure 4, showing the mass fraction of salt as a 
function of time. Relatively close to the wellbore 
(i.e., 15.4 m), the mass fraction of salt increases 
rapidly within a period of three months, followed by 
approximately 1 month of a stable mass fraction. This 
indicates that the formation water is saturated with 
NaCl and precipitation occurs, enhanced by the 
absence of water flow and solute transport. When all 
water has evaporated into the dry CO2, then all salt 
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Figure 3. Gas saturation (Sg) in the reservoir as a 

function of the distance from the wellbore 
in the xz-plane (x=200 m; z=-1680 m) 
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Figure 4.  Mass fraction of salt (or NaCl) (Xsalt) in 

the formation water as function of time (t) 
at three distances away from the wellbore 
in the xz-plane (x=200 m; z=-1680 m) 

has precipitated, taking up 0.5% of the pore volume. 
Similar trends are also encountered closer to the 
wellbore (not shown) and further away from the 
wellbore (i.e., 35.4 m). A constant Sg is observed at a 
minimum distance of 74.3 m away from the wellbore 
(see Figure 3). Beyond this distance, the mass 
fraction of salt remains almost constant and close to 
the initial value of 0.07. Dry-out of the near-well 
zone was also predicted for saline aquifers (Pruess 
and Muller, 2009) with a corresponding salt precipi-
tation fraction of 9.1% of the pore volume. This value 
is much higher in comparison with the one computed 
in the current study. In the work of Pruess and Muller 
(2009), more water is present, as all pores are initially 
filled with water (Sg=0), and the brine has a higher 
salt mass fraction. Consequently, more salt can 
precipitate. 
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Figure 5. Volume fraction (Vfrac) glauconite (top) and 

siderite (bottom) as a function of the 
distance from the wellbore in the xz-plane 
(x=200 m; z=-1680 m)  

Mineral reactions 
Geochemical reactions of minerals occur in the reser-
voir during the CO2 injection and shut-in phases. This 
is illustrated for glauconite dissolution and siderite 
precipitation in Figure 5. Initially, the volume frac-
tions of glauconite and siderite in the reservoir are 
constant throughout the reservoir. Dissolution or pre-
cipitation of these minerals depends on the mineral-
ogy and composition of the formation water, as well 
as the kinetic parameters (see Table 1). Dry-out of 
the near-well zone also influences mineral reactions. 
Obviously, no reactions will take place in the zone 
that is completely dried out (Sg =1), because water is 
required for these reactions to occur. In the transition 
zone, more water is present with increasing distance 
from the wellbore (see Figure 3). This means that 
larger amounts of minerals can dissolve before satu-
ration is reached. Beyond the distance where a 
constant Sg is observed (i.e., at 74.3 m from the 
wellbore), the largest changes in the amounts of 
glauconite and siderite are observed (see Figure 5). 
Similar behavior is encountered for the other 
dissolving and precipitating minerals, as described 
above.  
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Figure 6. K+ concentration as a function of the 

distance from the wellbore in the xz-plane 
(x=200 m; z=-1680 m)  

During the simulation, a relatively small change in 
Al3+ concentration was computed, whereas a 
substantial increase of the K+ concentration was 
found. This is illustrated in Figure 6. The increasing 
concentrations close to the well are caused by dry-out 
of the near-well zone, which was also discussed 
above for salt and shown in Figure 4. Since solute 
transport through water flow does not occur, all other 
ions also precipitate upon dry-out.   
 
In Table 3, the final volume fractions of the minerals 
outside the dry-out zone (>74.3 m) are shown, as well 
as the relative change in volume fraction. As can be 
derived from Table 3, the simulations predict that 
trapping of CO2 in carbonate minerals primarily 
occurs in dolomite and siderite during the first 10 
years. It should be noted that instantaneous 
dissolution and precipitation was assumed for siderite 
(see Table 1). The amount of calcite is reduced, no 
trapping is observed in magnesite, and the initial 
traces of dawsonite disappear. Fixation of CO2 in 
dawsonite has been predicted in several numerical 
studies (Xu et al., 2004; Xu et al., 2005), although on 
much larger time scales (i.e., 100,000 years). 
Apparently, precipitation of the other carbonate 
minerals is favored during the first 10 years for this 
reservoir. 
 
Newly formed minerals are anhydrite and chalcedony 
(microcrystalline quartz), whereas diaspore and 
alunite are not formed. Significant amounts of 
muscovite and pyrite dissolve, while considerable 
amounts of illite precipitate. Transformations of K-
feldspar and kaolinite are limited to less than 0.1%. 
The pH in the reservoir slowly decreases from 5.3 to 
a value of approximately 4.9. A limited increase in 
porosity (<0.01%) and permeability (<0.02%) is 
predicted beyond the near-well zone after 7.2 years of 
 

Table 3.  Final volume fraction (Vfrac,final) (-) and the 
relative change in volume fraction (∆Vfrac), 
with  respect to Vfrac,ini ,outside the dry-out 
zone (>74.3 m)  

 
Vfrac,final  

(-) 
∆Vfrac 
(%) 

Alunite 0.0 - 
Anhydrite 2.32E-05 >100 
Calcite 3.67E-03 -1.4 
Chalcedony 1.62E-04 >100 
Dawsonite 0.0 -100 
Diaspore 0.0 - 
Dolomite-ord 1.85E-04 43.1 
Glauconite 1.22E-02 -6.7 
Illite 6.23E-02 0.5 
Kaolinite 3.51E-02 <0.1 
K-Feldspar 6.02E-03 <0.1 
Magnesite 0.0 - 
Muscovite 8.50E-03 -0.8 
Pyrite 9.55E-04 -1.4 
Quartz 6.70E-01 <0.1 
Siderite 2.86E-04 >100 

 
shut-in time. Using the observations discussed above, 
the most important geochemical mineral reactions 
can be summarized as follows. Glauconite and 
muscovite dissolve, while illite precipitates: 
  
9 K1.5Mg0.5Fe3AlSi7.5O20(OH)4 + 1.6 KAl3Si3O10(OH)2  
          (glauconite)          (muscovite) 
 
+ 71.5 H+  6 K0.6Mg0.25Al1.8(Al0.5Si3.5O10)(OH)2 + 11.5 K+  
  (illite) 
 
+ 3 Mg2+ +27 Fe2+ + 51.3 SiO2 + 49.35 H2O + 5.625 O2. 
 
In the reaction given above, no Al3+ is formed, and 
the released O2 is used to oxidize pyrite (FeS2): 
 
FeS2 + H2O + 3.5 O2  Fe2+ + 2 SO4

2- + 2H+. 
 
Mineral trapping of CO2 occurs through siderite 
(FeCO3) precipitation: 
 
Fe2+ + CO2 + H2O  FeCO3 + 2H+, 
 
and transformation of calcite (CaCO3) into dolomite 
(CaMg(CO3)2): 
 
CaCO3 + Mg2+ + CO2 + H2O  CaMg(CO3)2 + 2H+. 
 
Anhydrite (CaSO4) is formed with the released Ca2+ 
and SO4

2- ions: 
 
Ca2+ + SO4

2-  CaSO4. 
Note that the pH is lowered due to release of H+ 
during pyrite oxidation and during the dissolution of 
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CO2 with H2O, embedded in the mineral trapping 
reactions of CO2. 
 
The composition of the mineralogy used here, as well 
as the trends that are found, compare with the 
glauconitic sandstone used in a batch reaction study 
that describes CO2 injection in aquifers (Xu et al., 
2004). In this study, dissolution of glauconite and 
precipitation of illite were also predicted, as well as 
CO2 trapping in dolomite and siderite. The 
simulations in the abovementioned study were 
carried out up to 100,000 years—practically 
impossible for reactive transport modeling in 935 
grid cells (as in the current study), due to CPU time 
constraints.  

Implications for well integrity 
Dry-out of the near-well zone reduced the water 
saturation to 0 in a radius of 1.8 m around the well 
after only 2 days of CO2 injection. This could have 
significant implications for well integrity. Since both 
degradation of well cement and corrosion of steel 
casing and tubulars are governed by reactions 
requiring the presence of aqueous CO2 (e.g., Kutchko 
et al., 2007; López et al., 2003), dehydration is 
expected to diminish the chemical reactivity of well 
materials with CO2 and likely limits significant 
chemical degradation of the injection well. However, 
extraction of water from the cement itself is reported 
to affect its chemistry and microstructure (Hartmann 
et al., 1999). Further research is required to 
investigate this phenomenon in more detail. 

Model sensitivity to the kinetic parameters 
The results presented here depend on the kinetic 
parameters listed in Table 1. With respect to these 
parameters, a few assumptions need to be mentioned 
here that could influence the final results. The listed 
parameters describe mineral dissolution (Palandri and 
Kharaka, 2004). It is usually assumed that the 
dissolution and precipitation parameters are the same, 
since precipitation rates are usually more complicated 
to measure than dissolution rates. Often the measured 
data were acquired through experiments with 
unconsolidated and single mineral samples at 
atmospheric conditions. Reaction rates of coated 
minerals or minerals in a consolidated rock 
assemblage of several minerals are expected to be 
different. It is difficult to characterize the reactive 
surface areas of minerals (Audigane et al., 2008).  

CONCLUSIONS AND FUTURE WORK  

This work describes geochemical modeling of CO2 
injection into a relatively simple reservoir model 
representing a depleted gas field in the subsurface of 
the Netherlands. The simulations show that a radially 
increasing zone around the wellbore is relatively 
quickly dried out while CO2 is injected. After shut-in 
of the well, no significant changes are observed for 
the gas saturation throughout the reservoir. The dry-
out influences the dissolution and precipitation of 
mineral reactions, which need water to take place. In 
the zone beyond 74.3 m from the wellbore, the gas 
saturation is almost stable. The most dominant 
reactions in the reservoir are predicted to be 
oxidation of pyrite and dissolution of glauconite, 
muscovite, and calcite. Illite, quartz (or chalcedony), 
and anhydrite precipitate. Mineral trapping of CO2 
occurs in dolomite and siderite. 
  
Overall it is concluded that CO2 injection into the 
modeled depleted gas field leads to:  

• A maximum porosity reduction of 0.5% in the 
near-well zone, due to dry-out and salt 
precipitation. Temperature effects and the impact 
on permeability were not computed.  

• Dry-out of the near-well zone affects the 
chemical integrity of the wells, which should be 
studied in future work. 

• A limited porosity increase (<0.01%) and 
permeability increase (<0.02%) due to mineral 
reactions beyond the near-well zone after 7.2 
years shut-in time. 

 
The model presented here does not contain any 
heterogeneity, but it is admitted that this may play an 
important role in, for example, preferential flow. 
Such heterogeneity, more complex representations of 
reservoirs, and the impact on well integrity will be 
taken into account in future work. Longer simulation 
times will also be considered, as they are required for 
estimating the long-term stability of CO2 in depleted 
gas fields. 
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ABSTRACT 

This paper presents a numerical modeling study of 
the initial stages of CO2 injection into a saline aquifer 
in the Nisku formation at Wabamum Lake, Central 
Alberta. The aim of the simulation was to evaluate 
potential differences between injection into brine 
with an ambient amount of dissolved H2S and the 
same brine without dissolved H2S. The simulation 
covers a CO2 injection period of 50 years. 
 
A 1D radial symmetrical model was used for the 
model and was assumed to be a uniform carbonate 
formation. This study found that a significant amount 
of the injected CO2 was sequestered in the brine 
through solubility trapping and ranged from ~33% 
after 1 year to ~56% after 50 years. 

BACKGROUND 

CO2 injection into saline aquifers is considered a 
promising option for sequestering large amounts of 
CO2 captured from point source emitters such as 
coal-burning power plants. Many deep saline 
aquifers, however, contain H2S, wherever even minor  
amounts of anhydrite or other sulfate sources are 
present in the formation. If the unit in question has 
been buried to reach a temperature of 120°C, H2S 
will almost certainly form via the process of 
thermochemical sulfate reduction (TSR) (Krouse et 
al. 1988; Hutcheon, 1999; Simpson, 1999). On a 
volume basis, the amount of anhydrite required to 
produce 50% H2S in gas at 5% porosity is less than 
1% of the rock. Typical anhydrite amounts (e.g., in 
Devonian strata of the Western Canadian 
Sedimentary Basin) are much higher.  
 
Figure 1 shows the distribution of H2S in the 
Devonian system in Alberta (Hutcheon, 1999). Note 
that concentrations (mole fraction) increase to the 
west, which corresponds to increasing depth of burial 
and increasing temperature. Concentration may 
exceed 0.8 mole fraction H2S in the disturbed belt of 
the Rocky Mountains.  

 

Figure 1. Concentration of H2S in gas samples in 
the Devonian system in Alberta 
(Hutcheon, 1999). 

LOCATION 

The Wabamun Area CO2 Sequestration Project 
(WASP) investigates the feasibility of injecting one 
gigaton of CO2 (20 Mt-CO2 year-1 for 50 years) into a 
saline aquifer in the Western Canadian Sedimentary 
Basin. The Devonian Nisku formation in the WASP 
study area in central Alberta (see Figure 2) was 
identified as a suitable aquifer for CO2 injection due 
to its nonassociation with current oil and gas 
production, adequate depth, adequate containment, 
and good reservoir quality. 
 

NUMERICAL METHOD 

All of the simulations were performed using 
TOUGHREACT v. 1.2 (Xu et al., 2006). The code 
was developed by using the existing multiphase fluid 
and heat flow code, TOUGH2 v. 2 (Pruess, 1991) and 
adding in the geochemical reactive transport code. 
The integral finite difference method for space 
discretization (Narasimham and Witherspoon, 1976) 
is the basis for the numerical method for simulation 
of fluid flow. Coupling between the geochemical 
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reactions and the fluid transport requires a sequential 
iterative approach (Yeh and Tripathi, 1991). The 
fluid property module ECO2N was used in the 
modeling. 
 

 
Figure 2. The WASP study area (dashed line) in 

central Alberta (Canada) and location of 
four large power plants. Black circles 
show wells that penetrate the targeted 
stratigraphic interval, the Nisku 
Formation. Important depositional 
boundaries in the Upper Devonian section 
are also indicated. 

SETUP OF THE MODEL 

Geometry 
A single layer uniform carbonate formation with a 
thickness of 70 m is considered in the present model. 
The formation is assumed to be uniform throughout 
and extend infinitely in the horizontal direction. A 1D 
radial symmetrical was used with non-uniform 
spacing. 
 
The simplifications in the model geometry resulted in 
a number of shortcomings, and hence we were not 
able to consider non-uniform sweeps, buoyancy 
forces, convective mixing, etc.  Some justification for 
these simplifications are that the slow reaction rates 
and the long time scales for geological changes will, 
in the long run, make the CO2 distribution more or 
less uniform over time (Xu et al., 2007).  

Initial and boundary conditions 
The hydrogeological parameters used in the 
simulations are shown in Table 1. The carbonate 
formation was assumed to be homogeneous. Injection 
of carbon dioxide was simulated at 31.69 kg/s (1 
MT/year) for 50 years. The initial pressure was 16 
MPa at the top of the formation.  
 

Table 1. Hydrogeological parameters for the Nisku 
carbonate formation 

Parameter Carbonate 

Permeability (m2) 0.3x10-13 

Porosity 0.10 

Temperature (ºC) 60 

Pore Compressibility (Pa-1) 4.5x10-10  

Tortuosity 0.3 

Compressibility (Pa-1) 1x10-8 

Diffusivity (m2/s) 1x10-9 

Relative Permeability  

   Liquid (Van Genuchten, 1980): 

 

krl = S*{1− (1− [S*]1/ m )m}2

 

Slr : irreducible water saturation 

m: exponent 

 

 

 

S*=(Sl-Slr)/(1-Slr)

 

Slr = 0.3 

m=0.457 

   Gas (Corey, 1954) 

 

 krg = (1−
) 
S )2(1−

) 
S 2) 

 

 

Sgr : irreducible gas saturation 

 

 

  
) 
S = (Sl − Slr )  

/ (Sl − Slr − Sgr)
 

Sgr = 0.05 

Capillary pressure  

   Van Genuchten (1980) 

 

Pcap = -P0([S*]-1/m – 1)1-m 

 

Sgr : irreducible gas saturation 

m: exponent 

P0 : strength coefficient (kPa) 

 

 

S*=(Sl-Slr)/(1-Slr)

 

Slr = 0.0 

m = 0.457 

P0 = 19.61 
 

Initial geochemical conditions 
The initial mineral composition of a representative 
sample of the Nisku formation used in the modeling 
is shown in Table 2 (Nightingale et al., 2009). Given 
that H2S was present in the aquifer, pyrite was 
included as a secondary mineral in one set of the 
models. Also, K-feldspar was substituted for 
orthoclase.   
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Table 2. Initial mineral volume fractions and 
potential secondary mineral phases of the 
Nisku formation 

Mineral Chemical Formula Volume percent 
  of Solid of Solid 
Primary    
Dolomite CaMg(CO3)2 81.22 80.49 
Calcite CaCO3 15.45 16.04 
Illite K0.6Al1.8Mg0.25(Al0.5Si3.5O10)(OH)2 

 
1.89 1.89 

K-feldspar KAlSi3O8 0.86 0.95 
Low-
Albite 

NaAlSi3O8 0.58 0.62 

    
Secondary     
Kaolinite Al2Si2O5(OH)4   
Na-
smectite 

Na0.29Mg0.26Al1.77Si3.97O10(OH)8   

Ca-
smectite 

Ca0.145Mg0.26Al1.77Si3.97O10(OH)8   

Dawsonite NaAlCO3(OH)2   
Aragonite SrCO3   
Siderite FeCO3   
Ankerite CaMg0.3Fe0.7(CO3)2   
Magnesite MgCO3   
Pyrite FeS2   

 
Table 3 shows the measured water composition from 
brine obtained from a well located in the Nisku 
formation (Shevalier and Mayer, 2009). The water 
composition was re-equilibrated with gases such as 
CO2, H2S and CH4, since degassing occurred when 
the brine was pumped from depth to surface. This 
was done using SOLMINEQ88 (Kharaka et al., 
1988). Two species shown in Table 3 were not 

measured, AlO2
- and O2(aq). A small amount of each 

was added, since the first would probably be present 
due to the presence of silicate minerals and traces of 
O2(aq) were necessary for redox reactions to occur. 
 
Table 3. Initial chemical species concentrations used 

in the ToughReact simulations 

Species Concentration (mol/kg) 
pH 6.10 
Ca2+ 0.41 
Mg2+ 9.33 x 10-2 
Na+ 2.56 
K+ 0.10 
Sr2+ 1.08 x 10-2 
Fe2+ 9.35 x 10-6 
SiO2(aq) 4.56 x 10-4 
HCO3

- 2.01 x 10-2 
SO4

2- 5.21 x 10-3 
Cl- 3.44 
AlO2

- 1.36 x 10-7 
O2(aq) 4.88 x 10-70 
H2S(aq) 3.97 x 10-2 

 
Table 4 provides the parameters for the kinetics of 
dissolution and precipitation for the minerals used in 
the models (Palandri and Kharaka, 2004). Calcite was 
used as an equilibrium mineral in the simulations. 
Specific details about the kinetics used in the 
simulations can be found in Xu et al. (2007). 

 

Table 4. Parameters for calculating kinetic rate constants of minerals used in the simulations (Palandri and 
Kharaka, 2004) 

Mineral Parameters for kinetic rate law 
 Neutral Mechanism Acid Mechanism Base Mechanism 
 

A (cm2/g) 

k25 (mol/m2/s) E (kJ/mol) k25 E n(H+) k25 E n(H+) 
Dolomite 9.1 2.9512 10-8 52.2 6.4565 10-04 36.1 0.500    
Illite 108.7 1.6596 10-13 35.0 1.0471 10-11 23.6 0.340 3.02 10-17 58.9 -0.400 
K-feldspar 9.1 3.8905 10-13 38.0 8.7096 10-11 51.7 0.500 6.3096 10-22 94.1 -0.823 
Low-Albite 9.1 2.7542 10-13 69.8 6.9183 10-11 65.0 0.457 2.5119 10-16 71.0 -0.572 
Kaolinite 108.7 6.9183 10-14 22.2 4.8978 10-12 65.9 0.777 8.9125 10-18 17.9 -0.472 
Na-smectite 108.7 1.6596 10-13 35.0 1.0471 10-11 23.6 0.340 3.0200 10-17 58.9 -0.400 
Ca-smectite 108.7 1.6596 10-13 35.0 1.0471 10-11 23.6 0.340 3.0200 10-17 58.9 -0.400 
Dawsonite 9.1 1.2598 10-09 62.76 6.4565 10-04 36.1 0.500    
Aragonite 9.1 4.5709 10-10 23.5 4.1687 10-07 14.4 1.000    
Siderite 9.1 1.2598 10-09 62.76 6.4565 10-04 36.1 0.500    
Ankerite 9.1 1.2598 10-09 62.76 6.4565 10-04 36.1 0.500    
Magnesite 9.1 4.5709 10-10 23.5 4.1687 10-07 14.4 1.000    
Pyrite 12.87 2.8184 10-05 56.9 

n(O2(aq))=0.5 
3.2022 10-08 56.9 

n(H+) = -0.5, 
n(Fe3+)=0.5 

    

Notes: (1) all rate constants are for dissolution 
(2) A is specific area, k25 is kinetic rate constant at 25 ºC, E is activation energy,  
      n is power term (Eq. (3), Xu et al., 2007) 
(3) power terms n for both acid and base mechanism are with respect to H+ 

(4) for pyrite, the neutral mechanism has n with respect to O2(aq),  
      the acid mechanism has two species involved: one n with respect to H+ and  
      another n with respect to Fe3+ (Eq. (3), Xu et al., 2007) 
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GEOCHEMICAL REACTIONS 

The dissolution of CO2 in water forms carbonic acid 
via Reaction 1, also known as solubility trapping, 
resulting in a decrease in the pH. If there are any 
reactant minerals present, such as calcite, then 
mineral dissolution occurs (Reaction 2), resulting in a 
free cation and a bicarbonate ion, causing both the 
pH and the cation concentration to increase.  
 
CO2(g) + H2O  H2CO3 
H2CO3  H+ + HCO3

-       Solubility Trapping (1) 
 
CaCO3 + H+  Ca2+ + HCO3

-  
Mineral Dissolution (2) 

 
Thus, the net reaction between injected CO2 and 
calcite is as follows, also known as ionic trapping: 
 
CO2 + H2O + CaCO3  Ca2+ + 2HCO3

-  
Ionic Trapping (3) 

SIMULATION RESULTS 

The simulations conducted for this study considered 
the fate of injected CO2 in the reservoir through 
geochemical interactions with the brine, with 
minerals present in the formation and residual 
trapping, i.e., how much CO2 remained as a gas in the 
reservoir. The information is presented in graphical 
form as a function of radial distance from the injector 
well and at discrete time intervals, 1, 10, 25, and 50 
years. Two sets of simulations were preformed, one 
with and one without dissolved H2S present in the 
brine, to evaluate the effect of ambient dissolved H2S 
on the geochemistry of the reservoir when large 
amounts of CO2 (1 MT/year for 50 years) are 
injected. 

Brine Chemistry 
The pH distribution along the radial distance is 
shown in Figure 3. The initial observation is that for 
all the simulations, both with and without H2S 
present, the pH appears to increase from values 
below 4.0 to 5.11. The region of pH < 4.0 is the 
region where there is no water present, i.e., the value 
of the gas saturation is ~1.0. This complete 
dehydration was probably due to the high rate of CO2 
injection, 1 MT/yr (31.69 kg/sec). The dehydration 
region ranges from 18.7 m after 1 year to 136.1 m 
after 50 years. Beyond this region, the pH is initially 
at a value of 5.11 and remained constant, then 
increased over a very short distance from 5.11 to 6.44 
and remained constant over the rest of the radial 
distance. This represents the region where CO2 had 
diffused into the reservoir fluids and solubility 
trapping (Reaction 1) is occurring, causing the pH to 
remain slightly acidic. This pattern was observed for 
both H2S and non-H2S aquifers (Figure 3). 
 

 
 

 

Figure 3. pH of brine as a function of radial distance 
and time after initiation of CO2 injection 
for both non-H2S (top) and H2S (bottom) 
containing aquifers 

Figure 4 shows the concentration of bicarbonate (in 
moles/kg) as a function of distance. The initial 
concentration of bicarbonate in the water is ~0.02 
moles/kg across the entire modeling area. After 1 
year, for both models, the concentration of 
bicarbonate in the water was ~1.25 moles/kg at a 
distance of ~20 m from the injector. At a distance of 
~500 m, the concentration decreased to the ambient 
value of ~0.02 moles/kg. A similar increase and 
decrease in bicarbonate concentration was evident for 
all times but at increasing distances from the injector. 
The increase in bicarbonate concentrations along 
with the decrease in pH and no significant changes in 
Ca2+ and Mg2+ concentrations (not shown), indicated 
that solubility trapping was occurring in this region. 
Table 5 summarizes the amount of CO2 sequestered 
in the brine by solubility trapping over the 50-year 
injection phase. The gradual increase in sequestration 
of CO2 over time was due to the larger fluid volumes 
available as the CO2 travels radially outward into the 
reservoir. Further, as time progressed, the amount of 
CO2 sequestered by solubility trapping increased 
from 34% to 56%. 
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Figure 4. HCO3 concentrations in brine as a function 
of radial distance and time after initiation 
of CO2 injection for both non-H2S (top) 
and H2S (bottom) containing aquifers 

Table 5. Amount of CO2 stored as HCO3 in the brine 
as a function of time 

Time 
(years) 

Amount of CO2 
stored in brine as 

HCO3
- (MT) 

Percentage of 
injected CO2 stored 

as HCO3
-  

1.0 0.28 34% 
5.0 1.66 33% 

10.0 3.96 39% 
12.5 5.50 44% 
25.0 10.8 43% 
37.5 17.8 48% 
50.0 27.8 56% 

Mineral Reactions 
Figures 5 and 6 show the change in the volume 
fraction of the two main minerals present in the 
reservoir, calcite and dolomite. There was a small 
decrease in dolomite present to ~100 m. Thereafter, 
the amount of dolomite present remained constant as 
the radial distance increased, followed by a small 
increase. The radial distance of this volume change 
increased with time, from ~500 m after 1 year of 
injection to ~5000 m after 50 years. Calcite displayed 
an opposite trend, i.e., the volume fraction of calcite 

increased at similar radial distances, then remained 
stable, and then decreased slightly at similar 
distances to the dolomite change. Mineral 
precipitation represents another method of CO2 
sequestration, but in this the case the net C 
sequestration via mineral trapping was negligible 
compared to the amount of CO2 sequestered as 
HCO3

-. 
 

 
 

 

Figure 5. Dolomite abundance as a function of radial 
distance and time after initiation of CO2 
injection for both non-H2S (top) and H2S 
(bottom) containing aquifers 
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Figure 6. Calcite abundance in brine as a function of 
radial distance and time after initiation of 
CO2 injection for both non-H2S (top) and 
H2S (bottom) containing aquifers. 

 
CONCLUSIONS 

1. CO2 injection created a dehydrated region 
around the injection wellhead, with the radius 
increasing from 18.7 m after 1 year to 136.1 m 
after 50 years. 

2. A significant amount of injected CO2 was 
sequestered in the brine as HCO3 due to 
solubility trapping. Based on the simplified 
model, from ~33% after one year to ~56% after 
50 years, of the injected CO2 was sequestered via 
solubility trapping. 

3. Small amounts of dolomite and calcite were 
dissolved/precipitated in the reservoir. 

4. There were no significant observable differences 
in the chemical or mineralogical reactions 
between the H2S and non-H2S containing 
aquifers. 
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ABSTRACT 

Computational modeling will likely be an integral 
part of management and regulation of geologic 
sequestration projects.  For example, proposed US-
EPA Underground Injection Control (UIC) regula-
tions for geologic sequestration sites require 
owner/operators of geologic sequestration projects to 
include computational modeling results as a key 
component of a permit application. Modeling may be 
required for delineation of the project area of impact 
(e.g., area of review), and demonstration of nonen-
dangerment of drinking water resources. In addition, 
the proposed regulations would require periodic 
calibration of computational models to site monitor-
ing data. Peer-reviewed studies of geologic seques-
tration modeling have used a range of numerical, 
semi-analytical, and analytical codes that are capable 
of simulating multiphase flow, heat transport, reac-
tive transport, and geomechanical processes.  Of over 
40 peer-reviewed studies of geologic sequestration 
modeling that have been compiled and critically 
reviewed, nearly half used a model based on the 
TOUGH code. These existing studies have demon-
strated the use of modeling in design of geologic 
sequestration projects, interpretation of site charac-
terization data, assessment of potential leakage 
through faults, fractures, and abandoned well bores, 
design of site monitoring strategies, estimation of 
plume stabilization time, and assessment of 

geochemical impacts, as well as model calibration to 
site monitoring data.  Particularly informative 
components of existing studies include parameter 
sensitivity analyses, evaluation of numerical artifacts, 
code comparison, and demonstration of model 
calibration to site monitoring data.  Sensitivity analy-
ses have demonstrated that model results are sensitive 
to several parameters prone to a significant degree of 
uncertainty, such as relative permeability-saturation 
functional relationships and mineral precipita-
tion/dissolution kinetics. For the most part, good 
agreement has been found in code intercomparison. 
Most discrepancies between codes have been traced 
to differences in the fluid property physicochemical 
parameters used. Evaluations of numerical artifacts 
have demonstrated that overly coarse grids do not 
capture specific migration pathways and may artifi-
cially impact predicted CO2 movement and trapping 
processes. Preliminary comparisons of site monitor-
ing data from early geologic sequestration projects to 
model predictions demonstrate the necessity of 
ongoing model calibration when feasible. 

RELATED PUBLICATION 

Schnaar G., and D.C. Digiulio, Computational 
Modeling of the Geologic Sequestration of 
Carbon Dioxide. Vadose Zone Journal, 8(2) 389-
403, 2009. 
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ABSTRACT 

We have used the TOUGH2-MP/ECO2N code to 
perform numerical simulation studies of the long-
term behavior of CO2 stored in an aquifer with a 
sloping caprock. This problem is of great practical 
interest, and is very challenging due to the 
importance of multiscale processes. We find that the 
mechanism of plume advance is different from what 
is seen in a forced immiscible displacement, such as 
gas injection into a water-saturated medium. Instead 
of pushing the water forward, the plume advances 
because the vertical pressure gradients within the 
plume are smaller than hydrostatic, causing the water 
column to collapse ahead of the plume tip. The CO2 
plume becomes thinner as it advances, yet the speed 
of advancement remains constant over the entire 
simulation period of up to 400 years, with migration 
distances of more than 80 km. Our simulation 
includes dissolution of CO2 into the aqueous phase 
and associated density increase, and molecular 
diffusion. However, no convection develops in the 
aqueous phase, because it is suppressed by the 
relatively coarse (sub-)horizontal gridding required in 
a regional-scale model. A first, crude sub-grid-scale 
model was implemented to represent convective 
enhancement of CO2 dissolution. This process is 
found to greatly reduce the thickness of the CO2 
plume, but surprisingly does not affect the speed of 
plume advancement. 

INTRODUCTION 

Geologic storage as a greenhouse gas mitigation 
strategy will be workable only if long-term secure 
containment of CO2 can be assured. At typical 
subsurface temperature and pressure conditions in 
terrestrial crust, separate-phase supercritical CO2, 
henceforth for simplicity referred to as "gas," is less 
dense than aqueous phase. It will thus experience an 
upward buoyancy force and will tend to migrate 
towards shallower depth whenever suitable 
permeable pathways are available. 
 
As the CO2 plume spreads out under a cap rock, it 
will become partially immobilized by capillary forces 
(“trapped gas”; Kumar et al., 2005), while also 
partially dissolving in the aqueous phase. CO2 

dissolution functions as a gateway towards potential 
eventual fixation of CO2 as carbonates of low 
solubility, and it induces a small increase in aqueous 
phase density, thus alleviating concerns about upward 
buoyancy flow. The progression from free gas to 
trapped gas, aqueous phase dissolution, and 
precipitation of solid carbonates increases CO2 
storage security, and the quantitative aspects of CO2 
inventories and characteristic times involved are of 
great practical interest (IPCC, 2005). 
 
In this paper, we consider the long-term evolution of 
a large CO2 plume that is emplaced beneath a sloping 
cap rock. Our focus is on understanding the role and 
significance of different multiphase, multicomponent 
flow and transport processes, including the rate of 
advance of the CO2 plume, mechanisms of gas and 
water flow, and CO2 transport and inventory in gas 
and aqueous phases. We neglect chemical 
interactions between CO2 and rock minerals. 

DEFINITION OF REFERENCE CASE 

The problem is patterned after the Carrizo-Wilcox 
aquifer in Texas (Nicot, 2008; Hesse et al., 2008). 
We assume that a substantial number of CO2 storage 
projects will be operating in the Wilcox, and we 
model a 2-D vertical section along the dip of the 
aquifer. The aquifer is modeled as a rectangular 
domain of 200 m thickness and 110 km length, tilted 
with an angle of α = 1.5o against the horizontal (Fig. 
1). We consider the upper right hand corner of the 
domain to be at the land surface; the lower left hand 
corner is then at a depth of 110,000 sin(α) + 200 
cos(α), which for α = 1.5o corresponds to 3,079.4 m. 
Formation properties include a uniform and isotropic 
permeability of 500 mD, a porosity of 15 %, and a 
compressibility of 4.5x10-10 Pa-1 (similar to 
compressibility of water at ambient conditions). The 
domain is initialized as a fully (fresh-)water-saturated 
medium in hydrostatic equilibrium, held in a 
geothermal gradient of 30 oC/km relative to a land 
surface temperature of 10 oC. Boundary conditions 
are “no-flow” everywhere, except that the upper right 
hand corner of the domain is held at land surface 
conditions of (T0, P0) = (10oC, 1.013×105 Pa). 
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Figure 1. 2-D rectangular domain modeled with geometric dimensions shown (not to scale; note the extreme 
aspect ratio). The domain is dipping upward by an angle α. The initial CO2 plume is shown by light 
shading. 

The initialization is accomplished in two steps. First, 
we use a free-standing utility program to read in a 
TOUGH2 MESH file and write out an INCON file 
with temperature and pressure data assigned as T(Z) 
= T0 + grad(T)*Z, P(Z) = P0 + grad(P)*Z. Here, Z is 
the true depth relative to a reference point with 
conditions (T0, P0), and an approximate value of 
grad(P) ≈ 104 Pa/m is used. Subsequently we 
initialize a TOUGH2 simulation with these INCON 
data, maintaining temperatures at their initial values, 
and allowing pressures to come to an accurate 
gravitational equilibrium relative to a pressure of 
1.013×105 Pa at the land surface.  
 
The CO2 plume is then emplaced instantaneously by 
using another utility program to assign a uniform gas 
saturation of Sg = 80%, corresponding to aqueous 
phase at irreducible saturation of Slr = 20%, to the 
subdomain labeled “CO2” in Fig. 1; for the CO2 
emplacement, pressures, and temperatures are 
maintained at their initial values. Plume evolution 
takes place under the combined action of gravity and 
pressure forces, with CO2 buoyancy due to lower 
density being the primary driving force. For the 
simulations reported here, we neglect capillary 
pressures. Effects of aqueous diffusion, and 
enhancement of CO2 dissolution through convective 
mixing, are explored in sensitivity studies—see 
below. Relative permeabilities for liquid (krl) and gas 
(krg) were assumed as follows, 
 

 
k rl = S* 1− 1− [S*]1 m( )m{ }

2
 (1a)

 
 

 k rg = 1− ˆ S ( )2 1− ˆ S 2( ) (1b) 

where S* = Sl −Slr( ) 1− Slr( ), ˆ S = Sl −Slr( ) 1−Slr −Sgr( ), 
with Sl the liquid (aqueous phase) saturation, and Slr, 
Sgr the irreducible liquid and gas saturations, 
respectively. Equation (1a) for liquid was developed 

by van Genuchten (1980); Equation (1b) for gas is 
from Corey (1954). Parameters used are Slr = Sgr = 20 
%, m = 0.457. The relative permeabilities given by 
Eq. (1) are nonhysteretic; problem variations with 
hysteretic relative permeabilities will be explored in 
the future (Doughty, 2007). 
 
Obtaining accurate results for this problem, and 
interpreting simulated behavior, is made difficult by 
the extreme aspect ratio of the flow system. This is 
illustrated by a contour map of densities that CO2 
would have throughout the flow domain for the 
applied hydrostatic-geothermal conditions (Figure 2). 
Temperatures and pressures, hence CO2 densities, are 
a function of depth only, so the isolines of constant 
density shown in Figure 2 are in fact horizontal. 
Additional difficulties arise from the multiscale 
nature of the flow processes, from effects of space 
and time discretization, and from orders-of-
magnitude variations in mass fluxes in space and 
time. 
 
CO2 was introduced into the 10 km by 200 m large 
domain highlighted in Figure 1 under conditions 
corresponding to the initial hydrostatic pressure 
equilibrium in a geothermal gradient. Due to its lower 
density as compared to aqueous phase, CO2 
experiences a buoyancy force that drives it upward, 
towards shallower depth. Figure 2 shows that 
pressure and temperature effects on CO2 density 
nearly compensate for one another at deeper levels, 
with density showing small variations for Y < 75,000 
m, corresponding to true depths in excess of sin(α) x 
(110,000 - 75,000) = 916 m; the buoyancy force 
experienced by CO2 is then also nearly constant in 
the deeper regions. As has been mentioned, we hold 
temperatures constant at initial geothermal gradient 
values throughout the simulation.  
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Figure 2. Variation of the density of free-phase CO2 throughout the model domain. Note that CO2 density depends 

on temperature and pressure, both of which are a function of true depth only, so that density isolines are 
actually horizontal.  

The evolution of the CO2 plume was modeled with a 
parallelized version TOUGH2-MP of our general-
purpose reservoir simulator TOUGH2 (Pruess, 2004; 
Zhang et al., 2008), augmented with a fluid property 
module ECO2N that provides accurate correlations 
for thermophysical properties of fluids, including the 
partitioning of H2O and CO2 between brine and gas 
phases (Pruess and Spycher, 2007). The basic space 
discretization was 10 m in the subvertical and 1000 m 
in the subhorizontal direction, but we did some 
experimentation with grid refinement to achieve a 
compromise between spatial resolution and efficient 
execution. Most of the simulations presented here 
were done with a grid that involved refinement to ∆Z 
= 1 m near the top, to better resolve the CO2 plume, 
as well as refinement to ∆Y = 10 m in the Y-direction 
near Y = 50 km. The latter refinement was done to be 
able to monitor updip plume advancement with a 
spatial resolution down to 10 m, and thereby obtain a 
more accurate depiction and understanding of flow 
mechanisms at the advancing phase front. The MESH 
has 7300 gridblocks. The simulations were performed 
on a Dell T5400 dual quad core computer with a total 
of eight cores. For parallelized execution, we would 
normally partition the simulation domain into eight 
subdomains and assign each processor core the 
computations corresponding to one subdomain. 
However, in most cases, we partitioned the 
computations into 16 parallel processes (two per 
processor), because this was found to reduce 
execution time compared to running eight processes. 
Individual runs typically took about 1 to 1.5 hours. 

RESULTS 

Figure 3 shows gas saturations at three different 
times, from early to late, and indicates strong gravity 
override as the plume migrates updip near the top of 
the permeable interval. The plume thins out as it 
migrates under the sloping cap rock, and mass flows 
of CO2 generally decrease with distance from the 
original CO2 emplacement. One might expect that the  

 
Figure 3. Simulated gas saturations at different 

times 

advancement of the plume may slow over time, but 
this is not the case. Figure 4 shows that the plume 
advances with constant speed. The (small) scatter of 
points about the straight line is due to space and time 
discretization effects. The plume reaches a distance 
of 80.5 km after t = 11.7×109 s (370.7 yr; Fig. 4), for 
an average speed of plume advancement of Vp = 
(80.5–15)×103/11.7×109 = 5.60×10-6 m/s (176.7 
m/yr). The speed of plume advancement is given by 
the pore velocity of CO2 at the front. Its near-
constancy can be understood by noting that (1) the 
plume advances with a constant frontal saturation, 
corresponding to constant relative permeability and 
fluid mobility, (2) the pressure field remains close to 
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hydrostatic, and (3) CO2 density, hence buoyancy 
force in a given pressure gradient, is nearly 
independent of position (depth). The nearly constant 
gas-phase density together with the nearly constant 
pore velocity further implies that the updip CO2 mass 
flux is nearly independent of position and time. 
 

 
Figure 4. Advancement of the gas front over time. 

Distance is measured with respect to the 
l.h.s. of the domain, so that at time t = 0, 
the plume extends to Y = 15 km. 

The aqueous phase plays a four-fold role in affecting 
the evolution of the CO2 plume: (1) it serves as a 
medium for pressure transmission, (2) it occupies 
pore space that must be vacated to enable 
advancement of the CO2 plume, (3) it can dissolve 
CO2, thus serving as a sink, and (4) it serves as a 
transport medium for dissolved CO2 by diffusive and 
advective processes. Inspection of simulated results 
reveals that water near the plume tip experiences a 
less-than-hydrostatic vertical pressure gradient. This 
causes water to flow downward and to vacate pore 
space at the top of the permeable interval into which 
the CO2 plume may advance. One could say that the 
groundwater column “collapses” upon the approach 
of the CO2 plume with its smaller (sub-) vertical 
pressure gradient. This mechanism of gas invasion 
into the aqueous zone is quite different from what 
would be encountered near a CO2 injection well, 
where a gas plume would advance by displacing 
water outward under a pressure gradient maintained 
by the injection operation. 
 
The initial CO2 inventory in the flow domain is 158.7 
kt (for a section of 1 m thickness), of which only 
about 3.1 kt (2.0%) is dissolved in the aqueous phase. 
Equilibrium dissolved CO2 mass fraction is 
approximately 5.2% throughout most of the flow 
domain. With a total initial aqueous phase inventory 
of 3.03×109 kg, dissolution equilibrium would 
correspond to a total amount of dissolved CO2 of 
157.6×106 kg = 157.6 kt, which is almost exactly 
equal to the total initial CO2 inventory. This indicates 
that the aqueous phase represents a very large sink, 
which potentially can dissolve almost the entire CO2 
inventory. The critical issue is, how readily is this 

sink available, how fast is dissolution happening? 
Over time, the dissolved CO2 inventory increases, 
reaching 14.2 kt, or 9.0% of the total, after 13.18×109 
s (417.7 yr; see Figure 5). Figure 5 also shows free 
phase and dissolved CO2 inventories for a simulation 
in which molecular diffusion of CO2 in the aqueous 
phase was included. It is seen that aqueous diffusion 
has very small effects and leads to a slight increase in 
dissolved CO2, which can be understood by noting 
that such diffusion will transport CO2 away from the 
interface between aqueous and gas phases, providing 
a mechanism for solubilizing additional CO2. The 
diffusivity of CO2 for the pressure and temperature 
conditions of interest here is approximately D = 
2×10-9 m2/s (Tewes and Boury, 2005; Farajzadeh, 
2009); our simulation includes porous medium 
tortuosity effects and uses an effective diffusivity of 
Deff = 1×10-9 m2/s. Diffusion is a slow process, and 
after 300 years (= 9.5×109 s) would penetrate a 
distance of only L = Defft = 9.5 = 3.1m into the 
aqueous phase.  
 

 
Figure 5. Time dependence of free-phase and 

dissolved CO2 inventory. 

DISSOLUTION, DIF FUSION, CO NVECTION 
(DDC) 

There is another effect that arises from CO2 
dissolution and subsequent diffusion, one that has 
been neglected in the simulations presented above, 
and that can potentially make much larger 
contributions to solubilizing CO2. Dissolution of CO2 
into aqueous phase induces an increase in aqueous 
phase density that, depending on salinity, is typically 
in the range of 1% (for pure water) to 0.1% (for 
highly saline brine). Although small, this density 
increase gives rise to a gravitationally unstable 
configuration of denser fluid above less-dense fluid. 
This can induce convection in the aqueous phase, 
which can transport CO2 downward, away from the 
dissolution boundary, at much larger rates than 
molecular diffusion. However, even though our 
simulations properly account for increase in aqueous-
phase density from CO2 dissolution, they do not 
generate any buoyancy-driven aqueous-phase 
convection over the time period simulated. This is 
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because the development of such convection is 
suppressed by the relatively coarse gridding in our 
field-scale model. 
 
We have performed high-resolution simulations of 
the dissolution-diffusion-convection (DDC) process, 
using a 1 m wide by 5 m tall rectangular domain 
(Pruess and Zhang, 2008). Vertical grid resolution 
was 1 mm near the top of the domain, gradually 
coarsening to 1 cm at larger distance from the 
boundary; horizontal resolution was 1 cm. The 
computational mesh has 52,300 gridblocks with 
104,500 connections. Typical run times on a Dell 
T5400 dual quad core computer are approximately 
seven hours. By comparing CO2 mass transfer rates 
with an analytical solution for diffusion only, we 
deduce an incubation time of 4.0×106 s for onset of 
convective activity, and a stabilized long-term 
convectively enhanced CO2 dissolution rate due to 
DDC of 1.0×10-7 kg/s/m2 (Figure 6). Accordingly, the 
enhanced dissolution process will start practically 
instantaneously relative to characteristic time scales 
of plume migration. 
 

 
Figure 6. CO2 dissolution rate due to convective 

enhancement, obtained from high-
resolution simulations. 

What ramifications can be expected from accelerated 
CO2 dissolution for the long-term behavior of the 
plume? The simulations presented above showed that 
gas saturations and updip CO2 fluxes in the mobile 
(upper) part of the plume are approximately constant, 
independent of space and time. This holds true even 
though plume thickness is a complicated function of 
time and distance, and it is the reason why the plume 
advances with constant speed. On the basis of these 
findings we expect that accelerated dissolution will 
reduce the thickness of the plume, but will have little 
impact on gas saturations and CO2 fluxes in the 
upper, mobile portion of the plume. Accordingly, we 
hypothesize that the speed of plume advancement 
will be unaffected by accelerated dissolution from 
DDC. 
 

This hypothesis was tested by implementing a first, 
admittedly crude model of sub-grid-scale DDC into 
TOUGH2-MP. Our approach represents enhanced 
CO2 dissolution by means of a sink term applied to 
the region with free-phase CO2. The DDC process is 
expected to remove free-phase CO2 primarily from 
the lower portions of the CO2 plume, near the 
boundary between two-phase fluid above and a single 
aqueous phase below. This boundary is time-
dependent, and gas-phase saturations immediately 
above the boundary are small over much of the 
plume, near the irreducible limit of Sgr = 20%, raising 
significant issues for incorporating a dynamic, self-
consistent DDC sink into a numerical model. We 
avoid these issues by adopting a highly simplified 
model that applies the DDC sink to the top row of 
gridblocks throughout the entire region with two-
phase conditions. This will overestimate effects of 
dissolution on the mobile part of the plume, and 
therefore should overestimate the reduction in the 
speed of plume advancement from DDC, if indeed 
any such reduction occurs. Other approximations 
invoked in our model for sub-grid-scale enhanced 
dissolution include neglecting the (small) incubation 
time for onset of convection; assuming convective 
CO2 flux to be constant, independent of time; 
applying a threshold criterion of Sg > 20% before 
turning on DDC in a gridblock; and lagging DDC 
flux by one time step.  
 
Simulations of plume migration subject to DDC were 
performed for two different values of the dissolution 
flux, FDDC = 1×10-7 kg/s/m2 as determined in our fine-
grid simulation (Figure 6), and a value half this large, 
FDDC = 0.5×10-7 kg/s/m2, to explore the sensitivity to 
reduced vertical permeability. Figure 7 compares 
results for the CO2 plumes after about 335 years with 
the previous simulation that ignored DDC. As had 
been expected, the main effect of enhanced 
dissolution is to reduce the thickness of the upper, 
highly mobile portions of the plume, while impacts 
on the advancement of the plume appear to be minor. 
A plot of plume advancement versus time indeed 
shows that plume advancement is essentially 
unaffected by CO2 solubilization due to DDC (Figure 
8). Finding no reduction in the speed of plume 
advancement, even when making an approximation 
that would overestimate such effects, is strong 
evidence that plume advancement indeed is little 
affected by convectively enhanced dissolution. 
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Figure 7. Gas saturations after approximately 335 

years, for different strengths of 
convectively enhanced CO2 dissolution 
rates. 

 
Figure 8. Plume advancement versus time for 

different convectively enhanced CO2 
dissolution rates. 

Mass balances for free-phase and dissolved CO2 
show substantial increase in CO2 solubilization from 
DDC (Figure 9). In plotting Figure 9, we included the 
free-phase CO2 removed by our sub-grid-scale 
representation of DDC as dissolved CO2. For the case 
with FDDC = 1×10-7 kg/s/m2, at the end of the 
simulation (340 years) approximately 1/3 of the 
initial CO2 inventory has been dissolved into the 
aqueous phase, while 2/3 remain as a free 
supercritical phase. 
 

 
Figure 9. Free-phase and dissolved CO2 inventory 

for different CO2 dissolution rates. 

CONCLUDING REMARKS 

The migration of a CO2 plume under a sloping cap 
rock involves processes on a wide range of space and 
time scales, and poses difficult challenges for 
numerical modeling. We have used the TOUGH2-
MP/ECO2N simulator on a plume migration problem 
with parameters applicable to the Carrizo-Wilcox 
aquifer in Texas. Plume behavior was simulated for 
time scales of a few hundred years, and covering a 
migration distance of order 100 km. In addition, we 
performed high-resolution simulations of the 
convective instability that develops when CO2 
dissolves and diffuses into aqueous phase, increasing 
fluid density, and inducing convectively enhanced 
CO2 dissolution. Our main findings are as follows. 

• Gas saturations in the advancing CO2 plume 
are nearly uniform, and updip migration 
occurs at constant speed, independent of 
plume thickness. 

• The mechanism of plume advancement is quite 
different from displacement behavior in the 
vicinity of an injection well. Near a CO2 
injection well, the plume advances by 
pressure-driven displacement of aqueous 
phase away from the injection point. In 
contrast, at the tip of a CO2 plume advancing 
under a sloping cap rock, water flow is mostly 
downward rather than outward. One can say 
that the plume advances updip due to a 
collapse of the water column ahead of the 
plume tip, induced by the approaching smaller 
vertical pressure gradient in the CO2 plume. 

• In a coarsely-gridded field-scale model, the 
process of dissolution and diffusion of CO2 
into the aqueous phase does not give rise to 
convective mixing, because the large scale of 
spatial averaging suppresses the convective 
instability. 
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• High-resolution simulations have shown that 
the process of CO2 dissolution-diffusion-
convection (DDC) gives rise to CO2 
dissolution at an enhanced rate that stabilizes 
over time. 

• A first rough model for subgrid-scale DDC 
was implemented into TOUGH2-MP, and was 
used to explore the impact of DDC on long-
term behavior of the plume. The results 
showed that enhanced dissolution made the 
advancing CO2 plume thinner, and reduced the 
updip CO2 flow rate. Surprisingly, it did not 
affect the speed of plume advancement. 

 
The models developed here did not include hysteresis 
in relative permeability and capillary pressure. 
Hysteretic effects are known to be important for 
long-term trapping of CO2 (Doughty, 2007), and will 
be explored in the future. 
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ABSTRACT 

This study describes the numerical modeling of fluid-
rock chemical interactions during CO2-saturated 
water injection into a sandstone reservoir, using the 
MARTHE-REACT code (Thiéry et al., 2009, 
presented in the same TOUGH symposium). The 
reservoir is modeled in a 2D radial geometry with a 
thickness of 100 m, divided into three horizontal 
layers. The layers are characterized by contrasting 
hydrodynamic properties (porosity between 4 to 7%, 
permeability between 2×10-16m2 and 2.3×10-15m2), 
but all layers initially contain the same material 
(mineralogical assemblage and water composition). 
CO2-saturated water is injected vertically over the 
entire thickness of the reservoir. 
 
The simulation results confirm the high reactivity of 
CO2-saturated water with respect to carbonate and 
sulphate minerals, which are totally dissolved in the 
water-saturated zone of the near-well field. Reactions 
occur to a larger extent in the upper layer, where the 
permeability is higher. Dissolution of calcite, dolo-
mite, and anhydrite induces some pH buffering and a 
significant increase in porosity, reaching 41% in the 
first few meters of the water-saturated zone after ten 
years. Just behind the dissolution front, one can 
observe precipitation of dolomite, kaolinite, and 
quartz. Albite dissolution presents the first step in 
destabilization of the alumino-silicates. This can be 
explained by the slow kinetics of alumino-silicate 
mineral dissolution compared to the faster kinetics of 
carbonates. Consequently, the porosity evolution of 
the reservoir is essentially constrained by the magni-
tude of carbonate- and sulphate-mineral dissolution-
precipitation reactions. 
 
This study is a first step in the assessment of CO2-
saturated water leakage from the reservoir to the 
surface in a sedimentary basin, where physical-
functionality approaches implemented in the 
MARTHE simulator are essential for modeling 
complex hydrodynamic systems (supporting the link 
between hydrogeology and hydrology, including, for 
instance, mass exchanges with the atmosphere and 
river subsystems). 

INTRODUCTION 

We describe physical and chemical phenomena 
occurring during the injection of acidic solutions 
(CO2-rich solutions) with the establishment of reac-
tive and mobile fronts. 
  
Previous studies of geochemical processes occurring 
during CO2 injection in an aquifer forecast the exis-
tence of five contrasting reactive zones extending 
radially from the injector (Figure 1): a full drying-out 
of the medium (Zone 5); a highly saline aqueous 
solution (Zone 4); a multiphase system with pH 
controlled by CO2 (Zone 3); a saturated and acidified 
(CO2-rich solution) aqueous solution (Zone 2); and 
an aqueous solution at equilibrium with reservoir 
minerals at reservoir pH (Zone 1) (Gaus et al., 2008; 
André et al., 2007; Azaroual et al., 2007). 
 

 
Figure 1. Conceptual diagram of the geochemical 

processes believed to occur during CO2 
injection in an aquifer. r1, r2, r3, r4 are the 
different radii; SG is gas saturation and SL 
is liquid saturation (from Gaus et al., 
2008; André et al, 2007 and Azaroual et 
al, 2007). 

These reactions may change the porosity and con-
nectivity of the porous/fractured medium, and there-
fore have an impact on the performance of the injec-
tion. This study is focused on Zone 1 and Zone 2, 
which have single-phase flow. In our study, we 
assume the point zero is located at the interface be-
tween supercritical CO2 and water (Zone 3–Zone 2). 
We analyze the main physical chemical processes 
involved with injection of CO2 and saturated water 
into the deep Keuper aquifer in the Paris Basin 

80 of 634



 - 2 - 

  

(France), using a reactive transport modeling 
approach. 

NUMERICAL TOOLS 

The simulations presented in this study were 
performed using the MARTHE-REACT code (Thiéry 
et al., 2009, presented in the same TOUGH 
symposium), which was formed by coupling the 
MARTHE code (flow and transport in porous media) 
with the chemical part of the TOUGHREACT code. 

TOUGHREACT reactive code 
TOUGHREACT is a nonisothermal multicomponent 
reactive fluid flow and geochemical transport simu-
lator (Xu et al., 2004) that can be applied under 
various thermohydrological and geochemical condi-
tions of pressure (1 bar to several hundred bars), 
temperature (0–300°C), water saturation (dry to satu-
rated), and ionic strength (up to 6 mol/kg H2O for 
NaCl-dominant solutions). Note that only the chemi-
cal part of TOUGHREACT is taken into account for 
the coupling with MARTHE. 

MARTHE transport code 
The MARTHE code (Modelling Aquifers with 
Rectangular cells, Transport and Hydrodynamics) is 
designed by BRGM for the hydrodynamic and hydro-
dispersive modeling of groundwater flow in porous 
media (Thiéry, 1990). Hydrodynamic calculations are 
carried out by a finite volume algorithm based on a 
matrix resolution of conjugate gradients with Chole-
ski preconditioning. Several methods can be used for 
transport calculation (total variation diminishing, 
finite volumes, MOC, or random walk). 

MARTHE-REACT coupling approach 
MARTHE has already been coupled to specific 
chemical simulators (SCS) (Thiéry, 1995). The 
approach used to couple it with the TOUGHREACT 
chemical simulator is essentially the same as before. 
Flow calculations and mass and energy transport are 
performed by the MARTHE code with no modifica-
tions. The chemical simulations are performed by the 
chemical part of the TOUGHREACT code. The 
coupling sequence is the following at each time step: 
(1) coupled flow calculation in aquifers and river 
networks integrating evaporation, infiltration, runoff, 
overflow, etc.; (2) transport in aquifer and river 
networks of every primary dissolved chemical 
species; (3) chemical reactions in each aquifer cell 
and river reach using the concentrations at the end of 
the time step. There is no iteration; hence, it is a 
SNIA (Sequential Non Iterative Algorithm) scheme. 
The important point is that with this sequential 
scheme, after transport, the chemical-reaction calcu-
lations are independent in each cell. 

INJECTION OF CO2-SATURATED WATE R 
INTO THE KEUPER AQUIFER 

Keuper aquifer properties 
The study site is located in the Paris Sedimentary 
Basin, which includes deposits from the Mesozoic to 
the Cenozoic on a pre-Permian basement. The 
Keuper formation within the Paris Basin was recently 
studied for its CO2 storage feasibility (Bonijoly et al., 
2003; Delmas, 2007). Several aquifers in the east and 
south-central parts of the Paris Basin could be 
affected by CO2 storage; we focus our study on the 
Donnemarie sandstone formation, a multilayered 
reservoir located at a depth of around 2,000 m with a 
thickness of 100 m. The reservoir, which is entirely 
sealed by anhydritic clays, is still exploited for 
hydrocarbons deposits and natural gas storage. Three 
layers (an upper, middle, and lower part) can be 
distinguished, with thicknesses of 35 m, 20 m, and 45 
m, respectively. The upper part of the reservoir is the 
most permeable layer, whereas the porosity of the 
three parts is similarly low (Table 1). Water salinity 
is in the range 30–180 g kg-1

H2O. Temperature and 
pressure conditions in the reservoir (1,500 to 3,000 m 
depth) vary respectively from 70 to 120°C and 200 to 
300 bars (Bonijoly et al., 2003). 

Table 1. Physical properties of the Keuper aquifer 
(Donnemarie). 

 Reservoir part 
 Upper Middle Lower 

Porosity (-) 0.06 0.04 0.07 
Permeability (m²) 2.3 10-15 0.3 10-15 0.2 10-15 

Geometry 
The Keuper aquifer (Donnemarie) is modeled as a 
sandstone reservoir represented by a cylindrical 
geometry with three layers, here representing the 
upper, middle, and lower parts of the reservoir 
(Figure 2). 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Two-dimensional radial geometry of the 
Keuper reservoir model with three layers 
representing upper, middle and lower 
parts of Donnemarie sandstones 
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The grid is composed of 300 cells: along the Y axis, 
1 cell with a radius of 0.2 m contains the vertical 
injection well, whereas 99 cells represent a radius 
following a logarithmic progression up to 100 km; 
the Z axes is divided by 3 cells corresponding to the 
upper (35 m), middle (20 m), and lower (45 m) parts 
of the Donnemarie sandstone. Each layer is assumed 
to be homogeneous, isotropic, and without slope. 

Basin mineralogy 
Donnemarie sandstone mineralogy has been chosen 
and identified through numerous data sets. In the first 
step, an aqueous speciation calculation of Keuper 
saltwater (Azaroual et al., 1997) is performed with 
the geochemical code PHREEQC (Parkhurst and 
Appelo, 1999). In this way, minerals at thermody-
namic equilibrium are hypothesized. For the missing 
mineralogy, data are taken from the literature. Thus, 
Renoux (2005) suggests the presence of quartz, feld-
spar, anhydrite, dolomite, and illite. To attribute 
relatives quantities for each mineral, proportions (in 
volume fraction) are determined with help of the El-
ghali et al. (2009) study: 52.85% of quartz, 25% of 
dolomite, 9% of calcite, 8% of albite, 3% of anhy-
drite, 1% of illite, 0.9% of Fe(OH)3 and 0.25% of 
kaolinite. 

Formation water 
The composition of the Keuper aquifer formation 
water is calculated at equilibrium with the mineral-
ogy cited above. For the following simulation, the 
reservoir is assumed to be saturated by saline brine (≈ 
150 g/kgH2O), with the chemical composition given in 
Table 2 at a temperature of  100°C and 200 bars 
pressure. 

CO2-saturated injected water 
CO2-saturated injected water is created from the 
equilibrium between initial dilute formation water 
with a pure CO2 phase at 100°C and a pressure of 200 
bars (equivalent to a CO2 fugacity of 123.1 bars). As 
mentioned in André et al. (2007), this reaction 
produces bicarbonate ions, which gives an acid solu-
tion (pH of 3.15). 

3222 COHOHCO ⇔+  

−+ +⇔ 332 HCOHCOH  

The resulting CO2-saturated solution, with a concen-
tration about 1.3 mol CO2 kg-1

H2O and a pH of 3.15, is 
injected into the reservoir (Table 2). A tracer is also 
injected in the reservoir to show the velocity of a 
nonreactive compound in the different layers (its 
concentration is 5×10-5 mol·kg-1

H2O). 
 
 

Table 2. Chemical composition of water from the 
Keuper aquifer (formation water) and of 
CO2-saturated water injected into the 
Keuper aquifer (mol·kg-1

H2O) 

 Formation 
Water 

CO2-saturated 
Water 

Temperature 100°C 100°C 
pH 6.46 3.15 
C 3.343e-3 1.3069 
Ca 3.068e-2 3.071e-5 
Mg 8.064e-3 8.061e-6 
Na 2.468 2.468e-3 
K 1.376e-3 1.376e-6 
Fe 1.844e-13 1.010e-13 

H4SiO4 8.93e-4 8.932e-7 
SO4 6.183e-2 8.181e-5 
Al 3.028e-7 3.028e-10 
Cl 2.42 2.42e-3 

Tracer 5.063e-8 5.00e-5 

Geochemical approach 
Kinetic rates are taken into account to examine the 
different mineral behaviors. Mineral (n) dissolution 
(+) –precipitation (-) rate (rn) in mol/s is expressed by 
Lasaga et al. (1994): 

ηθΩ nnnn 1Akr −±=
 

with kn the rate constant (mol/m2/s), An the specific 
reactive surface area (m2), Ωn the mineral saturation 
ratio (-) and θ and η power terms defined from 
experiments. Calcite and iron hydroxides are 
assumed to dissolve-precipitate at equilibrium, 
because their reaction rates are quite rapid. Other 
minerals are kinetically controlled by acid, neutral, 
alkaline (1), and carbonation (2), mechanisms 
depending on temperature (Lasaga et al., 1994; 
Palandri and Kharaka, 2004): 
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with k25 the rate constant at 25°C, Ea the activation 
energy, R the gas constant, T the absolute tempera-
ture, a the activity of species, and n a power term, 
where the subscripts nu and H indicate neutral and 
acid mechanisms respectively. 
The acid catalysis is considered only for mineral 
dissolution. Table 3 provides all parameters defining 
the kinetic rate constrained for the simulation. For 
several minerals, the volume fraction is null, because 
minerals are not initially present in the reservoir, but 
allowed to precipitate. 
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Table 3. Kinetic rate parameters of each mineral for neutral and acid mechanism and associated volume fraction 
*Dissolve and precipitate at equilibrium. 

Acid 
Mechanism 

Neutral 
Mechanism 

Carbonation 
Mechanism Minerals volume fraction 

(Vmin/Vs) Log k Ea n Log k Ea Log K Ea m 
Dolomite 0.25 
Siderite 0.0 

-3.19 36.1 0.5 -7.53 52.2 -5.11 34.8 0.5 

Dawsonite 0.0 - - - -7 62.8 - - - 
Magnesite 0.0 -6.38 14.4 1 -9.34 23.5 -5.22 62.8 1 
Calcite* 0.09 Alkaline 

mechanism 
Fe(OH)3* 0.009 

- 
Log k Ea n 

Albite 0.08 -10.16 65 0.457 -12.56 69.8 -15.6 71 -0.572 
Kaolinite 0.0025 -11.31 65.9 0.777 -13.18 22.2 -17.05 17.9 -0.472 
Illite-Mg 0.01 -10.98 23.6 0.34 -12.78 35.0 -16.52 58.9 -0.4 
Quartz 0.5285    -13.4 90.9    
Halite 0.0 - - - -0.21 7.4 - - - 
Anhydrite 0.03 - - - -3.19 14.3    

 
 
 
Simulation scenario 
The scenario is a hypothetical injection of a CO2-
saturated water conducted to test the reactive 
geochemical model in Zone 2 (acidified zone) and 
observe the dissolution-precipitation phenomena on 
Keuper mineralogy. Injection rate of CO2-saturated 
water is chosen to have an increase in pressure lower 
than 20% of the initial pressure (200 bars) in each 
layer. Deduced injection rates correspond to  
8.4×10-4 m3/s, 6×10-5 m3/s, and 9.45×10-5 m3/s into 
upper, middle, and lower layers respectively. An 
amount of 300,000 m3 of CO2-saturated water flows 
over 10 years, which corresponds to 18,720 tons of 
dissolved CO2 considering 1.3 mol CO2 kg-1

H2O. A 
hydrostatic pressure is considered initially and is 
fixed in the outermost column of the grid during the 
simulation. No exchanges of fluids are considered 
under and above the system. 

Simulation results 

Hydrodynamics 
The tracer included within the CO2-saturated water is 
represented on a profile (Figure 3) from 0 to 350 m 
after 10 years of injection. Its behavior confirms 
different flow velocities for the three layers, with the 
fastest transport in the upper layer (the most 
permeable). After 10 years, originally injected CO2-
saturated water reaches a radius of 150 m in the 
upper layer, 70 m in the middle layer, and 45 m in the 
lower layer. We can expect preferential geochemical 
reactivity in these zones. 

Geochemical reactivity 
As original injected CO2-saturated water reaches a 
radius of 150 m in the upper layer, we could expect a 
pH of 3.15 in this area. But the pH of 3.15 exists only 
in the first few meters around the injection well 
(Figure 4). Further into the upper layer (radius 3–150 
m), the pH is 4.8, which indicates that geochemical 
reactivity is buffering the pH. Estimated changes in 
porosity and permeability are located in the same 
area as well (Figure 5). 
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Figure 3. Profile of tracer after 10 years of CO2-saturated water injection. Initial concentration of tracer is equal 

to 5 10-8 mol.kg-1
H2O and injected tracer concentration is equal to 5 10-5 mol.kg-1

H2O. 

 

Figure 4. Profile of pH after 10 years of CO2-saturated water injection. The pH of injected CO2-saturated water 
and formation water are equal to 3.15 and 6.46 respectively. 

 

Figure 5. Profile of potential impact on porosity and permeability (red zone) after 10 years of CO2-saturated water 
injection. Maximal porosity is estimated around 0.41 and maximal permeability is deduced equal to  
7×10-13 m2. 

 

For a better understanding, we focus on the 
geochemical reactivity of the upper layer (Figure 6). 
As observed previously, the pH of 3.15 extends a few 
meters (0 to 2.5 m), forming an acidic front: Zone 2a 
(A). The total dissolution of dolomite, calcite (B), 
and anhydrite (C) is observed in the same area. 

++−+

+−+

+−+

++⇔+

+⇔+

+⇔+

22
3

2
4

2
3

MgCaHCO2H2Dolomite

CaHSOHAnhydrite

CaHCOHCalcite

 

Dissolution of albite (D) is observed in lower quanti-
ties as a result of smaller  kinetic rates. 

+++ ++⇔++ NaAlSiOH3OH4H4Albite 3
442  

The potential impact of mineral dissolution on poros-
ity is estimated (A), but not taken into account in the 
flow calculation. A maximal increase in porosity 
(41% from 6% initially) is estimated, which corre-
sponds to the total dissolution of carbonate and 
sulphate minerals. 
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Figure 6. Variation of porosity, pH, and mineral 

volume fractions (Vmin/Vs) in the upper 
layer of Donnemarie aquifer from the 
injection cell to the outermost after 10 
years of CO2-saturated water injection. 
Curves are plotted on semilog scales. 

These dissolutions release Ca2+, Mg2+, HCO3
-, HSO4

-, 
Al3+, and H4SiO4 in solution, allowing precipitation 
of kaolinite and dolomite just after the acidic zone 
(2.5 to 3 m). 

KaoliniteSiOH2OHAl2 442
3 ⇔+++  

Further (3 to 150 m), we can observe a second area 
where the pH is buffered by carbonate and sulphate, 
and where kaolinite and quartz precipitate (zone 2b = 
buffering zone). 

OHQuartzSiOH 244 +⇔  

Precipitations of kaolinite and quartz have a minor 
impact on porosity changes compared to dissolution 
of carbonates. But at this time scale  
(10 years), porosity changes are limited by the 
amount of carbonate, because of the slow reactivity 
of silicates. Further, in the buffered zone (from 150 m 
to 100 km), pH increases to reach the pH of forma-
tion water, and any dissolution-precipitations are 
observed because of the equilibrium between miner-
als and formation water (zone 1 = initial zone). 
 
The simulation results confirm the high reactivity of 
CO2-saturated water with respect to the carbonate 
minerals (André et al., 2007), which are totally 
dissolved in the water-saturated zone of the near-well 
field. Reactions occur on a larger extent in the 
superior layer, where the permeability is higher. 
Dissolution of calcite, dolomite, and anhydrite 
induces some pH buffering and a significant increase 
in porosity, reaching 41% in the first meters of the 
water-saturated zone after ten years, when the disso-
lution is total. Albite dissolution presents the first 
step in destabilization of the alumino-silicates in 
lower quantities. This can be explained by the slow 
kinetics of dissolution for alumino-silicate minerals 
compared to that for carbonates. This is in accor-
dance with observations by Audigane et al. (2007), 
who simulate CO2 injection into sandstone. Just 
behind the acidic zone, one can observe precipitation 
of dolomite, kaolinite, and quartz. The porosity 
evolution of the reservoir is essentially constrained 
by the magnitude of carbonate and sulphate mineral 
dissolution, and the impact on injectivity still depends 
on the location of mineral dissolution-precipitation 
(connected pores or not). 

CONCLUSION 

A 2D-radial numerical model of CO2-saturated water 
injection into the sandstone Keuper aquifer in the 
Paris Basin has been presented using the MARTHE-
REACT code. The simulation was performed over  
10 years of continuous injection considered as a high 
reactivity level compared to supercritical CO2 injec-
tion as studied by André et al (2007). Three reactive 
zones were identified: 

Acidic 
Zone 

Buffering 
Zone 

Initial 
Zone 

1 2b 2a 
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1) An acidic zo ne where dolomite, calcite, and 
anhydrite are totally dissolved, and where albite 
starts to dissolve from the acidic conditions (pH 
= 3.15), with a maximal porosity increase of 
41%, 

2) A buffered z one where carbonate and sulphate 
minerals buffer the acidic injection (pH = 4.8) 
and where transported ions allow precipitation of 
kaolinite, quartz, and dolomite with minor 
impact on porosity, 

3) An initial zo ne where minerals are in equilib-
rium with formation water (pH = 6.46) without 
changes in porosity. 

 
The results obtained confirm similar findings from 
other studies on the reactivity of carbonate and sand-
stone aquifers, and provides further confidence in the 
coupling tool. 
 
This study is a first step before the assessment of 
CO2-saturated water leakage from a reservoir to the 
surface in a sedimentary basin, where functionalities 
of the MARTHE simulator are essential for modeling 
complex hydrodynamic systems (providing a link 
between hydrogeology and hydrology, including, for 
example, atmosphere and river subsystems). 
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ABSTRACT 

Simulations are routinely used to study the process of 
carbon dioxide (CO2) sequestration in saline aquifers.   
In this paper, we look at some numerical aspects of 
the accurate modeling and simulation of the dissolu-
tion-diffusion-convection process. We perform 
convergence studies with respect to solver tolerances, 
grid resolutions, fluctuation strength, and domain 
size. We show that stringent tolerances and grid 
resolutions are needed to accurately predict onset 
time. Domain size must be sufficiently large to 
contain at least 2 extended fingers to accurately 
predict the long-term stabilized mass flux of CO2; 
otherwise, finite domain effects will adversely 
change the flow behavior of the system we are 
modeling.   
 
INTRODUCTION 

Carbon dioxide (CO2) sequestration involves inject-
ing CO2 into a saline aquifer.  While the primary 
mechanism of securing the CO2 relies on a leak-proof 
formation, secondary geochemical mechanisms may 
play a significant role, especially in a geological time 
frame.  At long time, an immiscible CO2 gas layer 
will form on top of the brine in the rock formation. 
Under ambient temperature and pressure conditions 
in a typical aquifer, CO2 will dissolve into the brine 
and increase the density of the brine at the interface 
of the layers by 0.1–1%, depending on the salinity of 
the brine (Pruess and Zhang, 2008). Due to gravita-
tional instability and the heterogeneity in the rock 
properties of the aquifer, CO2-rich brine fingers will 
form, leading to convective flow that transports these 
CO2-rich brines downward, while driving brine with 
low CO2 concentration upwards. This then acceler-
ates the rate at which CO2 is dissolved and provides a 
more secure mechanism by which CO2 can be stored.  
 
This dissolution-diffusion-convection process has 
been analyzed in a number of studies. In Ennis-King 

and Paterson (2003) and Riaz et al. (2006), linear 
stability analyses yield useful relations for the onset 
time for convection, dominant wavelength for growth 
of convective fingers, and the growth rates of these 
fingers. Numerical simulations were also performed 
to further elucidate the process and to validate the 
linear stability analyses. For example, Riaz et al. 
(2006) performed numerical simulation of a single-
phase two-component model with the Boussinesq 
assumption and demonstrated that the simulation 
results are consistent with their analysis. Pruess and 
Zhang (2008) examined long-term behavior of the 
CO2 flux, in addition to the onset of convection. 
Their simulation uses a full compressible model with 
very accurate equations of state.  
 
In this work, we examine some of the numerical 
aspects of studying the dissolution-diffusion-convec-
tive process of CO2 through simulation. We use a 
second-order accurate adaptive method that is 
described in the next section. Specifically, we exam-
ine how simulation parameters, such as solver toler-
ances, grid resolution, strength of perturbations, and 
domain size, affect our solution.  The results are 
compared to those obtained through TOUGH2-MP, a 
parallelized version of the general-purpose simulator 
TOUGH2/ECO2N (Zhang et al., 2008; Pruess, 2004; 
Pruess and Spycher, 2007). 
 
NUMERICAL SCHEME 

We assume that a layer of CO2-saturated brine is 
formed at the interface of the brine and CO2 gas, and 
the dissolution rate is sufficiently high that the layer 
remains saturated for the length of the simulation. 
This assumption allows us to use a variable-density 
single-phase incompressible model to treat the 
dissolution-diffusion-convection process. The 
variable-density formulation we use is similar to the 
formulation of Douglas et al. (2002), and different 
from that of Riaz et al. (2006), since it does not make 
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the Boussinesq assumption. Here, we provide an 
overview of the methodology; details of the approach 
are given in Pau et al. (2009). 
 
The basic integration scheme is based on the total-
velocity splitting approach. Due to the dependence of 
fluid density on the mass fraction of dissolved CO2, 
the velocity divergence constraint is given by 

 ∇·u =
1

ρii=1

2

∑ ∇·φρD∇Xi ,  

where the summation is over components i = 1 (CO2) 
and i = 2 (H2O). Here, u is the Darcy velocity, ρ1 and 
X1 are the density and the mass fraction of CO2(aq), 
ρ2 and X2 are the density and the mass fraction of 
H2O, respectively, ρ  is the density of the mixture, φ 
is the porosity and D is the diffusion coefficient. 
Expressing u in terms of pressure p, this divergence 
constraint leads to a second-order elliptic pressure 
equation, given by, 

 −∇·
κ
µ

(∇p − ρg) =
1

ρii=1

2

∑ ∇·φρD∇Xi ,   

that we can solve to obtain u; κ  is the permeability of 
the porous media, µ is the viscosity of the mixture 
and g is the gravity. This velocity is then used to 
recast component conservation equations as nonlinear 
hyperbolic equations.   
 
The discretization procedure we have adopted is 
similar to the IMPES approach. The pressure 
equation is solved implicitly using a finite difference 
method and the mass conservation equations are 
solved semi-explicitly using an explicit second-order 
Godunov method for advection and an implicit 
Crank-Nicholson discretization of diffusion. Unlike 
the basic IMPES algorithm, however, our method is 
second-order accurate in both space and time.   
 
The overall time-stepping procedure is integrated into 
an adaptive mesh refinement (AMR) framework 
(Almgren et al., 1994) to efficiently accommodate the 
difference in scale between the diffusive boundary 
layer and the large-scale convective fingers. Our 
approach to adaptive refinement uses a nested hierar-
chy of logically rectangular grids with simultaneous 
refinement of the grids in both space and time. The 
grid changes with time based on a set of user-defined 
refinement criteria.  Shown in Figure 1 is a snapshot 
of the grid; finer grids are placed in region where 
small features with large concentration gradients are 
present. The resulting algorithm is parallelized and 
shows good scaling behavior up to 1024 CPUs.   
 

 
Figure 1. AMR grid with four levels of refinement.  

Refinement criterion is based on 
concentration gradient of all components. 

 
PROBLEM SETUP 

The fluid properties, as specified in Table 1, are 
derived from the ECO2N fluid module of TOUGH2 
and correspond to pure water (no salinity) at 
temperature and pressure conditions of T = 45°C, P = 
100 bar, as would be encountered in a typical 
sedimentary basin near 1,000 m depth. A two-
dimensional domain was used as shown in Figure 2. 
In most cases, a domain size of 1 m × 4 m is used. 
 

Table 1. Fluid and formation properties 
Property Magnitude 
Viscosity, µ 0.5947 mPas 

Water density, ρw 994.56 kg/m3 

Saturated CO2 mass fraction, X1 0.049306 

Density increase due to CO2

dissolution, ∆ρ 
 
10.45 kg/m3 

Diffusivity, D 2×10-9 m2/s 

Mean permeability, κ 10 D 

Mean porosity, φ 0.3 
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Figure 2. Schematic of specifications used for 

numerical simulations. Different heights 
H and widths W were employed for the 
simulation domain. Periodic boundary 
conditions mean that the same conditions 
were maintained on the left and right 
boundaries. 

 
The flow system is initialized in gravity equilibrium 
(hydrostatic pressure gradient). The top boundary is 
impermeable and only diffusion of dissolved CO2 
into the simulation domain is permitted at the top 
boundary. Isothermal conditions are assumed 
throughout. The medium is assumed homogeneous, 
but small random variations, described by maximum 
per cent deviation from the mean, in permeability or 
porosity are imposed to seed the convective activity. 
   
RESULTS 

Figure 3 shows the concentration of CO2 after the 
initialization of convective flow. Small fingers that 
form at the top boundary of the domain grow and 
merge into one or more extended fingers, the main 
conduits by which aqueous CO2 is transported 
efficiently downward. These extended fingers grow 
wider as they traverse downward, due to diffusion.  
In addition, the dynamics within each of these 
extended fingers can be quite complex. Specifically, 
we observe that blobs of aqueous CO2 with higher 
concentration may pinch off from an extended finger, 
and move downward at a greater speed. These blobs 

eventually diffuse to a point where they are indistin-
guishable from the extended finger. The dynamics of 
convective flow is thus complex and exhibits highly 
nonlinear behavior.   
 

 
Figure 3. A snapshot of the concentration of CO2 

after onset of convection. The arrows 
show the velocity field.   

 
In subsequent analyses, we will focus on two quanti-
ties of interest. First is the onset time of convection, 
tonset, which determines the time at which convection 
becomes an important transport mechanism. We 
define tonset as the time at which the average mass flux 
at the top boundary, F0, has a relative deviation of 1% 
from a pure diffusive mass flux.    
 
Second is the stabilized mass flux, 〈F0〉, at the top 
boundary.  The existence and the quantification of 
〈F0〉 provide a simple model for larger-scale simula-
tions of CO2 injection. To determine 〈F0〉, we first 
compute the moving average Fm(t) defined as 

 Fm (t) =
1

∆t
F0t−∆t /2

t+∆t /2

∫ (s)ds , 

 
where ∆t is chosen such that Fm does not fluctuate 
more than 5% over a time interval ∆T. The stabilized 
mass flux is then given by  

 〈F0 〉 =
1

∆T
FmT −∆T

T

∫ (t)dt , 

H

P = 100 bar, T = 45 oC, Sg = 0.1  %

T = 45 oC, XCO2 = 0

no flow

g

W

periodic b.c.

(XCO2 = 0.0493)
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where T+∆t/2 is time at end of simulation. We ensure 
that the fingers have not reached the bottom of the 
simulation domain at time T+∆t/2.   
Both the definitions we adopted above are admittedly 
arbitrary, but they provide consistent measures for 
performing our convergence studies. We note that F0 
is numerically equal to the CO2 dissolution rate. 
Thus, F0 denotes the rate at which CO2 is removed 
from the highly mobile and buoyant gas phase, and 
put into a less mobile and negatively buoyant aque-
ous phase. This rate has important ramifications for 
storage security. 
 
Effects of solver tolerances on the onset time 
We begin this section with an analysis of the influ-
ence of numerical errors on the onset time. For 
homogeneous permeability and porosity, the two-
dimensional problem at hand can be essentially 
reduced to a one-dimensional diffusion problem.  
Convective transport is only induced when a non-
uniform flow field is generated by the heterogeneity 
in the permeability or the porosity function.   
However, linear solvers with finite tolerances may 
introduce small non-uniform errors that can also 
eventually lead to instability and convective flow. It 
is then important that we ensure that any convective 
transport observed in our simulation is induced by 
heterogeneities in formation’s properties, and not due 
to finite tolerances of the linear solver we use. In 
particular, the tolerances must be sufficiently small 
that it has limited influence on the dynamics of the 
flow, and thus the onset time.   
 
Since the Darcy velocity is computed from the 
pressure, we shall look at tolerances of the linear 
solver used to solve the pressure equation in our 
numerical scheme. Our multigrid linear solver uses 
two tolerances to control the accuracy of the linear 
solve: the relative error tolerance, εrel and the absolute 
error tolerance, εabs.  Figure 4 shows that for 1% 
fluctuation in κ and εrel = 10-12, the onset time 
converges to a value of 2.3×105 s when εabs<10-14. We 
note that the numerically-induced onset time is larger 
by a factor greater than 2. In addition, as we decrease 
εabs, the numerically induced onset time increases, but 
the true onset time remains unchanged. Decreasing 
εrel to 10-14 also does not change the results. Thus, we 
can conclude that with εrel =10-12 and εabs=10-14, the 
convective behavior that we observed is induced only 
by the heterogeneity in the permeability, and not by 
effects of finite tolerances in the linear solver.  

 
Figure 4. Effects of numerical errors on the 

determination of onset time. The onset 
time has converged when the absolute 
tolerance is 10-14. 

 
Effects of grid resolution on the onset time 
Riaz et al. (2006) derived a critical wavelength λc 
from the linear stability analysis for examining the 
onset of convective flow. To fully capture the 
dynamics during the onset of convection, the dimen-
sions of the simulation domain must be much larger 
than λc. For the parameters given in Table 1, λc=0.1 
m. Thus, our simulation domain, which has a width 
that is 10 times larger, is adequate.  
 
However, the grid resolution must still be sufficiently 
high to resolve λc so that we can capture the initiation 
of convective flow accurately. We perform a grid 
convergence study to determine the appropriate grid 
size. Initial experiments show that we need to adjust 
the fluctuations value with grid size so that the 
underlying statistics are consistent for an uncorre-
lated random distribution.  It reflects the notion that 
for a truly random medium, as gridblocks become 
larger, the variance of the fluctuations will be lower 
because of averaging. For example, an initial 1% 
fluctuation for a given resolution has to be reduced 
by half when the grid size in each direction is 
doubled.   
 
We examine four different grid sizes: ∆x = 1/256, 
1/512, 1/1024, and 1/2048. The corresponding 
fluctuations are given by 0.25%, 0.5%, 1% and 2%.  
Figure 5 shows that the onset time converges to a 
single value.  From Table 2, we can conclude that the 
onset time converges to 2.23×105 s.  An effective 
resolution of ∆x = 1/1024, which is a factor of 100 
smaller than λc, is thus sufficient.  
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Figure 5. Effects of numerical errors on onset time. 

The onset time has converged when the 
absolute tolerance is 10-14. 

 
Table 2. Onset time, tonset, at different resolutions. 

h, m tonset × 10-5 s 

1/256 2.44 

1/512 2.33 

1/1024 2.26 

1/2048 2.23 
 
 
Effects of fluctuation strength on the onset time 
As the fingering phenomenon is driven by the 
heterogeneity in the permeability and porosity, we 
would like to study what influence fluctuations in 
permeability and porosity have on the onset time.  
Figure 6 shows that for similar level of relative per 
cent fluctuation, fluctuation in φ leads to faster onset 
time than fluctuation in κ.  The variations with 
respect to per cent fluctuation are, however, similar; 
the onset time decreases with increasing fluctuation 
strength.   

 
Figure 6. Variation of onset time with % fluctuation 

in permeability κ and porosity φ 
 
Effects of domain size on the stabilized mass flux 
At long time, the flow is characterized by fingers that 
extend along the length of the domain. Initial experi-
ments show that boundary effects will adversely 
affect the solutions if the simulation domain cannot 
accommodate at least two extended fingers.  To 
provide a good averaging to F0, here should be a 
modest number of these extended fingers. In Table 3, 
we show the computed stabilized mass fluxes, the 
maximum relative deviations from the 〈F0〉 in the 
sample set used to compute 〈F0〉, and the number of 
fingers for domains with different widths.   
 
Table 3. Stabilized mass fluxes for different domain 

size.  The deviation shown is the maximum 
absolute relative deviation of F0 from 〈F0〉. 

width, m〈F0〉 × 106 

kg/m2/s 
deviation 

number of 
fingers 

1 1.46 0.27 2 

2 1.48 0.12 4 

8 1.52 0.07 8 
16 1.50 0.06 17 

 
The fluctuation decreases with increasing width; the 
relative deviation of F0 from 〈F0〉 for W = 16 m is 
about a factor of 5 smaller than the relative deviation 
for W = 1 m.  The mean also appears to converge to 
1.5×10-6 kg/m2/s, although the variation is less drastic 
compared to the variation in the relative deviation.  
This shows that having a width that can accommo-
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date two fingers may be sufficient, but larger width 
will lead to better averaging.   
COMPARISON TO TOUGH2-MP 

The same problem of convective instability discussed 
above was simulated with a parallelized version 
TOUGH2-MP (Zhang et al., 2008) of the general-
purpose reservoir simulator TOUGH2. Initial calcu-
lations used the ECO2N fluid property module 
(Pruess and Spycher, 2007). However, since the 
conditions in the present problem are limited to a 
single aqueous phase, a more efficient simulation can 
be obtained by using EOS7, in which the fluid is 
represented as a two-component mixture of H2O and 
brine. We use the brine component to represent 
density changes in the aqueous phase from CO2 
dissolution. Numerical work is approximately 
proportional to NEQ2, where NEQ is the number of 
equations per gridblock. Accordingly, a given 
problem can be solved with EOS7 (NEQ = 2) in less 
than half the time required with ECO2N (NEQ = 3). 
Our test calculations have confirmed excellent 
agreement between simulations using EOS7 and 
ECO2N.  
 
We experimented with different domain sizes and 
grid resolutions, to achieve results with “small” space 
discretization errors. Most calculations were 
performed for a domain of width W = 1 m, height H 
= 5 m, and a vertical grid resolution of 1 mm near the 
top boundary, which gradually was coarsened going 
downward. Horizontal grid resolution was 10 mm, 
and the total number of gridblocks was 52,300. 
Simulations presented here were performed an a Dell 
T5400 dual quad core computer with a total of 8 
cores, and in most cases 16 processes were run (two 
per processor), because this was found to reduce total 
execution time compared to running eight processes. 
Depending on grid resolution and simulation time, 
individual runs typically took from 1/2 to 4 hours. 
 
Results 
The convective activity shows similar features as 
seen in the adaptive grid simulations discussed previ-
ously, including fingering convection, merging and 
pinch-off of fingers, and continuous generation of 
new fingers as older ones grow. As an example, 
Figure 7 shows convective patterns for three different 
random number seeds after a time of 101.6 days. The 
resolution of features is somewhat inferior in 
comparison to the adaptive gridding (Figure 3).  
 
Specifics of the convective activity are very sensitive 
to small problem variations, but we observe that inte-
gral measures of the process, such as onset time of 

convection and long-term behavior of the CO2 mass 
flux carried by the convection, are quite robust to 
modest changes in problem parameters. Indeed, for 
the three cases with different random permeability 
fields shown in Figure 7, onset times of convection 
are identical, and long-term stabilized fluxes show 
random fluctuations of ± 15% about the same mean 
of approximately 1.3×10-6 kg/s/m2. 
 

(a)  

(b)

(c)  
Figure 7. Simulated distribution of dissolved CO2 

after 101.6 days for three different 
random number seeds to generate perme-
ability heterogeneity (a-0.7; b-0.8; c-0.9). 
Note the different horizontal and vertical 
scales. 
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We explored the sensitivity of the onset time for 
convection to the random perturbations applied to the 
medium. Figure 8 shows that the onset time for 
convection decreases with increasing strength of the 
applied perturbation of the medium. Porosity pertur-
bations are seen to be more effective in triggering 
convective instability than permeability perturba-
tions. These results are consistent with the results in 
the previous section, as shown in Figure 6.   
 
A comparison calculation with a perfectly homoge-
neous medium yields a substantially larger onset 
time, as in this case convective instability arises only 
from numerical roundoff. The onset times obtained 
from TOUGH2-MP simulations are around 6-9×104 
s, about a factor 3 smaller than obtained with the 
adaptive algorithm. The reason for this significant 
discrepancy is unknown. At a nominal onset time of 
7.5×103 s, the thickness of the diffusive boundary 
layer is = 12.2 mm, which is well resolved with our 1 
mm grid resolution. 
 

 
Figure 8. Simulated CO2 fluxes at the top boundary 

at early times, for different random 
perturbations of the porosity or 
permeability field.  

 
The convective CO2 flux at the top is equal to the 
CO2 dissolution rate per unit area. Due to the partially 
chaotic nature of the convection process, this rate 
fluctuates, but the fluctuations are modest in size, and 
fluxes stabilize at 1.3×10-6 kg/s/m2 (±15%), 
regardless of how the instability was triggered 
(Figure 9).  This is approximately 13% smaller than 
the value obtained from adaptive gridding simula-
tions. 
 

We also performed simulations with different bound-
ary conditions at the sides and bottom of the domain, 
such as no-flow conditions on the sides, and constant 
pressure conditions on the bottom. Onset times for 
convection and long-term stabilized fluxes were 
found to be insensitive to boundary conditions. A 
more extensive account of TOUGH2 analyses of the 
dissolution-diffusion-convection process is available 
in a laboratory report (Pruess and Zhang, 2008). 
 

 
Figure 9. Longer-term behavior of simulated CO2 

fluxes at the top boundary. 
 
 
CONCLUSION 

High-resolution simulations of the diffusion-convec-
tion process in CO2 sequestration were performed 
using a block structured adaptive mesh refinement 
method. Some numerical aspects of the simulations 
were examined, specifically variations in the onset 
time and stabilized mass flux with respect to solver 
tolerances, grid resolution, fluctuation strength, and 
domain size. Our main findings are as follows. 
 
The diffusion-convection process involves complex 
fluid dynamics on multiple scales, including creation, 
growth, movement, merging, and pinch-off of 
convective fingers.  While details of the convection 
process are chaotic in nature, integral measures, such 
as onset time for convection, and long-term CO2 
mass flux associated with the convective activity, are 
robust and insensitive to modest problem variations. 
By employing an adaptive gridding method 
combined with semi-implicit time stepping, we were 
able to control discretization errors and demonstrate 
convergence of onset times for convection. High-
resolution simulations with TOUGH2-MP, using 
fixed gridding with resolution down to 1 mm at the 
CO2 dissolution boundary, showed similar features as 
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the simulations with adaptive gridding. Long-term 
stabilized CO2 fluxes obtained from adaptive 
gridding simulations and TOUGH2-MP agree to 
within 13%. Onset time for convection with 
TOUGH2-MP was only about 1/3 of what was 
obtained with the adaptive gridding approach. The 
reason for these differences is unknown at present, 
but may have to do with different approximations 
made for the flow physics. 
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ABSTRACT 

We are using TOUGH2/EOS7CA and EOS7C to 
model CO2 injection and migration in (1) near-
surface leakage studies and (2) in depleted gas 
reservoir studies. EOS7CA is applicable to shallow 
leakage and seepage, while EOS7C finds application 
in studies related to gas reservoirs. Use of EOS7CA 
to address the question of the origin of patchy 
emissions at the ZERT shallow-release experiment in 
Montana suggests that packer locations within the 
horizontal well influence emission patterns. 
Preliminary results of EOS7C simulations relevant to 
the CO2CRC Otway project in Victoria, Australia, 
show that the presence of residual gas, regardless of 
composition, decreases injectivity due to the lower 
effective permeability of brine that must be 
displaced. The mixing between residual CH4 and 
injected CO2 and corresponding density increase is a 
secondary effect.  

INTRODUCTION 

Modeling of CO2 injection and migration is a 
powerful tool for providing insight into the behavior 
and performance of geologic carbon sequestration 
sites. In this study, we present results of modeling 
using TOUGH2/EOS7CA and EOS7C aimed at two 
specific questions that arise in two diverse field 
studies. The first field study is the Zero Emissions 
Research and Technology (ZERT) shallow-release 
experiment in Montana. The second field study is the 
CO2CRC Otway Project in Victoria, Australia 
(Sharma et al., 2007). While these two field projects 
share little in common in terms of depth of injection, 
scale of release, and overall field-test objectives, we 
show in this paper that the two closely related 
TOUGH2 equation-of-state modules, EOS7CA and 
EOS7C, can be applied to these field studies to 
address key questions.  

METHODS 

TOUGH2/EOS7CA and EOS7C (Pruess et al., 1999; 
Oldenburg et al., 2004) model five components 
(water, brine, CO2, a tracer, and air (EOS7CA) and  
 

CH4 (EOS7C), respectively). Both modules use the 
GasEOS (Reagan and Oldenburg, 2006) approach to 
accurately model the density and viscosity of gas 
mixtures. EOS7CA uses Henry’s law for solubility of 
gas species in the aqueous phase, an approach only 
accurate at low pressure, while EOS7C uses an 
approach that is well-suited for high pressure 
situations (Oldenburg et al., 2004). We used 
WinGridder (Pan, 2008) for generating the three-
dimensional grid used in the ZERT simulation study.   

EFFECT OF PACKER LOCATION 

Patchy CO2 emissions at the ZERT shallow-release 
experiment (e.g., Lewicki et al., 2007) appear to 
correlate with the locations of packers in the shallow 
horizontal injection well, as illustrated in Figure 1, 
which shows flux data in the top of the figure with 
packer locations below. The process hypothesized to 
create this patchy emission pattern is that CO2 
injected into each zone of the well flows within the 
pipe upward by buoyancy forces along the slightly 
sloping water-filled sections of each zone, until it 
encounters a packer, at which point it accumulates 
and moves through the perforations of the pipe into 
the cobble-soil system, effectively forming a local 
point source of gaseous CO2, which is seen at the 
surface as a patchy emission pattern. We undertook 
modeling with EOS7CA to test this hypothesis.  
 
We used WinGridder (Pan, 2008) to develop a 3D 
grid as shown in Figure 2. The grid was designed to 
capture the details of the release of CO2 from the 
horizontal well. The discretization represents one-
half of the horizontal well and its elevation variations 
in detail. The 3D grid consists of 11 replications of a 
two-dimensional slice. Though replicated in the 
direction perpendicular to the pipe (Z-direction), 
there is no pipe material in the model anywhere 
except in the plane at Z = 8.975 m (the mirror plane) 
and cobble or soil is specified in the other planes as 
appropriate even where the discretization mimics the 
pipe geometry. Each of the 11 XY planes contains 
4779 gridblocks, for a total of 52,569 gridblocks and 
147,486 connections. 
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Figure 1. (a) Log soil CO2 fluxes measured along surface trace of well on Day 9 of the first CO2 release carried 
out in 2007 (see Lewicki et al., 2007). (b) Elevation of nominally horizontal well (note vertical 
exaggeration) and packer locations.  Focused areas of high CO2 flux (patches) are generally correlated 
with packer locations. 

 

Figure 2. Three-dimensional grid showing the plane 
at Z = 8.975 m (mirror plane) that 
contains the pipe and the ten planes to the 
right-hand side (northwest).  Horizontal 
Z-direction connections between planes 
are not shown.   

Boundary conditions are no-flow at the bottom and 
atmospheric conditions at the top represented by 
elevation-dependent pressure that is constant with 
time. The mass fraction in the aqueous phase at the 
top boundary is set equal to 5.76×10-4 which 
corresponds to a gas-phase concentration of 380 
ppmv and is also the initial condition throughout the 
system. The sides (X = 0.0 and X = 96.5 m) are closed 

(no-flow boundary condition), while conditions at the 
rear XY plane (Z = 4.5 m) are constant with time and 
equal to the initial condition. The front XY plane (Z = 
8.975 m) is a no-flow boundary and serves as the 
mirror plane of the symmetric model system. All 
simulations assume fresh water (salinity equal to 
zero) and are isothermal at 15°C. 
 
The properties we use for the two layers (soil and 
cobble) and the pipe are given in Table 1. Rainfall 
infiltration was set to zero as the CO2 releases from 
the horizontal well were carried out in summer 
months, during which there is little precipitation. The 
pipe was approximated as a high-porosity and high-
permeability porous medium with low capillarity.  
This assumption clearly does not allow a rigorous 
modeling of intrawell flow processes, but will 
capture the key effect of faster flow and transport of 
CO2 within the well and stronger capillary suction of 
the formation than of the pipe in unsaturated 
conditions. 
 
The total injection rate of CO2 into the pipe is 100 
kg/d distributed evenly into each packed-off section 
and divided by two to honor the mirror symmetry of 
the system. Note that not all zones are the same 
length, and therefore this injection specification 
differs slightly from that in the field experiment, 
which injected the same amount of CO2 per unit 
length.   
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Table 1.  Properties of Materials in the Near-Surface Model 

 Soil Cobble Pipe 
Temperature (T) 15 oC 15 oC 15 oC 
Porosity (φ) 0.35 0.35 0.99 
Permeability (k) 5 × 10-11 m2 3.2 × 10-12 m2 1 × 10-10 m2 
Capillary Pressure (Pc) van Genuchten1,2  

λ = 0.291, Slr = 0.15, α = 2.04 × 
10-4 Pa-1, Pmax = 5 × 105 Pa, Sls = 

1. 

van Genuchten1,2  
λ = 0.627, Slr = 0.10, α = 1.48 × 
10-3 Pa-1, Pmax = 5 × 105 Pa, Sls = 

1. 

No capillary pressure 

Relative permeability (kr) Liquid: van Genuchten (1980); 
Gas: Corey (1954) 

Slr = 0.17, Sgr = 0.05 

Liquid: van Genuchten (1980); 
Gas: Corey (1954) 

Slr = 0.12, Sgr = 0.05 

Linear with saturation1 
Slr = 0.1, Sgr = 0.05 

Molec. diffusivity 
coefficients (dβ

κ) 
 

Liquid: 10-10 m2 s-1  
Gas: 10-5 m2 s-1 

θ = 1.0, P0 = 105 Pa 

Liquid: 10-10 m2 s-1  
Gas: 10-5 m2 s-1 

θ = 1.0, P0 = 105 Pa 

Liquid: 10-10 m2 s-1  
Gas: 10-5 m2 s-1 

θ = 1.0, P0 = 105 Pa 
Tortuosity (τ0) 1.0 1.0 1.0 
Saturation-dependent 
tortuosity (τβ) 

Equal to relative permeability Equal to relative permeability Equal to relative permeability 

1Pruess et al. (1999) 
2λ is m in van Genuchten, 1980. 
 
 
The base-case three-dimensional result is shown in 
Figure 3. As shown, the model qualitatively produces 
patchy emissions, although no effort was made to 
match the emission patterns in number or location 
exactly between model and field observation. Instead, 
we carried out numerous simulations using a two-
dimensional slice of the three-dimensional model and 
changed the number of packers to investigate the 
dependence of patchy emission patterns on number of 
packers. 
 
As shown in Figure 4, the number of upward-flowing 
CO2 plumes increases with the number of packers, 
and the locations of the most advanced tip of the 
plumes correlates with packer location. The main 
conclusion from this study is that patchy emission 
patterns originate from packers located in up-sloping 
regions of the pipe. Further, the point-source nature 
of the resulting CO2 injection is preserved at the 
ground surface. As time goes on, these individual 
plumes merge in the model, whereas in the field the 
patches are long-lived. While these modeling results 
seem to confirm the hypothesis being tested, it must 
be kept in mind that other features of the subsurface 
not modeled here could be influencing the patchy 
emission pattern observed in the field experiment. 
 
 
 
 
 
 
 
 
 
 

 

Figure 3. Three-dimensional result of the Base Case 
showing mass fraction of CO2 in the gas 
phase (Xg

CO2) in a patchy emission pattern 
at t = 3 days. 
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(a) 

 

(b) 

 
(c) (d) 

  

Figure 4. Mass fraction of CO2 in the gas phase at t = 0.06 and 0.5 days for the case of injection into six zones 
(leftt-hand side (a, c)) and 23 zones (right-hand side (b, d)). 

EFFECT OF RESIDUAL GAS ON INJECTION 

The CO2CRC Otway Project is injecting CO2 into 
the water leg of the natural-gas-depleted Waarre-C 
formation. Wellbore logging has indicated that the 
Waare-C is at or close to saturated with residual gas. 
In this preliminary study, we used EOS7C to 
investigate the effect of the presence of residual gas 
on injection in a simplified geometry. Residual gas 
may affect an injection process in many different 
ways, e.g., inhibiting the displacement of brine 
through relative permeability effects, enhancing 
injection of gas as residual gas becomes mobile at the 
leading edge of the injected gas plume, or changing 
the composition of the gas as injected gas mixes with 
residual gas of different composition. The purpose of  
 

 
This preliminary study was to investigate the 
processes of interaction between injected 
supercritical CO2 and residual gas to understand 
potential implications for the Waarre-C injection. A 
simplified one-dimensional radial geometry is used to 
focus on the mobility and gas composition effects.  
 
Three different situations are shown in Figure 5 to 
illustrate the question being addressed. The base case 
is the injection of CO2 with no residual gas (Figure 
5a), while the two other cases explore the effect of 
mixing of injected supercritical CO2 with (Figure 5b) 
residual CO2, and with residual CH4 (Figure 5c). The 
question being addressed is, what is the effect of 
residual gas on the injection of supercritical CO2?  
 

 

Figure 5. Three alternative cases for injection of CO2. (a) zero residual gas. (b) 20% residual gas consisting of 
CO2 represented (white stipple). (c) 20% residual gas consisting of CH4 (blue stipple). 
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Simulations were carried out using EOS7C to 
accurately model CO2 and CH4 gas-mixture 
properties. The injection rate is 100 t CO2/day into a 
layer with permeability of 500 mD (5×10-13 m2), 
porosity equal to 0.16, isothermal conditions of 90°C, 
zero salinity, and layer thickness 30 m. The residual 
gas saturation is set to 0.01 for the base case and 0.21 
for the CO2 and CH4 residual gas cases. Hysteretic 
relative permeability is not used for this case of 
constant injection.  
 
Pressure (P), liquid saturation (Sl), mass fraction of 
CO2 in the gas (Xg

CO2), gas density, and mass fraction 
of CH4 in the gas (Xg

CH4) for the three cases 
considered are shown in Figures 6–8. Kinks in the 
curves arise from the relatively coarse resolution of 
the mesh for R > 100 m. The first-order observation 
from Figures 6–8 is that the pressure increase at the 
well is larger for the cases with residual gas (Figures 
7 and 8) than for the case of zero residual gas (Figure 
6). This occurs because of the decreased mobility of 
brine in the cases where residual gas is present. By 
this mechanism, rather than enhancing injectivity as 
might be expected, residual gas inhibits injectivity by 
limiting the mobility of the brine that must be 
displaced in order for injection to occur.  
 
The second observation is that the plume radius as 
defined by the region in which gas is mobile is larger 
in Figures 7 and 8. Apparently, the reduced volume 
of pore space occupied by mobile brine when there is 
residual gas present makes the injected plume extend 
farther. The injected gas is then augmented by the 
initial residual gas and incorporated into the plume.  
 
A third-order effect is shown by the gas density 
curves of Figures 7 and 8, which show the large 
effect that CH4 has in decreasing the density of 
supercritical CO2. Note the small amount of CH4 
present in the result of Figure 7 does not affect the 
main conclusions. In short, as supercritical CO2 
mixes with residual CH4, the total volume of gas 
increases. This effect is expected to be less important 
at Otway, because the injected gas is already 20% 
CH4 and does not attain the high density at 
supercritical conditions that pure CO2 attains. In 
summary, this preliminary set of simulations suggests 
that rather than enhancing injectivity by providing 
existing gas saturation for improved gas mobility, the 
presence of residual gas reduces injectivity by 
reducing the mobility of brine. 

 

 

Figure 6. Results after two years of injection of CO2 
for the case of zero residual gas. 

 

Figure 7. Results after two years of injection of CO2 
for the case 20% residual gas consisting 
of pure CO2. 

 

Figure 8. Results after two years of injection of CO2 
for the case 20% residual gas consisting 
of pure CH4 
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CONCLUSIONS 

We have used the closely related TOUGH2/EOS7CA 
and EOS7C models to address questions relevant to 
two different field tests related to geologic carbon 
sequestration. In the first study, simulations of 
multiple packer scenarios suggest that packers 
control the location of the leading upward-flowing 
CO2 gas plumes at the ZERT shallow-release 
experiment. The model results show merging of 
plumes with time, while in the field experiment the 
patchy emission is long-lived. This discrepancy 
suggests other features (e.g., macropores, or cracks in 
the soil) are present at the ZERT site that are not 
included in the model. In the second study, 
applications of EOS7C to the question of the effects 
of residual gas saturation for injections into depleted 
gas reservoirs suggest that residual gas reduces 
injectivity by reducing the mobility of the brine that 
has to be displaced. With this understanding, the 
composition of the residual gas and its possible 
impact on reducing CO2 density is likely a second-
order effect.  
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ABSTRACT 

Effects of well orientation and length on the storage 
of CO2 in deep saline aquifers were evaluated and 
quantified by conducting numerical simulations with 
TOUGH2. Simulations of CO2 injection into 
confined, homogeneous, isotropic, saline aquifers 
were conducted for both vertical and horizontal 
wells. The metrics used in quantifying the perform-
ances of different strategies included changes in pres-
sure near the well, mass of CO2 dissolved into brine, 
fraction of injected CO2 dissolved into brine, and 
storage efficiency, all evaluated over a simulated 
injection period of 50 years. These metrics were 
quantified as functions of well length and CO2 injec-
tion rate. When equal injection rates and well lengths 
were compared, there was not a significant difference 
between the performances of horizontal wells and 
vertical wells. However, the length of a horizontal 
well may exceed the length of a vertical well, 
because the length of the horizontal well is not 
constrained to the vertical thickness of the geologic 
formation. As the length of the horizontal well was 
allowed to increase, the geologic formation could 
receive a significantly higher injection rate of CO2 
without exceeding a maximum allowable pressure.  
This results in a higher CO2 storage efficiency in the 
formation, because storage efficiency increases with 
injection rate. These results suggest that horizontal 
wells could be utilized to improve CO2 storage 
capacity in confined aquifers, especially under 
pressure-limited conditions. 

INTRODUCTION 

Subsurface injection of CO2 from large point sources 
has been recommended as a potential strategy for 
isolating significant quantities of CO2 from the 
atmosphere (Pruess et al., 2001; Bruant et al., 2002; 
Ennis-King and Paterson, 2002; IEA, 2004; IPCC, 
2005). Potential deep geologic formation types for 
CO2 sequestration include abandoned oil and gas 
fields, unminable coalbed seams, and saline aquifers 
(Bruant et al., 2002; Pruess and Spycher, 2005; 
IPCC, 2005; Kovscek and Cakici, 2005; Kristian et 
al., 2005). The latter formation type (saline aquifers) 
is reported to have the largest storage capacity, owing 
to its worldwide availability and lack of competitive 
uses (Law and Bachu, 1996; Holloway, 2001; Pruess 

and Garcia, 2002; Bachu and Adams, 2003; Obi and 
Blunt, 2006). 
 
Previous work on numerical simulation of CO2 injec-
tion into confined saline aquifers via fully perforated 
vertical wells showed the CO2-rich (“gas”) phase to 
migrate radially from the injection well.  The gas 
phase was also reported to overlie resident brine and 
rise until it reaches the upper confining layer of 
formation, resulting from differences in density and 
viscosity between CO2 and brine (van der Meer, 
1993; Law and Bachu, 1996; Nordbotten et al., 
2005). The tendency of CO2 to simultaneously 
migrate laterally at a faster rate than brine while 
rising to the upper section of a formation has a nega-
tive effect on the quantity of CO2 stored per unit 
volume of aquifer (storage efficiency). As a result, 
the injection strategy adopted in a CO2 storage 
project must take into consideration differences in the 
physical properties of CO2 and resident formation 
fluid(s) in order to enhance storage. 
 
The injection strategies considered in this study were 
based on well orientation and well length. The orien-
tation of an injection well can be horizontal, vertical, 
or slanted.  The completed length of vertical wells is 
limited to the aquifer's thickness, while those of 
horizontal wells can be as long as current technology 
permits. Horizontal wells can now be drilled to 
lengths up to 9–11 km (Donnelly, 2008).  Research in 
the oil and gas industry has shown that a vertical well 
drains a cylindrical volume of formation, while a 
horizontal well drains an ellipsoid volume of forma-
tion (Joshi, 1991). As a result, the latter generally 
produces larger volumes of natural gas and/or crude 
oil than the former. Preliminary numerical simula-
tions of CO2 injection via vertical and horizontal 
wells suggest the latter to be more efficient than the 
former, based on injectivity and storage potential 
(Ozah et al., 2005; Jikich et al., 2003). However, the 
conditions under which these predictions are valid are 
unknown. 
 
This study evaluates and quantifies the effects of well 
orientation and length on CO2 storage potential of 
saline aquifers under isotropic conditions. It also 
addresses conditions under which horizontal injection 
wells may be technologically more viable than their 

102 of 634



 - 2 - 

  

vertical counterparts for CO2 storage. Findings were 
achieved by conducting a series of numerical simula-
tions of CO2 injection via vertical and horizontal 
wells to quantify the effects of well orientation and 
length on CO2 storage. The metrics used to quantify 
performances of the different injection strategies 
include the maximum pressure near the injection well 
(Pw), total mass of CO2 dissolved (MCO2,aq), fraction 
of injected CO2 dissolved into brine (fc), and storage 
efficiency (εѕ). Comparison of the results based on 
the metrics predict that CO2 injection via horizontal 
wells of length greater than the vertical thickness of 
an aquifer is a more efficient injection strategy than 
utilizing fully perforated vertical wells. 

APPROACH 

A series of numerical simulations of CO2 injection 
into a homogeneous, isotropic confined saline aqui-
fer, using the TOUGH2 numerical software, was 
conducted by varying well orientation and well 
length (Lw) while keeping other parameters constant, 
in order to quantify the effects of the latter on CO2 
storage. Additional TOUGH2 numerical simulations 
were also conducted to study the effects of CO2 
injection rate (Q) on the storage performance. The 
input parameters applied in all the simulations are 
presented in Table 1. 
 
Table 1.  Hydrogeologic and numerical parameters 
applied in all simulations 

Parameter Value 

Dimension (L:W:H), m 105 : 105 : 100 
Gridblocks (X:Y:Z) 65 : 65 : 10 
Aquifer depth, m 1200–1300 
Initial pressure (Pinit), bar 120–131 
Temperature, oC 45 
Average porosity ( ) 0.12 
Average permeability (k), m2 1.0 10-13 
Rock compressibility (c), Pa-1 4.5 10-10 
Residual brine saturation (Slr) 0.3 
Residual gas saturation (Sgr) 0.05 
 
In all simulations, the relationships developed by van 
Genuchten (1980) were used to describe the fluid 
relative permeabilities and brine capillary pressure 
(Pcap) as functions of the liquid phase saturation. An 
Slr value of 0.0 was used in the relationship between 
Pcap and brine saturation in order for the former to be 
finite at all saturations (Pruess, 1997). 
 
The completed portions of vertical wells extended 
across the vertical thickness of the aquifer, while 
those of horizontal wells were varied between 100 m 
and 3000 m. The simulations were conducted using a 

3D grid of dimension 100 km by 100 km by 100 m, 
with the injection wells positioned at the center 
(vertical well) or at the bottom of the central portion 
of the formation along the x-axis (horizontal wells).  
Horizontal wells were positioned at the bottom of the 
aquifer to maximize the contact between CO2 and the 
aquifer, since the former will rise due to buoyancy.  
The mesh grid was refined close to the injection well 
and at the upper portion of the formation, in order to 
closely study fluid flow dynamics in these regions.  
Grid refinement was concentrated around the central 
portion of the mesh, extending 10 to 20 km from its 
center. This was predetermined by conducting trial 
simulations to ensure that the CO2 plume extent in all 
simulations was within the above-mentioned range. 
Constant pressures were imposed at the boundaries of 
the formation by setting very large volume factors  
(> 1×1030 m3) to gridblocks at the boundaries. As a 
result, any flow into the gridblocks at the boundaries 
will have negligible impact on their pressures.  CO2 
was continuously injected for 50 years in all simula-
tions.  Results obtained from the numerical simula-
tions were compared and analyzed based on the 
metrics listed previously. 
 
Values of near-wellbore pressures (Pw) and total mass 
of dissolved CO2 (MCO2,aq) were obtained directly 
from the simulation results. The fraction of injected 
CO2 dissolved into brine (fc) was calculated by 
dividing MCO2,aq by the total mass of CO2 injected, 
which is a product of the mass injection rate (Q) and 
time of continuous injection (t). The CO2 storage 
efficiencies (εѕ) of the simulations were estimated 
from their gas saturation (Sg) distributions within the 
confined aquifer. εѕ is calculated as the ratio between 
volume of CO2 injected (Vinj) and the utilized porous 
volume of aquifer (Vmax).  Vinj is calculated as the 
product of Q and injection time (t) divided by the 
average density of CO2 (ρc,av). We estimated Vmax 
based on a plan view of the CO2 plume shape. 
Depending on the well orientation and injection time, 
the plume extent in the X and Y directions may be 
similar or different.  When the plume extent in the X 
and Y directions are equal, the plume occupies a 
cylindrical volume of the aquifer. Otherwise, the 
plume occupies an ellipsoidal volume of the aquifer 
when the plume extents in the X and Y directions are 
different. The former is generally encountered in 
vertical wells and the latter in horizontal wells (Joshi, 
1991). The mathematical expressions for calculating 
cylindrical (Vmax;c) and ellipsoidal (Vmax;e) plume 
volumes are as follows: 
 

 (1) 

 (2) 
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where φ is the average porosity of the formation, rmax 
is the radius (maximum radial extent) of the cylindri-
cal gas plume, a and b are the equatorial radii of the 
ellipsoid-shaped gas plume along the X- and Y-axes, 
respectively. 

RESULTS AND DISCUSSION 

Analysis of the metrics 
Results show saturations of CO2-rich (“gas”) phase 
(Sg) to be maximum near injection wells and vanish 
far from the wells. The diameter of the gas plume in 
all simulations was less than 20 km, indicating that 
the plume did not migrate beyond the region of high-
resolution grid. Detailed analysis of these results is 
discussed subsequently. 
 
Results from the simulations conducted herein 
predict pressures to be highest at the injection well 
and lowest at the boundaries of the aquifers. Results 
from the simulations also predict increases in pres-
sure as CO2 mass injection rate (Q) is increased.  This 
phenomenon was most pronounced near the injection 
wells. 
 
For a fixed well length, the total mass of CO2 
dissolved in brine (MCO2,aq) increased with CO2 mass 
injection rate (Q). This is because of a corresponding 
increase in formation pressure as more CO2 is 
injected per unit length of well. Results reported in 
previous studies on CO2 solubility in water also indi-
cate that the amount of dissolved CO2 in solution 
increases with pressure (Kohl and Nielsen, 1997; 
Spycher et al., 2003; Spycher and Pruess, 2005). 
However, the fraction of the injected CO2 that 
dissolves (fc) slightly decreased as Q is increased. 
 
The CO2 storage efficiencies (εѕ) estimated from the 
Sg profiles of the simulations indicate that εѕ also 
increases with Q for fixed well length. Similar obser-
vations have been reported in the technical literature 
in which  increases in εѕ with Q were also achieved 
(van der Meer, 1995). As Q decreases, gravity 
becomes relatively more dominant.  This causes the 
gas plume (CO2) to occupy a thin but broad region at 
the top of the formation, leading to a decrease in εѕ. 

Sensitivity analyses 
The effects of injection-well orientation were deter-
mined by comparing the performances of CO2 injec-
tion simulations using a vertical well and a horizontal 
well of equal length at a constant mass injection rate 
(Q). Results in Table 2 indicate that no significant 
difference in the performances of both simulations 
was achieved. Therefore, it can be concluded  that 
CO2 injection via a vertical well or a horizontal well 
of equal length have similar performances. Results in 

Table 2 also support the arguments made in the 
previous subsection that MCO2,aq and εѕ increase with 
CO2 mass injection rate (Q) for a fixed well length. 
 
When the length of the horizontal well (Lw) was 
systematically increased from 100 m to 3,000 m 
while keeping Q constant, Pw decreased. It can be 
deduced that Pw decreases with increasing well length 
due to reduction in the mass of CO2 injected per unit 
well length. The average density of the gas phase also 
decreased as a result. These results indicate that 
additional quantities of CO2 can be injected into the 
aquifer without exceeding a limiting pressure as Lw is 
increased. 
 
Table 2. Comparison of performances from simula-
tions using vertical wells and horizontal wells with 
equal length (100 m) for 50 years injection 

Metrics Well orientation  

Q (kg/s)  50 100 200 
vertical 163 195 248 Pw (bar) 
horizontal 164 196 247 
vertical 6.1 11.5 22.1 MCO2,aq 

(Mtons) horizontal 6.1 11.5 21.4 
vertical 0.077 0.073 0.070 fC  

 horizontal 0.077 0.073 0.068 
vertical 10.5 12.0 13.7 εs (%) 
horizontal 10.5 12.0 13.5 

 
However, in order to avoid risk of possible CO2 leak-
age, Pw must not surpass the fracturing pressure of 
the aquifer. Therefore, evaluating the performances 
of the simulations under pressure-limiting conditions 
is warranted. The performances of simulations using 
vertical injection wells and horizontal injection wells 
were evaluated and compared by estimating a maxi-
mum CO2 injection rate (Qmax) at specified maximum 
pressure increases (∆Ρ) for different well lengths. 
Correlation between ∆Ρ and Qmax was achieved by 
fitting Pw data points as functions of Q, with a 
straight line passing through the origin. The correla-
tions were made at 50 years of CO2 injection, which 
roughly corresponds to the average lifespan of heavy-
duty industrial facilities that emit large quantities of 
CO2.  The resulting linear equations depicting the 
relationship between Pw and Q are as follows: 
 

m (vertical) (3) 
m (4) 

m (5) 
m (6) 
m (7) 
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where  and  is the initial 
pressure. 
 
In these equations, ∆Ρ and Q are in bar and kg/s, 
respectively.  These correlations were determined by 
using TOUGH2 simulation results to determine 
maximum values of Pw at different values of Q. 
Results showed excellent agreement between pres-
sures estimated using the above equations and those 
predicted by TOUGH2, with relative errors of less 
than 2%. 
 
At a given maximum allowable pressure (∆Ρmax), the 
required CO2 mass injection rate (Qmax) using vertical 
or horizontal injection wells can be estimated using 
Equations (3)–(7) based on the well orientation or 
length. Table 3 presents results of Qmax, MCO2,aq, fc, 
and εѕ at different well lengths for a value of ∆Ρmax 
equal to 100 bar. It can be deduced from Table 3 that 
at any specified ∆Ρmax, the maximum allowable CO2 
mass injection rate (Qmax) increases with well length 
and consequently the storage efficiencies (εѕ) also 
increase. MCO2,aq also increased as Q was increased, 
because horizontal wells are reported to sweep a 
greater cross-sectional area of a formation than verti-
cal wells (Joshi, 1991). This also indicates that hori-
zontal wells have better vertical sweep than vertical 
wells, thereby enhancing mixing between CO2 and 
brine as the former rises to the top of the aquifer 
(Ozah et al., 2005). Despite the increases in εѕ and 
MCO2,aq with increasing Q, the fraction of CO2 
dissolved in brine (fc) slightly decreased as Q is 
increased (Table 3). This may be because as Q 
increases, there is a decrease in the ratio of CO2-brine 
interfacial area relative to CO2 plume volume. 
 
Table 3. Maximum allowable CO2 injection rate, 
total mass of dissolved CO2, fraction of dissolved 
CO2, and storage efficiency at different well length 
(for ∆Ρ= 100 bar and after 50 years injection). 

Lw Qmax MCO2,aq XC εs 

(m) (kg/s) (Mtons)  (%) 

100 170 18.4 0.0686 13.0  
1000 201 21.0 0.0662 14.7   
2000 211 22.0 0.0660 15.1   
3000 217 22.6 0.0660 15.5   

 
 
Figure 1 shows the estimated additional mass of CO2 
that can be stored using horizontal injection wells of 
different lengths as opposed to a vertical injection at 
different values of ∆Ρmax. The results in Figure 1 
indicate that the additional mass of CO2 that can be 
stored via horizontal injectors increases with well 
length and the maximum allowable pressure increase 

(∆Ρmax) within an aquifer.  For example, at ∆Ρmax 
equal to 300 bar, an additional 228 million tons 
(Mtons) of CO2 can be stored in a confined aquifer 
using a horizontal injector of length 30 times its 
thickness. This can accommodate CO2 emissions 
from a 1,000 MWe (electric) coal-fired plant for over 
20 years (Pruess et al., 2003). It can be concluded 
that significantly large quantities of CO2 could be 
stored using long horizontal wells at little or no 
change in pressure, as reported in previous works by 
Jikich et al. (2003) and Ozah et al. (2005). 
 

 
Figure 1. Additional mass of CO2 that can be stored 

using horizontal injectors for 50 years 

Results from simulations conducted herein indicate 
that a decline in pressure as a result of well length 
increment at constant injection rates subsequently 
leads to corresponding reductions in the average 
density and solubility of CO2. However, the pressure 
decay also leads to reductions in the amount of solids 
(NaCl in this study) precipitated and an increase in 
injectivity. 
 
Sensitivity studies on the effect of injection rate on 
the flow dynamics and storage of CO2 indicate that 
pressure, average density, mass of CO2 dissolved, and 
storage efficiency generally increase as the CO2 mass 
injection rate is increased. It can be deduced from the 
results presented in Table 3 that the mass of CO2 
dissolved in formation brine increases with CO2 
injection rate. Results from the simulations conducted 
herein suggest that substantial quantities of additional 
CO2 could be sequestered using horizontal wells of 
lengths at least ten times the aquifer's thickness. 
 
This study addresses only the technical feasibilities of 
using vertical and horizontal wells for CO2 sequestra-
tion. Economic and technical aspects related to 
drilling and completion of horizontal and vertical 
wells are beyond the scope of this study. 
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CONCLUSIONS 

This study was conducted to evaluate and quantify 
the effects of well orientation and well length on the 
storage of CO2 under isotropic conditions. Our find-
ings show horizontal injection wells to be viable 
under certain conditions. Under isotropic conditions, 
CO2 storage efficiencies in simulations using hori-
zontal injectors are greater than those of their vertical 
counterparts. Horizontal wells of lengths at least ten 
times the aquifer's thickness could be used to signifi-
cantly improve the storage capacity of an aquifer 
under pressure-limited conditions. These findings 
suggest that horizontal injection wells could be 
utilized to significantly improve CO2 storage capaci-
ties in confined aquifers, under pressure-limited 
conditions. 
 
The following additional conclusions were arrived at 
based on analyses of the results obtained from the 
simulations conducted in this study: 

(1) The pressure at the injection well decreases with 
well length, but increases with CO2 injection 
rate.   

 

(2) Pressures at vertical injection wells are higher 
than those of long horizontal wells, because 
completion lengths of the former are limited to 
the aquifer's thickness.   

 

(3) The average CO2 density increases with injection 
rate, but decreases with increasing well length. 
CO2 densities in simulations using horizontal 
injectors are generally lower than those using 
vertical injectors, because pressures encountered 
in the former are lower than those in the latter. 

 

(4) The CO2 plume in simulations using long 
horizontal and vertical injection wells are 
generally ellipsoidal and cylindrical in shape, 
respectively.   

To enhance CO2 storage, the injection strategy should 
account for the differences in physical properties of 
CO2 and the resident fluid at conditions suitable for 
deep geologic storage. The effects of permeability 
anisotropy or/and aquifer heterogeneity coupled with 
changes in well length on CO2 flow dynamics and 
storage will be addressed in future work. 
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ABSTRACT 

Several factors are important in determining the near-
surface behavior of a CO2 leak from a sequestration 
site. The atmospheric pressure at the ground’s surface 
is particularly important because it helps define the 
pressure gradients in the vadose zone that drive 
advective flow. Known effects of the atmosphere on 
the vadose zone are due to the turbulent boundary 
layer at the ground surface, barometric pumping, and 
the interaction between wind and the topography. 
This study will focus on the third effect, the 
crosswind-topography interaction, through 
simulations performed with TOUGH2 and its 
EOS7CA module. Previous studies have shown that 
the acceleration of a crosswind over a hill-like 
topography imposes a spatially-varying pressure 
boundary condition across the ground’s surface, 
which generates underground gas currents. A 
potential leak of CO2 that has made its way into the 
vadose zone is likely to get entrained in these 
underground gas currents and express itself at the 
surface accordingly. As a result, one can expect 
seepage anomalies due to this interaction. In the 
present study, we looked at the effect of soil layering 
in terms of directing the underground gas currents 
and the resultant effect on the CO2 expression at the 
surface. A stacked series of layers with isotropic 
hydrologic properties was used. The results show that 
the presence of an unfractured, low-permeability 
layer under the high permeability soil layers near the 
surface inhibits the effect of wind-topography 
interaction on seepage. However, as fractures are 
introduced to the low permeability layer, the 
mentioned effect become quite visible through CO2 
seepage enhancement. This result suggests that the 
performance of the monitoring networks can be 
improved by placing detection devices near the peak 
regions of wavy topographies with fracture networks. 

INTRODUCTION 

Geologic sequestration of CO2 is an essential 
component of the efforts to prevent the increase of 
anthropogenic greenhouse gasses in the atmosphere. 
For the success of this method, one needs to be able 
to predict the long term fate of the injected CO2 
whether in the reservoir or out of it in case of a 
potential leakage. The interaction between the 
monitoring-mitigation and verification efforts is thus 
dependent on the relevant computer simulations. 
 
Currently, there is a great amount of simulations to 
see how the CO2 plume is going to behave in the 
reservoir into which it is injected. Since the reservoirs 
are deep in the earth, these simulations mostly look at 
the interactions in the saturated media. However, in 
the case of a possible leak from these reservoirs, the 
CO2 plume is likely to get into the vadose zone and 
possibly to the near surface. Therefore, the migration 
of the CO2 plume must be investigated in the vadose 
zone and in the near surface where it is going to be 
exposed to atmospheric effects not present in the 
saturated zone or deep underground. 
 
So far, researchers have listed three atmospheric 
effects in near-surface vadose zone. These result 
from the dynamic nature of the atmosphere that 
energizes the slow processes of the underground. 
 
Barometric pumping is the induced flow of gas due to 
changes in atmospheric pressure. As atmospheric 
pressure rises, air flows into the ground; conversely, 
the soil gas returns to the atmosphere in response to a 
decrease in atmospheric pressure. Although 
components of all frequencies are present, the diurnal 
temperature cycle and the passage of large scale 
weather systems every several days are predominant. 
As this alternation of induced gas flow occurs, 
migration of a gas contained in the vadose zone is 
thus affected. In case of CO2 leakage into the vadose 
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zone from below, barometric pumping can suppress 
or enhance the seepage into the atmosphere. 
 
An atmospheric turbulent boundary layer forms due 
to the effect of the no-slip condition at the ground 
surface on the wind. This turbulent boundary layer 
enhances the mixing processes both above and below 
the ground surface. 
 
 Finally the crosswind–topography interaction, which 
is the topic of the present paper, refers to the induced 
effects when the wind blows over a hill–like surface, 
thus creating an extra suction effect near the peak 
region. This suction effect strongly depends on the 
wind speed as well as the permeability of the porous 
medium. Soils with high permeability or rock 
structures with fracture networks are highly prone to 
this effect. The wind can be strong enough to 
completely suppress the seepage from the skirts of 
the hill and direct it to the peak region. In case of 
very low permeability layers with fracture networks, 
the presence of the wind can reveal a leakage that 
would otherwise not be observable at the surface. 
 
So, the seepage of a CO2 leak into the atmosphere is 
thus affected due to the atmospheric dynamics. Aside 
from the underground effects, the atmospheric 
dynamics are of concern, owing to their impact on 
the distribution of a potential leak in the habitat of 
living organisms, including humans. 
 
In the context of geologic sequestration of CO2, the 
first study involving the crosswind-topography 

interaction, to our knowledge, was presented at the 
GHGT-9 conference (Ogretim et al, 2008). Later, the 
authors were informed of a study on moist air 
seepage anomalies at Yucca Mountain (Weeks, 
1987). In that study, unable to explain the observed 
anomalies via other mechanisms, the researchers, 
after considering the crosswind-topography 
interaction mechanism, were able to account for most 
of the otherwise unaccountable moist air seepage. 
This unrelated work provides an experimental 
verification to the concept of the present study. 
 
Our previous studies on this effect were rather 
simplistic studies to establish a proof of concept. 
They involved 2D domains and a single soil type that 
had homogeneous and isotropic properties. In the 
present study, we included fractures and faults, and 
imposed a topsoil on the base rock. The fractures, 
except for those that faded away within the rock, 
extended to the surface or the topsoil, depending on 
the case. When determining the properties of these 
soil types (Table 1), we used as reference the values 
that were used for the ZERT site modeling by 
Oldenburg et al. (2003). 
 
The atmospheric wind speed is set at a constant speed 
of 5 m/s, which represents a realistic yearly average 
wind speed. The hill geometry and the resulting 
pressure distribution at the surface (Figure 1) are 
obtained by using the Rankine Ovals in the potential 
flow theory (Munson et al., 2006). The hydrostatic 
pressure in this figure refers to the barometric 
pressure without the presence of wind. The static 

 
Table 1. Soil properties. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Property ROCK TOPSOIL FRACTURE ATMOSPHERE 

Porosity 0.15 0.35 0.225 0.99 

Permeability 1 mD 100 D 100 D 100 D 

Relative Permeability     

function Van Genuchten Van Genuchten Van Genuchten Van Genuchten 

λ 0.4 0.6 0.46 0.99 

S lr  0.12 0.12 0.05 0.05 

Sls 1.0 1.0 1.0 1.0 

Sgr 0.05 0.05 0.05 0.05 

Capillary Pressure     

function Van Genuchten Van Genuchten Van Genuchten Van Genuchten 

λ 0.4 0.6 0.46 0.99 

S lr 0.12 0.12 0.05 0.05 

1/P0 (Pa-1) 5 x 10 -4 1 x 10-3 1 x 10-3 1.48 x 10-3 

Pmax 5 x 105 5 x 105 5 x 105 5 x 105 

Sls 1.0 1.0 1.0 1.0 
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Figure 1. Depiction of domain geometry and the static pressure distribution at the surface 

pressure in the same figure refers to the pressure in 
case of a wind with the specified magnitude. Note the 
increase in static pressure at the skirts of the hill due 
to the stagnation of the wind. Also note the slight 
difference between the two pressure values around 
the peak region. This difference results from the 
acceleration of the wind over the hill geometry. Its 
magnitude depends on the speed of the wind. 
Although the average wind speed in this study is 
relatively slow, in an actual storm, this value may 
temporarily increase tremendously, which will have 
an exponential effect on the extra suction due to the 
wind, and hence the enhancement of the seepage 
values around the peak region. 
 
The water table was set at 10 m for all cases; the 
entire volume above this level formed the vadose 
zone. The liquid saturation distribution in the domain 
before CO2 leakage is shown in Figure 2. The low 
capillary-retention properties of the fracture zones are 
seen as the penetration of low saturation zones into 
the high saturation zones above the water table. The 
cells in the rock zone exhibit a higher capillary-
retention compared to the topsoil, which is seen at the 
interface between the two. 
 
In presenting the results, we will show the state of the 
CO2 flux at the surface after 1 year of simulated 
leakage into the domain. Also, the state of the CO2 
plume is provided for one case where it is needed for 
further insight into the processes. 

METHOD 

For the simulations of this study, the TOUGH2 
(Pruess et al., 1999) simulator was used with its 
EOS7CA module which can account for air, water, 

brine, CO2, and a tracer. We prepared the 2D domain 
for the leakage simulation by first obtaining a stable 
water table at the desired depth, then by imposing the 
wind boundary condition on the surface and 
obtaining a stable gas pressure field within the 
domain. This second step is achieved by modifying 
the pressure value at each cell along the hill surface 
(for which we used an in-house pre-processor called 
7CAINCON) and simulating the domain for 1 year 
with the modified boundary condition. This second 
step gave steady-state results before injection. 
 
The leakage of the CO2 into the domain was modeled 
by assigning source properties to a cell at the depths 
of a fracture. In our case, the leakage amount was 
16.7 kg/day at 8 m below the water table. The 
leakage was also simulated for 1 year with the wind 
conditions at the top boundary. The source of the 
leakage was chosen to be at two locations, both in the 
fractures; but in a single simulation, a single leakage 
location was used. The first one of these locations 
was under the onset of the hill, where a fracture is 
formed due to high stress. The second one was more 
towards the center of the hill, but at the same depth. 
At this lateral location, the upper end of the fracture 
is more exposed to the low-pressure region near the 
peak. Thus, we are going to be able to study the 
consequences of leakage from different paths. 
 
To mimic the presence of the atmosphere at the top 
of the domain, we used a generic soil type, which we 
called “atmosphere” (Table 1), that had low 
capillary-retention properties and high porosity and 
permeability. These atmosphere cells were assigned 
as fixed property cells, and the flow of CO2 into them 
was regarded as seepage into the real atmosphere. 
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Figure 2. Liquid saturation distribution in the domain before the leakage 

To model the fractures, we used weighted averages 
that accounted for the rock properties and the highly 
permeable fracture with low capillary-retention 
properties. This was done to avoid the overwhelming 
grid requirements that would have been required for a 
realistic representation of the fractures.  
 
To conduct a parametric study of the effects of a 
topsoil layer, we used three cases. The first case is 
the base case, which has no topsoil in it, and the rock 
layer is directly connected to the atmosphere layer. 
The second case has a thin topsoil whose thickness 
varies between 1-2 m. For the third case, we used a 
10 m thick topsoil between the rock layer and the 
atmosphere. To distinctly show the effects of the 
wind and the soil layering, we present these three 
cases with wind and without wind boundary 
conditions, which make a total of 12 simulations, 
including the leakage source location. 

RESULTS 

As mentioned before, the results will be presented 
with respect to their point of leakage and the wind 
boundary conditions. 

Leakage under hill skirt without wind conditions 
In the base case, i.e., with no topsoil between the 
rock and the atmosphere, the CO2 makes its way 
quickly to the surface through the fractures, and 
exhibits itself as a strong point-leakage with very 
limited spatial spreading at the locations where the 
fractures meet the atmosphere (Figure 3). The 
presence of the topsoil in the thin- and thick-soil 

cases not only dampens out the spiky behavior of the 
seepage but also allows the buoyancy to work on the 
CO2, which is heavier than air. As a result, the plume, 
having exited the fracture, flows downhill in the 
topsoil, and unifies to a single seepage feature at the 
base of the hill. 

Leakage under hill skirt with wind conditions 
The introduction of wind conditions to the previous 
case does not bring a significant difference at the 
scales shown in Figure 4. This is because the pressure 
differences are not strong enough to cause a 
significant communication between the leakage 
locations and the suction regions near the peak. 
However, when zoomed in for the thick topsoil case, 
one can see a point source of seepage around the 
peak area (0.03 micromol/m2/s) that is detectable by 
flux measurement devices. 

Leakage towards the center without wind 
conditions 
In the base case, the migrating CO2 exits directly into 
the atmosphere, and a strong point source of seepage 
is observed about 30 m from the center (Figure 5). 
Proportional to the thickness of the topsoil in the 
other two cases, the plume flows downhill within the 
topsoil due to negative buoyancy and seeps to the 
atmosphere as a distributed source. However, for the 
thick-soil case, the soil thickness is high enough to 
allow an almost-complete underground flow for the 
CO2 plume, such that a strong source of seepage is 
observed at the skirt of the hill. 
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Figure 3. Seepage distribution for the leakage under the hill skirt without wind boundary condition 
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Figure 4. Seepage distribution for the leakage under the hill skirt with wind boundary condition 

Leakage towards the center with wind conditions 
This case is the most striking one of all, since it 
reveals the effect of the wind at the visible scale, 
except for the base case where the wind has no room 
to show its effect. The suction effect due to the wind 
directs some of the CO2 exiting the fractures towards 
the peak region. In terms of the surface seepage 
values (Figure 6), this effect is visible in the thick-
soil case and is detectable for the thin case. The state 
of the plume is shown in Figure 7 where a significant 
vent has formed under the peak region for the thick 
case. 

CONCLUSIONS 

The presence of a soil layer or a highly fractured rock 
layer on top of a rock structure with minor fractures 
has varying effects on the seepage of CO2 into the 
atmosphere. A leak that follows a path around the 
skirts of a hill flows downhill in the soil layer due to 
the negative buoyancy. Thus, there is an 
accumulation of seepage at the onset of the hill 
proportional to the thickness of the soil layer. If the 
leak follows a path towards the center of the hill, then 
it is more likely to interact with the suction created 
by the wind 
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Figure 5. Seepage distribution for the leakage towards the center without wind boundary condition 
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Figure 6. Seepage distribution for the leakage towards the center with wind boundary condition 

 
flow over the hill surface. As a result, some of the 
plume that exits into the soil layer is directed to the 
peak region, where it forms a distinct, easily 
detectable signature at the surface. The amount of 
redirected gas depends on the wind speed and the soil 
layer thickness. For future studies, better simulation 
of the fractures and accounting for the variation in the 
wind as weekly averages could give better and 
further insight into the effects of wind-topography 
interaction on CO2 seepage. 
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Figure 7. CO2 mass fraction in the gas phase for the thick topsoil case with leakage towards the center and wind 

boundary condition 
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ABSTRACT 

CO2 Capture & Storage (CCS) in saline aquifers is 
one of the most promising technologies for reducing 
anthropogenic emission of CO2. Feasibility studies 
for CO2 geosequestration in Italy have increased in 
the last few years. Before planning a CCS plant, 
appropriate precision and accuracy in the prediction 
of the reservoir evolution during injection is required, 
in terms of both geochemical calculation and fluid 
flow properties. In this work, a geochemical model 
will be presented for an offshore well in the 
Tyrrhenian Sea, where the injection of 1.5 million 
ton/year of CO2 is planned. The dimension of the 
trapping structure requires the study of an area ~100 
km2 and 4 km deep. Consequently, three different 
simulations were performed by means of the 
TOUGHREACT code, specifically using the 
Equation of State (EOS) module ECO2N. 
 
The first simulation is of a stratigraphic column with 
a size of 110×110×4,000 m and 10-m resolution in 
the injection/cap-rock area (total of 8,470 elements) 
conducted to assess the geochemical evolution of the 
cap rock and to ensure the sealing of the system. The 
second simulation, at large-scale , was conducted in 
order to assess the CO2 path from the injection 
towards the spill point (total of about 154,000 
elements). 
 
During these simulations, the effect of the full 
coupling of chemistry with fluid flow and the related 
effect in the expected CO2 diffusion velocity were 
recognized. Owing to the effect of the chemical 
reaction and coupling terms (porosity/permeability 
variation with mineral dissolution/precipitation), the 
diffusion velocity results were 20% slower than in a 
pure fluid flow simulation. To give a better picture of 
this “barrier” effect, where the diffusion of the CO2-
rich acidic water into the carbonate reservoir initiate a 
complex precipitation/dissolution sequence, a small-
volume simulation with a 1-m grid was conducted.  
 
This barrier effect may potentially (i) have a 
significant impact on CO2 sequestration, due to the 
reduction in available storage volume reached by the 
CO2 plume in 20 years and/or the enhanced injection 
pressure; and (ii) demonstrate the relevance of a full 

geochemical simulation in an accurate prediction of 
the reservoir properties.  

DATA ACQUISITION 

The petrophysical data used in the simulations of CO2 
injection described in the present work were obtained 
in a previous study (Montegrossi et al., 2008). A brief 
report of the procedure is reported here. Each 
formation recognized from the well-log (Table 1), 
was collected in-shore. 
 
The mineralogical composition was calculated by 
combining calcimetric determination with a Dietrich-
Fruhling apparatus for calcite and a XRD Rietveld 
analysis to quantify the main minerals. A correction 
for dolomite was applied to the calcimetry 
determination. A Rietveld quantification procedure 
was performed by using Maud v2.2. After the 
separation of the clay fraction (<2 µm), clay minerals 
were determined by XRD with the analysis of 
oriented-, glycol- and 450 and 600°C treated samples. 
The key concept of the models is that, once the 
mineralogy of each geological formation is defined, a 
relationship among thermal capacity, conductivity, 
porosity and permeability can be established 
(Montegrossi et al. 2008). The thermal properties are 
computed by simply using a weighted sum of the 
thermal properties of each mineral, using 1% porosity 
as an initial value from literature data (Singh et al., 
2007; Clauser and Huegens, 1995). With the well 
located offshore, we can indeed reasonably assume 
that rock pores are filled with water, and they 
obviously have thermal properties sensibly different 
from those of minerals: the higher the porosity, the 
lower the thermal capacity and conductivity. One 
limitation of this model is the assumption that no 
turbulent heat transport is present. This is valid for 
permeability values up to 10-12 m/s. Thus, the thermal 
properties are expressed as a function of porosity.  
 
The correlation models between porosity and 
permeability are well known as functions of the main 
mineralogical composition of each stratum. On the 
basis of the mineralogical analysis reported in Table 
2, we decided to use a clay coating for the upper 
formations (Zone 1–5, Table 1) and a calcite coating 
for the other strata (Zone 6-11, Table 1).
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Table 1. Average pressure (P) and temperature (T) for each formation are reported. Ki: permeability, φi: initial 
porosity, φc: critical porosity 

Formation Zone  P 

bar 

T 

°C 

Density 

kg/m3 

Cond. T. 

W/m °C 

Capac. T. 

J/kg 25°C 

Ki 

m2 

φi 

 

φc 

 

Gray Clay 1 24 25 2400 02.08.00 1280 2.95e-17 0.14 - 

Carbonatic Flysch  2 46 32 2600 2.21 940 7.65e-18 0.03 - 

Sandstone  3 115 55 2500 2.55 1370 7.65e-18 0.03 - 

Clay Shale 4 181 76 2600 1.70 1170 7.65e-18 0.03 - 

Schist 5 189 79 2600 1.70 870 2.04e-17 0.05 - 

Limestone and 
Jasperoids 6 193 80 2600 2.13 900 2.04e-17 0.05 0.046 

Cherty Limestones 7 204 84 2600 2.13 920 2.04e-17 0.10 0.055 

Marly Limestones 8 213 87 2600 2.04 940 1.02e-16 0.10 0.044 

Limestones 9 232 93 2600 2.04 940 2.48e-14 0.10 0.055 

Dolomite 
Limestones 

10 280 108 2600 1.96 940 2.48e-14 0.10 0.055 

Anhydrites 11 308 118 2800 4.08 1870 1.84e-16 0.06 0.043 
 

Table 2. Mineralogical composition (volume fraction) of considered formations in the model 

Zone Calcite Quartz Dis. 
Dolom. 

K-
felds. 

Smectite Illite Chlorite Kaolinite Muscov.. Montmor. Anhyidr.. Dawsonite Calcedony Phlogopite 

1 0.2559 0.0698 0.0155 0.062 0.185 0.0035 0.0606 0.025 0.0785 1e-05 - 1e-05 1e-05 1e-05 

2 0.9520 0.0307 1e-05 - - 0.0130 0.0012 1e-05 - 0.0028 - 1e-05 1e-05 1e-05 

3 0.7041 0.1558 0.0176 - - 0.0513 0.0202 1e-05 - 0.0404 - 1e-05 1e-05 1e-05 

4 0.8380 0.0536 1e-05 - - 0.0350 0.0324 1e-05 - 0.0410 - 1e-05 1e-05 1e-05 

5 0.6105 0.3595 1e-05 - - 0.0118 0.0021 1e-05 - 0.0152 - 1e-05 1e-05 1e-05 

6 0.9540 0.0336 1e-05 - - 0.0123 - 1e-05 - 1e-05 - 1e-05 1e-05 1e-05 

7 0.6630 0.3140 1e-05 - - 0.0020 0.0015 1e-05 - 0.0196 - 1e-05 1e-05 1e-05 

8 0.9610 0.0367 1e-05 - - - - 1e-05 - 0.0020 - 1e-05 1e-05 1e-05 

9 0.9941 0.0059 1e-05 - - - - 1e-05 - 1e-05 - 1e-05 1e-05 1e-05 

10 0.7478 0.0060 0.2398 - - - - 1e-05 - 0.0064 - 1e-05 1e-05 1e-05 

11 0.0080 - 0.0020 - - - - - - - 0.989 1e-05 1e-05 - 

 
A coating model assumes the presence of a small 
channel whose tortuosity and connectivity depend on 
the filling material (i.e., calcite or clay in our 
assumption) with a correction for the presence of 
quartz as vein filler material. A summary of the 
correlation models is reported in Table 1, using the 
equations of Verma and Pruess (1988) and Steefel 
and Lasaga (1994) for Zones 6–11 (with n = 5) and 
Zone 1–5, respectively. 
 
Once a correlation model between porosity and 
permeability is established, porosity is the only 

independent variable in our system. For the 
calculation of porosity, we used the software package 
SHEMAT (Kuhn and Chiang, 2003) that also allows 
us to compute heat flow from fluid advection. As a 
boundary condition, the surficial heat flow reported 
in Calore et al. (1988) was considered. Using a trial-
and-error procedure, the best fit between our 
temperature profile and the well-log temperature 
profile was computed, thus obtaining a porosity 
profile. From the model, detailed temperature, 
porosity and permeability profiles and the thermal 
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properties for each rock formation were calculated 
(Table 1). 
 
To construct a geochemical model, the database of 
Wolery (1992) was adopted. The database is 
corrected to take into account the pressure: the 
pressure of the centroid of the reservoir unit (namely 
Cherty Limestone Formation), which is 204 bar, was 
used. The pressure correction of the database was 
performed by means of SUPCRT92 (Johnson et al., 
1992). 
 
The pristine formation water was computed by means 
of PHREEQC 2.15 (Parkhurst and Appelo, 1999) 
using the NaCl-equivalent salinity measured in the 
well log, as suggested by Cantucci et al. (2009), with 
the pressure corrected database. The same database 
was also used for the TOUGHREACT (Xu and 
Pruess, 2001; Xu et al., 2006) model with the specific 
EOS for CO2 (ECO2N EOS, Spycher and Pruess, 
2005). 
 
The geochemical model strategy proceeds through a 
fully kinetic approach. With the kinetic database from 

Palandri and Kharaka (2004 and references therein), 
the acquisition of the mineral specific surface was 
performed with a geometric approach based on a 
morphology investigation carried out by means of a 
Scanning Electron Microscope equipped with an 
Energy Dispersive System (SEM-EDS). This system 
measures for each mineral the isodistribution of the 
grain size, which is then transformed into a specific 
reaction area (Table 3) and converted according to 
the geometric grain shape used in TOUGHREACT. 
For secondary minerals, an area corresponding to a 
10-6 m radius grain size was adopted. 
 
The relative permeability and capillary pressure 
equation used were from Corey (1954), with an 
irreducible liquid saturation assumed at 0.1. 
Diffusivity coefficients of water and CO2 were 
computed according to Palmer (1994), Frank et al. 
(1996), Wang et al. (1996), Hashimoto and Suzuki 
(2002), and Tamini et al. (1994) from viscosity of the 
fluids at the reservoir temperature. The resulting 
diffusion coefficients are 4.04×10-9 m2/s for water and 
1.59×10-3 m2/s for CO2. 

 
 
Table 3. Minerals reactive surface (Area) computed as geometric area from SEM-EDS morphological analysis. 

Bold: Reactive surface of secondary minerals with initial radium of 1×10-6 m.  

1 2 3 4 5 6 7 8 9 10 11 

Zona Area 

cm2/g 

Area 

Cm2/g 

Area 

cm2/g 

Area 

cm2/g 

Area 

cm2/g 

Area 

cm2/g 

Area 

cm2/g 

Area 

cm2/g 

Area 

cm2/g 

Area 

cm2/g 

Area 

cm2/g 

Calcite 5844.4 2859.2 71.480 2144.4 4108.2 3160.0 10236 4435.6 4435.6 6653.4 634.55 

Dolomite 68.208 3769.2 3 769.2 3769.2 3 769.2 3 769.2 3769.2 3 769.2 3 769.2 9767.5 605.50 

Quartz 5976.7 10544 349.61 1271.5 6845.7 751.75 680.41 336.86 336.86 618.55 - 

K-feld. 6211.1 - - - - - - - - - - 

Smectite 6599.3 - - - - - - - - - - 

Illite 5759.4 6363.6 1636.4 3636.4 1621.9 7785.2 6556.7 - - - - 

Chlorite 5596.6 6183.7 1374.2 3553.6 1576.1 - 6371.3 - - - - 

Montmor. 5325.7 8706.5 1954.5 4975.1 2219.0 5325.7 8970.6 - - 11608 - 

Anhydride - - - - - - - - - - 933.37 

Muscov. 5596.6 - - - - - - - - - - 

Kaolinite 6045.1 4085.7 4 085.7 4085.7 4 085.7 4 085.7 4085.7 4 085.7 4 085.7 4085.7 4085.7 

Dawsonite 4351.5 4 351.5 4 351.5 4351.5 4 351.5 4 351.5 4351.5 4 351.5 4 351.5 4351.5 4351.5 

Calcedony 4039.5 4 039.5 4 039.5 4039.5 4 039.5 4 039.5 4039.5 4 039.5 4 039.5 4039.5 4039.5 

Phlogopite 3782.5 3 782.5 3 782.5 3782.5 3 782.5 3 782.5 3782.5 3 782.5 3 782.5 3782.5 - 
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MODELING STRATEGY 

The data show that the reservoir, located in the 
Cherty Limestone Formation, has a low permeability 
and a medium porosity. The limiting factor of CO2 
injection in such a system is either the velocity of the 
displaced water or the injection overpressure needed 
to provide the expected injection rate; the request is 
an injection rate of 1.5 Mton/year for 20 years. A 
preliminary modeling study on the whole structure 
without chemistry, considering only CO2 solubility, 
led to the conclusion that the injection overpressure 
should be 40 bars to obtain the desired injection rate. 
The same overpressure leads to a lower injection rate 
while using a fully coupled model, with a kinetic 
model for mineral reactions and a variable porosity- 
permeability model using the correlation curves 
reported in Table 1. 
 
To study which processes could induce such 
variation, a horizontal model extending from one side 
of the CO2 plume to a point of water displacement (a 
“spill-point”) was created, and then a column model 
was developed, with the results of both models used 
to plan an injection strategy for the entire three-
dimensional structured model. 
 

HORIZONTAL PATHWAYS 

The horizontal model is composed of 99×11×11 
elements, each one being a cube with 1 m long side.  
Reservoir conditions were considered, i.e., 200 bars 
of pressure and a left-side CO2 plume with 40 bars of 
overpressure, located in the central element of the 
left-hand side of the model. On the bottom of the 
right side, there is a “spill point”, simulated as an 
extraction well for water on deliverability at 201 
bars. The results are summarized in Figure 1, where 
the contour lines show permeability in 10-20 m2 after 
2 years of simulation. On the left-hand side, near the 
CO2 plume, there is a small increase in permeability 
(original permeability was 2,040×10-20 m2), and on 
top of the model an area of slightly increased 
permeability is observed.  This is due to the 
buoyancy of the CO2(aq)-rich water with respect to 
normal water.  

Then the water goes through the spill point on the 
right-hand bottom side of the figure; the  CO2(aq) rich 
water shows a pH of 6,6, slightly aggressive with 
respect to the calcite in the Cherty Limestone 
Formation. Thus, along the migration pattern, we 
observe a slight increase in permeability. The upper 
pattern will be filled by CO2(g). The red-colored area, 
mainly on the bottom of Figure 1, where 
permeability decreases to 2,038×10-20 m2, denotes the 
deposition of secondary calcite. To study this effect, 
we conducted a simulation of the stratigraphic 
column. 
 

THE COLUMN MODEL 

The column model is made of 10 m long 11×11 
elements on X- and Y-axis, and 70 elements on Z-
axis, whose dimensions are 10 m in Zones 5 to 8 
(Table 1). The injection is performed at the center of 
the reservoir zone, i.e., at a depth of 1900 m and a 
pressure of 190 bars (hydrostatic pressure), plus 40 
bars of injection overpressure. The spill point is at a 
depth of 2,400 m on deliverability at hydrostatic 
pressure. After five years of simulations, an 
increased permeability area around the injection 
point and a lowered permeability area below the 
injection point are highlighted. From the 
permeability contour, we could define a convective 
cell generated by the buoyancy of the CO2(aq)-rich 
water and the more dense water generated by calcite 
dissolution. The nearly saturated water at acidic pH 
migrates downward, and when it encounters the 
reservoir basic water, CO2(aq) is neutralized. The pH 
increase gives rise to a deposition of secondary 
calcite and, to a minor extent (0.01%), dolomite. 
Carbonates are in fact the only minerals in the 
simulation able to form deposits outside the CO2 
plume, with other secondary minerals depositing  
only within the plume. Nevertheless, the carbonate 
dissolution effect on porosity and permeability is by 
far the most important process, also due to their 
generally faster kinetics. Summarizing, around the 
injection point, the permeability increases up to 
2,075×10-20 m2 and a barrier is formed downward 
due to water stratification (Figure 2). This effect is 
apparently small, but it is important to stress that it is 
caused mainly by the dissolved calcite, which will 
precipitate when the acidic saline water is diluted in 
the reservoir water. 
 

 
Figure 1.  Simulation of the horizontal model after 2 years of simulation time. Numbers represent permeability in 

10-20 m2, colors represent porosity change from -0.002 (blue), 0.0 (green), to +0.002 (red). 
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Figure 2. Column after 5 years of simulation. Numbers represent permeability in 10-20 m2.  On the left-hand side 

the 3D image shows the 2,040 10-20 m2 contour, while on the right-hand side the corresponding 2D 
vertical section is drawn; elements are 10x10x10 m. 

 
STRUCTURED MODEL 

The grid of the trapping structure is made by 
54×51×55 (151,470) elements, with dimensions of 
250×250 m along the X- and Y-axis, and variable Z 
with a thickness of 10 m in the reservoir units (Zones 
5–8) (dark green, Figure 3). The irregular hexahedric 
elements follow the contact surfaces between the 
different geological formations, the structure obtained 
directly by seismic data. This kind of structure, 
though very common in nature for shape and 
dimension, requires long computation times with a 
relatively low resolution. On the basis of the previous 
simulation, the position of the injection point was 
located on the middle of the reservoir along the Z-
axis, and shifted on the right boundary of the cap 
rock (Figure 3, pink dot). This is due to the fact that 
the CO2(aq)-rich water and CO2(g) originated around 
the injection point will arise up to the top of the 
structure along the cap-rock boundary. The Ca2+-
HCO3

- enriched solution will move down along the 
side of the structure, thus protecting the cap rock and 
allowing CO2 to fill out of the right side of the 
structure, a volume that may not otherwise be 
available for CO2 storage. As the injection was 
performed, the injection pressure was adjusted to 
obtain 1.5 MTon CO2/year. The result was an 

injection pressure of 190 bars of hydrostatic pressure 
and 50 bars of injection overpressure. A simulation of 
both the CO2 flux and mineral precipitation leads to 
the results shown in Figure 4. After 5 years of 
simulation, there is a contribution to SMCO2 (total 
CO2 sequestered in mineral phases) related almost 
exclusively to calcite, that reaches its maximum just 
beyond the spill point, all around the structure with 
an average value of about 0.02 Kg/m3. Just at the 
outlet of the structure, the elements show a slightly 
increased permeability (2,360×10-20 m2 with respect 
to the reference value of 2,040×10-20 m2), while the 
main depositing elements are the nearest elements 
outside the structure (250 m away) and show a 
permeability of 260×10-20 m2. The escaping pathways 
of the displaced water, aligned along the Y-axis in 
Figure 4, show a permeability value of 1,240×10-20 
m2, thus the main permeability barrier is very 
localized. Along the Z-axis, the flux is limited by the 
marly limestone formation where, owing to the 
interaction with basic reservoir water, the formation 
of a depositing area just along the contact of the two 
strata beds is favored, showing the same permeability 
barrier effect observed on the spill point level. 
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Figure 3. Structure meshing—54x51x55 elements, with dimensions of 250x250 m along X- and Y-axis, and 

variable Z with 10 m thick elements in the reservoir (dark green). Pink dot is the injection point. 

 

Figure 4.  Plan view showing SMCO2, total sequestered CO2 in mineral phases in kg m-3. The blue dot shows the 
position of the spill point, and all around the structure the precipitating area at the spill point level. 

 
CONCLUSION 

Permeability plays an important role in CO2 injection, 
especially in a low-permeability reservoir. In this 
work, we show that an important effect occurs, 
mainly due to the formation of secondary calcite 
deposits on the spill point. The depositing site is 
where the water displaced from the trapping structure 
encounters the “fresh” water of the reservoir. This 
process is relatively fast, and the secondary calcite 

barrier is fully formed just after 5 years of injection 
in a large (5×3×0.5 km) trapping structure; the 
barrier reduces the outflow velocity of the CO2–
displaced water, thus reflecting a lower CO2 
injectivity. A low-permeability reservoir may present 
many difficulties, but the low permeability itself 
guarantees against CO2 leakage. Therefore, a major 
effort should be made to study this kind of system.
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ABSTRACT 

The injection of CO2 in exploited natural gas reser-
voirs as a means to reduce GHG emissions is highly 
attractive, since it takes place in well-known geologi-
cal structures of proven integrity with respect to gas 
leakage. The injection of a reactive gas such as CO2 
puts emphasis on the possible alteration of reservoir 
and caprock formations and especially of the wells’ 
cement sheaths induced by the modification of 
chemical equilibria. Within an R&D project funded 
by Eni, we set up a numerical model to investigate 
the rock–cement alterations driven by the injection of 
CO2 into a depleted sweet natural gas pool. CO2 is 
captured from natural gas produced from sour gas 
pools of the same field. 
 
The simulations are performed with the 
TOUGHREACT simulator coupled to the TMGAS 
EOS module developed for the TOUGH2 family of 
reservoir simulators (Pruess et al., 1999). On the 
basis of field data, the system is considered to be 
under isothermal (50°C) and isobaric (130 bar) 
conditions. The effects of the evolving reservoir gas 
composition are taken into account before, during, 
and after CO2 injection. Fully water-saturated condi-
tions were assumed for the cement sheath and 
caprock domains. The gas phase does not flow by 
advection from the reservoir into the interacting 
domains, so that molecular diffusion in the aqueous 
phase is the unique process controlling the mass 
transport occurring in the cement sheath and caprock 
domains under study. 

INTRODUCTION 

In the framework of activities related to wellbore 
integrity and risk assessment for a storage site, an 
important potential escape mechanism is the CO2 
leakage from poorly plugged wells (or old, aban-
doned wells) at the cement interfaces with casing and 
formation, or through the well materials (inside of 
corroded casings and within the cement plug itself). 
The potential for long-term degradation of cement 
and metal casing in the presence of CO2 is a topic of 
extensive investigation at this time, especially with 
wellbore simulation models that couple geomechan-
ics, geochemistry, and fluid transport. Some studies 
emphasize that the primary paths for possible CO2 
movement are along the cement interfaces with 
casing and/or formation, rather than the CO2-resistant 

cement that provides an effective barrier (IPCC, 
2005).  
 
In our numerical model, we make no assumptions 
based on the complex annular tolerance that can 
occur between cement and casing and caprock inter-
faces. Rather, we focus on the diffusion processes 
that occur between cement and caprock fluids (i.e., 
aging processes) near to and at a distance from an 
evolving reservoir. Despite the lack of specific scan-
ning electron microscope (SEM) analysis, our model 
is able to give a good representation of the minera-
logical alteration of cement interfaces in contact with 
a reservoir acid aqueous solution, typical of the 
chemical processes reported in literature. The simu-
lations are aimed to reproduce the evolution of an 
idealized reservoir corresponding to the ongoing gas 
production operations and to the possible future CO2 
re-injection operations in the field under study. 
Attention is focused on the possible effects at near-
wellbore scale to better understand the degradation 
dynamics that can occur in cement completion. 

THE TOUGHREACT-TMGAS SIMULATOR 

An updated version of the TOUGHREACT numeri-
cal simulator (Xu et al., 2004) was employed in our 
simulations. The reactive transport module of this 
version of the code is coupled to the new TMGAS 
EOS module (Battistelli and Marcolini, 2009), able to 
model the two-phase flow of an aqueous (Aq) and 
nonaqueous (NA) phase in deep geological struc-
tures. TMGAS can simulate the behavior of NaCl-
dominated brines in equilibrium with a NA mixture 
containing hydrocarbons and inorganic gases such as 
CO2, H2S, and CH4. The NA phase can be in either 
gas, supercritical, or liquid (condensed) conditions, 
with the limitation that such conditions cannot coex-
ist within the same grid element. Starting from the 
fluid–phase equilibria computed in the thermody-
namic module of the flow section, an effective Henry 
constant—depending on temperature, pressure, and 
composition of the gaseous and aqueous phase—is 
obtained and passed to the geochemical module for 
the aqueous speciation step. In fact, the Henry con-
stant substitutes the thermodynamic constant 
(depending only on temperature) contained in the 
geochemical database used by the TOUGHREACT 
code in the reactive transport section. 
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CONCEPTUAL MODEL AND GEOMETRICAL 
DETAILS 

The exploitation history of the gas reservoir was 
schematically divided into four subsequent stages, 
representing the chronological evolution of the entire 
natural gas pool: 

• Phase 0—a preliminary phase in which the reser-
voir-caprock interactions develop a concentration 
gradient within the caprock domain (This phase 
represents a possible maturation of the imperme-
able layer above the storage formation, before the 
start of mining exploitation.); 

• Phase 1—from 0 to 40 years: wellbore cement 
interaction with the caprock and reservoir fluids, 
during gas exploitation, before CO2 re-injection in 
the gas pool; 

• Phase 2—from 40 to 60 years: CO2/CH4 displace-
ment up to a CO2/CH4 ratio in the gas phase of 
95:5 by mass fraction; 

• Phase 3—from 60 to 140 years: reservoir-cement-
caprock evolution after the end of CO2 re-injec-
tion. 

These four phases are simulated considering a three-
domain region close to a generic well existing prior 
to CO2 injection (Figure 1). 
 

 

Figure 1. Conceptual model of the system at the 
reservoir scale after CO2 injection, with 
the region focused by the simulations 

The system is modeled as a cylinder, with its 
symmetry axis centered on the vertical axis of the 
well, as shown in Figure 2-left). The nodal network, 
represented by a 2D radial grid (Figure 2-right), 
consists of 57 layers corresponding to an overall 
thickness of 5 m and 42 columns to a radial extent of 
5 m. The well casing, considered as an inactive, 
closed boundary (inner surface), is located at a radius 
of 12.5 cm and surrounded by a 4 cm thick cylindri-
cal cement sheath. The reservoir is represented by a 
single layer at the bottom of the cement and caprock 
domains acting as a (re)active boundary with time-
variable geochemical conditions. The upper and 
lateral surfaces of the system represent closed 
boundaries. To study the near wellbore effects, we 
use a fine mesh at the domain interfaces (internodal 
distance = 5×10-3 m) with a logarithmic progression 
of grid increments in the radial direction. 

  

Figure 2. Representation of the rock domains at 
the near-wellbore scale (left); numerical 
model discretization grid (right). 

INITIAL CONDITIONS 

The initial porosity (φ) of reservoir and caprock 
formations was fixed at the average values measured 
on field cores (Table 1). The value for cement poros-
ity was set according to the volume of the capillary 
porosity of a hydrated cement, estimated by means of 
empirical models available in the literature, such as 
Powers-Brownyard’s model of phase distribution in 
hydrated cement paste (Powers and Brownyard, 
1948, and modified versions, e.g., see Young and 
Hansen, 1987; Jensen and Hansen, 2001; Taylor, 
1997) for a degree of hydration of 0.99 and a 
water/cement ratio of 0.44. This value is the water 
requirement for an American Petroleum Institute 
(API) Class G cement. 
 
Table 1. Initial values of the thermodynamic and 

petrophysical properties assigned to the 
rock domains: reservoir (RES), cement 
(CEM) and caprock (CAP). 

P 128.5 bar 
T 50 °C 
 SW Porosity (φ) Tortuosity (τ) 

RES 0.22 0.18 0.10 
CEM 1.00 0.10 0.05 
CAP 1.00 0.05 0.05 

 
The reservoir is in a two-phase condition, close to the 
irreducible aqueous-phase saturation, while the 
cement and caprock domains were assumed to be in 
fully water-saturated conditions. Disregarding the 
capillary pressure and any possible leakage through 
fractures, the gas phase does not flow by advection 
from the reservoir into the overlying media, so 
molecular diffusion is the unique mechanism of 
transport. Porosity changes related to geochemical 
processes affect the diffusion of solutes in the 
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aqueous phase according to an effective diffusion 
coefficient depending on tortuosity (τ). Unfortu-
nately, the tortuosity coefficients are not constrained 
by experimental data, and no definitive information is 
available in the literature on its variability in geologi-
cal media; consequently, average reference values are 
used in the simulations (Table 1). This model does 
not account for an ionic multispecies approach to the 
diffusion process (Samson and Marchand, 2007) that 
can prove significant only in the very short term (< 
10 days). The diffusion coefficient in free water has 
been set at 8×10-10 m2/s @ 50°C (Oelkers, 1996). 
 
Petrophysical, mineralogical, and geochemical data 
are derived from rock samples collected at the field 
and from SEM laboratory analysis The reservoir 
formation is sandstone (Table 2) mainly consisting of 
(by volume) carbonates (35%), quartz (35%), clay 
minerals (muscovite, kaolinite and chlorite, up to 
20%) and feldspars (K-feldspar and albite, 10%). The 
caprock is a carbonate-rich shale composed of (by 
volume) 27% calcite plus dolomite, 48% silicate clay 
minerals and (the remaining) 25% non-clay minerals 
(K-feldspar and quartz). The detailed mineralogical 
composition is reported in Table 2. The cement is a 
hydrated Geocem™, an API Class G High Sulphate 
Resistant grade commercial oilwell cement, whose 
composition (Table 2) has been determined in the 
laboratory. Laboratory data indicate that at 50°C, 
amorphous phases are predominant in this cement. 
We made the assumption that all amorphous materi-
als (about 82% by volume) are represented by the 
calcium silicate hydrate (CSH:1.7, 
Ca1.7SiO6.317H5.234). Other mineral phases are port-
landite (12%) and minor quantities of ettringite, 
brownmillerite, and calcite. Chemical analyses are 
available for reservoir pore waters only. 
 

Table 2. Initial mineralogical compositions of the 
rock domains (% by volume) 

Minerals RES CEM  CAP 
calcite 30 1.38 26 
dolomite-dis 5 - 0.78 
quartz 35 - 3.8 
albite 3 - - 
K-feldspar 7 - 19.37
chlorite 5 - 0.99 
kaolinite 3.5 - traces
muscovite 11.5 - 35.07
smectite-Na - - 10.6 
smectite-Ca - - 2.76 
CSH:1.7 - 81.83 - 
portlandite - 11.87 - 
ettringite - 2.6 - 
brownmillerite - 2.31 - 
monosulphate - traces - 

 

These data have been used to constrain the concen-
tration of the main ions in solution, in order to 
compute the composition of an “evolved” water at 
least partially equilibrated with the primary local 
mineralogy of both reservoir and caprock domains 
(Table 3). The chemical composition of the cement 
pore water has been totally reconstructed by means of 
simplified numerical 0D models, allowing a low-
salinity NaCl solution to react with the primary 
minerals of the cement. A pH of 11.63 at 50°C is 
obtained, comparable with the values reported in the 
literature for cement pore waters at thermodynamic 
equilibrium with portlandite (Glasser, 1997). The 
chloride content was set at 6×10-3 mol/kgw, in order 
to obtain a OH/Cl ratio equal to 5 (Page et al., 1986). 
The Na and K concentrations were initially set to 
0.01 mol/kgw, in agreement with literature data 
(Hong and Glasser, 2002). 
 
Table 3. Initial aqueous solutions of reservoir, 

cement, and caprock domains (mol/kgw) 

  RES CEM CAP 
pH 7.432 11.630 6.069 
Ca2+ 1.586×10-3 6.960×10-3 8.590×10-2

Mg2+ 2.583×10-3 5.619×10-11 4.492×10-2

Na+ 4.723×10-1 1.015×10-2 3.426×10-1

K+ 2.150×10-3 1.002×10-3 5.312×10-2

Fe2+ 3.371×10-9 4.440×10-10 6.766×10-4

SiO2(aq) 2.889×10-4 1.270×10-5 2.501×10-4

Al3
+ 2.411×10-7 1.100×10-4 1.540×10-8

Cl– 4.770×10-1 6.000×10-3 5.747×10-1

HCO3
– 6.750×10-3 8.540×10-6 5.802×10-3

SO4
2– 9.693×10-6 3.980×10-4 1.831×10-8

CH4 8.298×10-2 - 9.193×10-6

THERMODYNAMICS DATA  AND  KIN ETICS 
PARAMETERS 

The database ThermXu4.dat of the TOUGHREACT 
simulator was modified to include additional thermo-
dynamic data on the cement mineral phases. Missing 
data were taken from the data bases: 
(i) data0.ymp.R2.dat, of EQ3/6 code (Wolery, 

1992);  
(ii) thermo.com.v8.r6+.dat, of The Geochemist’s 

Workbench software package (Bethke, 1992); 
(iii) Thermoddem.dat, released in 2008 by BRGM 

(BRGM, 2008). 
 
Solids were allowed to dissolve and precipitate 
according to a kinetic reaction mechanism (Lasaga et 
al., 1994). The kinetic data for the non-cement phases 
are mainly taken from Palandri and Kharaka (2004). 
Data for ettringite, monosulphate, CSH (Baur et al., 
2004) and portlandite (Halim et al., 2005) are avail-
able at ambient temperature (25°C). Brownmillerite 
kinetic constants, not available in the literature, were 
set at the same order of magnitude of ettringite. 
Mineral reactive surfaces for non-cement phases 
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were set according to literature data (Xu et al., 2004). 
To have a consistent group of values, we decided to 
set the reactive specific surface of cement phases 
equal to those of the non-cement minerals. A reactive 
specific surface similar to that of clay minerals was 
instead assigned to the CSH gel. 

RESULTS 

Following the time schedule reported in the concep-
tual model description (above), the evolution of the 
three rock domains during the different phases is 
discussed. 

Caprock maturation (Phase 0) 
The interaction between the reservoir and the 
caprock, simulated for a period of 300 years, creates 
a gradient in the solute concentration inside the 
caprock, as shown in Figure 3 for the main ions. The 
CH4 and Ca concentrations show typical diffusion 
profiles, while Na undergoes retardation effects due 
to the reactive processes (mainly Na-smectite 
precipitation), also constraining the Mg behavior in 
the zone at the contact with the reservoir. The CH4(aq) 
diffusion front reaches a distance from the reservoir 
of about 1 m; pH also increases at the caprock-reser-
voir interface. The moderate reactivity of the caprock 
in this aging period leaves porosity unchanged 
around the initial value (0.05). The final results of 
this step are used as a starting point for the next 
simulations. 
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Figure 3. Caprock aging process prior to CO2 

injection 
 
Reservoir evolution 
Following the gas-pool exploitation history and 
planned CO2 injection scenario, the reservoir 
geochemical system evolves along different phases 
varying its initial aqueous-phase composition and 
mineral assemblage given in Tables 2 and 3. The 
evolution of the reservoir boundary is made up of: 

- Phase 1: water-rock interaction for 40 years, before 
CO2 re-injection takes place, in the presence of the 
cement sheath. In this period, no relevant reactivity 
effects are observed in the reservoir formation, as 
shown in Figures 4–6. 
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Figure 4. Reservoir evolution: concentration of 

CH4 and CO2 in the reservoir brine 
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Figure 5. Reservoir evolution: pH and concentra-

tion of Ca2+, Mg2+ and Fe2+ in the 
aqueous phase 
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Figure 6. Reservoir evolution: porosity and mineral 

abundance in mol/m3 of porous medium 
 

- Phase 2: gradual CH4 displacement by the injected 
CO2 along a period of 20 years (Figure 4). The pH of 
the reservoir brine decreases to a value of 5.0, with a 
small increase in porosity due to weak calcite disso-
lution (about 1 mol/m3, Figure 6). 

- Phase 3: an increased mineral reactivity takes place 
during these additional 80 years of simulation (Figure 
6): chlorite starts dissolving, and the released Fe and 
Mg promote the precipitation of ankerite and siderite. 

phase 1 phase 2 phase 3

phase 1 phase 2 phase 3 

phase 1 phase 2 phase 3 
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An excess of iron and magnesium remains in the 
aqueous phase owing to this conversion. Dissolution 
of calcite and precipitation of the secondary carbon-
ate also constrain the Ca concentration. Minor poros-
ity changes are obtained within the limited simulated 
time, compared to the slow kinetics of the mineral 
phases. 
 
Below, the results from the end of the simulated 
period are presented by means of 1D profiles along 
sections of the cylindrical model shown in Figure 2. 
The selected sections are: (1) a vertical section inside 
the cement domain at a radial distance R = 0.1425 m, 
to highlight cement-reservoir reactivity, and (2) a 
radial section at a height of Z = 1.65 m, to highlight 
cement–caprock mutual interactions. 
 
1D Reservoir–Cement interaction 
The reservoir-cement interface interaction is closely 
related to the reservoir reactivity, in other words, to 
the contact of the well cement completion by the CO2 
plume. During Phase 1, the reservoir brine, which is 
only weakly alkaline (pH=7.4) compared to the 
hyper-alkaline cement pore water, promotes the 
portlandite (Ca(OH)2) dissolution and the calcite 
(CaCO3) precipitation favored by the migration of 
HCO3

– ions of the connate reservoir pore water. 
Inside the cement, in a very alkaline context, the 
magnesium of the reservoir precipitates as brucite 
(Mg(OH)2). This reactivity induces an increase in 
global porosity. 
 
After the CO2 arrival, the geochemical evolution of 
the cement is characterized by the propagation of two 
distinct reactive fronts which control the distribution 
of porosity inside the cement matrix and divide the 
cement annular radius in three zones (Kutchko, 
2007). We present a possible scenario at the simula-
tion time of 140 years. The first zone (I in Figure 7) 
is the most advanced altered zone inside the cement 
matrix. It is characterized by the occurrence of port-
landite dissolution, precipitation of secondary calcite, 

brucite, and CSH:1.7, with an overall reduction in 
porosity of 2% with respect to the initial cement 
matrix porosity (10%). This reactivity, leading to 
cement carbonation, can be formalized as in 
reaction I): 

 I) Portlandite  calcite+CSH:1.7+brucite 
(porosity decrease) 

This process is active in a narrow zone where port-
landite maintains the pH at alkaline values (around 
11), holding over until some portlandite is present in 
the cement. This is a very effective process, because 
of the fast kinetics of the reaction in the presence of 
H+ ions migrating from the reservoir. Dawsonite 
precipitation, predicted by the model in this zone 
(Figure 7), is likely due to the aluminum made avail-
able by the aluminosilicates (smectite and muscovite) 
reactivity occurring at the cement–caprock interface 
(see next paragraph). 
 
The next zone (II in Figure 7) begins as soon as 
portlandite is totally dissolved and is therefore 
characterized by mild acidic pH values. In this 
portion of the cement matrix, the diffusion of carbon 
and magnesium coming from the reservoir makes 
possible a further calcite precipitation using calcium 
of CSH:1.7, which dissolves. The net balance in 
terms of volume fraction of the CSH:1.7/calcite 
conversion is a porosity reduction to a value around 
9%. The reactivity can be described as in reaction II): 

 II) CSH:1.7  calcite+SiO2(aq)+H2O  
(porosity decrease) 

The H+ ions coming from the reservoir cause brucite 
destabilization and its subsequent dissolution. 
 
The inner zone (III in Figure 7) is characterized by 
dissolution of the secondary calcite, only partially 
compensated by ankerite (CaMg0.3Fe0.7(CO3)2) 
precipitation (Fe, Mg and HCO3

– supplied by the 
reservoir). The reactivity can be described by the 
following reaction: 
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Figure 7. Spatial distribution in the first 0.2 m of cement sheath at the end of simulated period: (left) pH and 

 porosity profiles; (right) abundance change (in mol/m3 of medium) of the most reactive mineral 
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 III) calcite+Mg+Fe+HCO3
-  ankerite 

(porosity increase) 
The reduced buffer capacity of the cement matrix due 
to portlandite disappearance brings the pH values 
close to those of the reservoir. In this condition, 
CSH.1.7 also dissolves. This is the most damaged 
zone, experiencing a pronounced increase in porosity 
(up to 15%) associated with a significant increase of 
SiO2(aq) (not shown here), but without amorphous 
silica precipitation as experimentally demonstrated 
by the laboratory tests. 
 
1D Cement–Caprock interaction 
To describe the interaction between cement and 
caprock, we present the results along a radial section 
of the system at a distance from the reservoir inter-
face (1.65 m), such as to not be affected by the reser-
voir itself. The very different mineralogy and 
chemistry between the two considered domains leads 
to a heavy modification of both media, in a narrow 
region across the cement–caprock interface. 
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The wide pH difference between the cement and 
caprock causes a diffusive flux of OH- ions from the 
cement alkaline fluids into the caprock (Figure 8). A 
portlandite destabilization, which dissolves (Figure 
9), is associated with this process. The calcium 
released by this reaction promotes the CSH precipi-
tation favored by the incoming Al and Si from the 
caprock (see below). Although the molar volume of 
CSH is much higher than that of portlandite 
(CSH=107.097 cm3/mol, Ca(OH)2=33.056 cm3/mol) 
the net balance of this interconversion in terms of 
volume results in an increase in the cement porosity 
(about 1.5% at the end of simulated period, Figure 8). 
The chloride diffusion of the caprock brine into 
cement moreover induce the precipitation of Friedel’s 
salt (a calcium aluminum chlorohydroxide, 
Ca2Al(OH)6Cl:2H2O). The very high molar volume 
of this salt (276.24 cm3/mol) causes a porosity reduc-
tion in the inner portion of the cement (Figure 8). 
This process can be a source of potential damage to 
and mechanical property degradation of the cement 
matrix (Taylor, 1997). 
The major mineralogical alterations occurring within 
the caprock concern a partial conversion of the 
aluminosilicate mineral fraction (Na-smectites, 
muscovite and K-feldspar) into zeolites, with a 
concomitant release in solution of an excess of 
aluminum, silicon, and magnesium. As mentioned 
above: (i) Al and Si, migrating into the cement, 
promote the precipitation of CSH and Friedel’s salt, 
(ii) Mg is sequestered by the precipitation of brucite 
(Mg(OH)2) and sepiolite (Mg4Si6O15(OH)2:6H2O, in 
minor amounts and not shown in Figure 9). Other 
reactions include a precipitation of gibbsite, an 
aluminum hydroxide in nature often associated with 
natrolite, further from the cement interface. In the 
caprock region very close to the cement interface, the 
interactions with the hyperalkaline fluids favor 
consistent zeolite precipitation and a remarkable 
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Figure 9. Spatial distribution of the mineral abundance changes (in mol/m3 of medium) of the most reactive 

mineral phases at the cement -caprock interface at the end of the simulation period. K-feldspar pattern 
is hidden by that of muscovite.
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reduction in porosity (Figure 8). The kinetics of 
zeolite reactivity strongly affects the role played by 
each of the three types of zeolites inserted in the 
model. A sensitivity study on the kinetic rate 
constants (Geloni, 2009) showed that gyrolite and 
scolecite are the two most important minerals in 
porosity reduction. Given the parameters used in the 
present study, the model predicts a sealing effect of 
the caprock at a simulation time of 500 years (Figure 
10). 
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Figure 10. Time evolution of porosity spatial distri-
bution at the cement–caprock interface 

 

CONCLUSIONS 

Although the numerical model proposed is quite 
idealized, and a few problems persist in the thermo-
dynamic description of cement phases (e.g., lack of 
kinetic and thermodynamic data for iron phases and 
CSH gel), the simulations are able to predict the main 
mineralogical alterations occurring at the cement-
reservoir and cement-caprock interfaces as docu-
mented in the literature (such as muscovite dissolu-
tion and zeolites and brucite precipitation, Gaucher 
and Blanc, 2006, and reference cited therein). 
Some of the results obtained with our simulations can 
be schematically summarized as follows: 

1) The macro process of cement carbonation repro-
duced by the numerical model is characterized by 
portlandite dissolution and the precipitation of 
secondary calcite, with a concomitant minor 
dissolution of the calcium silicate hydrate (CSH). 
A slight reduction in porosity is associated with 
this process. 

2) The onset of the second major mineralogical 
transformation is related to the total removal of 
primary portlandite, characterized by a decrease 
in pH and a progressive dissolution of the secon-
dary neo-formed calcite and ankerite formation at 
the contact with the reservoir. Increased porosity 
is associated with this process. 

3) The diffusive migration of chemical complexes 
from the mild acidic reservoir brine induces 
alterations only in the first few centimeters of the 
wellbore cement and caprock (10 cm at the end of 
the simulated period, as shown in Figure 11). 
Under these conditions, cement sheath and 
caprock alteration due to reservoir interactions 
does not seem to cause any concern about their 
containment capacity over time. 

4) The diffusion of hydroxyl ions from the cement 
into the caprock increases the pH in the portion of 
the caprock at the contact with the cement, far 
from the reservoir interface where the acidifica-
tion effects of CO2 are not yet felt (Figure 11). 
The interaction of the caprock minerals with the 
hyper-alkaline fluids induces: (i) a destabilization 
of portlandite, which converts into CSH:1.7 
inside the cement (slight increase in porosity); (ii) 
zeolite precipitation in the caprock close to the 
cement surface (a sealing effect is observed for 
times higher than 500 years); (iii) Friedel’s salt 
formation inside the cement, related to an only 
partial conversion between the alluminum-silicate 
phases into zeolites (availability of Al and Si at 
this interface). 
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Figure 11. 3D view of pH distribution in the 

modeled domain, showing the acid front 
coming from the reservoir and the 
alkaline front migrating from the cement 
sheath into the caprock, at the end of the 
simulated period. 

 
Under conditions of pure diffusion, it is now well 
known and proven that the cement alterations due to 
CO2 brine acidification are very localized at the rock-
domain interfaces. For the carbonation process, under 
diffusion control, a front thickness (e) estimation 
could be given by a very simplified equation (Barlet-
Gouédard et al., 2009) e = 0.22 (time)½ with e (mm) 
and time (h). After 100, the estimated front thickness 
would equal 20 cm, which is the same order of 
magnitude for the carbonation layer we found with 
our simulations. This model is further confirmation 
that the cement sheath could be more damaged by 
aging effects resulting from the caprock, rather than 
by CO2 migration from a gas-depleted reservoir. 
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ABSTRACT 

To reduce greenhouse gas content, CO2 may be 
stored in deep saline aquifers. The pressure buildup 
caused by large-scale injections may impact a volume 
of the basin significantly larger than the CO2 plume 
itself. A numerical simulation of CO2 geologic 
storage that predicts CO2 migration as well as its 
impact was performed. A hypothetical large-scale 
injection of CO2 at the Daqingzi oilfield in the 
Songliao Basin, China, was selected as a case study. 
The model domain, with an area of ~ 45 km×60 km, 
included a multilayered groundwater system, with a 
sequence of aquifers and aquitards (sealing layers). In 
the simulation, CO2 was injected into a storage 
aquifer at about 1,400 m depth under the Songliao 
Basin. The results suggest that large-scale pressure 
buildup can occur even in shallow aquifers, and that 
the seal permeability is the most important factor 
controlling the simulated pressure buildup. 
Furthermore, injection well optimization should be 
considered for industrial-scale CO2 storage projects 
in deep saline aquifers. 

INTRODUCTION 

Geologic carbon sequestration in deep saline aquifers 
has drawn increasing consideration as a promising 
method for reducing greenhouse gas content in the 
atmosphere. Saline aquifers, which offer the largest 
storage potential of all of the geological CO2 storage 
options, are widely distributed throughout the globe 
in all sedimentary basins. For CO2 storage to have a 
significant impact on atmospheric levels of 
greenhouse gases, the amounts of CO2 injected and 
sequestered underground need to be extremely large 
(Holloway, 2005). In industrial-scale CO2 geologic 
storage projects, it is expected that the amount of CO2 
fluid injected into an aquifer could be several million 
tons per year for each storage site. Large-scale 
injection of CO2 will impact subsurface volumes 
much larger than the CO2 plume. Thus, even if the 
injected CO2 itself is safely trapped in suitable 
geological structures, pressure changes and brine 
displacement may affect shallow groundwater 
resources, for example by increasing the rate of 
discharge into a lake or stream, or by mixing of brine 
into drinking-water aquifers (Bergman and Winter, 
1995). Continuous long-term injections for more than 

several decades will build up groundwater pressures 
over large regions.  
 
Nicot (2007) first investigated the impact of a 
hypothetical large-scale injection on regional 
groundwater at the Texas Gulf Coast Basin, using 
conventional groundwater flow models, and suggests 
that large-volume CO2 injection can cause 
groundwater pressure perturbation at up-dip aquifers. 
Birkholzer (2009) conducted a systematic sensitivity 
study of pressure response in a radially symmetrical 
stratified system. Their results suggest that seal 
permeability has a significant impact on pressure 
buildup, and that pressure perturbation of shallow 
units may occur only when the permeability of 
sealing layers is comparably high (higher than a 
microdarcy). Yamamoto (2009) performed a large-
scale numerical simulation of CO2 geologic storage at 
Tokyo Bay, Japan, to predict CO2 migration and its 
impact on regional groundwater flow. Their results 
suggest that even if containment of CO2 plume is 
ensured, pressure buildup on the order of tens of 
meters can occur in shallow, confined layers over 
extensive regions, including urban inlands. 
 
In this study, we conducted a numerical simulation of 
CO2 geologic storage that evaluates CO2 trapping 
capacity and its impact. The simulation is designed 
for a preliminary investigation of hypothetical 
industrial-scale CO2 injection at the Songliao Basin. 
The hydrogeological model covers the Daqingzi 
oilfield in the central Songliao Basin, an area 
approximately 45 km×60 km . The thickness of the 
model layers is determined using data from hundreds 
of deep boreholes. To ensure that pressure 
propagation in both lateral and vertical directions, 
and saline water migration, have no negative impact 
on near-surface aquifers, the model fully represents 
the entire hydrogeological system in the area, 
including surface topography, freshwater aquifers for 
drinking water, sealing layers, and CO2 storage 
aquifers.  
 
The primary goal of this study is to understand the 
behavior of CO2 and its influence when it is stored in 
a geologic storage site, where the permeabilities of 
sealing layers are comparatively high. Numerical 
simulations are performed to determine: the extent to 
which the CO2 moves within the geological 
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formations, and the range of possible pressure 
buildup in the near-surface and storage aquifers. The 
results are important for assessing whether the 
sequestration will impair the geological integrity of 
the underground formations, and whether CO2 
storage under such an industrial and populated area is 
secure and environmentally acceptable. The 
multiphase flow simulator TOUGH2 (Pruess, 1999) 
with ECO2N (Pruess, 2003) fluid properties module 
of sub/supercritical CO2 was used to simulate the 
spatial CO2 plume evolution and transient pressure 
buildup. 

MODEL SETUP 

Songliao Basin and Daqingzi Oilfield 

The Songliao Basin, the most important oil-
productive basin in China, is located in northeastern 
China (Figure 1 and Figure 2), with an area of about 
260,000 km2. The Songliao Basin is one of the largest 
Jurassic-Cenozoic continental basins in China related 
to the rifting process. It consists of a central 
depression and surrounding basin margins. There are 
minimal faults, fractures, or folds in the Basin. The 
stratigraphic sequences of the Basin are dominated by 
Cretaceous fluvial and lacustrine strata with volcanic 
and volcaniclastic rocks, which can be classified into 
five hydrostratigraphic units from bottom to top 
(Figure 3): the Upper Jurassic to Lower Cretaceous 
formation, the Late Cretaceous Quantou Formation, 
the Qingshankou Formation, the Yaojia Formation, 
and the Nenjiang Formation. The average thickness 
of the saline aquifer in the Basin is about 320 m 
(Figure 4). It also has extensive intra-informational 
lacustrine seals. The presence of shale formations 
within the Basin would provide a succession of 
barriers to vertical migration of CO2 and contain any 
leak of CO2 if it occurs from the main cap rock. 
 
 

 

Figure 1. Location of the Songliao Basin in 
northeastern China 

 

Figure 2. Topographic map of Songliao Basin 

 
Zhang (2009) and Huang (2004)  discussed  the  
possibility  of  CO2  geologic  storage  in  the  
Qingshankou Formation at depths greater than 1,000 
m, supposing sealing capabilities of the overlying 
Yaojia and Nenjiang Formations. At the Daqingzi 
Oilfield (Figure 2), located in the central Songliao 
Basin, the Qingshankou formation (Figure 3) is about 
320 m thick. If CO2 were injected into the 
Qingshankou Formation at the bottom of the 
Daqingzi Oilfield, it could result in deep saline 
groundwater in the Qingshankou Formation being 
pushed up-dip into shallow aquifers, the buildup of 
groundwater pressures, and a change in the water 
salinity of freshwater wells.   

 

Figure 3. Geologic cross section 

It should be emphasized that there is no plan for CO2 
geologic storage at the Daqingzi Oilfield at present. 
We selected this area for a case study, because the 
geologic data is relatively abundant.  

Conceptual Model 

We constructed a three-dimensional geological 
structure model for the 45 km×60 km area in 
Daqingzi Oilfield, as shown in Figure 5.  The surface 
topography is represented by 90 m grid SRTM DEM 
(digital elevation model) data published by NASA. 
The geological structure was developed by 
interpolating formation boundaries identified by 
borehole loggings. Locations of the boreholes used 
for the interpolation are shown in Figure 4, a map of 
geological stratigraphy is shown in Figure 6, and the 
hydrogeological model is shown in Figure 7. 
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The Qingshankou Formation (siltstone), located at 
depths of about 1,400 m to 1,720 m belowground, 
was selected as the CO2 storage aquifer. The selected 
storage formation  is  bounded  at  the  top  by  two  
sealing  layers,  the Yaojia (mudstone) and  Nenjiang 
(mudstone) Formation, with a thickness of about 500 
m to 550 m. The bottom of the Quantou Formation 
(mudstone) is an additional sealing layer. 
 
 

 

Figure 4. Thickness of the Qingshankou Formation 
in Daqingzi oilfield 

 

Figure 5. Modeled region 

 
Carbon dioxide was assumed to be injected through 
one or five boreholes in the center of the oilfield, 
with an annual rate of 1 or 0.2 MtCO2/year/well, 
respectively, over 30 years,  resulting  in  a  total  
annual  rate  of  30  MtCO2/year.  The  simulation  
runs  covered  a  time  period  of  100  years, 
including a post-injection period of 70 years.  

A temperature of 15°C was assumed at the surface. 
Temperature varies linearly with depth, and the 
average temperature gradient in this area is about 
3.76°C per 100 m depth (see Figure 8). The pressure 
also increases linearly with depth, and the average 
pressure gradient is about 1.16 MPa per 100 m (see 
Figure 9). Salinity was assumed to be very low, and 
no density-driven flow occurs. Geomechanical 
effects such as land-surface uplift were not explicitly 
considered. 
 

 

Figure 6. Map of geological stratigraphy 

 

 

Figure 7. Hydrogeological model 
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Figure 8. Temperature vs. depth in Daqingzi area 

The surface and side boundaries were hydraulically 
open, while the bottom was closed. The large lateral 
extent of the 45 km  ×  60 km  model  was  chosen  to 
ensure  that  the  boundary  conditions  have  minimal  
effect  on  the  simulation results. At the lateral 
boundary, the initial hydrostatic pressure was 
specified, and the boundary was open for fluids to 
escape from the model domain. The surface boundary 
was also open, so that the pressure was fixed at the 
atmospheric pressure. The bottom of the model was 
closed (no-flow), representing the very low 
permeability of the Quantou mudstone. 
 
   

 

Figure 9. Pressure vs. depth in Daqingzi area 

Model Parameters and Sensitivity Cases 

The hydrogeologic parameters chosen for this case 
study are given in Table 1, based on well logs and 
laboratory test data. For simplification, in most  

Table 1. Hydrogeologic properties for the aquifer-
aquitard system used in the simulations (base case) 

Properties Aquifers Aquitards 

Permeability, m2 2.65×10-13 1×10-19 

Porosity 0.11 0.03 

Pore compressibility, Pa-1 1×10-9 5×10-10 

 
simulation cases, all aquifers and aquitards were 
assigned the same set of properties without variation 
in depth. Vertical/horizontal ratio of permeability was 
assumed to be 1/10 in all the layers. The van 
Genuchten  model  was  used  to  calculate  the  
capillary  pressure  and  relative permeability of the 
two-phase flow of CO2 and water. The model 
parameters were basically adopted from Pruess 
(2003). In the base case, CO2 was injected through 
one borehole with an annual rate of 1 MtCO2/year. 
  
Sensitivity cases are summarized in Table 2. The first 
sensitivity case (Case 2) reduces the permeability for 
aquitards, whereas the second sensitivity case (Case 3) 
increases the permeability for aquitards. In addition, 
the sensitivities to number of boreholes and injection 
rate are also explored in Case 4.   
 

Table 2. Sensitivity cases. 

Case Properties Changes 

2 Permeability for aquitards 1×10-22 

3 Permeability for aquitards 1×10-17 

4 
Number of boreholes 

Injection rate 

5 

0.2 Mt/year 
 
 
RESULTS AND DISCUSSION 
 
Spatial distribution of CO2 plume 

The CO2 plumes at the end of the injection period for 
the base case and Case 4 are shown in Figure 10a and 
10b, respectively. The evolution of CO2 gas 
saturation for a plume on a cross section for the base 
case is shown in Figure 11. The plume is 
concentrated at the top of the storage formation, a 
result of buoyancy forces. The plume basically 
continues to be contained under the sealing layer, 
indicating that CO2 may be safely trapped over longer 
time periods. 
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          (a) Base case                     (b) Case 4 

Figure 10. Simulated CO2 plumes (30 years since 
injection) 

 

Figure 11. CO2 plume on a cross section during and 
after injection (base case) 

Pressure buildup 
In this section, we evaluate the large-scale pressure 
perturbations in the subsurface in response to CO2 
injection. Pressure buildup at the injection points was 
about 10 bars. Figure 12 shows spatial distribution of 
calculated pressure buildup on a cross section, 
showing that the pressure buildup can occur over a 
wide area of the region. Figure 13 shows vertical-
pressure profiles at the injection point at the time of 
30 years. This result suggests that significant pressure 
buildup can occur in shallow aquifers. For the 
sensitivity cases, the comparison of pressure buildup 
at 200 m depth at the injection point is shown in 
Figure 14. As expected, the larger the seal 
permeability, the higher the pressure buildup—within 
the simulation, the seal permeability is the most 
important factor for pressure buildup. It is obvious 
from Figure 12 and Figure 14 that the permeability of 
the sealing layers has a strong effect on both the 
vertical and the lateral pressure propagation. Figure 
15 shows that for a total annual rate of 30 
MtCO2/year injection, using five wells can reduce 

pressure buildup compared to using one well. Given 
these results, well optimization should be taken into 
account when planning industrial-scale CO2 storage 
projects in deep saline aquifers. 
 
 

 

Figure 12. Distribution of pressure buildup 

 

 

Figure 13. Pressure buildup changes in depth at 30 
years of injection 

 

Figure 14. Comparison of pressure buildup in base 
case, Case 2, and Case 3 
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Figure 15. Comparison of pressure buildup in base 
case and Case 4 

CONCLUSION 

Through numerical modeling of an idealized 
representation of the subsurface formations at the 
Daqingzi Oilfield in the Songliao Basin, China we 
have simulated CO2 migration and evaluated the 
impact of large-scale CO2 geologic storage in deep 
saline aquifers. According to our simulations, large-
scale pressure changes appear to be of more concern 
to groundwater resources than changes in water 
quality, due to (for example) the lateral migration of 
saline waters. Also, seal permeability appears to have 
a significant impact on pressure buildup. As a result, 
the pressure buildup in the storage formation can be 
strongly reduced compared to that obtained for a 
perfect seal with zero or close-to-zero permeability. 
Pressure perturbation of shallow units may occur 
only when the permeability of sealing layers is 
comparably high. Also, CO2 injection well 
optimization should be considered to reduce pressure 
buildup. The results show that it is very important to 
evaluate the large-scale hydrologic perturbations 
generated by CO2 storage, and to that end, sensitivity 
studies should be conducted during site assessment. 
In the future, the hydrogeological model will be 
improved, and more detailed geologic structure will 
be represented in the model. 
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ABSTRACT 

If employed at the scale necessary to help mitigate 
climate change, geologic carbon sequestration (GCS) 
may be conducted in the near future at multiple 
storage sites in a sedimentary basin. Assessment of 
GCS-induced flow and transport processes at the 
basin scale will then become important, in addition to 
the transport processes of stored and potentially 
leaking CO2 at the plume scale. In this research, an 
integrated high-performance model for basin- and 
plume-scale transport processes was applied to a 
hypothetical scenario of CO2 injection and storage in 
the extensive Mt. Simon Formation in the Illinois 
Basin, USA. A three-dimensional unstructured mesh 
was generated with grid resolution adequate for 
detailed modeling of multiscale transport processes. 
Local mesh refinement was achieved around 20 
hypothetical injection sites, spaced approximately 30 
km apart within the center of the basin. The two-
phase CO2-brine flow at the plume scale and the 
single-phase density-dependent brine flow at the 
basin scale were simulated using a parallel version of 
the TOUGH2/ECO2N simulator. Our simulation 
results suggest that the small-scale layering within  

the Mt. Simon Formation helps retard upward 
migration of CO2 and thereby reduces adverse 
impacts of CO2 buoyancy on the integrity of the 
regional seal. No plume interference is expected 
between individual storage operations. However, 
injection-induced pressure perturbations propagate 
quickly away from injection sites, interfere with other 
storage operations after less than a year, and 
eventually reach the basin margins. A pressure 
increase of a few bar is predicted as far as 200 km 
from the basin center, affecting northern Illinois, 
where valuable groundwater resources exist in 
overlying freshwater aquifers. If local conduits 
existed there, e.g., permeable faults and/or open 
boreholes, such a pressure increase could cause 
upward migration of native brine. 
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ABSTRACT 

The reinjection of sour or acid gas mixtures is often 
required for the exploitation of hydrocarbon reser-
voirs containing remarkable amounts of acid gases 
(H2S and CO2) to reduce the environmental impact of 
field exploitation and provide pressure support for 
enhanced oil recovery (EOR) purposes. Sour and acid 
gas injection in geological structures can be modeled 
with TMGAS, a new EOS module for the TOUGH2 
reservoir simulator. TMGAS can simulate the two-
phase behavior of NaCl-dominated brines in equilib-
rium with a non-aqueous (NA) phase, made up of 
inorganic gases such as CO2 and H2S and hydrocar-
bons (pure as well as pseudocomponents), up to the 
high pressures (100 MPa) and temperatures 
(200°C) found in deep sedimentary basins.  
 
This work is focused on the near-wellbore processes 
driven by the injection of acid gas mixtures in a 
hypothetical high-pressure sour oil reservoir at a well 
sector scale and at conditions for which the injected 
gas is fully miscible with the undersaturated oil. 
Relevant coupled processes are simulated—including 
the displacement of oil originally in place, the evapo-
ration of connate brine, the salt concentration and 
consequent halite precipitation, as well as noniso-
thermal effects generated by the injection of the acid 
gas mixture at temperatures lower than initial reser-
voir temperatures.  

INTRODUCTION 

The exploitation of hydrocarbon reservoirs contain-
ing remarkable amounts of acid gases (H2S and CO2) 
is increasing all over the world, requiring appropriate 
reservoir engineering management approaches. 
Among them, the reinjection of sour or acid gas 
mixtures is often considered to reduce the environ-
mental impact of field exploitation and provide 
pressure support for EOR purposes. For instance, the 
injection of sour and acid gas mixtures is a common 
practice in Canada (IEA, 2003; Bachu and Gunter, 
2004) and is now applied in other regions where 
many sour oil and gas reservoirs are located, such as 
the North Caspian basin and the Middle East. One 
conventional scheme used to reinject gas mixtures 
containing acid gases is composed of: the separation 
of acid gases from the sour hydrocarbon mixture; the 
multistage compression of the gas mixture; the piping 

of compressed gas; and the injection through suitable 
wells. With respect to reservoir behavior, the numeri-
cal modeling of injected mixtures requires reservoir 
simulators able to model phase equilibria, evaluate 
fluid-phase properties, and solve mass- and heat-
balance equations in multiphase compositional envi-
ronments. Gas injection promotes the displacement of 
oil originally in place with the potential for EOR. 
Under fully miscible conditions, gas injection may 
provide the complete displacement of reservoir oil. 
On the other hand, the recirculation of gas, particu-
larly when the acid gas content is higher in the 
injected gas than in oil, may increase the costs for 
sourer hydrocarbon treatment and handling at 
surface. The injection of sour and acid gases, which 
are undersaturated with respect to water at reservoir 
conditions, drives a suite of near-wellbore processes 
that need to be evaluated to assess the possible 
changes in injectivity over time. The connate brine 
present at irreducible saturation behind the gas 
displacement front is progressively evaporated, due 
to the solubility of water in the injected gas. At the 
dryout front, NaCl concentration increases until salts 
precipitate, potentially affecting formation porosity 
and permeability. The increase in gas fugacities 
drives the solution of CO2 and H2S in the reservoir 
brines, promoting changes in chemical equilibria in 
the aqueous phase and fluid-rock interactions able to 
modify the porosity and permeability distribution in 
the formations interested by gas injection. 
 
We briefly review the main characteristics of the 
TMGAS EOS module (Battistelli and Marcolini, 
2009) developed for the TOUGH2 V.2.0 reservoir 
simulator (Pruess et al., 1999). Then we discuss the 
processes occurring around a vertical injection well 
when the injected acid gas mixture is fully miscible 
with the undersaturated reservoir oil, using a simple 
1D radial model for which the results can be 
described in terms of a similarity variable. Finally, a 
2D radial model is used to show how the transients 
occurring in the injection well may affect the 
displacement of oil and the abovementioned near-
wellbore processes. The near-wellbore processes 
described are similar to those occurring when inject-
ing supercritical CO2 in a natural gas reservoir 
(Giorgis et al., 2007) where the aqueous phase is 
present at saturation levels close to the irreducible 
saturation. 
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THE TMGAS EOS MODULE 

TMGAS (Battistelli and Marcolini, 2009) is a new 
EOS module developed for the TOUGH2 V.2.0 
reservoir simulator starting from TMVOC (Pruess 
and Battistelli, 2002). It can model the injection 
within deep geological structures of mixtures of 
greenhouse or acid gases. TMGAS can simulate the 
two-phase behavior of NaCl-dominated brines in 
equilibrium with non-aqueous (NA) phases made up 
of inorganic gases, such as N2, CO2 and H2S and 
hydrocarbons (pure as well as pseudo-components).  
 
The NA phase can be either in gas, supercritical, or 
condensed conditions, with the limitation that such 
conditions cannot coexist within the same grid 
element. The PR EOS (Peng and Robinson, 1976) 
with the Soreide and Whitson (1992) modifications is 
used for phase equilibria calculations. Specifically, 
CO2-brine and H2S-brine binary interactions 
coefficients for the aqueous phase were calibrated by 
reproducing the solubility calculations performed 
with the accurate EOSs developed by Duan and Sun 
(2003) and Duan et al. (2007), respectively. NA 
phase density is computed using the PR EOS, 
accounting for the conventional volume shift 
correction (Penelux et al., 1982), whereas departure 
enthalpy and dynamic viscosity are computed using 
the LK EOS (Lee and Kesler, 1975) and the Friction 
Theory Model (Quiňones-Cisneros et al., 2001), 
respectively. Brine properties are evaluated using 
enhanced versions of the correlations implemented in 
the EWASG EOS module (Battistelli et al., 1997) for 
water and sodium chloride mixtures.  
 
ACID GAS INJECTION SIMULATIONS 

TOUGH2-TMGAS is used to simulate the processes 
driven at a well-sector scale by the injection of an 
acid gas mixture in a hypothetical high-pressure sour 
oil reservoir, at conditions for which the injected gas 
is fully miscible with the undersaturated oil.  
 
Petrophysical properties 
Reservoir formation is assumed to be a homogeneous 
porous medium with a vertical to horizontal perme-
ability ratio of 10. Main reservoir petrophysical prop-
erties are shown in Table 1. 
 

Table 1. Reservoir petrophysical properties 

Horizontal permeability 310-15 m2

Vertical permeability 310-16 m2 
Porosity 0.10
Rock grain density 2700 kgm-3 
Rock heat conductivity 2.50 Wm-1°C-1

Rock specific heat 950 Jkg-1°C-1 
Pore compressibility 4.510-10 Pa-1 

 
The aqueous phase (AQ) relative permeability is 
described using a van Genuchten formulation with an 
irreducible water saturation of 0.20, whereas a 
Corey’s formulation is used for the NA phase relative 
permeability. A connate water saturation of 0.10 is 
assigned; consequently, the relative permeability is 1 
and 0 for the NA and the AQ phases, respectively. 
The capillary pressure is described using a van 
Genuchten formulation, even though it has no practi-
cal effect, with NA the only mobile phase. The 
permeability reduction due to halite precipitation is 
described using the series tube model of Verma and 
Pruess (1988) with a residual porosity of 0.60 and a 
fraction length of wider pore of 0.80. 

Initial conditions and fluids composition 
Initial reservoir pressure and temperature of 50 MPa 
abs and 100°C are assigned to the reservoir forma-
tion. A 2 molal NaCl concentration is assumed for 
the connate brine. The composition of the under-satu-
rated sour oil in equilibrium with the connate brine is 
listed in Table 2. Oil composition is described using 
six pure components, including CO2 and H2S, and 
two pseudocomponents whose mass fraction amounts 
to about 0.60. Relevant pseudocomponent properties 
are listed in Table 3. 
 
Table 2. Composition of reservoir oil at equilibrium 

with the 2 molal NaCl connate brine at 50 
MPa and 100°C 

Component Molar fract. Mass fract.
H2S 0.1500 0.0934
CO2 0.0500 0.0402
CH4 0.4500 0.1319
C2H6 0.0500 0.0275
C3H8 0.0500 0.0403
C5H12 0.0500 0.0659
C6-8 0.1000 0.1700
C9

+ 0.0939 0.4288
H2O 0.0061 0.0020
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Table 3. Properties of pseudocomponents 

Comp. TC (K) PC(bar) VC(l/mol) ω MW
C6-8 525 32 0.36 0.29   93 
C9

+ 760 16 0.91 0.73 250 
 
 
We consider that the acid gases are captured from the 
gas phase separated at the surface from the produced 
two-phase oil-gas mixture. For simplicity, without 
performing any flash calculations, we assume that the 
composition of the acid gas mixture to be injected is 
that listed in Table 4. The density, dynamic viscosity, 
and water content at equilibrium with the connate 
brine of both reservoir oil and injected gas are listed 
in Table 5 at initial reservoir conditions and at a 
lower temperature of 60°C, to highlight the effect of 
temperature on fluid properties. In fact, downhole 
injection temperature is likely to be lower than reser-
voir temperature as a function of wellhead injection 
temperature, heat transfer between the tubing and 
surrounding rock formations, and Joule-Thomson 
effects. Table 5 shows that injected gas has a higher 
density and a lower viscosity than reservoir oil. As a 
consequence, its mobility is higher, and the 
displacement of oil with the acid gas will be charac-
terized by an unfavourable mobility ratio. It should 
also be noted that the acid gas mixture can have a 
water content 10 times higher than the reservoir oil. 

Table 4. Composition of dry acid gas injection 
mixture 

Component Mole fract. Mass fract.
H2S 0.6750 0.66659 
CO2 0.2250 0.28692 
CH4 0.1000 0.04649 

Table 5. Main properties of reservoir oil and injected 
acid gas mixture 

Reservoir conditions 
(100°C, 50 MPa) 

Injection 
conditions 
(60°C, 50 

MPa) 

 

Wet reser-
voir oil 

Dry Injection 
Mixture 

Dry  
Injection 
Mixture 

Density 
(kg/m3) 566.33 703.69 786.51 

Viscosity 
(Pa·s) .152710-3 .097510-3 .127910-3 

Mobility 
(s/m2) 3.7110+6 7.2210+6 6.1510+6 

Mobility 
Ratio - 1.95 1.66 

Water 
content 2.010-3 4.310-2 2.010-2 

1D radial simulation (similarity solution) 
The suite of processes driven around the well during 
the injection of the acid gas mixture is first analyzed 
by modeling the constant rate injection in a large 1D 
radial system whose behaviour is infinite-acting and 
can be described in terms of a similarity solution 
(O’Sullivan, 1981). The reservoir formation has a 
thickness of 100 m and is discretized using a 1D 
radial grid, starting with an initial radius of 0.05 m 
and extending to a total radius of 100 km with 500 
grid elements. By an appropriate choice of the first 
grid increment, the grid constructed using the 
MESHMAKER facilities available in TOUGH2 has 
node coordinates following a logarithmic progres-
sion. The injection takes place on the inner element 
on the axis of the radial grid, whereas the outer 
boundary element is held at constant conditions equal 
to the initial reservoir conditions. Rock petrophysical 
properties, oil and injection gas compositions are 
those listed in Tables 1, 2, and 3, respectively. The 
acid gas mixture is injected at a constant rate of 10 
kg/s with an enthalpy corresponding to 60°C at initial 
reservoir pressure. The pressure and temperature 
distribution after 30 days and 6 months of gas injec-
tion are shown in Figure 1 as a function of the 
similarity variable. The distribution at 6 months is 
identical to that at 30 days, proving that the numeri-
cal solution preserves the similarity nature of the 
problem. Figure 1 shows that the reservoir is not yet 
affected by the injection for similarity values 
exceeding ~6 m2/s; the oil-gas displacing front is 
located at a similarity value of 2×10-4 m2/s. The 
change in the pressure gradient shown in Figure 1 is 
linked to the different mobilities of oil and acid gas 
mixtures.  
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Figure 1. P and T profiles as a function of the 

similarity variable after 30 days and 6 
months of constant acid gas injection 

The positions of the displacement and dryout fronts 
are better shown in Figure 2, where the profiles of 
AQ saturation, H2S, and C9

+ mass fractions in the NA 
phase are displayed. The change of pressure gradient 
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clearly corresponds to the gradual change from the 
oil to the acid gas composition, with the increase in 
H2S concentration and the complete displacement of 
the C9

+ pseudo-component. The mobility profile in 
Figure 1 also shows the effect of temperature: the 
maximum mobility is reached in a narrow zone 
where the injected gas has been warmed up to the 
initial reservoir temperature, while it is slightly lower 
where the injected gas is still at the lower injection 
temperature. Between the dryout and displacement 
fronts, the solution of CO2 and H2S due to the 
increase in their fugacity determines a slight swelling  
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Figure 2. P, AQ saturation, H2S and C9

+ mass 
fraction in the NA phases as function of 
the similarity variable. 

 
of the connate water phase (Figure 3). Close to the 
dryout front, the evaporation of water into the dry 
injected gas drives the rapid concentration of salt, 
which finally precipitates. Halite saturation is 
constant, as the brine is immobile and the NaCl 
initially dissolved in it precipitates locally. Diffusive 
fluxes, albeit present, give a negligible contribution 
to the salt mass balance. Note that the acid gas 
mixture can hold a considerable amount of water; as 
a consequence, the dryout front travels slightly faster 
than the thermal front, and the two-phase zone 
between the dryout and the displacement fronts is 
practically at, or close to, the initial reservoir 
temperature. In a previous paper, Battistelli and 
Marcolini (2009) showed for a similar application 
that the injected sour gas mixture (60% CH4, 30% 
H2S and 10% CO2) held a lower amount of water, 
and the dryout front was always located within the 
zone already cooled at the injection temperature.  
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Figure 3. T, AQ and Ss saturation, NaCl brine mass 

fraction, and water content in the NA 
phase as a function of the similarity 
variable 

Finally, it is interesting to highlight the effects on the 
AQ phase composition: the mass fraction of injected 
gases in the AQ phase is shown in Figure 4. Their 
solubility is affected mainly by the change of NA 
phase composition, as the temperature and salinity 
effects are localized in a narrow zone in proximity of 
the dryout front. The increased solubility of the acid 
gases, CO2 and H2S, between the dryout and the 
displacement fronts suggests that this is the more 
reactive area, where the strong changes in aqueous 
phase composition can drive rock-water reactions. 
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Figure 4. T, AQ saturation, and mass fraction of 

H2S, CO2 and CH4 in the AQ phase as a 
function of the similarity variable 

From the 1D radial simulation, it can be observed 
that the major effects on the injection pressure come 
from the mobility change linked to the displacement 
of reservoir oil by the more mobile acid gas. The 
nonisothermal injection reduces the acid-gas mobility 
by about 10%, a change high enough to be taken into 
account for a reliable prediction of injection require-
ments. On the other hand, the halite precipitation is 
so low (Ss=5×10-3) that no major effects on forma-
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tion permeability are likely to occur. With the perme-
ability reduction function chosen, rock permeability 
is reduced to 98% of its initial value. This conclusion 
can be extended to all cases in which dry gas injec-
tion takes place in an oil reservoir with an immobile 
AQ phase having low initial saturation: the amount of 
salt per unit formation volume is low, and no local 
accumulation processes are possible, because the AQ 
phase is immobile. 
 
2D radial simulations 
Two-dimensional simulations are performed by 
discretizing the 100 m thick reservoir formation into 
10 layers of equal thickness, with the injection 
wellbore explicitly modeled with a column of 
elements on the axis of the cylindrical grid. The 
wellbore has a 0.1 m radius. The reservoir grid has 
100 additional elements with node radial coordinates 
increasing, following a logarithmic progression from 
0.1 m up to 1400 m; a further grid increment from 
1,400 to 1,420 m is added on the lateral grid bound-
ary. Wellbore flow from the surface down to a depth 
of 3,000 m, assumed to be the depth of reservoir-
caprock contact, is explicitly modeled using a 2D 
radial grid divided into 29 layers of 100 m thickness 
and two layers of 50 m thickness at the top and the 
bottom of the grid. The acid gas is injected into a 
tubing string modeled with a column of elements of 
0.05 m radius located on the grid axis and connected 
with the top element of the reservoir grid represent-
ing the wellbore. The tubing grid has 20 additional 
radial grid increments reaching an outer radius of 50 
m to model the conductive heat transfer from the 
tubing towards the surrounding rock formation. 
While the acid gas is injected at a constant rate of 10 
kg/s and at constant enthalpy, the reservoir oil is 
extracted from the top element of the outer column of 
the reservoir grid at a constant rate of 20 kg/s. The 
dimensions of the cylindrical well sector are chosen 
to approximately emulate a 5-spot well pattern with 
injectors and producers located on the opposite 
corners of a 1,000 m side square. 

2D simulation: Darcy’s law for tubing flow 
The first simulation is performed modeling the 
friction losses within the tubing string using Darcy’s 
law. Tubing elements have unit porosity and a 
vertical permeability of 1×10-6 m2, which is evaluated 
to give friction losses equivalent to those computed 
with the conventional equation for turbulent flow in a 
cylindrical conduit having an internal radius of 0.05 
m and a surface roughness of 1×10-4 m. Due to the oil 
extraction at the lateral radial boundary at a mass 
rate, which is twice that of injected acid gas, the 
reservoir pressure is soon controlled by the oil 
production as shown in Figure 5.  
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Figure 5. WH and BH pressure and temperature at 

the injection well, and BHP at the 
production element as a function of time. 

Bottomhole pressure (BHP) at the injection well and 
production element shows a nearly constant pressure 
gradient throughout the reservoir. Figure 5 clearly 
shows that this exploitation strategy cannot sustain 
the reservoir pressure at levels sufficient to guarantee 
the assigned extraction rate for times greater than 
about 10 years, when the pressure at the production 
element falls below 25 MPa. WHT and BHT at the 
injection well change slowly after the rapid initial 
transient. WHT declines after 4 years because of 
WHP decline, because the injection is performed at 
constant enthalpy. Tubing flow is dominated by 
pressure and temperature transients only at early 
times, as shown in Figure 6 where WH and BH 
parameters are plotted as a function of the logarithm 
of time. After < 9 hours, BH temperature is nearly 
constant, and the WHP is almost entirely affected by 
the pressure losses in the reservoir. The evolution of 
flowing pressure profile within the tubing is shown at 
different injection times in Figure 7.  
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Figure 6. WH and BH pressure and temperature at 

injection well, and BHP at the production 
element on logarithmic time scale 
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Figure 7. Tubing flowing pressure profile at differ-

ent injection times 

The maximum pressure is obtained after about 1 
month of injection, whereas, as time proceeds, the 
flowing pressure profile is mainly controlled by the 
reduction of average reservoir pressure due to the 
modeled exploitation scenario. In spite of pressure 
and temperature effects, the pressure gradient is 
almost constant over the tubing length. The flowing 
temperature profiles in Figure 8 show that 
temperature variations in the 3,000 m tubing are quite 
low, between 52°C and 60°C. Cooling prevails in the 
upper half, where the injected acid gas is hotter than 
the surrounding rock formation; warming occurs in 
the lower half, where the injected gas loses heat 
towards the surrounding rocks. 
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Figure 8. Tubing flowing temperature profile at 

different injection times 

As for the processes occurring within the reservoir 
formation, the description made for the infinite acting 
1D radial reservoir basically applies to the injection 
in the 2D radial well sector. Even though there is a 
consistent difference in fluid densities, and the 
injected acid gas mixture is denser than reservoir oil, 
density driven flow does not develop due to: (i) the 
high radial pressure gradient driven by the fairly high 
injection rate (0.1 kg/(s m) ) and the extraction at the 
outer boundary; and (ii) the high contrast between 
horizontal and vertical permeability. As a result, the 
injection rate is distributed almost uniformly over the 
10 layers in which the reservoir formation is discre-
tized. The vertical profiles of acid gas flux at the 
wellbore-reservoir interface are shown at different 
injection times in Figure 9. In spite of the evolution 
shown, with an increase in the upper section and a 
decrease in the lower one, the difference between 
upper and lower injection fluxes remains on the order 
of ±1% only. As a consequence, the velocity of 
displacement, thermal, and dryout fronts is almost the 
same in every layer. Since the aqueous phase is 
immobile, evaporation processes and halite precipi-
tation are uniformly distributed in all layers. 
 
It can be concluded that for the simulated conditions 
in which the horizontal pressure gradients dominate 
over the density driven flow, the solution obtained 
with a 1D radial model is a good approximation for 
the more complex 2D radial system. A different 
scenario can be envisaged if the acid-gas injection is 
performed close to the oil-water contact where the 
AQ phase is mobile, as already described by Giorgis 
et al. (2007) for CO2 injection in an exploited gas 
reservoir. 
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Figure 9. Distribution of injection fluxes (W) into 

the 10 reservoir grid layers at different 
times 
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2D simulation: friction losses for tubing flow 
For high-density injected acid-gas mixtures, the 
hydrostatic head usually gives the greatest contribu-
tion to the overall pressure head (Carroll and 
Maddocks, 1999). At a high injection rate, and thus at 
high fluid speed within the tubing, the contribution of 
frictional pressure losses may become significant, 
and their evaluation needs to be improved compared 
to the simple application of Darcy’s law available 
within TOUGH2 V.2.0. Disregarding the acceleration 
pressure drop, the change in pressure along the verti-
cal tubing is described according to:  
 

dz
A

W

D

f
dzgdP 2)(2


     (1) 

where g is the acceleration of gravity, f  the Fanning’s 
friction factor, D the conduit internal diameter, A the 
conduit cross sectional area, and W the mass flow 
rate. The sign of friction loss term depends on the 
direction of flow with respect to the vertical axis z. 
The previous simulation was performed using a verti-
cal permeability for tubing grid elements computed to 
give pressure losses with Darcy’s law equal to those 
computed with eq. (1). By equating Darcy’s and 
frictional losses for single-phase flow:  
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    (2) 

 
the equivalent absolute permeability can be evalu-
ated: 

Wf

DA
k
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     (3) 

 
where the Fanning’s friction factor can be evaluated 
on the Moody’s diagram as a function of Reynolds’ 
number or with a suitable correlation, such as that 
given by Churchill (1977), which conveniently 
covers both laminar and turbulent flow regimes at 
any conduit relative roughness values. The previous 
simulation is replicated with a modified version of 
MULTI subroutine in which pressure losses are 
computed using Equation (1). At the injection rates 
experienced under field conditions, the Reynolds 
number is often so high that the Fanning’s friction 
factor is a function of the relative conduit roughness 
only. When: 

D

3500Re     (4) 

 
the Fanning’s friction factor is given by: 

 2)/log(214.1
25.0

D
f


    (5) 

 
Under the constraint given by Equation (4), the mass 
flow W through the generic tubing connection is 
computed inside MULTI using Equation (6) below, 

where the sign depends on the direction of flow along 
the generic connection:  

f

D
g

dz

dP
AW

2
 



     (6) 

Equation (6) takes care of the changes in fluid density 
due to pressure and temperature transients within the 
tubing, whereas the previous approach requires the 
preliminary calculation of the equivalent Darcy’s 
absolute permeability at average density, viscosity, 
and fluid mass rate. WHP and WHT as a function of 
time obtained with the original and the modified code 
versions are shown in Figure 10. Except for a lower 
WHP evaluated by the modified code version at very 
early times, the solutions are in good agreement, 
suggesting that in this particular case, with limited 
temperature transients within the tubing, the 
approaches are equivalent. The lower WHP calcu-
lated at early times with the modified code results 
from the fact that at the very beginning of injection, 
the fluid velocity is low, and the approximation made 
to compute the Fanning’s friction factor fails.  
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Figure 10. WH pressure and temperature at the 

injection well: friction losses vs Darcy’s 
law for tubing flow. 

It must be pointed out that the approaches followed 
for wellbore-flow simulation can be applied to single-
phase flow when flowing conditions evolve smoothly 
and acceleration pressure losses can be neglected. 
Rapid changes in flow rate, when high compressible 
fluids are present, cannot be handled in a reliable 
way, and a true wellbore flow approach needs to be 
applied, as done by Pan et al. (2009) for the ECO2N 
EOS module of the TOUGH2 simulator.  

CONCLUSIONS 

TMGAS, a new EOS module developed for the 
TOUGH2 V.2.0 reservoir simulator, has been used to 
model injection at a well-sector scale of an acid-gas 
mixture into a high-pressure undersaturated sour oil 
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reservoir. At the reservoir conditions modeled, the 
acid gas is fully miscible with the sour oil, which can 
then be completely displaced. One-dimensional radial 
simulation of constant rate injection shows the devel-
opment of three distinct fronts traveling at different 
speed from the injection well into the reservoir: the 
oil-gas displacement, the dryout, and the thermal 
fronts. The dryout front corresponds to the complete 
evaporation of connate brine by the injected dry acid 
gas. NaCl concentration and precipitation of halite 
occurs close to the dryout front, with only minor 
effects on formation permeability. As already shown 
in previous work (Giorgis et al., 2007) dealing with 
the GHG injection in gas reservoirs, the immobile 
AQ phase originally in place prevents any localized 
vaporization and halite precipitation. The simulation 
also suggests that a reliable evaluation of injection 
pressure requires nonisothermal effects to be taken 
into account.  
Two-dimensional radial simulations of acid-gas 
injection and oil production at a well-sector scale are 
performed to simulate the flow within the injection 
tubing and the reservoir flow in a coupled fashion— 
to evaluate, in a realistic way, the evolution of 
wellhead pressure as a function of time. Because of 
the high horizontal pressure gradient between the 
injection well and the lateral boundary where oil 
extraction takes place, density-driven flow is negligi-
ble in the reservoir, and the suite of processes 
described with the 1D simulation apply to the 2D 
simulation as well. At the relatively high injection 
pressure simulated (10 kg/s), temperature transients 
within the tubing are limited, and injection BHT is 
nearly constant around values close to the injection 
WHT. Because both temperature and pressure affect 
the fluid density and then the hydrostatic head term, a 
reliable modeling of transient tubing flow is manda-
tory for WHP evaluation. An attempt to improve 
tubing flow calculation within the TOUGH2 simula-
tor has been made by calculating the friction losses 
with the conventional equation for turbulent flow in 
cylindrical conduits, in a modified version of subrou-
tine MULTI. Results obtained are in good agreement 
with the calculations performed using Darcy’s law, 
provided that the correct equivalent tubing vertical 
permeability is used. 
 
TMGAS successfully accomplished the challenging 
simulation of acid-gas-mixture injection into a sour 
high-pressure oil reservoir, accounting for noniso-
thermal, compositional, brine evaporation, and halite 
precipitation processes. 
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ABSTRACT 

This paper presents a numerical modeling of CO2 
geological storage in a deep saline aquifer directly 
connected to an overlying, shallow, potable water 
aquifer by a leaky abandoned well. The objective of 
such modeling is to assess the complete path of 
migration for supercritical CO2, from the injection 
storage zone to the shallow aquifer. Because of 
density differences, the CO2 migrates upwards 
through the leaky well, approximated as a 1D vertical 
porous medium. 
 
Estimates are obtained of the CO2 migration rate and 
CO2 amounts arriving as a free gas state, dissolving 
first in the storage waters and then in the water of the 
overlying aquifer. Also assessed are the impacts on 
water quality in terms of chemical composition and 
mineral phase representative of the porous rock, by 
estimating fluid-rock interactions in both aquifers. To 
perform such estimates, we used the reactive 
transport code TOUGHREACT. Specific local grid-
mesh refinement techniques for this code have been 
developed to reduce numerical dispersion near 
injection and leaky wells.  
 
Finally, one case study is presented using the Paris 
Basin context. The Dogger formation is considered as 
the geological target for storage. This geological 
formation has been extensively used for geothermal 
purposes and is now under consideration as a target 
for the French national program of greenhouse gas 
emission reduction and CO2 geological storage. The 
Albien Aquifer, situated above the Dogger Aquifer, 
may therefore be considered as one of the potable 
water aquifers potentially impacted by leaky CO2 in 
case of integrity failure. Simulations presented in this 
study aim at helping in defining guidelines and 
selecting criteria with respect to environmental risks. 

INTRODUCTION 

In the context of carbon dioxide geological storage, 
potential leakage of CO2 back into the atmosphere, 
while considered unavoidable in the long term, is 
acceptable if it is small enough—that is, less than 1% 
of the stored volume (Hepple and Benson, 2003). 
Investigations of CO2 leakage through abandoned 
wells have been extensively performed by means of 
analytical or semi-analytical solutions, and applied to 

(for example) the province of Alberta, Canada, where 
the density of wells is particularly high (Nordbotten 
et al., 2005). Such well leakage models serve as 
inputs for certification framework and risk analysis 
(Oldenburg et al., 2009). 
  
Numerical modeling offers an alternative method for 
risk assessment, including a better description of the 
geological features and also a coupling between 
hydrological, thermal, and geochemical processes. 
But numerical modeling performance is limited by 
mesh resolution and time of calculations. Benchmark 
studies provide a way to evaluate codes performance 
and precisions. So far, two main studies have been 
conducted in the context of carbon capture and 
storage (CCS), providing the pertinent status of 
actual code performance (Pruess et al., 2004; Class et 
al., 2009). Our contribution to the benchmark study 
proposed by Class et al. (2009) and using TOUGH2 
is described in this paper. Local grid refinement 
(LGR) was essential for successfully fitting the 
proposed analytical solution. Three-dimensional 
visualization-tool implementation became crucial for 
easily handling output files from a TOUGH2 run.  
 
We extend our domain application from this 
benchmark experience to a case study of potential 
leakage through an abandoned well, considering the 
Dogger Aquifer (Paris Bassin, France) as the storage 
target. The assumed leaky well is connected to an 
overlying freshwater aquifer (Albien Formation). The 
geochemical impact on water quality is assessed 
using the geometrical configuration developed for the 
benchmark study, and using TOUGHREACT for 
reactive transport modeling of the simulated leakage, 
utilizing a pertinent data set for implementing the 
hydrogeological and hydrogeochemical properties of 
the 3D model. 

WORKFLOW  

The need for 3D model geometry and a fluid-flow 
run execution of heterogeneous media is of great 
importance when simulating carbon dioxide injection 
into saline aquifers at the basin scale. Developments 
of a GUI (Graphical User Interface) for handling 
TOUGH2 and TOUGHREACT simulation runs have 
been already investigated by several authors (Sato et 
al., 2003; Burnell et al., 2003; Alcott et al., 2006; 
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Pan, 2008). The main advantage of these GUIs are 
the very user friendly interface supplied for 3D 
model elaboration, the gridding options (Voronoï 
mesh generation), and the postprocessing 
visualization. On the other hand, one main drawback 
of these GUIs is the lack of flexibility, because of the 
integrated aspect of the tool, meaning that in case of 
slight modifications, the GUI user is strongly 
dependent on the GUI developers. Therefore, an 
ensemble of modules coded in Fortran (and therefore 
easily modifiable to a specific requirement) that are 
able to create, execute, and postprocess TOUGH2 
and TOUGHREACT models has been developed for 
CCS purposes (Chiaberge, 2009; Audigane et al., 
2009). The main objective is to provide modules able 
to use input and output files from a 
TOUGH2/TOUGHREACT run. 
 

 

Figure 1. Workflow chart description for handling 
TOUGH2 and TOUGHREACT models 

The chart description of the modules represented in 
Figure 1 summarizes the 15 modules developed for 
elaborating the workflow. The gridding elaboration is 
limited to a Cartesian mesh, but LGR, coarsening, 
and inactive cell options can be managed. Outputs are 
provided in Tecplot (http://www.tecplot.com/) or 
Paraview (http://www.paraview.org/) format. 
Heterogeneous property assignment is managed for 
both hydrodynamics and geochemical processes. So 
far, the workflow has been tested with the ECO2N, 
EOS7C, and EOS3 modules. A direct application 
with the ECO2N module is presented in the next 
section. Every module is described in the User’s 
Manual in Chiaberge (2009) or in Audigane et al. 
(2009). 

BENCHMARK (STUTTGART UNIVERSITY) 

University of Stuttgart recently submitted a problem-
oriented benchmark assessing code performance for 
CCS modeling (Class et al., 2009). Three exercises 
on modeling multiphase hydrodynamics have been 
proposed. We participated in Problem 1.1, dedicated 

to “CO2 plume evolution and leakage through an 
abandoned well.” 

Problem 1.1 Description 
Problem 1.1 aimed at determining the CO2 flux rate 
of a leaky abandoned well simulated as a porous 1D 
vertical medium, situated 100 m from the injection 
point (Figure 2). The lateral extension of the model is 
1,000×1,000 m. 

 
Figure 2. Benchmark Problem 1.1 description 

(Class et al., 2009) 

Aquifer and aquitard hydrodynamic parameters are 
simplified in order to compare simulation results with 
the semi-analytical solution (Nordbotten et al., 2005). 
The aquitard is assumed to be completely 
impermeable, and permeability and porosity is 
homogeneous for both aquifers. The storage zone is 
considered deep enough (~3,000 m) to keep the 
density and viscosity of water and CO2 constant and 
independent of pressure and temperature. Capillary 
pressure is neglected, and relative permeability 
models are assumed linear. 

Mesh 

 

Figure 3. 3D Mesh built with the workflow for 
Problem1.1 of the Stuttgart Benchmark 

To build up the model, we first create a 3D grid with 
the MESHMAKER tool provided by TOUGH2. 
This 3D grid includes the storage aquifer and the 
overlying aquifer, as well as the impermeable 
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aquitard. Then, using the LGR module (Figure 1), we 
refined locally around the leaky well for the entire 
domain, and around the injection well inside the 
storage aquifer exclusively. Finally, using the 
Activecell module, we removed all the gridblocks 
defining the aquitard domain except those located at 
1 m around the leaky well. Mesh2Visu allows the 
visualization of the final 3D grid mesh (Figure 3). 
Using the Init_p_t module, we initialized the 
pressure for the entire system (temperature is 
assumed constant for this exercise). Constant 
hydrostatic pressure was imposed on each side of the 
grid with the module Volinf. 

Comparison with analytical solution 
Flow rate inside the leaky well is estimated according 
to the percentage of leaky CO2 rate versus the 
injected rate. A comparison between the TOUGH2 
simulation results and a semi-analytical solution 
shows good agreement (Figure 4).  
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Figure 4. Comparison between TOUGH2 run and 

semi-analytical solution for the leaky rate 
in Problem 1.1 of the Stuttgart Benchmark 

Results differ mainly because of the grid resolution 
and associated numerical dispersion, which becomes 
crucial near the wells. The main difference is 
observed in the maximum rate, which is predicted 
earlier with the semi-analytical model. More 
explanations and results from other codes can be 
found in Class et al. (2009). 

APPLICATION TO PARIS BASIN 

Our main concern in this study is the dissolution of 
minerals in the aquifer induced by the lowering of the 
pH, a lowering directly connected to the ingress of 
CO2 in the system. Indeed, after being injected, 
supercritical CO2 will dissolve in the brine to produce 
H+ ions and therefore decrease the pH in the system. 
At the same time, this release of H+ is buffered by the 
dissolution of minerals, mainly carbonates. This brine 
enriched with CO2, in combination with supercritical 
CO2 is intended in our scenario to leak through the 

1D porous-medium column to reach the overlying 
freshwater aquifer. The mineralogical composition of 
this impacted aquifer is therefore crucial for correctly 
estimating which elements may possibly be released 
during the arrival of CO2 and dissolved CO2 in fresh 
water. 

Geological context 
The intracratonic Paris Basin (France) was a quasi-
continuous subsidence and sedimentary site during 
Mesozoic time. It is made up of a maximum of 3 km 
in indurated sediments from the Triassic to the 
Tertiary, resting on a basement (Guillocheau et al., 
2000). This complex, multilayered aquifer system 
provides two suitable aquifers (Triassic and Dogger) 
for large-scale CO2 storage in a deep saline aquifer. 
In this study, we consider CO2 injection into the 
Dogger Aquifer and observe the impact of leakage on 
the Albian fresh groundwater. The study area is 
located in southeast of the Paris Basin (Figure 5).  
 

 
Figure 5. Site localization and geological units of 

the northern part of France.  

Hydrogeology 
The aquifer investigated for CO2 storage is in the 
Middle Jurassic (Dogger) aquifer in the center of the 
Paris Basin, at a depth of 1,500–2,000 m. This 
aquifer, exploited for geothermal and petroleum 
resources, is mainly composed of carbonates. 
Sedimentary studies of this aquifer (Rojas et al., 
1989) show that the most permeable facies, the 
oolitic limestone, retains or even increases its initial 
porosity by fracturing and dissolution. The 
groundwater in the Dogger, recharged by meteoric 
water, flows from the east and southeast to the center 
of the Basin. Wei et al. (1990) estimated, by 
modeling, the Darcy average horizontal velocity in 
the Dogger, to be on the order of 0.33 m.y-1, in the 
southern area of Paris. 
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The Albian confined aquifer, a sandy, multilayered 
aquifer. covers an area of about 75 000 km2 in the 
Paris Basin (Raoult et al. 1997). An upward vertical 
flow from the Neocomian aquifer (up to 24%), 
located under the Albian aquifer, has been measured 
in the Paris area. Nevertheless, in the present area of 
interest, vertical flow is not significant and not 
considered in the model. The Cenomanian Chalk 
Aquifer, located above the Albian aquifer, does not 
contribute to its recharge.  

Hydrogeochemistry 
The aquifer is mainly composed of quartz, 
glauconite, kaolinite, muscovite, carbonates (siderite, 
calcite, dolomite), phosphates, barite, and pyrite 
(Mégnien 1980).The Albian waters present several 
chemical compositions according to their recharge 
origins, with some constant characteristics. Albian 
waters are anoxic with high concentrations of Fe, pH 
around 7 and low mineralized (0.3 to 0.6 g/L). The 
present study is based on average chemical 
composition measured in the study area. 
 
The Neocomian aquifer, above the Albian confined 
aquifer, is characterized by high concentrations of Na 
and Mg, as well as F and Sr. The influence of 
Neocomian waters on the Albian waters is observed 
for the NW Paris area, but not in the study area, 
confirming the absence of vertical flow (Raoult et al. 
1997). 

Numerical modeling 
Flow modeling 
In the model, we consider only the oolithic limestone 
to be the productive layer of the Dogger aquifer. The 
Albian multilayer aquifer is represented as a 
homogeneous layer formation (Vernoux et. 1997), 
because the aquitards are not continuous. Injection of 
CO2 is simulated into the Dogger Aquifer, 
represented as a horizontal formation with a thickness 
of 30 m and an area of 5 by 5 km, at a representative 
depth of 1525 m. The Albian Aquifer is also 
represented as a horizontal formation 80 m thick, 
with an extension of 3 by 3 km at 625 m deep. The 
abandoned well is simulated as a 1D porous media 
connecting the two aquifers, located 100 m away 
from the injection well, with a horizontal area of 5 by 
5 m and a length of 820 m. Mesh refinement has been 
applied with inactivation of the cap-rock gridblocks 
to build up a 3D model of the scenario with 5326 
mesh elements (Figure 6). Hydrogeological 
parameters chosen for each formation are 
summarized in Table 1. 

Table 1. Hydrogeological parameters 

 Dogger Albian Leak 
Pressure (bar) 57 150 gradient 
porosity 0.12 0.2 0.15 
K (m²) 6.67E-13 1E-9 1E-8 

Pressure and temperature gradients, applied to initiate 
calculations though simulation runs, are performed in 
an isothermal mode in the following (Figure 7). 
Temperature at the top of the Dogger fm. corresponds 
to the isotherm measured in the considered area 
(Brosse et al., 2007), while for the Albian formation 
it was determined from measured temperatures. 
  
Log temperature was based on geothermal gradients 
of 3°C/100 m for Albian aquifer and 4°C/100 m for 
Dogger aquifer. A hydrostatic pressure was 
initialized using a pressure value at the top of the 
Albian formation of 57 bar.  
 

The Albian aquifer

The Dogger aquifer

Leaking zone

Injection well

 

Figure 6. 3D mesh representation for modeling 
leakage from the Dogger Aquifer to the 
Albian formation. through an abandoned 
well simulated as a 1D porous media 

Multiphase hydrodynamic parameters are more 
difficult to constrain. We use a conventional van 
Genuchten model with the Sleipner field parameters 
(Utsira sandstone) to describe relative permeability 
and capillary pressure curves (Table 2). 
 

Table 2. Multiphase hydrodynamics parameters 

Relative permeability (Van Genuchten ) 
λ =1 -1/n 0.63 
Residual liquid phase saturation (Slr) 0.05 
Liquid phase saturation (Sls) 1.0 
Irreducible gas saturation (Sgr) 0.2 
Capillary pressure (Van Genuchten) 
λ =1 -1/n 0.63 
Residual liquid phase saturation (Slr) 0.05 
Po (Pa) 1400 
Initial liquid phase saturation (Sls) 1.0 
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Geochemical Batch modeling 
The first step involves elaborating a geochemical 
system representative of each aquifer according to 
measured data, for describing the mineralogical and 
aqueous-phase compositions of each media. All 
chemical elements likely to have a quantitative 
influence on dissolution or precipitation reactions 
have to be taken into account. To constrain the 
geochemical model, we need iterative procedures 
between modeling assessment and calibration with 
measured data compiled in the literature. 
 
The initial geochemical conditions for the three 
domains were determined using the following 
different assumptions: 

- Since the Dogger fm. is mainly composed of 
calcite (until 99%), other minerals are neglected 
as a first stage in the study. Water analysis from 
Rojas et al. (1989) is used for constraining the 
composition of the brine (Table 3). 

- The equivalent mineralogy of the Albian 
formation (Table 3) was determined using 
Phreeqc. These calculations were made using 
analysis of water from several wells located in the 
study area, to simulate a water composition 
similar to the mean of the observed chemical 
compositions (Table 3).  

- The leaky abandoned well defined as a 1D porous 
column is composed of a similar chemical 
composition to the Albian for the aqueous phase 
without any solid-phase minerals (Table 3). 

Table 2. Chemical composition of the solid and liquid 
phase for the three domains 

 Dogger Albian Leak 
range Temp. (°C) 65 – 66.2 30-32.4 32.4-65 
pH 6.7 7.36 7 
pCO2 (bar) 0.183 0.0141 0.0141 
Salinity (g.kgw-1) 5 1 1 
Minerals (Vol %)    
Calcite 100 19.2 - 
Glauconite - 14.43 - 
Quartz - 49 - 
Siderite - 2.18 - 
Kaolinite - 15.23 - 
Pyrite - 0.5 - 
Elements (mol/kgw)    
[Ca] 2.26e-3 1.54e-3 1.54e-3 
[Na] 7.74e-2 8.65e-5 8.65e-5 
[Fe] 1.60e-5 3.01e-5 3.01e-5 
[CO2aq] 7.48e-3 3.11e-3 3.11e-3 
[Cl] 6.96e-2 8.58e-5 8.58e-5 
[Mg] - 1.01e-4 1.01e-4 
[K] - 5.93e-5 5.93e-5 
[SiO2aq] - 9.40e-5 9.40e-5 
[Al] - 8.74e-9 8.74e-9 
[SO4

2-] - 3.02e-4 3.02e-4 
 

In the simulation, calcite siderite dissolution and 
precipitation are considered at equilibrium, while for 
the others minerals, kinetic parameters are taken into 
account according to the rates and kinetic laws 
proposed by Palandri and Kharaka (2004). 

Reactive transport modeling 
Injection is conducted with a rate of 9 kg/s (0.3 Mt/y) 
over the entire thickness of the Dogger fm. divided 
into three cells (3 kg/s by cell). We keep the system 
open by imposing constant pressure at the lateral 
boundary of both aquifers. No regional flow is 
assumed in the first stage of the study. Since the 
lateral extension is limited to 2.5 km away from the 
injection point, the impact of a close boundary 
condition may play a role in the flow system (see 
discussion in Nordbotten et al., 2005). Therefore, we 
limit the scenario to a 5-year injection period. 
  
According to this scenario, supercritical CO2 reaches 
the Albian formation after 90 days (Figure 7) at a 
flow rate of 0.2 kg/s, which rises to 1.38 kg/s after 5 
yrs at the end of the simulation. CO2 intrusion is 
accompanied by water with a flow rate decreasing 
from 0.028 kg/s after 90 days to 0.004 kg/s after 5 
years. After 5 years of injection, the lateral extension 
of the gas bubble in the Dogger fm. reaches ~1,300 m 
around the injection point, in which a few tens of 
meters are completely flushed by dried supercritical 
CO2. 
 

Injection well

Leaking way

The Dogger aquifer

The Albian aquifer

 
Figure 7. Gas-phase saturation after 90 days  

The gravity effect and the impact of vertical 
permeability are clearly visible in both aquifers. In 
the Dogger fm., the CO2 injection rate is high enough 
so that the gas phase lighter than the brine reaches the 
top of the formation, forming a reverse bell shape 
envelope of gas where CO2 dissolves (Figure 8). On 
the opposite, when the gas phase slowly migrates 
through the leaky zone and enters the Albian aquifer, 
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only the 1D vertical column is invaded by the gas. 
Because the permeability is much higher in the 
Albian formation, the enriched CO2 liquid phase, 
heavier than the brine, drops down to the bottom of 
the Albian aquifer faster than the upward migration 
of the gas (Figure 8). 
 

 
Figure 8. Dissolved CO2 (in mol/kgw) after 5 years  

 
During its upward migration, CO2 density is modified 
as pressure and temperature of the system is 
correlated to depth. From these calculations, CO2 is 
injected under supercritical conditions into the 
Dogger before switching progressively to a gas state 
at the Albian depth (Figure 9). 
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Figure 9. CO2 phase states for Dogger fm. and 

Albian formation based on data from 
Brosse et al. (2007); André et al. (2007); 
Vernoux et al. (1997). 

The decrease in pH precisely follows the dissolved 
CO2 pathway; after 5 years of injection, the extension 
of pH in the lowering zone reaches about 1 km 
around the leaky well in the Albian formation (Figure 
10). 
 
Looking at the geochemical modifications in the 
aqueous and solid phases of the system, at the exit 

point of the leaky well in the Albian formation, 
provides information on the correlation between gas 
saturation arrival and pH buffering (from 7.3 to 4.9), 
along with dissolution of CO2 in the aqueous phase 
(from 3 mmol/kgw to 1.36 mol/kgw) (Figure 10). 

 
Figure 10. Aqueous concentrations (Ca, Fe in 

mol/kgw) and pH in Albian formation 
after 5 years 

 

The solution becomes undersaturated with regard to 
most of the minerals contained in the Albian aquifer 
(and initially in equilibrium with the chemical 
elements), owing to the dissolution of solid phases, 
affecting porosity, permeability, and chemical 
composition modifications in the water formation. 
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Figure 11. Evolution of mineral phases during CO2 

arrival in the Albian formation (cell at the 
top of the leaking well) during CO2 
leakage. 
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Figure 12. Calcite and kaolinite variation after 5 yr in 

Albian formation (in mol/m3 of porous media) 
 
As can be observed in Figure 11, calcite and 
glauconite start to dissolve at the CO2 intrusion point, 
with a high and rapid impact on the concentrations of 
calcium and iron. Figure 12 shows that calcite 
dissolution is mainly localized above the intrusion 
point, with small impact around it. Indeed, in the first 
cell, localized just above the leaky well, calcium 
concentration increases from 1.72 to 41.7 mmol/kgw 
and iron concentration increases from 16.10 to 
831 µmol/kgw, which is significant. In fact, iron is 
not a health concern at concentrations normally 
observed in drinking water, but the taste and 
appearance of water are affected below the health-
based value (WHO). In France, health guidelines for 
iron are set to 3.6 µmol/L. In the Albian aquifer, 
groundwaters are naturally above this value, and they 
are already submitted to water treatment. Siderite 
precipitates over time around the intrusion point, with 
little impact on iron concentration variation.  
 
Whereas carbonate chemistry and formation of an 
acid plume due to leakage of CO2 is well understood, 
glauconite (phyllosilicate group) dissolution 
mechanisms are not, and they could play a prominent 
part in the Albian chemical impact. Dissolution rates 
for the glauconite were evaluated in Palandri and 
Kharaka (2004);  this entailed a mineral dissolution 
assumed fast enough to be rapidly in equilibrium 
with a fast release of iron and siliceous rock, 
touching off the precipitation of kaolinite and quartz 
around the intrusion point (Figure 12).  
 
A change in redox conditions causes pyrite 
dissolution, which releases iron and sulphate 
elements. Arsenic is often associated with pyrite, and 
this dissolution of pyrite could impact water quality 
by releasing the associated arsenic. The impact of 
CO2 intrusion on water quality will be characterized 
to quantify the potential environmental impact of 
CO2 leakage on fresh groundwater. 

The porosity calculated from solid volume changes, 
due to mineral dissolution, increases from 0.2 to 
almost 0.29 and permeability increases from 1.10-9 to 
3.1x10-9m² provoking a considerable increase of the 
flow rate and the amount of CO2 in the system. 
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Figure 13. Evolution of porosity and permeability in 

Albian formation. (cell at the top of the leaking 
well) during CO2 leakage. 

CONCLUSION 

We conducted a modeling study of the geochemical 
impact on fresh groundwaters of a CO2 intrusion 
during geological storage. This work provides a 3D 
model including (i) the storage saline aquifer, (ii) the 
impacted overlying aquifer containing freshwaters 
and (iii) a leaky abandoned well, represented as a 1D 
porous column. Mesh refinement techniques and 
specific 3D pre- and postprocessing tools have been 
developed specifically for this numerical modeling 
study with TOUGHREACT. 
 
We applied our model to the carbonate saline Dogger 
Aquifer as a storage reservoir in the Paris Basin, and 
the Albian formation as a fresh groundwater aquifer. 
The main geochemical process simulated was 
acidification of groundwater due to CO2 dissolution, 
inducing Albian minerals dissolution and element 
release. Specific attention was paid to iron, originally 
present in high concentrations in the geochemical 
aqueous system. Estimates of increasing element 
concentrations were presented, simultaneously with a 
direct control of the injection procedure.  
 
Iron mobilization remains very high in our system, an 
issue that needs further investigation. Reduction in 
oxidation levels can also control the mobilization of 
potential trace elements such as arsenic, known to be 
associated with pyrite in various quantities, according 
to the geological settings. In our model, we did not 
take into account trace elements, or adsorption and 
desorption processes via surface complexation, which 
can play a very important role in potential toxic 
mobilization caused by CO2 intrusion (Kharaka et al. 
2006; Birkholzer et al., 2008). This will be added in 
the future part of this work. 

152 of 634



 - 8 - 

  

REFERENCES 

André, L, Audigane P; Azaroual M, Menjoz A.. 
Numerical modeling of fluid-rock chemical 
interactions at the supercritical CO2-liquid 
interface during CO2 injection into a carbonate 
reservoir, the Dogger aquifer (Paris Basin, 
France) Energy Conversion and Management, 
48(6), 1782-17972007 

Audigane, P., Chiaberge Ch., Mathurin F., Lions J., 
Picot G., A workflow for handling heterogeneous 
3D model with TOUGH2 code’s family: 
application to numerical modeling of CO2 
geological storage, submitted to Comp. & Geosc., 
2009. 

Alcott, A., Swenson D., Hardeman B. Using 
PETRASIM to create execute and post-process 
TOUGH2 models, in Proceedings of TOUGH 
Symposium, Berkeley, California, USA, May 15-
17, 2006 

Birkholzer, J., Apps, J. Zheng, L. Zhang, Y. Xu, T. 
Tsang., C. Water Quality Effects Caused by CO2 
Intrusion into Shallow Groundwater Lawrence 
Berkeley National Laboratory Technical Report 
No. LBL 60000, 450 p, 2008 

Burnell, J.G., S.P., White, K. Osato, and T. Sato, 
GeoCad, a pre and post-processor for TOUGH2, 
in Proceedings of TOUGH Symposium, Berkeley, 
California, May 11-14, 2003 

Brosse É., Hasanov V., Bonijoly D., Garcia D., et al., 
The PICOREF project : Selection of geological 
sites for pilot CO2 injection and storage in the 
Paris Basin, 1st French-German Symposium on 
Geological Storage of CO2, Potsdam, June 21st 
and 22nd, pp 36-37, 2007 

Chiaberge, Ch., Audigane, P., Manuel d’utilisation 
des outils de pre et post processing pour la 
modélisation de stockage géologique de CO2 avec 
les logiciels TOUGH. Brgm Report RP57457, 50 
pp 2009 

Class, H., A., Ebigbo, R., Helmig, H. K., Dahle, J. M. 
Nordbotten, et al., A benchmark study on 
problems related to CO2 storage in geologic 
formations, Computational and Geosciences, DOI 
10.1007/s10596-009-9146-x, 2009 

Guillocheau F., Robin C., Allemand P., et al., Meso-
Cenozoic geodynamic evolution of Paris Basin: 
3D stratigraphic constraints. Geodyn. Acta vol. 
13: pp. 189-246, 2000 

Hepple, R. P., and S. M. Benson, Implication of 
surface seepage on the effectiveness of geological 
storage of carbon dioxide as a climate change 
mitigation strategy. In Proceedings of the Sixth 
International Greenhouse Gas Technologies 
Conference, Kyoto, Japan, October 1-5, 2002; 
Gale, J., Kaya, Y., Eds.; Pergamon; Vol. I, pp 
261-266, 2003 

Kharaka, Y.K., Cole, D.R., Hovorka, S.D., Gunter, 
W.D., et al. Gas-water-rock interactions in Frio 

Formation following CO2 injection: Implications 
for the storage of greenhouse gases in 
sedimentary basins. Geology 34, 577-580, 2006 

Mégnien, C., Mégnien L., Synthèse géologique du 
Bassin de Paris. Stratigraphie et paléogéographie. 
Mémoire BRGM n°101-102-103, Orléans, 
France. 1980 

Nordbotten, JM; Celia, MA, Bachu, S., Dahle, H.K., 
Semianalytical solution for CO2 leakage through 
an abandoned well, Environmental Science & 
Technology, Vol. 39, pp 602-611, 2005 

Oldenburg, C.M., S.L. Bryant, and J-Ph. Nicot, 
Certification framework based on effective 
trapping for geologic carbon sequestration, 
International Journal of Greenhouse Gas Control, 
Vol. 3, pp 444-457, 2009 

Palandri, J., Kharaka, Y.K., A compilation of rate 
parameters of water–mineral interaction kinetics 
for application to geochemical modeling. US 
Geological Survey Open File Report 2004-1068, 
64 p, 2004 

Pan, L., User information for WINGRIDDER 
Version 3.0, Lawrence Berkeley National 
Laboratory Report LBNL-273E, University of 
California, p 76, 2008 

Pruess, K; Garcia, J; Kovscek, T, et al., Code inter-
comparison builds confidence in numerical 
simulation models for geologic disposal Of CO2, 
Conference Information: 6th International 
Conference on Greenhouse Gas Control 
Technologies, 1-4 Oct. 2002, Kyoto Japan, 
Energy, Vol: 29, Issue: 9-10, pp: 1431-1444, 2004 

Raoult, Y., Boulègue, J., Lauverjat, J. Olive, P., 
Geochemistry of the Albian aquifer in the Paris 
Basin area contributes to understanding complex 
hydrogeological behaviour. Comptes Rendus de 
l'Académie des Sciences - Series IIA - Earth and 
Planetary Science, vol 325, n°6, pp. 419-425, 
1997 

Rojas J., Giot D., Le Nindre Y.-M, Criaud A., 
Fouillac C. et Lambert M., Caractérisation et 
modélisation du réservoir géothermique du 
Dogger Bassin Parisien, France. Rapport Final. 
BRGM IRG SGN 89, 1989 

Sato, T., K., Ohsato, and T. Shiga, G-StAR-BASE 
(G*BASE)- A data base system for underground 
information and post-processing for TOUGH2, in 
Proceedings of TOUGH Symposium, Berkeley, 
Californian, May 12-14 2003 

Vernoux J.F., Maget P., Afzali H., et al., Synthèse 
hydrogéologique du Crétacé inférieur du Bassin 
de Paris, rapport BRGM DSGR/IDF R39702, 
93p., 1997 

Wei, H.F., Ledoux, E. and Marsily, G.de, Regional 
modelling of groundwater flow and salt and 
environmental tracer transport in deep aquifers in 
the Paris Basin. J. Hydrol., vol 120, pp. 341-358, 
1990 

153 of 634



PROCEEDINGS, TOUGH Symposium 2009 
Lawrence Berkeley National Laboratory, Berkeley, California, September 14-16, 2009 

 - 1 - 

DEVELOPMENT OF A COUPLED REACTIVE FLUID FLOW MODEL 
FOR MINERAL CO2 CAPTURE IN HELLISHEIDI, ICELAND 

 
Edda S.P. Aradottir1,2, Eric Sonnenthal3, Grimur Bjornsson4, Einar Gunnlaugsson2 and Hannes Jonsson1 

 
1 University of Iceland, Saemundargotu 2, IS-101, Reykjavik, Iceland 

2 Reykjavik Energy, Baejarhalsi 1, IS-110, Reykjavik, Iceland 
3 Lawrence Berkeley National Laboratory, 1 Cyclotron Rd, Berkeley CA 94720, USA 

4 Reykjavik Geothermal, Kollunarklettsvegi 1, IS-104, Reykjavik, Iceland 
e-mail: edda.sif.aradottir@or.is 

 
ABSTRACT 

CarbFix, a joint research project of the University of 
Iceland, Reykjavik Energy, Columbia University, and 
CNRS in Toulouse, is aimed at studying the behavior 
of CO2 injected into basalts.   
 
Geochemical modeling plays an important role in the 
project, and TOUGHREACT and iTOUGH2 have 
been used for the development of a coupled reactive 
fluid flow model of the mineral CO2 capture. The  
model is being developed in stages. The first stage 
consisted of defining physical and chemical proper-
ties of the system and developing an internally 
consistent thermodynamic database. In the current, 
ongoing second stage, field data is used to calibrate 
hydrological parameters. Reactive chemistry is then 
coupled to the model, which consequently can be 
used to simulate different scenarios for the CO2 
injection. The third and final stage of the reactive 
fluid flow development consists of validating the 
model by comparing its numerical results to labora-
tory and field data. 

INTRODUCTION 

CO2 mineral storage in basalts may provide a long 
lasting, thermodynamically stable and 
environmentally benign solution to reduce 
greenhouse gases in the atmosphere. CarbFix, a joint 
research project of the University of Iceland, 
Reykjavik Energy, Columbia University, and CNRS 
in Toulouse, is aimed at studying the behavior of CO2 
injected into basalts.  
 
The Hellisheidi geothermal power project, situated in 
the Hengill area, SW Iceland, comprises ideal 
conditions for studying permanent mineral CO2 
storage in basaltic rocks. Reykjavik Energy operates 
the power plant, which currently generates 213 MWe 
and will be expanded to 303 MWe and 133 MWth in 
2010–2011. The power plant currently releases 0.8 
kg/s CO2 of geothermal origin into the atmosphere.  
The CO2 emissions will be captured at the power 
plant and dissolved in water. The CO2-loaded water 
will then be re-injected at intermediate depths (400–
800 m) into relatively fresh basaltic lavas. As the 
CO2-rich and low pH fluid is injected into the basaltic 
host rock, dissolution reactions will take place, 

releasing cations from the basalt into the liquid phase.  
Once the cations are in aqueous form, they can 
immobilize the injected CO2 by reacting with 
dissolved carbon species to form carbonates.  
 
Figure 1 shows a topological map of the planned CO2 
injection site1. The site is located ~ 3 km SW of the 
Hellisheidi power plant. A one-year experimental 
CO2 injection will start at Hellisheidi this fall. During 
the experiment, 0.05–0.07 kg/s CO2 will be injected 
into basaltic rocks. If the experiment is successful, 
full-scale injection could start in 2013–2014. 
 

 
 

Figure 1. Topological map of the CarbFix target 
injection zone, located 3 km SW of the 
Hellisheidi geothermal power plant. 
CarbFix wells are denoted by red bullets 
and well deviation by red lines. 

Geochemical and hydrological modeling plays an 
important role in the project, providing tools to 
predict and optimize long-term management of the 
                                                           
1 Wells at Grauhnukar will not affect this study. They 
serve as re-injection wells for brine from the power 
plant and are cased down to 800 m depth.  
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injection site, as well as to quantify the amount of 
CO2 that can be mineralized.  
 
In this paper, we present development of a reactive 
fluid flow model that simulates hydrology and 
mineral alteration associated with injecting dissolved 
CO2 into basalts. TOUGHREACT (Xu et al., 2005) 
and iTOUGH2 (Finsterle, 1999) are used in the 
model development. 

CONCEPTUAL MODEL 

Figure 2 shows a simplified cross-sectional view of 
the reservoir volume that is in consideration in the 
CarbFix project. 
 

 
Figure 2. Simplified cross-sectional view of the 

CarbFix reservoir volume 

Fresh flood basalts govern the bedrock from surface 
down to 200 m depth. These basalts host a cold (5–
10°C) groundwater system, with the water table 
located at about 100 m depth. This groundwater 
system supplies potable water to nearby 
communities.  

Below the cold groundwater system lies a 200 m 
thick hyaloclstic layer that ranges down to 400 m 
depth. This layer has significantly lower vertical 
permeability than the fresh flood basalts above and 
the CarbFix target injection zone below, and acts as a 
barrier, separating these two systems. 

The target injection zone extends from about 400 to 
800 m depth. It is composed of fresh basaltic lavas 
interbeded with minor hyaloclastic layers/intrusions. 
Highest permeability is encountered between 400 and 
500 m depth, while good permeability is also found 
near the base at 800 m depth.  
 
Permeability drops drastically below 800 m depth. 
This reduction in permeability and changes in secon-
dary mineralogy indicate that the top of the Hengill 

high-temperature geothermal system has been 
reached. 

HYDROLOGICAL CHARACTERIZATION 

The CarbFix project has ten wells at its disposal. HN-
01, HN-02, HN-04, HK-34, HK-26 and HK-31 are 
drilled through the target injection zone. Wells  HK-
12, HK-25, HK-7, and HK-13, however, only pene-
trate the shallow groundwater system. Table 1 gives 
more detailed information on the CarbFix wells. 

 

Table 1. Depth of CarbFix wells and feed zones  
between 400 and 800 m. Wells will be 
used for injection (I), production (P), 
monitoring the shallow groundwater 
system (SM) or monitoring the target 
injection zone (DM). 

Well Depth Feed zone Usage 

HN-01* 1306 600-725 P, DM 
HN-02 1997 520 I, DM 
HN-04** 980 420 DM 
HK-07B 78.7 X SM 
HK-12 138 X SM 
HK-13 137 X SM 
HK-25 300 X SM 
HK-26 855 400 DM 
HK-31 790 400 DM 
HK-34** 801 530 DM 
* Well HN-01 has several small feed zones below 650 
m depth. These are neglected in the model and feed 
zones only assumed to be at 600-650 m depth. 
** Well is deviated. 

Water from well HN-01 will be used for dissolving 
CO2, and the CO2 rich water will then be re-injected 
into well HN-02. The main permeable section in 
HN-02 is located around 520 m depth, so most of the 
injected fluid should enter the reservoir there. Wells 
HN-04, HK-34, HK-31, and HK-26 will serve as  
monitoring wells in the intermediate target injection 
zone. Wells HK-31 and HK-26 are located about 
1750 and 3,000 m downstream from Well HN-02, 
while the main permeable zones in HN-04 and HK-
34 are at about 70  and 300 m vertical distance from 
HN-02. Regional groundwater flow is believed to be 
from NE to SW. Thus, deeper monitoring wells are 
all downstream from the injection well.   
 
The intermediate target injection zone is believed to 
be confined from the cold shallow groundwater 
system by a low-permeable hyaloclastic layer (Figure  
2). This is supported by ~2 days lag in water level 
fluctuations between wells only penetrating the 
shallow system and wells that are drilled through the 
intermediate system. Water level changes in wells 
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HN-04 and HK-13, caused by a 6.3 size earthquake 
in S-Iceland in June 2008, also confirmed this 
separation. Water level in HK-13 rose less than 5 cm, 
whereas water level in HN-04 rose 2 m. The small 
water-level rise in Well HK-13 is normal for a well 
connected to a free surface reservoir, but the 2 m rise 
in HN-04 suggests the well is connected to a confined 
reservoir.  
 
Two tracer tests have been carried out at the injection 
site as part of comprehensive research conducted to 
understand and characterize the nature of the regional 
ground water flow and estimate the reservoir volume 
available for CO2 injection. The tests involve a 
forced-gradient short-scale tracer test using 0.5 kg 
sodium fluorescein and a large-scale natural gradient 
test using 13.8 g sulfur hexafluoride (SF6) and 50 kg 
sodium fluorescein. The short-scale tracer test was 
launched November 13, 2007 and ran until May 26th 
2008. Tracer was injected into Well HN-02 as a slug 
and a gradient forced between HN-02 and HN-04 by 
continuously pumping 6 kg/s into the previous well 
(water from HN-01) and producing 10 kg/s from the 
latter. The short-scale test was followed by a large-
scale tracer test, which was launched on June 10, 
2008, and is ongoing.   
 
A comprehensive chemistry background monitoring 
has been ongoing in the CarbFix target injection zone 
since July 2008. Temperature, pH, alkalinity, 
conductivity, major and trace elements, dissolved 
organic carbon, nutrients, 18O, 13C, dD and 34S 
isotopes have been measured in all CarbFix wells. 
Loggers that continuously measure temperature and 
pressure are also located in all deep wells, as well as 
in three shallow wells. 

BASALT ALTERATION 

Studies from Iceland and Greenland have shown the 
mineralogy associated with basalt alteration to be 
highly affected by CO2 concentration. At low CO2 
conditions, which are (e.g.) typical for low-tempera-
ture (<100°C) geothermal fields in Iceland, alteration 
products are dominated by clay minerals and zeolites, 
calcite and chalcedony and/or quartz (e.g. Walker, 
1960; Kristmannsdóttir and Tómasson, 1978; 
Gíslason et al., 1996; Neuhoff et al., 1999). In 
comparison, secondary minerals commonly associ-
ated with basalt weathering are amorphous Al(OH)3 
and Fe(OH)3, allophane and/or imogolite, opal or 
chalcedony, kaolinite, Mg-Ca-Fe rich smectites and 
amorphous Fe-Ti-Al phases (Crovisier et al., 1987; 
Arnalds, 1990; Wada et al., 1992; Arnalds et al., 
1995).  
 
Low-temperature alteration and weathering of basalt 
is considered to result from interaction of the primary 
rocks with low CO2 waters of meteoric origin (e.g., 
Rogers et al, 2006). Under these conditions, 

amorphous silica, celadonite, smectites, and chlorite 
initially form, but with increasing time, calcite and 
zeolites form as well (e.g. Neuhoff et al., 1999; 
Neuhoff et al., 2006). 
 
Neuhoff et al. (2006) reported results of basalt altera-
tion under elevated CO2 conditions at Nuussuaq, W 
Greenland. There, regional mineralogy (clays and 
zeolites) has been replaced with quartz and carbon-
ates, the latter being dominantly Fe-Mg carbonates 
and Mg-Ca carbonates, and at later stages, also 
calcite.   

GEOCHEMICAL DATA 

TOUGHREACT requires vast amount of thermody-
namic and kinetic data for aqueous species, minerals, 
and gases. Effort was put into updating mineral reac-
tions in the database, providing an internally consis-
tent database suitable for mineral reactions of interest 
for this study.  

Thermodynamic data 
The EQ3/6 V7.2b database (Woolery, 1992) is the 
primary source for equilibrium constants used in this 
study. However, thermodynamic properties of several 
minerals relevant to this study have been revised or 
added to the database. All revisions were generated 
by SUPCRT92 (Johnson et al., 1992) to ensure 
consistency with unmodified equilibrium constants. 
Thermodynamic properties of zeolites (analcime, Ca-
mordenite, Ca-stilbite, Ca-chabazite, heulandite, 
laumontite, mesolite, scolecite and thomsonite) were 
generated based on the work of Neuhoff (2000). 
Thermodynamic properties of kaolinite, magnesite, 
calcite, dolomite, siderite, Fe-celadonite and Mg-Fe 
smectite were revised after Holland and Powell 
(1998), whereas data from Stefansson and Gislason 
(2001) was used to calculate thermodynamic proper-
ties of allophane and imogolite. The thermodynamic 
properties of phyllosilicates (chlorite, Mg-Fe smectite 
and Ca-Mg-Fe smectite) and carbonate solid 
solutions (Fe-Mg carbonate) were calculated using 
data  from Stefansson (2008), whereas Majzlan et al. 
(2000) was used to calculate the thermodynamic 
properties of iron hydroxide.  

Kinetic data 
In the present study, dissolution and precipitation are 
described using the following general rate expression, 
which is based on transition state theory (Lasaga et 
al., 1994; Steefel and Lasaga, 1994). 
  

 1
Q

r kA
K

ηθ⎡ ⎤⎛ ⎞= −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

    (1)  

where r is rate of dissolution or precipitation, k is the 
temperature dependent rate constant, A is the specific 
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Mineral* A Parameters for kinetic rate law
(cm2/g) Neutral mechanism Acid mechanism Base mechanism

k25(mol/m2/s) E (kJ/mol) k25 E n (H+) k25 E n (0H-)
Kaolinite 108.7 6.981E-14 22.2 4.898E-12 65.9 0.777 8.913E-18 17.9 -0.472
Magnesite 9.1 4.571E-10 23.5 4.169E-07 14.4 1
Dolomite 9.1 2.95E-08 52.2 6.46E-04 36.1 0.5
Siderite 9.1 1.260E-09 62.8 6.457E-04 36.1 0.5
Mg-Fe carbonate 9.1 1.260E-09 62.8 6.457E-04 36.1 0.5
Chlorite 9.1 1.260E-09 62.8 6.457E-04 36.1 0.5
Celadonite 151.6 1.660E-13 35.0 1.047E-11 23.6 0.34 3.020E-17 58.9 -0.4
Fe celadonite 151.6 1.660E-13 35.0 1.047E-11 23.6 0.34 3.020E-17 58.9 -0.4
Mg-Fe smectite 151.6 1.660E-13 35.0 1.047E-11 23.6 0.34 3.020E-17 58.9 -0.4
Ca-Mg-Fe smectite 151.6 1.660E-13 35.0 1.047E-11 23.6 0.34 3.020E-17 58.9 -0.4
Zeolites** 145 1.585E-12 58.0
*Allophane, imogolite, Fe hydroxide, Al hydroxide, calcite and chalcedony react under equilibrium
**Assumed to be equal to heulandite parameters for all zeolites

reactive surface area, K is the equilibrium constant 
for the dissolution/precipitation reaction taking place, 
and Q is the reaction quotient; θ and η must be 
determined by experiment, but are often set to unity. 
 
Since dissolution and precipitation of minerals are 
often catalyzed by H+ (acid mechanism) or OH- (base 
mechanism), the rate constant in Equation (1) is the 
sum of three mechanisms: 
 

 H

OH

25 nu
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25 H
H H
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OH OH

1 1exp
298.15
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E
k a

R T

E
k a

R T

−⎡ ⎤⎛ ⎞= −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
−⎡ ⎤⎛ ⎞+ −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
−⎡ ⎤⎛ ⎞+ −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

 (2) 

 
where nu, H and OH denote neutral, acid, and base 
mechanisms, respectively. E is activation energy, k25 
the rate constant at 25°C, R the gas constant, T 
absolute temperature and a activity of a species. Here, 
θ and η have been set to unity.  
  
Gislason and Oelkers (2003) measured basaltic-glass 
dissolution kinetics far from equilibrium at  
temperatures ranging from 6 to 300°C and pH 
between 1 and 11. The resulting rate law describing 
basalt glass dissolution is: 
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 (3) 

 
where Ageo=250 cm2/g, kgeo = 10-5.6 and EA=25.5 
kJ/mol. Unfortunately, the current release of 
TOUGHREACT does not support this type of rate 
law so it had to be approximated, using the option of 
varying reaction rate with pH (Xu et al., 2005).  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Parameters used for the kinetic rate expression are 
given in Table 2. Rate constants for dissolution and 
precipitation reactions for minerals other than basaltic 
glass were taken from Palandri and Kharaka (2004). 
Mineral reactive surface areas are taken from Xu et 
al. (2007). All zeolites are assumed to have the same 
rate law parameters as heulandite. Allophane, 
imogolite, iron hydroxide, aluminum hydroxide, 
calcite and chalcedony are assumed to react at 
equilibrium.  

CARBFIX FIELD MODEL DEVELOPMENT 

Model setup 
Figure 3 shows the geographical location of the 
CarbFix field model. The model lies in the direction 
of the regional groundwater flow which, as previ-
ously stated, is believed to be from NE to SW. 
 
The CarbFix field model is 3000×1500×600 m in 
size, covering all wells in the target injection zone 
except HK-13 and HK-07B. The mesh is horizontal, 
except around Well HN-2, where it is radial to get a 
reasonable distribution of injected fluids and chemi-
cals (Figure 4). Elements close to the injection well 
are small (<1 m radius), but their size gradually 
increases as they move away from the well. Total 
elements is 52,488; connections are 156,772.  
 
The model consists of nine layers, from 300 to 900 m 
depth, as is shown in Figure 5. Generally, layers 
containing feed zones are narrow (25 or 50 m), but 
those that do not contain feed zones are thicker (50, 
100, or 150 m). Top and bottom layers (A and I) are 
inactive, and the horizontal hydraulic gradient that 
drives natural flow through the bedrock is 5 m/1000 
m. Thus, pressure at the models NE boundary is 1.5 
bar higher than at the SW boundary. Elements at NE 
and SW boundaries have thousand-fold volumes. 
 
 
 
 

Table 2. Parameters for calculating kinetic rate constants of secondary minerals 
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Figure 3. Geographical location of the CarbFix 

field model 

 
Figure 4. Top view of the CarbFix field model mesh. 

Distance is in meters. 

 
Basaltic glass from Stapafell, SW-Iceland, is the only 
primary phase used in the CarbFix model. The 
chemical composition of the Stapafell glass normal-
ized to one Si atom is:  
 
SiTi0.02Al0.36Fe(III)0.02Fe(II)0.17Mg0.28Ca0.26Na0.08K0.008O3.38 

 

Reactive surface area of basaltic glass is assumed to 
be 56 cm2/g. This value is based on TOUGHREACT 
simulations on a basaltic glass dissolution experiment 
(Sigfusson, 2009).  
 
 
 
 
 

 
Figure 5. Cross sectional view through the field 

model, showing distribution of layers, 
along with wells and their feed zones. 
(T,P) are steady state values at the right 
vertical boundary (x=3000). Pressure at 
the left vertical boundary (x=0) is 1.5 bar 
higher due to horizontal hydraulic 
gradient. 

The following secondary phases, which are known to 
form in basalt alteration and weathering, are allowed 
to precipitate. 
 
 allophane Al2O3(SiO2)1.22(H2O)2.5  
 imogolite  Al2SiO3(OH)4 
 kaolinite Al2SiO5(OH)4 
 Fe hydroxide  Fe(OH)3 
 Al hydroxide  Al(OH)3   
 magnesite  MgCO3 
 calcite   CaCO3 
 dolomite  CaMg(CO3)2 
 siderite  FeCO3   
 Fe-Mg carbonate FeMg(CO3)2 
 chlorite  Fe3.15Mg1.85Al2Si3O10(OH)8 
 celadonite KMgAlSi4O10(OH)2 
 Fe-celadonite  KFeAlSi4O10(OH)2 
 Mg-Fe smectite  Na0.04K0.10Ca0.21Mg1.44Fe1.78AlSi3O10(OH)2 
 Ca-Mg-Fe smectite Ca0.50Mg1.05Fe1.30AlSi3O10(OH)2 
 chalceony   SiO2 
 analcime   NaAlSi2O6 
 Ca-mordenite  Ca0.5AlSi5O12 
 Ca-stilbite   CaAl2Si7O18 
 Ca-Chabazite  CaAl2Si4O12 
 heulandite   CaAl2Si7O18 
 laumontite   CaAl2Si4O12 
 mesolite   Ca0.667Na0.666Al2Si3O10 
 scolecitet   CaAl2Si3O10 
 thomsonite   CaNaAl5Si5O20 
 
Initial water composition is given in Table 3. Bound-
ary water solutions have the same composition except 
for CO2 loaded water, which has CO2 concentration 
corresponding to 25 bar CO2 partial pressure. 
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Table 3. Initial water composition in mmol/L 

pH/°C 8.82/25 
CO2 1.9 
SiO2 2.11 
Na 1.57 
K 0.03 
Ca 0.18 
Mg 0.33 
SO4 0.08 
Cl 0.25 
F 0.02 

 

Simulations 
Hydrological properties of the model were calibrated 
using iTOUGH2 and TOUGHREACT to simulate the 
tracer tests that have been ongoing in Hellisheidi 
since 2007. Water level, temperature changes, and 
tracer recovery have been monitored in injection and 
monitoring wells during the tests, providing numer-
ous datasets that were used in the calibration. Perme-
ability was calibrated using inverse and forward 
EOS1 iTOUGH2 runs, but calibration of the system's 
porosity was done with forward TOUGHREACT 
EOS1 runs. This had to be done because the two-
water EOS1 option did not work on a system of this 
size. Reactive transport was added to the model after 
calibrating hydrological properties of the system. 
TOUGHREACT is used for reactive transport 
simulations, which are ongoing. The system was 
allowed to reach steady state (chemical and hydro-
logical) prior to all simulations. 

RESULTS 

Hydrological parameters 
The system´s porosity and three different permeabili-
ties were calibrated (kxy, kz and skin zone permeabil-
ity next to each well). Our current “best” hydrologi-
cal model has horizontal permeability of approxi-
mately 500 mD (kxy) and vertical permeability (kz) of 
300 mD, while kskin zone is an order of magnitude 
higher. The corresponding calibration resulted in only 
4% porosity, a value much lower than usually seen in 
Icelandic basalts. Simulations are, however, ongoing 
so these values might still change. Figures 6 and 7 
show comparison between calculated and measured 
values for some of the data sets that were used for 
model calibration.  
 

 
Figure 6. Calculated and measured water level 

fluctuations in HN-04 due to injection 
stop in HN-02 are shown on the lower 
figure and water level fluctuations in HN-
02 due to production stop in HN-04 on the 
top figure. Measured water level values 
are shown in gray, whereas calculated 
values for wells HN-02 and HN-0 are 
shown in red and blue, respectively. 

 
Figure 7. Calculated and measured tracer recovery. 

Back-of-the-envelope calculations using the esti-
mated permeability and porosity values above, along 
with the system's horizontal gradient of 5 m/1,000 m, 
indicate groundwater velocity in the target injection 
zone to be ~ 25 m/year, which is much lower than 
previously anticipated. However, the large-scale 
tracer test, launched on June 10, 2008, supports this, 
as no tracer has yet been detected in any downstream 
wells.  
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This slow groundwater velocity calls for revision of 
injection plans, because it might be necessary to 
increase groundwater flow in the reservoir by 
producing downstream wells at low rates after CO2 
injection has started. The main objective of this 
potential production would be to pull highly concen-
trated CO2-loaded water away from the immediate 
surroundings of the injection well to prevent 
clogging. Managing plans for the potential produc-
tion would, however, have to be carefully designed to 
minimize the amount of CO2 that would be pumped 
out of downstream production wells. 

Mineral alteration 
Calibrated hydrological parameters are currently 
being used to develop reactive fluid flow models that 
simulate different scenarios for the CO2 injection. 
Since these reactive fluid flow simulations have not 
been running for long, it is still too early to tell which 
secondary phases will form in greatest quantities. 
However, TOUGHREACT has already been used to 
simulate laboratory-scale plug flow reactor experi-
ments that will be carried out to study distribution of 
secondary phases as dissolved CO2 reacts with basal-
tic glass, as well as to determine the efficiency of the 
carbonization process. TOUGHREACT simulations 
have been used to optimize conditions for the 
experiment. Water with dissolved CO2 was pumped 
through a pipe filled with Stapafell basaltic glass. 
Simulations were carried out at 25, 50 and 75°C, 
pCO2 = 2-30 bars, and flow rate between 0.1–10 
mL/min. Basaltic glass was allowed to dissolve 
according to approximation to the rate expression of 
Gislason and Oelkers (2003). Secondary minerals 
allowed to form were the same as previously 
presented in this paper.  
 
Numerical simulations show that the plug flow 
experiments must be carried out at 50 or 75°C for 
carbonates to form, and that low flow rates are 
needed for carbonate precipitation. Calcite and 
dolomite are the most abundant carbonates to form. 
Among other secondary phases that form, 
chalcedony, imogolite, and chlorite are most abun-
dant. This is in agreement with batch experiments 
ongoing at the Institute of Earth Sciences at the 
University of Iceland. Results from the plug-flow 
reactor simulations will not be covered in more detail 
here; they will be presented in another paper that is 
currently in preparation (Aradottir, 2009).  

SUMMARY AND CONCLUSIONS 

CarbFix, a joint research project of the University of 
Iceland, Reykjavik Energy, Columbia University and 
CNRS in Toulouse, is aimed at studying the behavior 
of CO2 injected into basalts. Geochemical modeling 
plays an important role in the project, and 
TOUGHREACT and iTOUGH2 have been used for 
developing a coupled reactive fluid flow model of the 

mineral CO2 capture. The CarbFix field model is 
3000×1500×600 m in size, covering all wells in the 
target injection zone except HK-13 and HK-07B. 
Total number of elements is 52,488 and connections 
are 156,772.  
 
Hydrological properties of the model are being 
calibrated using iTOUGH2 and TOUGHREACT to 
simulate the tracer tests that have been ongoing in 
Hellisheidi since 2007. The calibration resulted in 
horizontal permeability of approximately 500 mD, 
and 4% porosity. Reactive transport was added to the 
model after calibrating hydrological properties of the 
system. TOUGHREACT is being used for ongoing 
reactive transport simulations. Optimally, these 
simulations should determine which injection 
scenario will maximize mineralization of the injected 
CO2, as well as show the depth and temperature range 
best suited for the mineralization.  
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ABSTRACT 

Geological sequestration of CO2 offers a promising 
solution for reducing net emissions of greenhouse 
gases into the atmosphere. In the framework of this 
concept, CO2 can be injected into saline aquifers in 
the supercritical state (P > 7.4 MPa and T > 31.1°C) 
in order to achieve a higher density and therefore 
occupy less volume underground. Previous 
experimental and numerical simulations have 
demonstrated that massive CO2 injection in saline 
reservoirs causes a major disequilibrium in the 
physical and geochemical characteristics of the host 
aquifer. The near-well injection zone seems to 
constitute an underground hydrogeological system 
particularly impacted by supercritical CO2 
injection—and the most sensitive area, where 
reversible chemical phenomena (e.g., mineral 
dissolution/ precipitation) can have a major impact on 
porosity and permeability.  This study, based on 
numerical multiphase simulations, investigates the 
chemical effects of CO2 injection into a deep saline 
reservoir containing various types of brines. It 
demonstrates the impact of salt precipitates on rock 
porosity, according to the nature of the salt. 

INTRODUCTION 

Massive carbon dioxide injection in a fully water-
saturated reservoir causes many physical, 
geochemical, thermal and geomechanical reactions, 
the most important ones occurring in the near-well 
injection zone (André et al., 2007). Among these 
perturbations, the desiccation of the porous medium 
appears to be a major phenomenon, with various 
potential repercussions such as salt precipitation, 
modification of the local geomechanical constraints 
(due to the salt precipitation and the new distribution 
of internal forces), and the impact of injected fluids 
on the interfacial tensions. This study investigates the 
consequences of porous media desiccation on well 
injectivity, through the geochemical reactivity and 
petrophysical properties of the different subsystems.  
 
Desiccation of porous media submitted to gas 
injections is a well-known process at laboratory or 
field scales (Rosenbauer et al., 2005; Kaszuba et al., 
2003; Kleinitz et al., 2003; Mahadevan, 2005; 

Mahadevan et al., 2007). First, the massive and 
continuous injection of CO2 in a porous medium 
involves water displacement and evaporation: mobile 
water is removed by the injected supercritical CO2. 
At the end of this phase, immobile residual water, 
entrapped in pores or distributed on a grain surface as 
a thin film, is in contact with the flowing dry CO2 
(i.e., with very low relative humidity). Consequently, 
a continuous and extensive evaporation process leads 
both to the appearance of a drying front moving into 
the medium, and the precipitation of salts and 
possibly secondary minerals (André et al., 2007). 
According to the nature of the initial brine, a large 
variety of salts having contrasting molar volumes can 
precipitate: while some salts have only a minimal 
impact on porosity and permeability, some other salts 
can dramatically affect the behavior of the flow field 
around the injection well.  
 
This study focuses on the geochemical behavior of 
different types of brines modeled with 
TOUGHREACT based on the THERMODDEM 
database (Piantone et al., 2006), a new 
thermodynamic database containing more than 160 
elements and 500 mineral phases. 
  
The precipitated salt volumes are estimated according 
to CO2 injection temperature, and they are then 
related to porosity decreases. Moreover, a sensitivity 
analysis is also proposed to estimate the relationship 
between the precipitated amounts of salts and the 
petrophysical rock properties. The volumes of 
immobile water, stabilized in pores and able to 
evaporate, is related to capillary pressure, wettability 
of the porous medium, and the relative permeability 
characteristics of the porous medium. With an 
increase in irreducible water threshold and according 
to the ionic strength of the brine, high salt volumes 
are expected, involving possible porosity clogging. 
Finally, this study highlights not only the parameters 
(chemical, petrophysical, and thermal) influencing 
both salt precipitation and deposit volumes, but also 
defines relevant conditions for sustaining well 
injectivity for long-term CO2 injection periods. 
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NUMERICAL APPROACH 

Coupled code 

The TOUGHREACT simulator (Xu and Pruess, 
2001) was used for all the simulations of this study.  
This code, adapted from TOUGH2 V2 (Pruess et al. 
1999), couples thermal, hydraulic and chemical 
(THC) processes and is applicable to one-, two-, or 
three-dimensional geologic systems with physical 
and chemical heterogeneity. TOUGHREACT is 
coupled with ECO2N (Pruess 2005), a fluid property 
module developed specifically to deal with geologic 
sequestration of CO2 in saline aquifers. It can be used 
to model isothermal or nonisothermal multiphase 
flow in water/brine/CO2 systems. 
   
TOUGHREACT simulates the chemical reactivity of 
systems based on a thermodynamic database, 
THERMODDEM (Piantone et al., 2006) developed 
at BRGM and available from Internet at 
<http://thermoddem.brgm.fr/>. It is valid for the 0–
300°C range, 1 bar below 100°C, and water 
saturation pressure above 100°C. 
 
Equilibrium between the gas phase and the aqueous 
phase is assumed for CO2 dissolution. An extension 
of Henry’s law, including the salting out effect, is 
used to estimate the dissolution of CO2 in aqueous 
phase at high pressure. For these calculations, the 
dissolution and precipitation reactions of minerals 
proceed under chemical equilibrium.  
 
Mineral dissolution and precipitation reactions 
involve temporal changes in reservoir porosity and 
permeability. Variations in the mineral volume 
fraction due to chemical reactions allow the resulting 
porosity to be computed. Modification of 
permeability is calculated from porosity changes 
using a cubic law. The current TOUGHREACT 
version uses an extended Debye-Hückel model 
(Helgeson et al., 1981) to determine activity 
coefficients of dissolved species: 
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where i refers to each ion, γ is the activity coefficient 
of the ion, z is the ion electric charge, m* is the total 
molality of all species in solution, I is taken as the 
true ionic strength of the solution, ω is the Born 
coefficient, bNa+,Cl-, bNaCl, are Debye-Hückel 
parameters, and å is calculated from ion radii. Aγ and 
Bγ are temperature- and pressure-dependent 
parameters. 
 

The Debye-Hückel approach for calculating activity 
coefficients is unsuitable for solutions with high ionic 
strengths, as is the case when desiccation occurs.  A 
Pitzer approach would be more appropriate when the 
ionic strength is higher than 0.5–0.7.  André et al. 
(2007) did calculations with TOUGHREACT and an 
in-house code, SCALE2000 (Azaroual et al., 2004), a 
geochemical simulator designed for highly saline 
solutions. There are discrepancies between the two 
codes, and the conclusions highlight the advantage of 
using the Pitzer formalism for such complex systems. 
Nevertheless, TOUGHREACT enables a first 
qualitative approach to the main geochemical 
processes and general evolutionary trends of the 
system.   

Geometrical model 

A 1D column model 10 m long is proposed as a 
conceptual framework for determining the evolution 
of geochemical reactivity induced by the injection of 
CO2, in both time and space. The system under 
consideration is represented by 10 gridblocks 
composing the model mesh. The thickness of each 
grid cell is constant (1 m). A hydrostatic status is 
initially assumed for the pressure within the reservoir 
and maintained constant at the lateral boundary. The 
initial pressure of the targeted reservoir is 18 MPa. 
 
The physical properties of the reservoir correspond to 
a generic reservoir with a porosity of 0.20 and an 
isotropic reservoir permeability of 10-12 m² (1 D) 
(KV/KH = 1.0). The rock constituting the matrix is 
supposed inert with respect to CO2, i.e., without 
chemical reactivity. 
 
Variations in relative permeability and capillary 
pressure according to water saturations are given on 
Figures 1 and 2. Relative permeability for aqueous 
phase and capillary pressure models are described 
using the van Genuchten formulation, whereas a 
fourth-degree polynomial function is used to 
represent the relative permeability of gaseous phase.  
 
For the liquid phase: 
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krl is the relative permeability of the liquid phase, Sl 
the liquid-phase saturation, Slr the residual liquid-
phase saturation, and m a non-dimensional 
characteristic parameter of the law.  
 
For the gas phase: 
 

 S10.3090S20.6420 - S12.7090 S 3.7694 -1.3978 k 4
l

3
l

2
llrg ++=

  
where krg is the gas-phase relative permeability. 
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Capillary pressure Pcap is calculated by the following 
expression: 
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where Po is the pressure coefficient in Pa, and m a 
nondimensional exponent. 
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Figure 1.  Variations in relative permeability 

according to water saturation (Sl). Points 
represent experimental data whereas lines 
symbolize models (IFP data).  
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Figure 2.  Variations in capillary pressure 

according to water saturation (Sl). Points 
represent experimental data whereas line 
symbolizes model (IFP data). 

The parameters used in the simulations for relative 
permeability and capillary pressure models are 
summarized in Table 1. 
 
 

Table 1. Physical properties of the aquifer. Each of 
the characteristic curves for water 
permeability and capillary pressure are 
fitted with the van Genuchten model.  

Relative permeability parameters for brine 
 (Van Genuchten model - 1980) 
m = 1 –  1/n 0.600 
Residual liquid saturation 0.200 
Liquid saturation 1.000 
Residual gas saturation 0.050 
Capillary pressure parameters  
(Van Genuchten model - 1980) 
m = 1 – 1/n 0.600 
Residual liquid saturation 0.199 
P0 (Pa) 54000 
Pmax (Pa) 107 

 
 
During the brine evaporation process driven by dry 
CO2 injection, the capillary pressure is limited to a 
maximum value of 10 MPa.  This value is quite large, 
but it is not unreasonable compared to values 
proposed by many authors who predict values up to 
100 MPa during the desiccation process of a porous 
medium (Rossi and Nimmo, 1994; Pettenatti et al., 
2008 and references cited therein). 
 
All the simulations presented hereafter are performed 
in isothermal mode, neglecting the thermal effects 
associated with water vaporization, compression, 
decompression of CO2, and the heat of dissolution of 
gas in brine.  

NUMERICAL RESULTS 

Salinity impact 
The column is initially fully saturated with a solution 
containing different concentrations of Na+ and Cl- at 
100°C. Concentrations are less than 6.68 mol kgw

-1, 
the maximal solubility of halite at this temperature: 
the solution is initially undersaturated with respect to 
halite. The injection of supercritical CO2 is performed 
at a constant flow rate of 1 kg s-1 during one day. 

 Injection of dry supercritical CO2 involves the desic-
cation of the porous medium. Figure 3a indicates that 
the CO2 injection modifies the gas saturation in the 
system. After 4 hours, all the cells of the column 
contain gas. But halite precipitation occurs only in 
the first cell (= first meter), where the gas saturation 
is higher. With the increase in injection time, salt 
precipitation occurs in the first eight cells (Figure 
3b). 

The amount of halite precipitated depends on the 
initial composition of the brine. With the increase in 
the salinity of the initial solution, different halite 
amounts deposit, particularly in the injection cell 
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(Figure 4). Scaling affects the porosity of the medium 
with a decrease of about 15% for a highly saline 
solution (decrease from 0.2 to 0.17). 
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Figure 3:  Variations with time in (a) gas saturation 
and (b) amount of halite precipitated in 
the column. The composition of initial 
brine is 5 mol kgw

-1 of NaCl. 
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Figure 4. Variations in porosity in the injection cell 

according to different NaCl salinity of the 
initial solution 

Type of brine 
NaCl brine is now replaced by KCl brine. Initially, 
the solution is undersaturated with respect to sylvite, 
i.e., the K+ and Cl- concentrations are less than 7.12 
mol kgw

-1, the maximal solubility of sylvite at 100°C. 

The injection of supercritical CO2 is performed at a 
constant flow rate of 1 kg s-1 during one day. 
 
As demonstrated by Figure 5, the injection of dry 
CO2 involves the precipitation of sylvite in the porous 
medium. We note that, for a given salinity of both 
NaCl and KCl between 0 and 5 mol kgw

-1, the same 
total amounts of sylvite and halite precipitate, but the 
porosity response is different for the two salts. The 
porosity decrease is more important for KCl solution 
than for NaCl solution. This difference results from 
the molar volume of salts: 37.53 cm3 mol-1 for sylvite 
and 27.02 cm3 mol-1 for halite. Consequently, as 
presented in Figure 5, the porosity of injection cell is 
more affected by sylvite precipitation (showing 
decrease of about 20% for KCl against 15% for 
NaCl).  
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Figure 5. Total amount of salts precipitated (halite 

and sylvite) in the entire column and 
variations in porosity within the injection 
cell according to different salinity of NaCl 
and KCl brines. 

These porosity variations (and consequent 
permeability variations) can appear as negligible. But 
as calculations are made at a constant flow rate, these 
perturbations of rock properties (porosity and 
permeability) have an impact on pressure. 
 
A test case was performed with the evaporation of 
deionized water: this process does not generate salt 
deposits in the column, and the increase in pressure 
due to CO2 injection is lower than for KCl brine 
(Figure 6). With NaCl brine, the precipitation of 
halite involves an increase in pressure (with respect 
to distilled water), but this increase is less important 
than for KCl brine (Figure 6).  
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Figure 6. Profile of pressure in the column 

according to the salinity of the initial 
solution: deionised water (without salt), 
undersaturated NaCl brine (5 mol kgw

-1), 
undersaturated KCl brine (5 mol kgw

-1). 

Temperature impact 
The column is now saturated with a solution 
containing Na+ and SO4

-2, with an initial 
concentration of 1.0 mol kgw

-1 of Na2SO4. The saline 
solution is undersaturated with respect to thenardite 
(Na2SO4(s)) in the temperature range between 40 and 
100°C. We assume the injection of supercritical CO2 
at a constant flow rate of 1 kg s-1 during one day.  
 
As shown by Figure 7, the increase in temperature 
enhances the desiccation phenomenon. At 40°C, only 
the first two cells are impacted by the drying, 
whereas at 100°C, the first eight meters are affected. 
This process is explained by the thermodynamic 
properties of CO2, which is more hydrophilic at 
100°C than at 40°C.  
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Figure 7:  Variations in porosity in the entire column 

according to the temperature after a CO2 
injection period of one day. 

Moreover, except in the first cell where the salt 
scaling is more important, we observe that the salt 
deposits are constant in the entire column. This 
constant scaling is related to the residual liquid 

saturation. To illustrate this, we conducted a 
simulation with a more substantial residual liquid 
saturation (Slr = 0.4 instead of 0.2). Figure 8 indicates 
that an increase in this parameter results in the 
precipitation of higher amounts of salts and, 
consequently, a more significant decrease in porosity.  
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Figure 8:  Variations in porosity after a CO2 

injection period of one day at 100°C in 
the entire column according to two values 
of residual liquid saturation. 

Figure 6 demonstrated that the molar volume of salts 
constitutes a key factor in determining the evolution 
of porosity. We confirm this hypothesis by 
comparing the impact of thenardite precipitation with 
respect to halite deposits (Figure 9). A solution with 
the same concentration of NaCl (= 1.0 mol kgw

-1) 
initially saturates the porous medium. The total 
amounts of halite and thenardite precipitated in the 
entire column due to CO2 injection are quite similar. 
But the molar volume of thenardite (= 53.30 cm3 mol-

1) is twice as great as that of halite. Consequently, the 
porosity decrease is more significant when thenardite 
deposits (Figure 9). 
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Figure 9:  Total amount of salts precipitated (halite 

and thenardite) in the entire column and 
variations in porosity within the injection 
cell according to different temperatures 
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Complex brines 
After observing the behavior of three mono-salt 
brines, more complex solutions are studied. The 
objective is to determine if the complexity of a brine 
composition can have an impact on salt precipitation 
due to CO2 injection. 

NaCl + Na2SO4 

A solution containing 1.0 mol kgw
-1 NaCl and 0.5 mol 

kgw
-1 Na2SO4 is initially present in the porous rock. 

Temperature is 100°C. At this temperature, the solu-
tion is undersaturated with respect to halite and 
thenardite. 
 
As previously shown, injection of dry CO2 desiccates 
the porous medium causing salt precipitation. In this 
case, two salts are able to precipitate during the 
evaporation process: halite and thenardite. Figure 10 
confirms the precipitation of these two salts, with 
halite precipitation higher than thenardite precipita-
tion. Figure 10 also demonstrates a hierarchy in the 
precipitation order of the salts within the column: 
thenardite precipitates first, before halite. This 
succession in salt precipitation is governed exclu-
sively by equilibrium constraints.  
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Figure 10. Total amount of salts precipitated (halite 

and thenardite) and variations in porosity 
within the entire column after a CO2 
injection period of one day. Initial 
solution contains (Na+Cl+SO4). 

KCl + Na2SO4 

A solution containing 1 mol kgw
-1 KCl and 0.5 mol 

kgw
-1 Na2SO4 is initially present in the porous rock, at 

a temperature of 100°C. At this temperature, the 
solution is undersaturated with respect to halite (SI = 
-1.88), sylvite (SI=-1.61), and thenardite (SI=-0.99). 
 
Injection of dry CO2 desiccates the porous medium 
causing salt precipitation. The salts able to precipitate 
during the evaporation process are halite, sylvite, and 
thenardite. But as shown by Figure 11, only two salts 
precipitate: sylvite and thenardite. Halite stays under-
saturated during the entire process.  
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Figure 11. Total amount of salts precipitated (halite, 

sylvite and thenardite) and variations in 
porosity within the entire column after a 
CO2 injection period of one day. Initial 
solution contains (Na+K+Cl+SO4). 

The amount of sylvite precipitated is the same as the 
amount of halite determined in the mix (NaCl + 
Na2SO4). But because of differences in the molar 
volume of halite and sylvite, the decrease in porosity 
with sylvite is much more significant. 
 
Nevertheless, it is interesting to note the competition 
between sylvite and halite to precipitate. The limiting 
factor is dissolved Na. As sodium precipitates to form 
thenardite, it is not available to form halite. But if 
sodium is added to the initial solution (1 mol kgw

-1 
NaCl + 1 mol kgw

-1 KCl + 0.5 mol kgw
-1 Na2SO4), 

then the evaporation of the solution produces the 
three salts—halite, sylvite, and thenardite (Figure 
12). The resulting porosity is also lower in this case 
than in the two previous cases.  
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Figure 12. Total amount of salts precipitated (halite, 

sylvite and thenardite) and variations in 
porosity in the entire column after a CO2 
injection period of one day. Initial solu-
tion contains (Na+K+Cl+SO4). 
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DISCUSSION AND CONCLUSIONS 

A numerical modeling approach coupling hydraulic 
and chemical processes was carried out to calculate 
the evolution of liquid and gas saturations in space 
and time during the injection of dry supercritical 
CO2. A fine discretization of the plug allows us to 
capture the variations in water and gas profiles within 
the porous medium and to estimate the salt deposits 
according to water salinity. 
 
This study emphasizes that the precipitation of salts 
is a process that must be considered in the simula-
tions of CO2 injection. Different investigators have 
worked on this topic, and they have developed some 
TOUGH modules that simulate the precipitation of 
NaCl in porous media (Battistelli et al., 1997; Carpita 
et al., 2006; Giorgis et al., 2007). But for the most 
part, the salinity of the investigated solutions is 
expressed in equivalent NaCl. In this study, we go 
further, demonstrating that the impacts on rock 
porosity and permeability are highly dependent on 
the nature of salts. We demonstrate that the precipi-
tation of a Na-SO4 brine will have more impact on 
the porosity of a porous medium than the precipita-
tion of a Na-Cl brine. Moreover, besides the nature of 
the fluid, temperature is also a key factor in the 
amount of precipitated salt.  
 
This study constitutes just a first step, and many other 
parameters have to be studied in detail. For instance, 
up to now all these simulations are performed with a 
cubic law to represent the relationship between 
porosity and permeability. This point has not been 
discussed in this paper but it is a key point in the 
evolution of the injectivity index. According to the 
selected relationship (cubic law, Kozeny-Carman, 
Verma-Pruess), the impact on permeability due to 
salt precipitation can be under- or overestimated. The 
particular location of salt precipitation can greatly 
impact the global permeability of the system, with a 
possible clogging of the system. 
 
Moreover, from a chemical point of view, these 
simulations were done with the released version of 
TOUGHREACT, which uses only the extended 
Debye-Hückel approach. More accurate predictions 
of salt formation could be obtained by using a Pitzer 
formalism.  
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ABSTRACT 

Two-dimensional numerical modeling was performed 
using the reactive geochemical transport code 
TOUGHREACT to understand the contribution of 
chemical trapping mechanisms in a saline aquifer. 
The simulation was carried out for 10,000 years after 
CO2 injection ceased, to study the geochemical 
behavior within long-term CO2 storage. The geologi-
cal setting of the model was based on a typical 
sedimentary basin in Japan.  Supercritical CO2 
injected into a reservoir moved upward towards the 
cap rock because of buoyant forces, but then changed 
its migrating direction to lateral, along the bottom of 
the cap rock. In the upper front portion of the migra-
tion, CO2 dissolved into the groundwater. In the CO2 
plume, water pH drops from 7.8 (initial) to 4.9 by 
dissolution and dissociation of CO2. The acidified 
water induces mineral dissolution and complexing 
with dissolved ions, and then moves downward to the 
bottom of the reservoir due to density increase.  This 
process caused convective mixing and enhanced CO2 
solubility trapping. Mineral dissolution contributes to 
solubility acceleration in the evolving early-solubil-
ity-trapping period. In the peripheral zone of the CO2 
plume, the acidified water comes in contact with 
fresh reservoir water and calcite (and siderite, in 
lesser amount) precipitates. The precipitation of 
carbonate minerals might form a low-permeability 
barrier in the peripheral zone and increase the storage 
security with time. Calcite is the dominant carbonate 
precipitate for this long-term condition. Dawsonite, 
which is occasionally considered as an important 
trapping carbonate in the saline aquifer storage, is 
found to have limited stability under high CO2 
pressure in the model. While the total amount of CO2 
trapped by mineralization gradually increased with 
time in long-term storage, solubility trapping was 
dominated in the early period of storage by mineral 
dissolution.  In the case of this model, injected CO2 
was rapidly dissolved into the groundwater in 
hundreds of years, then gradually continued to 
dissolve and finally 33% was trapped by solubility 
trapping after 10,000 years. Mineral trapping 

becomes predominant after 1,000 years, and 9% of 
the CO2 is trapped after 10,000 years. 

INTRODUCTION 

Deep saline aquifers are thought to be potentially one 
of the important reservoirs for geological sequestra-
tion of carbon dioxide, because these aquifers are 
likely to have the largest storage capacity of all 
classes of potential geological storage sites.  A large 
amount of storage capacity in saline aquifers is also 
expected to be found in the coastal area of Japan 
(Nakanishi et al., 2008).  
 
Evaluation of the CO2 storage capacity in deep saline 
aquifers is complex because several trapping mecha-
nisms progress simultaneously.  Two trapping 
processes are known by which CO2 can become 
trapped in deep saline aquifers (Bachu et al., 2007) 
(1) physical trapping (static, residual-saturation and 
hydrodynamic), and (2) chemical trapping (dissolu-
tion and mineralization). Chemical trapping occurs 
when CO2 dissolves in subsurface fluids, and may be 
involved in chemical reactions with the rock matrix 
(mineral trapping) or become adsorbed onto mineral 
surfaces. Because the time scale of chemical trapping 
tends to be long (especially mineral trapping), 
investigators often turn to numerical modeling, which 
can be useful in studying the chemical trapping 
contribution to long-term storage of CO2. Conse-
quently, we performed numerical modeling using the 
reactive geochemical transport code 
TOUGHREACT, to understand the contribution of 
the chemical trapping mechanism within deep saline 
aquifers.   

NUMERICAL MODELING METHOD 

Modeling of reactive geochemical transport within a 
typical saline aquifer in Japan was performed using 
the reactive transport computer code 
TOUGHREACT (Xu and Pruess, 2001; Xu et al., 
2006). The code uses a sequential iteration approach 
(similar to Yeh and Tripathi, 1991; Walter et al. 
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(1994); and Xu et al., 1999) that solves the transport 
and reaction equations separately. Flow and transport 
are based on space discretization by means of integral 
finite differences (Narasimhan and Witherspoon, 
1976). An implicit time-weighting scheme is used for 
the individual components of the model, consisting of 
flow, transport, and kinetic geochemical reactions.  
The chemical transport equations are solved 
independently for each component, whereas the reac-
tion equations are solved on a gridblock basis using 
Newton-Raphson iteration. Full details of the code 
are given in Xu and Pruess (2001). Because CO2 
geological storage in a deep saline aquifer has to treat 
supercritical CO2, the TOUGHREACT ECO2N 
module (Pruess, 2005) was used for the simulation.   
 

HYDROGEOLOGICAL AND GEOCHEMICAL 
CONDITIONS 

Hydrogeological conditions 
At depths greater than ~800 m (depending on 
temperature and pressure profiles), a supercritical 
pressure regime could be sustained. Thick alterna-
tions of sandstone and mudstone, called the Kazusa 
Group, occur at depth under the Tokyo Bay region in 
Japan, The Kazusa Group consists of turbidite 
domain alternation of sandstone and mudstone. The 
sandstone has high porosity and permeability, and the 
mudstone has low permeability, characteristics well 
suited for geological storage of CO2.  In this simula-
tion study, sandstone (the Umegase Formation) was 
assumed to be the reservoir, and the mudstone (the 
Kokumoto Formation) overlaying the sandstone was 
assumed to be the cap rock.  
 
The simulation model is shown in Figure 1. Model 
dimensions are 5,000 m (horizontal) × 400 m (verti-
cal) × 1,000 m (thick), with a 300 m thick sandstone 
formation underlying the 100 m thick mudstone (cap 
rock) in the 2-D aquifer model.  The study region is 
subdivided into 1,100 gridblocks (55 x 20) for 
computational purposes (Figure 2). The size of a 
gridblock was basically 100 m × 20 m × 1000 m.  
Half-size blocks were set near the injecting blocks 
(from 0 m to 500 m in horizontal). Injecting blocks 
are set at the left end of the model. From these, pure 
CO2 gas is injected at a rate of 7.922 kg/s for 50 years.  
The total amount of CO2 injected is 12.5 million 
metric tons (in other words 25 million tons, consider-
ing model symmetry). The properties of injected CO2 
and subsequent reaction of the system was calculated 
for the 10,000 years after ceasing injection.  
 
The top plane of the cap rock is 1,000 m deep—the 
permeable region extends from 1,300 to 1,600 m.  
The left sides and bottom of the computing region are 
considered impermeable and insulated. The right side 
and top are considered permeable and a constant 

pressure boundary. Temperature is uniform at 40°C, 
and fluid pressure at the top of the cap rock is equal 
to 100 bars. The initial pressure distribution with 
depth is hydrostatic.   
 
Figure 3 shows the relative permeability function 
used in the simulations. Corey-type (Corey, 1954) 
relative permeability descriptions shown in Figure 3 
are used for the gas phase, and van Genuchten-type 
(van Genuchten, 1980) descriptions are used for the 
aqueous phase.  
  
 

 

 

Figure 1. Outline of numerical CO2 injection model 
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5000m0 500 1000 2000 3000 4000

100

300

400m

 

Figure 2. Grid division of the  model 

 

Figure 3.  Relative permeability curve used for the 
simulation 
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Geochemical conditions 

Chemical components of the Kameido Hot Spring 
were used for simulating water chemistry, as shown 
in Table 1. This water, representing deep saline 
formation water, has average salinity and good ionic 
balance. Chemical components of the rock matrix are 
indicated in Table 2. Mineral species used for the 
simulation are those found in the rock and others 
added from previous references (e.g., Xu and Pruess, 
2001; Xu et al., 2006). Chemical species used in the 
simulation consist of 13 primary and 46 secondary 
species, as indicated in Table 3 (next page). 
Parameters for reaction kinetics were taken from Xu 
et al. (2006), and equilibrium constants from the 
EQ3/6 V7.2b database.   
 

Table 1. Water chemistry used for the simulation 

Component  Initial water 

 pH - 7.8  

 Na+ mg/l 5569.09 

 K+ mg/l 271.530

 Ca2+ mg/l 118.650

 Mg2+  mg/l 127.970

 Fe2+  mg/l 5.350

 Al3+ mg/l 28.170

 HCO3
-      mg/l 1439.190

 Cl- mg/l 8793.08 

 SO4
2- mg/l 15.060

 SiO2 (aq) mg/l 31.40 

Kameido hot spring water (data from Ministry 

of Health, Labor and Welfare) 

Depth: 1100m 

Sampling temperature: 29.5˚C 

SiO2(aq) concentration is estimated using 

chalcedony geothermometer.  
 

 

Table 2. Rock chemistry in volume fraction used for 
the simulation 

Minerals 
Umegase 

Formation 

Kokumoto 

Formation*

Quartz SiO2 0.300 0.330 

Oligoclase Na4CaAl6Si14O40 0.219 0.216 

K-feldspar KAlSi3O8 0.011 - 

Diopside CaMgSi2O6 0.030 - 

Illite K0.6Mg0.25Al2.3Si3.5O10(OH)2 0.085 0.158 

Na-smectite Na0.33Mg0.33Al1.67Si4.00O10(OH)2 0.040 0.121 

Ca-smectite Ca0.165Mg0.33Al1.67Si4.00O10(OH)2 0.040 0.121 

Chlorite Fe2.5Mg2.5Al2Si3O10(OH)8 0.021 0.019 

Calcite CaCO3 0.001 0.042 

Dolomite CaMg(CO3)2 - - 

Magnesite MgCO3 - - 

Siderite FeCO3 - - 

Ankerite CaMg0.7Fe0.3(CO3)2 - - 

Dawsonite NaAl(CO3)(OH)2 - - 

Albite-low NaAlSi3O8 - - 

Kaolinite Al2Si2O5(OH)4 - - 

Goethite FeO(OH) - 0.053 

Magnetite Fe3O4 0.022 - 

Pyrite FeS2 0.006 0.001 

*：Estimation by clay mineral norm calculation (Igarashi, 1984)  

RESULTS AND DISCUSSION 

CO2 migration 
In the simulation, CO2 injected into the storage reser-
voir migrated upward towards the cap rock because 
of buoyant force. In the upper portion of the reser-
voir, water pH dropped from 7.8 (initial) to 4.9 due to 
CO2 dissolution. The acidic condition induces 
mineral dissolution and complexing with dissolved 
ions such as Na+, Ca2+, Mg2+ and Fe2+ forming 
NaHCO3, CaHCO3

+, MgHCO3
+, and FeHCO3

+.  Over 
time, these dissolution and complexing processes 
increase CO2 solubility and increase the density of 
the aqueous phase. That aqueous phase then moves 
downward due to gravity, giving rise to “convective 
mixing,” as shown in Figure 4, and CO2 solubility 
trapping enhancement. The resulting solubility trap-
ping enhancement due to these processes is consistent 
with the conclusion of Xu and Pruess (2007). 

Mineral dissolution and precipitation  
Initially, calcite dissolves in the two-phase region due 
to induced low pH by CO2 gas dissolution, whereas 
calcite and siderite precipitate in the periphery zone 
of the single aqueous phase—especially just below 
the mushroom structure of the CO2 gas migration 
path (Figure 5). The precipitation of carbonate miner-
als may form a low-permeability barrier in the 
periphery zone and increase the storage security over 
time. 
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Calcite dissolves and dawsonite precipitates in the 
two-phase region after 100 years. After several thou-
sand years, calcite changes from dissolution to 
precipitation, but dawsonite changes from precipita-
tion to dissolution. The changed pattern of dawsonite 
is related to dissolution of the plagioclase (oligoclase) 

and precipitation of kaolinite. Dawsonite is a stable 
phase only under high CO2 pressure. Early-formed 
dawsonite starts to dissolve when the CO2 pressure 
decreases out of its stability field, leading to kaolinite 
precipitation. 
 

Table 3. Chemical species used for the simulation 

Primary species: 13 

H2O, H+, Na+, K+, Ca2+, Mg2+, AlO2
-, Fe2+, Cl-, HCO3

-, SO4
2-, SiO2(aq), O2(aq) 

Secondary species: 46 

OH-, HAlO2(aq), NaAlO2 (aq), Al(OH)2
+, AlOH2+, Al3+, CO2(aq), NaHCO3(aq), MgHCO3

+, 
CaHCO3

+, FeHCO3
+, CaCO3(aq), CO3

2-, MgCO3(aq), NaCO3
-, FeCO3(aq), CaCl+, 

CaCl2(aq), CaSO4(aq), CaOH+, NaCl(aq), MgCl+, KCl(aq), FeCl+, HCl(aq), FeCl2(aq), 
FeCl42-, FeSO4(aq), FeOH+, Fe(OH)3(aq), Fe(OH)2

+, Fe(OH)4
-, FeOH2+, FeCO3

+, Fe3+, 
H2(aq), KSO4

-, KOH(aq), MgSO4(aq), NaSO4
-, NaHSiO3(aq), NaOH(aq), HS-, H2S(aq), 

HSO4
-, HSiO3

- 
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Figure 4. Distribution of gas saturation, dissolved CO2, and pH calcite after 0 year, 100 years, 1,000 years and 
10,000 years since ceasing CO2 injection 
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Figure 5. Distribution of calcite after 0 year, 100 
years, 1,000 years and 10,000 years since 
ceasing CO2 injection 

After 10,000 years since ceasing CO2 injection 
(Figure 6), pH increases to 5.5 in the two-phase 
region. Calcite is the dominant carbonate precipitate. 
The larger mineral-trapping capability is because of 
the high abundance of plagioclase initially present in 
the storage formation, whose dissolution provides Ca 
for calcite precipitation. 
 
Dawsonite is a relatively rare mineral that could form 
to trap CO2 under conditions of geological sequestra-
tion (high CO2 partial pressure).  Dawsonite could be 
an important CO2 trapping mineral according to the 
reactive transport modeling of Xu et al. (2004), using 
a U.S. Gulf Coast sandstone. 
 
The kinetic-rate constant (k25) of dawsonite is not 
well known. Rate constants for aluminosilicate 
minerals such as plagioclase and K-feldspar used in 
the modeling are several orders of magnitude smaller 
than that of carbonate minerals. Therefore, dawsonite 
precipitation might be controlled by plagioclase 
dissolution kinetics rather than dawsonite kinetics, 
because the needed Al3+ ion is provided by the 
dissolution of aluminosilicate minerals.  
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Figure 6. Changes in mineral dissolution or 
precipitation in volume fraction after 
10,000 years since ceasing injection 

 
The kinetic-rate constant (k25) of dawsonite is not 
well known. Rate constants for aluminosilicate 
minerals such as plagioclase and K-feldspar used in 
the modeling are several orders of magnitude smaller 
than that of carbonate minerals. Therefore, dawsonite 
precipitation might be controlled by plagioclase 
dissolution kinetics rather than dawsonite kinetics, 
because the needed Al3+ ion is provided by the 
dissolution of aluminosilicate minerals.  
 
Dawsonite dissolution would be affected by CO2 
partial pressure as well as Al concentration.  
 

NaAl(OH)2CO3 + 4H+ 
→  Na+ + Al3+ + CO2(aq) + 3H2O 

 
The geochemical behavior of the Al3+ ion would be a 
key in determining the potential of dawsonite to 
sequester carbon. It is important to understand the 
dissolution rate of plagioclase as a source of Al3+ ion.  
AIST is carrying out experiments on the dissolution 
rate of plagioclase (Ca-rich feldspar), under a 
supercritical CO2-water system using a phase-shift 
interferometer (Sorai et al., 2008). We will compare 
numerical simulations with natural analogues to 
understand whether dawsonite is stable during CO2 
sequestration. Note that results are sensitive to many 
parameters, such as initial mineral composition and 
reaction kinetics. 
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Contribution of chemical trapping 

Figure 7 shows the contribution of trapping mecha-
nisms to CO2 geological storage over time.  Physical 
trapping has the higher percentage of total trapping 
mechanisms over the entire period. Note that it is 
difficult to distinguish residual trapping from 
hydrodynamic trapping.  
 
Solubility trapping occurs from the beginning of CO2 
injection, because the injected supercritical CO2 
dissolves in formation water at the contact between 
CO2 and water, based on the solubility of CO2 deter-
mined by pressure and temperature.   
 
Mineral trapping becomes predominant 1000 years 
after ceasing injection. Mineral dissolution into the 
water dominates at early times, because the acidic 
condition induces mineral dissolution and complex-
ing, thus mineral precipitation tends to increase.   
 
In this study, 10,000 years after ceasing injection, 9% 
of injected CO2 is trapped via mineral trapping and 
33% is trapped via solubility trapping.   
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Figure 7. Contribution of CO2 geochemical storage 
mechanisms 

CONCLUSIONS 

Two-dimensional reactive transport simulation is 
conducted for a deep saline aquifer using 
TOUGHREACT/ECO2N. The simulation results 
described here provide useful insight into geological 
storage mechanisms and their contribution over time. 
In the resulting simulation, calcite is shown to be the 
dominant carbonate precipitate under long-term 
conditions, whereas Dawsonite is found to have 
limited stability under high CO2 pressure.   
 
Injected CO2 rapidly dissolves into the groundwater 
at early times, then gradually continues to dissolve 
and finally 33% is trapped as solubility trapping after 

10,000 years. Mineral trapping becomes predominant 
after 1,000 years, with 9% CO2 trapped at 10,000 
years after ceasing injection. 
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ABSTRACT 

Food-grade CO2 was injected into a shallow aquifer 
through a perforated pipe placed horizontally 2–2.3 
m deep at the Montana State University Zero 
Emission Research and Technology (MSU-ZERT) 
field site at Bozeman, Montana. The possible impact 
of elevated CO2 levels on groundwater quality was 
investigated by analyzing 80 water samples taken 
before, during, and following CO2 injection from 10 
shallow observation wells (1.5 or 3.0 m deep) located 
1–6 m from the injection pipe, and from two distant 
monitoring wells. Field determinations and 
laboratory analyses suggest rapid and systematic 
changes in pH, alkalinity, and conductance, as well as 
increases in the aqueous concentrations of trace 
element species. 
 
A single-cell geochemical model was created to 
simulate the processes likely to be responsible for the 
observed increases in the concentrations of dissolved 
constituents, e.g., the dissolution of carbonate 
minerals and/or desorption or ion exchange resulting 
from lowered pH values. Modeling was conducted 
using an enhanced version of TOUGHREACT with 
the capability of calculating the distribution of 
adsorbed aqueous species using a surface 
complexation model. Reasonable matches between 
measured data and model results suggest that: (1) 
calcite dissolution is the primary pH buffer, (2) 
increases in the concentrations of most major and 
trace metal cations except Fe could be explained by 
Ca+2-driven exchange reactions, (3) the release of 
anions from adsorption sites due to competitive 
adsorption of carbonate could explain the observed 
trends of most anions, and (4) siderite dissolution 
might explain the observed increase in Fe 
concentration. 

INTRODUCTION 

One promising approach to mitigating the potential 
adverse effects of increasing CO2 in the atmosphere 
is its storage in deep subsurface reservoirs (Bachu, 
2000; White et al., 2005). With proper site selection 

and management of CO2 storage projects, the risks to 
human health and the environment could be minimal. 
However, the stored CO2 could leak from a deep 
formation into overlying shallow groundwater 
resources that are used for potable or agricultural 
purposes. The dissolution of leaking CO2 in a 
freshwater aquifer would increase the total 
concentration of dissolved carbonate and thus 
increase the acidity. This increased acidity could in 
turn increase the concentrations of hazardous trace 
elements, detrimentally impacting groundwater 
quality. 
 
The mobilization of hazardous trace elements in 
response to CO2 intrusion has been reported in 
laboratory experiments (McGrath et al., 2007; Smyth 
et al., 2008; Carroll et al., 2009) and field tests 
(Kharaka et al., 2009a, submitted), and studied using 
numerical models (Carroll et al., 2008; Apps et al., 
2009; Wang and Jaffe, 2004; Zheng et al., 2009a). 
The chemical processes responsible for the 
mobilization of trace elements include the dissolution 
of carbonates (Birkholzer et al., 2008; McGrath et al., 
2007), sulfides (Apps et al., 2009; Zheng et al., 2009a) 
and iron oxyhydroxide minerals (Kharaka et al., 
2009b), and surface reactions such as 
adsorption/desorption and ion exchange (Apps et al., 
2009; Zheng et al., 2009a). 
  
In a generic study of groundwater quality changes in 
response to CO2 leakage (Apps et al., 2009; Zheng et 
al., 2009a), reactive transport modeling suggests that 
substantial increases in aqueous lead and arsenic 
concentrations could occur as a result of CO2 
intrusion, and the predicted As concentration could 
locally and incrementally exceed the Maximum 
Contaminant Level (MCL) mandated by U.S. 
Environmental Protection Agency (EPA) (U.S. 
Environmental Protection Agency, 2004). The study 
also indicated that adsorption/desorption could be 
very important in mobilizing hazardous elements 
during CO2 intrusion. However, as also noted by 
Apps et al. (2009), both the specific processes 
leading to mobilization of hazardous constituents and 
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the magnitude of the effect is determined by site-
specific conditions, and field tests accompanied by 
geochemical model development and interpretation 
are necessary to confirm the validity of the postulated 
processes.  The CO2 leakage test at the Montana State 
University Zero Emission Research and Technology 
(MSU-ZERT) field site, located at Bozeman, 
Montana, provides just such an opportunity.   
 
At the MSU-ZERT field site, CO2 was injected into a 
shallow aquifer (Spangler et al., 2009). The possible 
impact of elevated CO2 levels on groundwater quality 
was investigated by sampling and analyzing 
groundwaters before, during and following CO2 
injection (Kharaka et al., 2009b). Increases in the 
concentrations of major and trace chemical 
constituents were observed following injection of 
CO2. The principal objective of this study is to 
identify the geochemical processes responsible for 
the observed changes in the chemical composition of 
the groundwater in response to elevated partial 
pressures of CO2.  
 
In the following sections, we provide a brief 
description of the ZERT field test. We then describe 
the setup of a numerical model to simulate the 
observed geochemical response to CO2 leakage.  The 
model results are then compared with field 
observations. The paper concludes with a discussion 
of the results, some tentative conclusions, and 
cautionary notes regarding still to be resolved 
uncertainties relating to the present modeling.  

MSU-ZERT FIELD TEST 

The ZERT field site is located on a relatively flat 12-
hectare agricultural plot at the western edge of the 
MSU-Bozeman campus (Spangler et al., 2009). The 
overall goal of this research project is to evaluate 
atmospheric and near-surface monitoring and 
detection techniques applicable to the subsurface 
storage and potential leakage of CO2 
(http://www.montana.edu/zert/home.php). Details of 
regional setting, test methods, geology and 
hydrologic conditions of the test area are given in 
Spangler et al. (2009). 
 
Between July 9 and August 7, 2008, approximately 
300 kg/day of food-grade CO2 was injected into a 
shallow aquifer through a perforated pipe placed 
horizontally 2-2.3 m deep, the average depth to the 
water table being approximately 0.75 m. As part of 
the project, United States Geological Survey (USGS) 
staff collected approximately 80 water samples from 
10 observation wells (1.5 or 3.0 m deep) located 1-6 
m from the injection pipe, and from two distant 
monitoring wells (Kharaka et al., 2009). The samples 
were collected before, during and following CO2 

injection. Detailed chemical analyses were conducted 
on over 60 groundwater samples collected from the 
ZERT wells during July and August 2008 (Kharaka 
et al., 2009). Thirty chemical constituents, T, EC, pH, 
TDS and total cation and anion concentrations were 
also measured. Rapid and systematic changes 
following CO2 injection were observed in chemical 
parameters measured at the site, including pH, 
alkalinity, electrical conductance and the 
concentrations of major and trace chemical 
constituents.  

GEOCHEMICAL MODEL 

Geochemical data analysis 
As a preliminary step in developing a geochemical 
model, the measured geochemical data were 
subjected to a principal component analysis (PCA) to 
establish correlations between the chemical 
constituents and tentatively identify thermodynamic 
controls. Given that the groundwater at the ZERT site 
is very shallow and easily perturbed by atmospheric 
precipitation, the dataset used in the geochemical 
evaluation was restricted to 21 complete analyses of 
groundwaters taken between July 7, and July 17, 
2008, before the first significant rainfall after CO2 
injection had started. The PCA results were 
interpreted in conjunction with preliminary results of 
mineralogical studies of core material and used as a 
basis for hypothesizing some of the principal 
chemical processes that might be operative. The PCA 
findings are as follows:  

• A strong correlation between alkali metals (Li, 
Na, K), alkali earths (Mg, Ca, Sr, Ba), B, Al, Cr, 
SiO2(aq), Cd, and Pb, and an inverse relationship 
to pH is observed, suggesting ion exchange, 
most likely on smectite. 

• F, As, Se and Mo are correlated, suggesting 
possible adsorption of anionic species on 
secondary iron oxides or anionic clays. 

• NO3 is negatively correlated with Mn, Fe, and 
Co, and positively correlated with As, suggesting 
that NO3 is acting as an oxidizing agent, leading 
respectively to secondary precipitation or co-
precipitation of Mn, Fe and Co, or oxidative 
mobilization of As. 

• PO4 is negatively correlated with Mn, Fe, and Co, 
suggesting some precipitation/dissolution 
mechanism may be operative.  

• Cl, Br, and SO4
-2 are correlated and appear to be 

related to atmospheric precipitation. 

• U and Zn are outliers, whose chemical behavior 
is not presently understood. 
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Model setup 
To evaluate whether adsorption/desorption and cation 
exchange can explain the observed evolution of 
aqueous constituents, a single-cell geochemical 
model was set up using the reactive transport 
simulator TOUGHREACT.  The capabilities of this 
code were enhanced through incorporation of a 
surface complexation model to compute the 
distribution of adsorbed chemical species on mineral 
surfaces (Zheng et al., 2009a). 
 
The measured CO2 volume fractions in the 
monitoring well headspace at the ZERT site increase 
up to 90%, which indicates that the partial pressure of 
CO2 in contact with groundwater increases to about 1 
bar at the water table, and in excess of 1 bar at the 
point of injection. We therefore assume in the model 
that CO2 is injected continually into the cell, so that 
the fugacity of CO2 eventually attains 1.5 bars while 
the pH falls concomitantly to about 5.8 due to an 
assumed instantaneous equilibration of gaseous CO2 
with the aqueous phase. The elements of the model 
are described below.    

Initial conditions 
Table 1. Primary species and their initial 

concentration 

Species Concentration 
(mol/L) Species Concentration 

(mol/L) 
pH 7.1 Ba+2 7.9E-07 
Ca+2 1.9E-03 Cd+2 2.0E-09 
Mg+2 9.8E-04 Co+2 4.2E-09 
Na+ 3.3E-04 Cu+2 2.4E-08 
K+ 1.4E-04 H2AsO4

- 1.3E-08 
Fe+2 1.8E-09 Mn+2 1.8E-08 
AlO2

- 1.2E-07 Sr+2 3.0E-06 
SiO2(aq) 5.3E-04 Zn+2 4.6E-08 
Cl- 1.3E-04 HSeO3

- 4.9E-08 
HCO3

- 6.3E-03 MO4
-2 4.6E-09 

SO4
-2 7.7E-05 UO2

+2 1.7E-08 
NO3

- 9.6E-06 Cr(OH)2
+ 2.2E-07 

O2(aq) 1.2E-51 HPO4
-2 1.8E-06 

Pb+2 2.4E-10 Li+ 7.7E-07 
 
Five samples were taken before the release of CO2. 
The initial chemical composition (Table 1) was taken 
from sample 08ZERT-107, with pH adjusted slightly 
from 6.7 to 7.1 so that our calculation covers the pH 
range of all samples considered in this study. 
Aqueous speciation was conducted with EQ3 
(Wolery, 1993) to identify the primary species. The 
initial partial pressure of CO2 in the groundwater is 
calculated to be 2.5×10-2 bars.  Furthermore, calcite is 
close to saturation, i.e., SI(calcite) ≈ -0.1. 

Mineralogy  
Kharaka et al. (2009) describe the geology at the 
MSU-ZERT site. However, detailed mineralogical 
characterization of core material is still under way. 
Preliminary mineralogical analyses of cored sections 
to a depth of approximately 3 m showed that 
sediments in the saturated zone were composed 
predominantly of a matrix of cobble-sized rounded 
fragments, consisting primarily of andesitic volcanic 
rocks with predominant plagioclase, quartz-biotite-
amphibole gneiss, and red granite/gneiss. The mafic 
volcanic rock fragments were very high in magnetic 
iron. Minor limestone and occasional dolomite 
fragments were also observed in the matrix. 
Unspecified Fe oxides appear in a <0.25 mm fraction 
as “powdery orange blebs.” Secondary carbonate 
coatings were found throughout the core, and a 
caliche zone was present in the overlying unsaturated 
zone. Small quantities of clay (~1 wt%), believed to 
consist of smectite and minor kaolinite were also 
found in the saturated zone. Table 2 lists the minerals 
considered in the model as proxies for the mineralogy 
of the sediment matrix. Arbitrary volume fractions 
are assigned to each mineral, which are roughly 
consistent with the preliminary mineralogy analyses. 
It should be noted that in the time frame of the 
simulation described in this paper, most of the listed 
rock-forming minerals are essentially inert, i.e., they 
are unreactive. 
 

Table 2. Minerals considered in the model. 

Primary 
Mineral 

Volume 
fraction 

Primary 
Mineral 

Volume 
fraction 

Quartz 0.45 Ferrihydrite  0.01 
K-feldspar 0.1 Magnetite  0.02 
Oligoclase 0.34 Goethite 0.001 
Smectite  0.01 Siderite  0.001 
Dolomite  0.02 Calcite 0.05 
 

Chemical reactions 
Chemical reactions considered in the model include 
aqueous complexation, cation exchange, adsorption/ 
desorption and mineral dissolution/precipitation. Of 
these, cation exchange and adsorption/desorption 
reactions are believed to predominate. Table 3 lists 
the cation exchange reactions and the selectivity 
coefficients. Gaines-Thomas convention is used here. 
The selectivity coefficient for exchangeable H+ is 
taken from Charlet and Tournassat (2005), and those 
for the remainder of the exchangeable cations are 
taken from Appelo and Postma (1994). The cation 
exchange capacity (CEC) is the key parameter for the 
calculation of cation exchange. Because the measured 
CEC for the sediments at MSU-ZERT site is not 
currently available, we used the measured the CEC of 
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around 12 meq/100g for Hanford sediments (Steefel 
et al., 2003), which has similar composition to the 
sediments at the MSU-ZERT site. A nonelectrostatic 
surface complexation model calculates adsorption/ 
desorption, which involves most anions and H+. 
Table 4 lists the surface complexation reactions. 
Surface complexation constants are taken from 
Dzombak and Morel (1990). Hydrated ferric iron 
oxide (HFO) is assumed to be the only adsorbent. 
The site density for the strong site is assumed to be 
1.76×10-6 mol/m2, and that for weak sites is assumed 
to be 3.22×10-6 mol/m2 (Muller and Sigg, 1991). The 
specific surface area is assumed to be 14.7 m2/g 
(Muller and Sigg, 1991).    
 
Table 3. Cation exchange reactions and selectivity 

coefficients. 

Cation exchange reaction KNa/M 

Na+ + X-H = X-Na + H+ 1 
Na+ + X-K = X-Na + K+ 0.2 

Na+ + 0.5X-Ca = X-Na + 0.5Ca+2 0.4 
Na+ + 0.5X-Mg = X-Na + 0.5Mg+2 0.45 
Na+ + 0.5X-Pb = X-Na + 0.5Pb+2 0.4 
Na+ + 0.5X-Ba = X-Na + 0.5Ba+2 0.35 
Na+ + 0.5X-Cd = X-Na + 0.5Cd+2 0.4 
Na+ + 0.5X-Co = X-Na + 0.5Co+2 0.6 
Na+ + 0.5X-Cu = X-Na + 0.5Cu+2 0.5 
Na+ + 0.5X-Mn = X-Na + 0.5Mn+2 0.55 
Na++0.5X-Sr = X-Na + 0.5Sr+2 0.35 
Na++0.5X-Zn = X-Na + 0.5Zn+2 0.4 
Na++0.5X-Fe = X-Na + 0.5Fe+2 0.6 

 
Mineral dissolution/precipitation reactions are written 
in terms of the primary species listed in Table 1. 
Table 5 lists their solubility products, which, except 
for siderite, are based on the database, 
Data0.dat.YMP.R4 qualified by the U.S. Department 
of Energy for the Yucca Mountain Project and used 
with EQ3.V7.2b (Wolery, 1993). The solubility 
product of siderite is that recommended by Preis and 
Gamsjager (2002), which differs slightly from that 
adopted in Data0.dat.YMP.R4. Kinetic rate constants 
of mineral dissolution are important only for those 
minerals that dissolve rapidly under the conditions 
and duration-selected interval of the MSU-ZERT test, 
such as calcite and siderite. Currently, 
TOUGHREACT (Xu et al., 2006) uses a general 
form of rate expression based on transition state 
theory (TST) (Lasaga et al., 1994; Steefel and Lasaga, 
1994): 
 

( )1 /r kA Q K
ηθ⎡ ⎤= −⎢ ⎥⎣ ⎦  (1) 

where r is the kinetic rate (positive values indicate 
dissolution, negative values precipitation), k is the 
rate constant (moles per unit mineral surface area and 
unit time), which is temperature dependent, A is the 
specific reactive surface area per kg H2O, K is the 
equilibrium constant for the mineral–water reaction 
written for the destruction of one mole of mineral, 
and Q is the reaction quotient. The parameters θ and 
η should be determined by experiments, but are 
commonly set equal to unity when experimental 
quantification is unavailable. For further details 
concerning the kinetics of mineral 
dissolution/precipitation, the reader is referred to  Xu 
et al. (2006).  
 
Table 4. Surface complexation reactions and surface 

complexation constants (logK) on HFO 

Surface complexation logK 
HFO_sOH2

+ = HFO_sOH + H+ -7.29 
HFO_wOH2

+ = HFO_wOH + H+ -7.29 
HFO_sO- + H+ = HFO_sOH 8.93 
HFO_wO- + H+ = HFO_wOH 8.93 
HFO_sOHSO4

-2 = HFO_sOH + SO4
-2 -0.79 

HFO_wOHSO4
-2 = HFO_wOH + SO4

-2 -0.79 
HFO_sSO4

- + H2O = HFO_sOH + SO4
-2 + H+ -7.78 

HFO_wSO4
- + H2O = HFO_sOH + SO4

-2 + 
H+ -7.78 

HFO_sSeO3
- + H2O = HFO_sOH +HSeO3

- -4.29 
HFO_wSeO3

- + H2O = HFO_wOH +HSeO3
- -4.29 

HFO_sMoO4
- + H2O = HFO_sOH + MoO4

- + 
H+ -9.5 

HFO_wMoO4
- + H2O = HFO_wOH + MoO4

-

+ H+ -9.5 

HFO_sOHMoO4
-2 = HFO_sOH + MoO4

-2 -2.4 
HFO_wOHMoO4

-2 = HFO_wOH + MoO4
-2 -2.4 

HFO_sH2AsO4 + H2O = HFO_sOH + 
H2AsO4

- + H+ -10.17

HFO_wH2AsO4 + H2O = HFO_wOH + 
H2AsO4

- + H+ -10.17

HFO_sHAsO4
- + H2O = HFO_sOH + 

H2AsO4
- 0.35 

HFO_wHAsO4
- + H2O = HFO_wOH + 

H2AsO4
- 0.35 

HFO_sH2PO4 + H2O = HFO_sOH + HPO4
-2

+ 2H+ -18.9 

HFO_w H2PO4 + H2O = HFO_wOH + HPO4
-

2 + 2H+ -18.9 

HFO_sPO4
-2 + H2O = HFO_sOH + HPO4

-2 -5.4 
HFO_wPO4

-2 + H2O = HFO_wOH + HPO4
-2 -5.4 

HFO_wCO2
- + H2O = HFO_sOH + HCO3

- -2.45 
HFO_wCO2H + H2O = HFO_sOH + HCO3

- + 
H+  -2.45 
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Table 5. Solubility production of minerals 

Primary 
Mineral 

Solubility 
product 

Primary 
Mineral 

Solubility 
product 

Quartz -3.75 Ferrihydrite  -63.24 
K-feldspar -22.91 Magnetite  -6.505 
Oligoclase -97.78 Goethite -8.12 
Smectite  -39.51 Siderite  -0.251 
Dolomite  2.524 Calcite 1.85 
 

RESULTS AND DISSCUSSION 

Earlier generic studies of CO2 leakage into potable 
groundwater aquifers (Birkholzer et al., 2008; Wang 
and Jaffe, 2004; Zheng et al., 2009a) indicated that 
the dissolution of carbonate minerals (mainly calcite) 
can significantly buffer pH through the dissociation 
of carbonic acid. Clay ion exchangers, when present 
in significant amounts in an aquifer host rock or 
sediment, can also strongly buffer pH through 
exchange of H+ with the groundwater (Bradbury and 
Baeyens, 1997; Samper et al., 2008; Zheng and 
Samper, 2009; Zheng et al., 2009b). In the present 
model, the dissolution of calcite, dolomite and 
siderite and H+ buffering through cation exchange 
and surface complexation could all contribute to 
buffering pH. Figure 1 shows the calculated pH by 
different combinations of these chemical equilibria. 
A simulation without carbonate minerals leads to a 
lower pH than the base case where the presence of 
carbonates is assumed, but is only marginally higher 
than the simulation without any buffering. This 
suggests that at the MSU-ZERT site, dissolution of 
carbonate minerals is the principal pH buffering 
process, whereas the H+ exchange by clays does not 
affect pH significantly, because the shallow saturated 
zone at the MSU-ZERT site soil does not contain 
large amounts of clay minerals.   
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Figure 1. Calculated pH with different combination 

of chemical reactions 

The groundwater at the MSU-ZERT site responds 
promptly to the release of CO2, as the pH falls within 
1 or 2 days, and a significant increase in major 
cations and trace metals are observed before the first 
rainfall occurs about 10 days later. In such a short-

duration test, only the dissolution kinetic rates for 
rapidly dissolving minerals such as calcite are 
important. The dissolution rate of calcite is 
particularly critical, because the resulting increase of 
Ca+2 induces cation exchange, which is responsible 
for the increases in major cations and most trace 
metals except for Fe and possibly Mn and Co. 
Depending on the level of undersaturation, according 
to Kaufmann and Dreybrodt (2007), the dissolution 
of calcite can be described by a fast and a slow rate 
law. The fast and slow rate laws are discriminated by 
the ratio of calcium concentration in the solution to 
the calcium concentration in equilibrium with calcite 
(C/Ceq) at a given CO2 partial pressure. Kaufmann 
and Dreybrodt (2007) reported that when the ratio 
(C/Ceq) is <0.3, the fast rate law applies, whereas 
when C/Ceq > 0.3, the slow rate law applies. In the 
current simulation, C/Ceq is about 0.4–0.5 and thus 
the slow rate law is adopted where the rate constant k 
in Equation (1) is 1.6×10-6 mol/m2/s. Svensson and 
Dreybrodt (1992) investigated the dissolution kinetics 
of calcite in CO2-water systems approaching calcite 
equilibrium and gave a rate constant k of 1.6×10-6 – 
2.2×10-6 mol/m2/s, although they indicated that 
C/Ceq should be around 0.6––0.8. Gledhill and 
Morse (2006) reported that the dissolution rate 
depends on brine composition, pCO2 (0.1–1 bar), and 
temperature and the rate constant (k) can be 
estimated from a multiple regression model. 
Applying their regression model to our simulation 
conditions, the rate constant is from 1.6×10-6 to 
2.2×10-5 mol/m2/s. Jordan and Rammensee (1998) 
gave a dissolution rate of 1.6×10-6 mol/m2/s on the 
calcite surface obtained by scanning force 
microscopy, which corresponds well to the rates 
obtained from batch experiments. Pokrovsky et al. 
(2005) measured the dissolution rate of calcite at high 
pressure, which is more relevant to deep CO2 
geological storage than CO2 releases at the MSU-
ZERT site. In summary, the published dissolution 
rates for calcite at lower levels of undersaturation are 
quite consistent. The value adopted in this study falls 
within the lower range of published values and 
correlates well with measured changes in calcium 
concentration observed in the field (Figure 2). If a 
higher calcite dissolution rate is used, such as that 
given by Gledhill and Morse (2006), i.e., 2.2×10-5 

mol/m2/s, the computed calcium concentration 
overestimates the measured data (Figure 2).  
 
With a decrease in pH, calcite dissolves and releases 
Ca+2 into the aqueous phase. Aqueous Ca+2 in turn 
exchanges with the exchangeable cations on the 
cation exchanger, tentatively assumed to be smectite. 
As a result, the concentrations of the major cations 
increase in solution. Figures 3 and 4 show the 
calculated sodium and magnesium concentration 
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versus pH. The close fits between calculated and 
measured concentrations support the hypothesis that 
cation exchange could dominate the evolution of 
major cations in response to the CO2 leakage at the 
MSU-ZERT site. Figures 5–8 show the calculated 
lead, cadmium, copper, and zinc. With the exception 
of Zn, which PCA shows to behave anomalously, 
reasonable matches between calculated and measured 
concentrations again suggest that the calcium-driven 
cation exchange could explain the observed trace 
metal response to CO2 leakage. 
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Figure 2. Calculated calcium concentration vs pH 

with different calcite dissolution rate.  

 
A simulation that considers only cation exchange for 
iron leads to a significant underestimation of 
measured iron concentrations (see Figure 9). This 
finding is consistent with the PCA, which indicates 
that its behavior is not identified with the component 
associated with ion exchange. We therefore decided, 
for the sake of argument, to test the assumption that 
siderite dissolution might be contributing to the 
increase in aqueous iron concentration, even though 
it is initially undersaturated (SI(siderite) ≈ -2.5). 
Although the predicted iron concentrations are still 
lower than those actually measured, a better fit is 
obtained. Note that the calculated iron concentration 
is highly sensitive to the rate of siderite dissolution. 
In the present study, the kinetic rate reported by 
Duckworth and Martin (2004) is adopted. These 
investigators studied the dissolution of siderite under 
both oxic and anoxic conditions at 298 K, and fitted 
their measured data to a mechanistic kinetic equation 
similar to that employed in TOUGHREACT. The 
rate constant is given for both neutral and acid 
dissolution mechanisms:  
 

+
2[H O] [H ]n Hk k k= +  (2) 

with kn = 10-8.65 mol/m2/s and kH = 10-4.6 mol/m2/s, 
respectively The dissolution rate is dominated by the 
neutral mechanism when pH > 5.5, whereas the acid 
mechanism becomes important when pH < 5.5. 
Testemale et al. (2009) confirmed that the dissolution 

rate constant of siderite at acid condition (pH < 4) 
can be expressed as: 
  

+[H ]Hk k=  (3) 

with kH = 10-9.3 mol/cm2/s (kH = 10-5.3 mol/m2/s) 
which is close to the kH given by Duckworth and 
Martin (2004). Testemale et al. (2009) compared 
their findings with other data (Braun, 1991; Golubev 
et al., in press) and concluded that published kinetic 
rates for siderite dissolution are generally in good 
agreement. Duckworth and Martin (2004) also 
mentioned that the dissolution of siderite is retarded 
under oxic conditions. At the MSU-ZERT site, the 
existence of dissolved oxygen in the saturated zone 
cannot be discounted, since the water table is close to 
the surface, and the observed presence of secondary 
ferric oxy-hydroxides is at least indicative of 
transient oxidative conditions. The dissolution rate of 
the postulated siderite used in current model thus 
might be higher than actually occurs, although the 
calculated iron concentration is lower than measured 
data. Model results suggest the dissolution of 
ferrihydrite (Fe2O3⋅13H2O) favors goethite 
precipitation, but this process would barely contribute 
to the observed increase in total aqueous iron.  
 

Table 6. Initial (Ci) and final (Cf)adsorbed 
concentration and their difference Cf –Ci 

Adsorbed species Ci Cf Cf - Ci 
s_H+ 1.7E-03 2.0E-03 3.0E-04 
s_ SO4

-2 5.2E-07 2.1E-07 -3.1E-07 
s_HSeO3

- 9.4E-07 5.2E-07 -4.2E-07 
s_MoO4

-2 1.7E-09 1.0E-09 -7.1E-10 
S_HCO3

- 2.3E-03 3.0E-03 7.2E-04 
s_ H2AsO4

- 8.5E-08 6.7E-08 -1.9E-08 
s_ HPO4

- 2.3E-04 2.3E-04 7.4E-07 
 
 
Another effect of increasing dissolution of CO2 in the 
groundwater is the increase of aqueous bicarbonate 
(HCO3

-) concentration (Figure 10). This increase 
modifies the distribution of adsorbed anionic species 
on HFO. Table 6 lists the adsorbed concentrations 
associated with those ions considered in the surface 
complexation reactions on HFO, as listed in Table 4. 
Desorption and adsorption constitutes the net effects 
of decreasing and increasing the concentrations for 
all relevant surface complexes. For example, the 
desorption/adsorption of As(V) can be represented by 
all relevant surface complexes including 
HFO_sH2AsO4, HFO_wH2AsO4, HFO_sHAsO4

- and 
HFO_wHAsO4

- (see Table 4). The total adsorbed 
concentration (represented as s_ H2AsO4

- in Table 6) 
is the summation of the concentrations for all four 
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complexes. Table 6 shows the initial (Ci) and final 
(Cf) adsorbed concentrations and their difference Cf –
Ci. Negative values of Cf–Ci indicate desorption, 
while positive values indicate adsorption. Initially, 
adsorbed carbonate occupies a large portion of the 
sorption sites (about 55%). The increase in HCO3

-  
due to the dissolution of CO2 leads correspondingly 
to increased adsorption of carbonate on the HFO 
surface. As a result, some anionic species are 
displaced into the aqueous phase. Figure 11 shows 
the aqueous concentration of arsenic. The good 
agreement between computed and measured As 
concentrations supports carbonate-initiated 
desorption as a controlling possess for As(V). It 
should be noted, however, that our model has ignored 
adsorption due to As(III) species, and these could 
influence the distribution of total As between 
adsorption sites and the aqueous solution.  However, 
a preliminary evaluation of the distributions of 
aqueous species in MSU-ZERT groundwater samples 
using EQ3 indicates that As(V) oxy-fluoride 
complexes species predominate in solution.  Whether 
such species might also adsorb remains an open 
question. 
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Figure 3. Calculated sodium concentration vs pH.  
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Figure 4. Calculated magnesium concentration vs 

pH.  

The computed aqueous concentrations of selenium 
overestimate the measured concentrations (Figure 12), 
possibly attributable either to uncertainties in the 
selenite surface-complexation constant, or to the 
omission of adsorbed selenate or selenide species.  
Preliminary EQ3 distribution of species modeling 

suggests that oligomeric neutral selenide complexes 
of Fe and Zn may predominate in solution, although 
such a distribution is highly dependent on a correct 
estimate of the redox state of the groundwater, and 
the unlikely assumption that homogeneous 
equilibrium with respect participating redox species 
has been attained. The concentration of aqueous 
phosphate (Figure 13) decreases with the decrease in 
pH, because anionic adsorption occurs. Although the 
concentrations of adsorbed HFO_sPO4

-2 and 
HFO_wPO4

-2 tend to decrease as carbonate species 
adsorb, the concentrations of HFO_sH2PO4 and 
HFO_wH2PO4 increase as the pH falls, the 
incremental increase more than compensating for the 
decrease in HFO_sPO4

-2 and HFO_wPO4
-2. 

Adsorption thus occurs, and the concentration of 
phosphate in the groundwater falls. 
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Figure 5. Calculated lead concentration vs pH  
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Figure 6. Calculated cadmium concentration vs pH 
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Figure 7. Calculated copper concentration vs pH 
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Figure 8. Calculated zinc concentration vs pH  
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Figure 9. Calculated iron concentration vs pH in 

the base model, in which both cation 
exchange and siderite dissolution are 
considered and a sensitivity run in which 
only cation exchange is considered 
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Figure 10. Calculated bicarbonate concentration vs 

pH 
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Figure 11. Calculated arsenic concentration vs pH  
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Figure 12. Calculated selenium concentration vs pH 
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Figure 13. Calculated phosphate concentration vs 

pH  

CONCLUDING REMARKS 

Rapid and systematic increases in major and trace 
elements were observed at the MSU-ZERT field test 
(Kharaka, et al., 2009b), which has been interpreted 
with a single-cell geochemical model in which 
hypothesized chemical processes were tested. 
Measured data before the first rainfall after the start 
of the test were used for comparison with model 
results, in an attempt to eliminate complex 
interactions resulting from mixing of infiltrating 
rainwater with the groundwater.  Reasonable matches 
between measured data and model results suggest 
that (1) calcite dissolution could be the primary 
process buffering pH, (2) the increase in the 
concentrations of major cations and trace metals 
except Fe could be explained by Ca+2-driven 
exchange reactions, (3) the release of anions from 
adsorption sites due to competing adsorption of 
bicarbonate could explain the concentration trends of 
most anions and (4) siderite dissolution might explain 
the increase in total Fe concentration. 
 
Because of the lack of key parameters such as the 
cation exchange capacity, smectite and iron 
oxyhydroxide content, current model interpretation of 
measured data depends largely on hypothetical values 
for those critical parameters. Consequently, the 
observed correlation between measured data and our 
model is not conclusive. Furthermore, secondary 
precipitates whose concentrations are too low to be 

184 of 634



 - 9 - 

  

detected by conventional mineralogical methods of 
analysis might control the aqueous concentrations of 
some trace elements. Finally, many of the trace 
elements might be presenting different oxidation 
states than assumed. Because characterization of the 
redox state of the groundwater at the MSU-ZERT site 
has not yet been successful, and there is ample 
evidence to suggest that a state of disequilibrium 
exists in the groundwater with respect to redox 
species, our modeling does not capture this condition, 
and the redox state of some of the trace element 
species may have been misidentified. Thus, the 
model results presented here represent work in 
progress rather than the final word. More precise 
modeling will be conducted as further mineralogical 
and chemical characterization studies are completed, 
and the system is better characterized. 
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ABSTRACT 

Tritium is generated by neutrino experiments in the 
underground NuMI facility at Fermilab, Illinois. 
Detailed measurements have shown that tritium is (1) 
generated in steel and concrete shielding, as well as 
in surrounding fractured rock, (2) transported through 
the facility mainly as tritiated water-vapor along with 
ventilated air through a tunnel, and (3) locally 
transferred into liquid water, which (a) seeps into the 
tunnel and is collected by a drainage system, or (b) is 
imbibed into surrounding concrete and fractured 
rock. Mitigation measures have been taken, and 
tritium concentrations have been reduced. To 
understand the transport of tritium in the variably 
saturated engineered and earth materials, we 
developed a three-dimensional flow and transport 
model using TOUGH2. The model focuses on a 670 
m section of the facility (fractured rock, concrete 
shielding, a tunnel, and a drainage system) and 
accounts for variably saturated water flow from 
saturated rock to the drainage system. Steady-state 
flow conditions were calibrated against multipoint 
flow-rate observations. The transport model was 
developed to account for advection and diffusion of 
tritium in the tunnel, concrete, and fractured rock, as 
well as diffusive mass transfer among these three 
elements of the facility. The diffusion coefficient of 
tritium in fully saturated and unsaturated concrete 
samples was measured experimentally (indicating 
that the effective diffusion coefficient linearly 
depends on water saturation) and used directly for 
our numerical modeling. Modeling results indicate 
that the tritium mass generated during the facility’s 
lifetime accumulates in the concrete shielding, and 
then is slowly transported, advectively and 
diffusively, into the drainage system surrounding the 
concrete shielding—which is consistent with the 
observation of tritium concentrations and mass 
collected during the first 4 years of the project 
operation. 

1. SITE DESCRIPTION 

Fermi National Accelerator Laboratory (Fermilab) 
operates the Neutrino at the Main Injector (NuMI) 
beamline for experimental studies in physics. NuMI 
is an ~1,300 m long underground facility, consisting 
of a pre-target tunnel, a target pile within a target 

hall, a decay pipe, a passageway running parallel to 
the decay pipe, an absorber hall, the MINOS Hall, 
several ventilation shafts, and various surface 
facilities (Figure 1). The slope of the decay pipe is 
~5.8%; the depth of the sump is ~100 m below land 
surface. The facility has been excavated in Silurian-
age Niagaran and Alexandrian dolomite, and 
Ordovician-age Maquoketa Shale overlain by glacial 
till. Airflow through NuMI is controlled by two 
engineered ventilation systems, and the exhaust air is 
discharged to the atmosphere at four locations. Water 
entering the facility is collected in a drainage system 
and pumped to surface holding tanks. 
 

 
Figure 1. Schematic of the NuMI facility (not to 

scale) 

The NuMI beamline produces (among other 
radionuclides) tritium as a byproduct. This tritium 
production occurs predominantly in the target pile 
within the target hall, but also in the absorber hall, in 
the concrete along the decay pipe, and in the 
surrounding rock formation. Tritium may be 
generated in the gas phase, in pore water, and in the 
solid components of the surrounding engineered and 
earth materials. Once the tritium is generated, it may 
be contained at the source location or migrate to other 
parts of the facility, with the possibility of being 
released to the surrounding environment. To monitor 
the fate of tritium, samples of water, concrete, and 
rock have been collected at multiple locations within 
the facility to infer tritium concentrations in the vapor 
phase, pore water, drainage water, condensate, and 
solid materials. Figure 2 shows the tritium 
concentration of the drainage water (pumped from 
the tunnel sump) in the surface holding tank, as well 
as the beam intensity in terms of the amount of 
protons on the target (pot) for the physics 
experiments. There are significant variations in 
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tritium concentrations caused by switching of many 
operation components (e.g., ventilation on/off, 
dehumidifier addition, and conditions for the target 
pile sealing and air flow recirculation). These 
operation conditions mainly affect the air-flow flux 
and the tritiated water concentrations in the air flow, 
both of which in turn affect the mass transfer between 
the air flow and seeping water in the tunnel. In spite 
of the variations in the tritium concentration, there 
has been no systematic trend of minimum 
concentration increase with time during the 4-year 
operation of the facility. This indicates that the 
tritium collected in the drainage system mainly 
comes from the mass transfer from tritiated-water-
vapor-containing air flow through the tunnel to the 
seeping water on the tunnel walls; the direct release 
of tritium generated in the concrete shielding 
contributes little to the tritium mass collected at the 
sump. Additional evidence in support of this 
conclusion is that there is no apparent correlation 
between the tritium concentrations in the sump and 
the beam intensity, which determines the rate of 
tritium production in the concrete and fractured rock.  
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Figure 2. Tritium concentrations in the surface 
holding-tank water pumped from the sump 
of the drainage system, and beam 
intensity 

Since most of the measured tritium concentrations in 
the drainage water are less than the EPA standard of 
20 pCi/ml for drinking water, there is no direct 
environmental concern about tritium contamination 
in the drainage water and groundwater in the vicinity 
of the facility. This research addresses the long-term 
fate of tritium produced in the decay-pipe concrete 
shielding, including advection and diffusion in the 
unsaturated concrete, and the slow release into the 
drainage system during NuMI operation time (2006 
through 2019) and after the site is decommissioned. 

2. RELEVANT TRANSPORT PROCESSES 

2.1. Transport Processes  
In this modeling study, we focused on the 670 m long 
decay-pipe region, a cross section of which is shown 

in Figure 3. The cross section consists of the concrete 
shielding, the walkway tunnel, the drainage system 
(the “dimple mat” between fractured rock and the 
concrete shielding, grates, and the main drain), and 
surrounding fractured rock. The radial part of the 
cross section consists of four concentric zones: (1) 
the vacuum tube (r < 1 m), (2) the decay-pipe 
concrete (1 m < r < 3.3 m), (3) the tritium-producing 
zone of the fractured rock (3.3 m < r < 6 m), and (4) 
an outer, tritium-free region (6 m < r < 15 m).  

 

Figure 3. Schematic of tritium production and 
transport in a vertical cross section 

For the representative cross section of the decay pipe, 
there are various processes involved in transporting 
the tritium generated in the facility. Globally, tritium 
is transported with ventilated air flow from the source 
region in the Target Pipe and Hall and from the 
source region in the Absorber Hall. Locally, the 
tritiated water vapor is mass-transferred into the 
water seeping around the walls of the walkway 
tunnel, while the seeping water with relatively high 
concentrations is collected through 11 grates into the 
main drain, and then mixed with the low-
concentration water flowing through the dimple mat. 
The low tritium concentration results from advective 
transport through fractures and diffusion in the matrix 
of the tritium generated in the fractured rock. A much 
higher tritium mass, generated in the concrete, is 
transported advectively and diffusively to the dimple 
mat. Advective transport within the unsaturated 
concrete depends on the intrinsic permeability and 
relative permeability, which are a function of the 
concrete water saturation. Diffusive transport in the 
unsaturated concrete depends on water saturation 
(Pruess et al., 1999).  In the modeling effort, we 
neglected the global air flow and its mass transfer 
with seeping water around tunnel walls. We focused 
on the fate and transport of tritium generated in the 
unsaturated concrete.  
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2.2. Tritium Production 
The tritium mass produced in the concrete shielding 
of the decay pipe was simulated using the MARS 
model (Lundberg, 2006). The model was used to 
calculate the spatially varying star density by  

[ ])exp()exp()exp( 221110 DrBDrBAAzASC +++=  
   (1) 

where CS  (star/cm3 pot) is the star density (defined 

as a hadronic interaction vertex with at least one 

secondary particle that has a kinetic energy higher 

than a cut-off value (e.g., 30 MeV)) per unit volume 

of concrete per proton on target, r (cm) is the radius 

from the center of the vacuum tube, z (cm) is the 

longitudinal distance from the start of the target pile, 

and the parameter values are 7
0 1073.2 −×=A , 

14.01 =A , 51049.4 −×−=A , 032.01 −=B , 

91.21 =D , 082.02 −=B , and 462.72 =D . These 

model parameters were obtained through calibrating 

the MARS model against the measured concrete 

concentration (see Figure 4). 

 

Figure 4. Fitting of star density values (symbols) 
calculated using the MARS model by 
exponential functions (solid line), with 
converted star density values (symbols) 
from tritium concentration measured in 
concrete cores (Lundberg, 2006) 

In the MARS model, the decay pipe starts at 
~ 100,5=z  cm and ends at 000,72=z  cm, based 

on the reference point for the coordinate z ( 300,9=z  

cm for STA 9+84). The number of stars ( SN ) 
generated per pot within a given concrete element of 

volume ( minr , maxr ) by ( minz , maxz ) in the 2D 

radial system can be calculated easily by integration. 
The non-uniform distribution of tritium mass is 
calculated using (1) the stars for a given gridblock 
and (2) the cumulative total number of protons on 
target during this period. The tritium activity ( M ) 
generated within a given volume is calculated as 

PnmpS NSAMWKNM ×××××=  (2) 

where SN  (star/pot) is the number of stars, pK  

(3H/star) is the tritium production rate per star, mW  

( 20=  mole/atom) is the molar weight of the tritiated 

water (HTO), nM  ( 241067.1 −× g/mole) is the mass 

of HTO per nuclei, SA  (1520 Ci/g) is the specific 

activity of HTO, and PN  (pot) is the total number of 

protons on target for a given time period. Based on 

the parameter values provided above (Lundberg, 

2006), the tritium activity in the concrete is 

calculated to be: 

)(1072.3 21 CiNNM PSC
−×=  (3) 

where a value of 0732.0=pK  3H/star is used for the 

concrete, and CM  is the tritium activity in the 

concrete. The annual beam intensity for the lifetime 

operation of the facility varies from 1.5×1020 pot to 

8.0×1020 pot, with a total of 48×1020 pot. Considering 

the slight difference in the MARS model parameters 

for the medium- and (later) low-energy physics 

experiments, the total tritium mass-generated in the 

concrete is 1161.8 Ci for 2006 through 2019. 

3. MODEL DEVELOPMENT 

3.1. Mesh Generation 
Figure 5 show the 2D mesh for a cross section. The 
2D mesh consists of a radial-gridblock region, and a 
rectangular-gridblock region. The radial-gridblock 
region includes 33 rows (having the same radius), 
each having 40 gridblocks and a radian of π05.0 . 
Normal to the row, discretization varies from 0.01 m 
to 0.2 m for the concrete (1 m < r < 3.3 m) and 0.25 
to 0.4 m for the tritium-producing zone of the 
fractured rock (3.3 m < r < 6 m), and 2.0 m to 3.0 m 
for the tritium-free zone of the fractured rock (6 m < 
r < 15 m). The rectangular-gridblock region is 
embedded within the radial-shaped region in the 
vicinity of the walkway, including part of the 
concrete, the entire walkway, and part of the 
fractured rock. Different refinement of the 
rectangular gridblocks is used to capture the seepage 
along the tunnel walls and the sharp change in water 
saturation. A thin (0.05 m) ring of high-permeability 
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elements at r = 3.3 m represents the dimple mat. For 
the entire 3D model domain, 49 model layers along 
the decay pipe were employed, honoring the 
geometric feature of the decay pipe. Gridblocks of 
the 11 grates were added to account for gravity 
drainage, and a column of 49 gridblocks were added 
to represent the main drain, which was connected to 
the grate gridblocks and dimple-mat gridblocks. 
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Figure 5. Model domain, computational TOUGH2 
mesh, and boundary conditions for a 
reference cross section centered at (200 
m, 200 m) 

A methodology was used to deform the base cross 
section 2D mesh along the decay pipe to account for 
the geometric changes of the walkway and the 
vacuum tube relative to the concrete. For each cross 
section, the number of gridblocks was kept 
unchanged; the nodes used for defining the boundary 
of each gridblock were used to track the geometric 
changes. For a deformed model layer, the volume and 
connection properties (distances, interface area) were 

accordingly changed for all gridblocks located within 
a region enveloped by fixed-coordinate nodes. In 
total, there were ~95,000 3D gridblocks. 

3.2. Rock and Concrete Properties 
The model domain is located within four geologic 
layers: (in order from the top) the Kankakee 
Formation of dolomite, the Elwood Formation of 
dolomite, the Brainard Formation of dolomite, 
siltstone, and shale, and the Scales Formation of 
shale and mudstone. Their permeability assigned to 
the model is 1.44×10-14, 1.44×10-14, 2.88×10-15 and 
1.44×10-16 m2, respectively. For the concrete (using 
the recipe provided by Fremilab), the absolute 
permeability and porosity measured on the fabricated 
decay pipe are 5.7×10-15 m2, and 0.218, respectively. 
The concrete diffusion coefficient was also measured 
on a different fabricated decay-pipe concrete using 
through-diffusion laboratory experiments. The 
measured diffusion coefficient is 2.4 ×10-10 m2/s for 
fully saturated samples, while the measured value is 
smaller for the same samples with a water saturation 
of 0.6. The porosity of this fabricated concrete 
sample is 0.23, close to the samples for measuring 
absolute permeability.  Permeability for the drainage 
system (the dimple mat, grates, and main drain) is set 
to be an arbitrarily high value.  

3.3. Boundary Conditions 
Considering that the convergent flow to the drainage 
system is dominant over regional groundwater flow, 
we assumed that the water table is constant in the 
area of the NuMI facility; only the local water flow 
converging towards the NuMI drainage system (i.e., 
dimple mat, grates in passageway, and main drain) 
was simulated. The convergent water flow was 
assumed to be at steady state. Water pressure at the 
outer radial boundary was specified assuming 
hydrostatic conditions with a water level of 210.30 m 
(690 feet). The walkway was connected to EAV 2 
and EAV 3, which were at atmospheric pressure. The 
main drain was also at atmospheric pressure with an 
open-channel flow. 
 
For the transport simulation, initially there was no 
tritium concentration in the entire model domain. 
Tritium mass is introduced into the system via a 
source term for the concrete gridblocks. The mass 
influx for each concrete gridblock is calculated using 
Eq. (1) and the beam intensity. 

4 MODELING RESULTS AND DISCUSSION 

4.2.Quasi-Steady-State Flow 
The entire NuMI facility is under the water table. The 
passageway is connected to EAV 2 and EAV 3, 
which are at atmospheric pressure. The main drain is 
also at atmospheric pressure. Figure 6a shows the 
pressure distribution in an upstream cross section, 
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with the center of the decay pipe shifted from 184.17 
m to 200 m. The concrete, the walkway tunnel, and 
the immediate surrounding fractured rock are 
unsaturated, with water saturation close to zero in the 
tunnel and 0.5 in the concrete, while most of the 
fractured rock is fully saturated. The flow is from out 
of the model domain to the drainage system, and 
water is collected through the dimple mat and tunnel 
through grates to the main drain. The flow rate for the 
entire decay pipe region is about 6.3 L/s (100 
gallons/minute). The calibrated fractured rock 
permeability for the upper two hydrogeologic layers 
is 1.44×10-14 m2. 
 
The saturation of the concrete was initially very low, 
and the dimple mat around the concrete reduces the 
interface area, so that the concrete saturation might 
slowly increase with time as a result of capillary 
imbibition. There were no saturation measurements 
available; however, the saturation was calibrated 
through the transport simulation. The measured 
tritium concentration in the drainage water was not 
affected by the release of tritium generated in the 
concrete during the first four years of operation. The 
measured absolute permeability was 5.7×10-15 m2, 
and the advective transport in the concrete was 
negligible. As a result, the relative permeability of 
the aqueous phase was small. The calibrated concrete 
saturation was ~0.5  

4.2. Transient Transport 
For the transient transport simulation, we assumed 
that the flow was steady state, with very slow water 
flow into the concrete from the dimple mat. Initially, 
we assumed that the entire domain was free of 
tritium, and that tritium was generated in the concrete 
at a total rate of 57.12 Ci/year for 10 years. The non-
uniform distribution of the tritium mass generated 
was generated using Equations (1) and (2). Transport 
mechanisms include advection, diffusion, and decay. 
and the half life of tritium is 12.4 years. The 
unsaturated diffusion coefficient depends on the 
tritium diffusion coefficient in water (1.0×10-9 m2), 
medium’s tortuosity (0.218), and the effective 
tortuosity related to water saturation (0.5) (Pruess et 
al., 1999). 

4.1. Steady-State Flow 
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Figure 6. Pressure, water saturation, and tritium 
concentration simulated at 10 yrs in a 
representative cross section of the decay 
pipe, with reference center (200 m, 200 
m) 
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Figure 6c shows the tritium concentration in the 
concrete. Overall, the contour of the tritium 
concentration at 10 years shows the signature of the 
tritium mass generated in the concrete: higher 
concentration close to the vacuum pipe of the decay 
pipe, and lower concentrations in the outer region of 
the concrete. Figure 6c also shows the impact of 
advective and diffusive transport on the concentration 
contour. Transport makes the concentration contour 
different from the concentric pattern of tritium mass 
generated. The release of tritium from the concrete to 
the drainage system in the 10 years of simulation 
period was negligible. Note that the water saturation 
in this case is calibrated using the measured tritium 
concentration in the drainage water. For the 
sensitivity analysis of tritium release on water 
saturation, we also simulated cases with saturation of 
0.4, 0.6, and 0.7, and found that for the case of 0.7 
saturation, the remaining tritium mass in the concrete 
was 31.26 Ci, indicating that more than 12.3 Ci 
tritium was released into the drainage system over the 
10 years. In comparison, the total tritium mass 
collected in the drainage system was about 4 Ci/year, 
which can be attributed to the mass transfer between 
globally transported tritiated vapor and seeping 
water. Although the calibrated water saturation was 
in a range between 0.2 and 0.6, the value of 0.5 was 
used to represent the most likely scenario of tritium 
transport. 

SUMMARY AND CONCLUSIONS 

A three-dimensional numerical model was developed 
to simulate the steady-state flow and transient 
transport of tritium in the NuMI facility. The steady-
state flow was induced by the subsurface facility 
located below the water table, and by the unsaturated 
walkway tunnel connected to the atmosphere. Tritium 
was generated within steel and concrete shielding in 
the target pipe and target hall, steel and concrete 
shielding in the absorber hall, and concrete  shielding  

in the decay pipe, as well as in the surrounding 
fractured rock. Our modeling was focused on the 670 
m long decay pipe region, where the majority of 
tritium mass was generated in the concrete. To 
account for the non-uniform distribution of tritium 
mass simulated using the MARS model, we 
generated an irregular base cross section mesh. A 
mesh deformation was performed to account for the 
changes in geometries and location of the facility 
components (e.g., walkway). Simulation results 
showed that concrete saturation had been at a low 
value (~0.5), calibrated using the fact that tritium 
release from concrete into the drainage system would 
be small in the first 4 years of facility operation. This 
low saturation stems from (1) a small initial 
saturation condition, and (2) a reduced connection 
area between saturated fractured rock and unsaturated 
concrete by dimple mat. The tritium generated in the 
concrete is redistributed slowly by advection, 
diffusion, and decay, and after 100 years, the total 
tritium mass has essentially migrated out of the 
model domain. 
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ABSTRACT 

This study investigates dense non-aqueous phase 
liquid (DNAPL) entrapment and dissolution in single, 
variable-aperture fractures. Log-normally distributed 
aperture fields with local permeabilities following the 
cubic law are assumed. Special attention is given to 
the capillary pressure-liquid saturation function to 
account for the specific drainage and wetting 
characteristics of fractures. DNAPL migration and 
immobilization is modeled by using the 
iTOUGH2/T2VOC models, and dissolution is simu-
lated using the TMVOC model. Multiple realizations 
with different sets of aperture statistics and fracture 
inclination angles are analyzed. 
 
The results suggest that the entrapment geometry of 
DNAPL in a heterogeneous fracture is highly sensi-
tive to the aperture statistics. Larger correlation 
length or standard deviation produces a wider range 
of total entrapped DNAPL volume. Modeling of 
different fracture inclination angles reveals that 
gravity force plays an important role as well. Subse-
quent dissolution modeling shows that mass transfer 
will also be strongly influenced by the different 
DNAPL entrapment architectures corresponding to 
the different aperture correlation lengths and standard 
deviations.  
 

INTRODUCTION 

Dense non-aqueous phase liquids (DNAPLs) released 
into the subsurface can migrate rapidly through 
fracture networks under the influence of gravita-
tional, viscous, and capillary forces, until they get  
trapped in dead-end fractures or as residual ganglia in 
the pathways. Entrapped DNAPLs will act as long-
term contamination sources as they dissolve into the 
surrounding aqueous phase.  
 
The complex heterogeneity of fractured media, both 
at the level of individual fractures and at the level of 
fracture networks, makes the effective remediation of 
these media extremely difficult. An improved under-

standing of DNAPL spreading, immobilization and 
dissolution behavior in fractured rocks is therefore 
needed. Addressing this behavior in complex field-
scale fracture networks requires a solid understanding 
of the behavior in individual fractures that form the 
building blocks of the fracture networks. 
 
How a DNAPL infiltrates and becomes entrapped 
within a discrete single fracture of a fracture network 
affects the subsequent dissolution and the longevity 
of the DNAPL. Predicting the dissolved mass flux 
generation from entrapped DNAPLs requires the 
modeling of both the entrapment of the DNAPL and 
its dissolution. DNAPL dissolution in single fractures 
has been experimentally and numerically studied by 
several researchers. Detwiler et. al. (2001) presented 
a variable-aperture pore-scale entrapped DNAPL 
dissolution model that explicitly incorporates the 
geometry of individual blobs and thus does not rely 
on empirical mass-transfer correlations. Based on 
experimental and simulation results, Detwiler et. al. 
(2001) then used a simple exponential relation to 
model the DNAPL saturation depletion at a fracture 
scale. Dickson and Thomson (2003) developed a 
Sherwood-type empirical correlation based on eight 
dissolution experiments using natural rock fractures. 
In their Sherwood number correlation, Dickson and 
Thomson (2003) chose tracer aperture ratio as an 
indirect measure of the initial trapped DNAPL 
configuration, although the actual architecture was 
not known. 
 
Depending on the fracture aperture variability, 
dipping angle and boundary characteristics, DNAPL 
entrapment morphology can be complicated, exhibit-
ing a wide range of blob sizes at various locations. 
For such different entrapment morphologies, differ-
ent dissolution behavior can be expected as well. This 
work investigates the effects of different sets of 
fracture characteristics on DNAPL entrapment and 
dissolution by means of numerical simulation. 
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MODELING APPROACH 

Variable aperture field 
To take into account the heterogeneity within the 
rough-walled fracture, variable apertures are assigned 
to a two-dimensional fracture plane. Gridblock 
volume and connection areas are assigned accord-
ingly. Log-normally distributed aperture values are 
generated using a random field generator available in 
Processing Modflow for Windows (Chiang and 
Kinzelbach, 2001), which uses an exponential 
correlation function with assigned correlation 
lengths. The mean aperture is set at 300 µm, which is 
on the order of laboratory measurements (Hakami 
and Larsson, 1996) of natural granite fractures at low 
confining stress (< 0.5 MPa). Correlation length and 
aperture standard deviation are two of the factors 
expected to affect DNAPL entrapment and dissolu-
tion, and are allowed to vary from 1 to 3 cm and from 
0.25 to 0.5 (log10), respectively. Permeability k of 
each gridblock is related to aperture b by the equation 
k = b2/12. 
 

Infiltration and immobilization 
Two-phase flow in single fractures has been 
simulated using invasion percolation (IP) model 
(Pyrak-Nolte et al., 1992), modified invasion percola-
tion (MIP) model (Glass et. al., 1998)  and pore 
network model (Hughes and Blunt, 2001). In this 
study, we use a continuum-based approach to model 
DNAPL migration in fractures where gravity force 
also plays a role (i.e., nonhorizontal fracture). A 
unique ‘flat’ capillary pressure-saturation function 
(see Figure 1) is defined for each of the gridblocks 
with variable apertures. This form of the function 
allows a rapid drainage of the fracture location once 
the nonwetting phase entry pressure corresponding to 
the fracture opening at that location is reached. The 
entry pressure is allowed to vary according to the 
variable aperture and is linked to it as follows.   
 

 
Figure 1. Illustration of capillary pressure-satura-

tion used in the fracture-DNAPL  model-
ing 

Nonwetting phase entry pressure Pe can be calculated 
using the Young-Laplace equation: 
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Pe γ                          (1) 

where γ is the interfacial tension, r1 is the principal 
radius of the curvature perpendicular to the fracture 
plane, and r2 is the principal radius of the curvature 
of in-plane fluid interface. Considering in our case 
that the aperture correlation length is much larger 
than the mean aperture, which indicates a very small 
dimensionless curvature number C (C is equal to the 
ratio of mean aperture and correlation length multi-
plied by absolute value of the cosine of the contact 
angle, as defined by Glass et. al. (1998)), we can then 
use the approximation of Pe ≈ γ/r1 = 2γcosθ/b, where 
θ is the contact angle and b is the aperture. In 
essence, the “flat” capillary pressure-saturation 
function makes the model similar to an invasion 
percolation model. This is implemented into 
iTOUGH2 (Finsterle, 2000) with T2VOC (Falta et. 
al., 1995) module.  

DNAPL dissolution  
Since the time scale for DNAPL entrapment can be 
orders of magnitude smaller than that for dissolution 
processes, we can model migration and dissolution in 
a stepwise manner. Although local equilibrium 
assumption (LEA) is generally believed to underesti-
mate the time for DNAPL removal, in this prelimi-
nary study we use this assumption based on the 
following considerations. First, our work has a focus 
on the effect of heterogeneity on DNAPL dissolution 
at a scale of a fracture much larger than the computa-
tional gridblock scale, so the local rate-limited 
dissolution behavior may be of secondary impor-
tance. Second, the average water flow velocity is 
very small, on the order of 10-5 m/s, as dissolution in 
the presence of natural groundwater gradient of 0.001 
is modeled instead of (for example) any remediation 
activity. Temporal variation of local aqueous phase 
relative permeability (i.e., increase with the ongoing 
dissolution process that reduced DNAPL saturation) 
is taken into account by using a simple power 
function of water saturation with an exponent of 1.5. 
This is a preliminary value, and the effect of 
heterogeneity on DNAPL dissolution should not be 
affected, since the same value is used for all the 
different cases. TMVOC code (Pruess and Battistelli, 
2002) is used for the dissolution modeling.   

Modeling scenario 
The modeling scenario consists of trichloroethylene 
(TCE) source (specified pressure) on the entire top 
boundary, no-flow boundary at the bottom, and 
constant head at left- and right-hand side boundaries. 
This represents a fracture with no intersection at the 
bottom. When the DNAPL migration through the 
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domain has reached a steady state, the DNAPL 
source at the top boundary is turned off, and the 
DNAPL is allowed to immobilize. After DNAPL 
immobilization dissolution modeling continues. The 
30×30 cm2 fracture plane is discretized into 60×60 
gridblocks. Multiple realizations with different sets of 
aperture statistics and fracture inclination angles are 
simulated. An example realization of the aperture 
field is shown in Figure 2. 
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Figure 2. An example realization of the aperture 

field with a correlation length of 2 cm and 
a standard deviation 0.4 (log10)  

RESULTS AND DISCUSSION 

Entrapped DNAPL volumes for different sets of 
correlation lengths and aperture standard deviations, 
as well as different fracture inclination angles, can be 
analyzed from the results. An example of DNAPL 
entrapment for the vertical fracture with the aperture 
field in Figure 2 is shown in Figure 3. Most entrap-
ment morphologies resulting from the simulations 
showed similar tendencies as the result in Figure 3, 
with entrapped DNAPL in small, sparse blobs, as 
well as in large blobs in the vicinity of the closed 
bottom boundary.  

Entrapment of DNAPL 
Volumetric DNAPL content (Sn) is defined as the 
ratio between total trapped DNAPL volume and 
fracture void volume. As can be seen in Figure 4(a), 
when the correlation length is longer (log aperture 
standard deviation is fixed at 0.4), the trapped 
DNAPL volume  becomes smaller, and at the same 
time varies more between different realizations. This 
is not surprising, because longer correlation length 
means more chances of getting pathways through the 
domain. If more pathways lead to the bottom, which 
is closed, then relatively large NAPL entrapment in 
the fracture plane results; while if more pathways 
lead to the open sides, relatively small amounts of 
trapped NAPL are obtained. 
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Figure 3. DNAPL entrapment for a vertical fracture 

with the aperture field shown in Figure 2 

 

 
Figure 4. Effect of correlation length (a) and aper-

ture standard deviation (b) on total 
DNAPL entrapment volume. The cross 
and bar show the mean and standard 
deviation of DNAPL entrapment volume 
for different realizations, the symbols 
correspond to individual realizations. 

As shown in Figure 4(b), on average, the larger the 
aperture standard deviation (correlation length is 
constant 2 cm), the more trapped DNAPL. This is 
because larger standard deviation of apertures 
produces more distinct contrasts between small and 

(a)

(b)
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big aperture regions. In each group, there is also one 
realization with almost zero entrapment. The reason 
for this is that these realizations have very small aper-
tures on the top of the fracture, and DNAPL source 
pressure is not sufficient to overcome the capillary 
barrier to enter these regions. 
 
Fracture inclination angle is an important parameter 
affecting DNAPL entrapment. Different angles give 
different Bond numbers (Bo, ratio of gravity force 
and capillary force). It can be seen from Figure 5a 
that a fracture inclination angle of 30° can result in a 
wide range of DNAPL entrapment, from 3% to 45%. 
This means that the gravity force and capillary force 
both come into play and interact with the aperture 
field geometries, resulting in strikingly different 
initial entrapment morphologies. Figure 5b shows the 
same results in terms of center of DNAPL mass in 
the Z direction along the fracture plane. 
 
It can be seen and should be noted that fracture 
boundary conditions surely influence the DNAPL 
entrapment. In some cases, for instance a dead-end 
fracture, trapping by the boundaries can be dominant 
over trapping in the fracture plane along migration 
pathways. So, for different boundary scenarios, 
different entrapment behaviors should be expected, 
an issue that needs to be addressed in future studies. 
 

 

 
Figure 5. Effect of fracture inclination angle on  

DNAPL entrapment. 90 degree indicates a 
vertical fracture. 

Dissolution of DNAPL 
To describe the DNAPL dissolution process, we use 
the temporal evolution of the normalized TCE 
concentration in the aqueous phase Cout/Ceq (flow-
averaged concentration at the outlet boundary divided 
by equilibrium concentration) and of the normalized 
DNAPL content Sn/Sni (volumetric DNAPL content 
normalized to the initial DNAPL content in the 
fracture at the end of the immobilization phase).  
Considering an influent concentration of zero, we 
may use Cout/Ceq as a measure of effective mass 
transfer coefficient for the fracture scale. 
 

 

 
Figure 6. Effect of fracture in-plane heterogeneity 

on trapped DNAPL dissolution. (a) flow-
averaged outflow concentration. (b) 
relative volumetric DNAPL content in 
fracture plane. 

Only one or two realizations from each set of correla-
tion length and aperture standard deviation are 
selected for dissolution modeling, but these are 
selected to have a Sn close to the mean Sn of the group. 
It can be seen from Figure 6(a) that solute concentra-
tion Cout/Ceq usually quickly drops to below 0.1, 
indicating that the effective mass-transfer rate 
reduces fast. It can also be observed that both an 
increase in permeability correlation length and in 
permeability standard deviation lead to longer 
DNAPL removal times. For the highest standard 
deviation case (correlation length 2 cm and standard 
deviation 0.5), a complete removal of DNAPL is not 
simulated, but the estimated removal time is about 

(a)

(b)
(a) 

(b) 
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2000 days. Visual inspection of DNAPL entrapment 
geometries from figures like that in Figure 3 indicates 
that generally the entrapment blob or cluster size 
increases with correlation length and standard devia-
tion, though quantitative analyses have not been 
carried out yet. Large clusters are usually correlated 
with small interfacial areas per unit NAPL volume, 
and thereby with less contact area for dissolution to 
take place.  
 
Figure 6(b) shows the DNAPL depletion as dissolu-
tion proceeds. If we compare two curves (correlation 
lengths of 1 cm and 3 cm, both with standard devia-
tion 0.4), we can see that the case with correlation 
length 3 cm dissolves much slower than the one with 
1 cm, even though the latter case has an initial Sn 
higher than the former one. So the initial Sn is a factor, 
but some other factors, such as entrapment morphol-
ogy or interfacial area, and groundwater flow 
accessibility for the big blobs, may be more impor-
tant in terms of dissolution kinetics. 
 
Figure 7 shows the temporal change of first and 
second spatial moments of NAPL mass for one 
example realization (correlation length of 2 cm, 
standard deviation 0.4) as dissolution proceeds. It can 
be observed that the second moment in Z direction 
drops fast in the first 200 days, indicating that the 
small, sparse entrapped blobs above the pool at the 
bottom have been removed by dissolution during this 
period. The DNAPL pools or clusters remain for a 
much longer time. In this sense, longevity of DNAPL 
in the fracture is controlled by these clusters. 
  

 
Figure 7. Temporal change of spatial moments with 

dissolution process (correlation length 2 
cm, standard deviation 0.4, realization 8). 

CONCLUDING REMARKS 

DNAPL entrapment and dissolution in a single 
variable aperture fracture has been studied. Prelimi-
nary results show that aperture statistics (standard 
deviation and correlation length) as well as fracture 
inclination angle affect the amount of DNAPL 
trapped, as well as the entrapment architecture. This 

initial entrapment architecture, together with the 
heterogeneous aperture field, will then strongly 
control the flow and transport during the dissolution 
process. Generally, a more heterogeneous aperture 
field results in an initial entrapment architecture that 
contributes to a slower mass transfer. 
 
These preliminary results show the significant effect 
the boundary conditions have on DNAPL entrapment 
architecture. In field-scale fracture networks, a 
number of different boundary conditions can be 
encountered, depending on fracture termination and 
connectivity as well as connection type with other 
fractures. Therefore, a number of different boundary 
condition scenarios need to be considered to be able 
to address the field-scale fracture-network problems. 
These are the topic of further studies. It should also 
be pointed out that the simulations presented in this 
work are carried out with a relatively coarse 
discretization. The effect of using a more refined 
mesh is also considered in future work.  
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ABSTRACT 

Three example applications of TOUGHREACT to 
environmental systems are presented. In each 
example, the simulated biogeochemical processes 
differ significantly, illustrating a range of code 
applicability. The first study involves metal cycling 
in iron-rich lake sediments impacted by mining 
activities. The mobilization of metals by both biotic 
and abiotic reductive dissolution of iron hydroxides is 
assessed, and compared to the effect of dissolution of 
primary sulfide (detrital) ore minerals.  In a second 
example, the precipitation of calcite induced by urea 
hydrolysis (ureolysis) is modeled to assess the 
remediation of 90Sr contamination in saturated 
sediments. A ureolysis column experiment is 
simulated, with results compared to experimental 
data.  In the last example, TOUGHREACT is used to 
investigate thermodynamic and kinetic constraints 
affecting the biogenic precipitation of uraninite and 
its reoxidation by iron hydroxides.   

INTRODUCTION 

TOUGHREACT has been widely applied to simulate 
coupled thermal, hydrological, and chemical 
processes related to nuclear waste storage, 
geothermal systems, CO2 sequestration, and water-
gas-rock interactions in deep reservoirs. Here, 
building on recent code enhancements (Xu et al., 
these proceedings), TOUGHREACT is applied to 
three different problems related to shallow 
environmental systems: the cycling of metals in 
contaminated lake sediments, calcite precipitation 
induced by urea hydrolysis, and the biogenic 
precipitation and reoxidation of uraninite. These 
examples cover a range of biotic and abiotic 
geochemical processes typically encountered in 
shallow subsurface environments, such as redox 
disequilibrium, reductive dissolution, sorption, 
desorption, co-precipitation, and ion exchange.  
These three examples reflect recent projects with 
modeling components born primarily from 
collaborative research between LBNL and U.C. 
Davis. The modeling work presented here draws 
partly on previously published work as well as 

ongoing investigations, as detailed below and in 
references therein.  

METAL CYCLING IN LAKE SEDIMENTS 

This study investigates the cycling of iron and heavy 
metals (Zn, Pb, Cu) in sediments of Lake Coeur 
d’Alene, Idaho, which have been heavily impacted by 
mining activities. As a result, these sediments contain 
elevated concentrations of iron and heavy metals.  
The sediments consist primarily of quartz, siderite, 
and iron hydroxides (primarily ferrihydrite; Toevs et 
al., 2006; Moberly et al. 2009). The microbial 
reductive dissolution of iron hydroxides in the 
sediments leads to the release of metals sorbed onto 
these mineral phases, generating benthic fluxes of 
metals from the sediments to the lake water. Deeper 
into the sediments, metals mobilized by reductive 
dissolution become immobilized by reaction with 
biogenic sulfide to form sulfide minerals. The abiotic 
reductive dissolution of iron hydroxides by biogenic 
sulfide and the oxidation of native (detrital) sulfide 
ore minerals also affect the geochemical behavior of 
metals in the sediments. These coupled processes are 
simulated for a 1D sediment column under redox 
disequilibrium conditions (Figure 1), building on 
work previously published by Sengor et al. (2007a,b) 

and expanded by Spycher et al. (2008).   
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Figure 1. Conceptual 1D diffusive biogeochemical 

model (Sengor et al, 2007a) 
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Biogeochemical Model 
The setup and input data for the basic 
TOUGHREACT model are unchanged from the 
model presented earlier (Sengor et al. 2007a), which 
was built using PHREEQC (Parkhurst and Appelo, 
1999). The model incorporates a multicomponent 
biotic reaction network with multiple terminal 
electron acceptors (Table 1), diffusive transport, 
mineral precipitation and dissolution, and surface 
complexation. We have added to this model the effect 
of sedimentation, approximated by advecting 
sediment solids and pore water downward at a rate 
decreasing with depth to mimic compaction.  In 
addition to species originally considered for sorption 
onto Fe hydroxides (Zn+2, Cu+2/+1, Pb+2, H+, Ca+2, 
Mg+2, SO4

–2; Dzombak and Morel, 1990), Fe+2 
surface complexation (Liger et al., 1999) was also 
added to the original model. Note that for all cases 
discussed below, kinetic reactions potentially 
reaching equilibrium are implemented with a 
thermodynamic affinity term that effectively shuts 
down the reaction if equilibrium is reached.  
 
The top model boundary is at the lake water-sediment 
interface. It is set at a fixed composition equal to the 
(measured) composition of lake water equilibrated 
with sorption sites on ferrihydrite. It is also set with a 
fixed mineralogy identical to the initial mineralogy 
specified for the entire sediment column (described 
below for each case considered). Transport is entirely 
diffusive, with a closed bottom model boundary.    
 
The simulated 1D sediment column is 45 cm long, 
with a grid spacing of 0.5 cm for the first top 8 cells, 
then increasing to 1 cm through the remainder of the 
column. The sedimentation rate is set at 2 cm/yr at 
the top of the column (Horowitz et al., 1995), and 
linearly decreasing to zero at the base of the column.  
The diffusion coefficient is low (~4x10–6 cm2/s), 
reflecting very fine-grained sediments (Ballistrieri, 
1998). Simulations are carried out with time steps up 
to 0.5 days, for a simulated period of about 5 years, 
after which nearly steady conditions prevail. 

Simulated Cases 
Simulations are run for three cases, each selected to 
represent processes that are likely to take place in the 
sediments of Lake Coeur d’Alene. Each case is 
modeled separately to assess individual effects.  
However, it is likely that the processes modeled for 
all three cases operate simultaneously, at least to 
some extent, depending on seasonality and location.   

Case 1: Biotic reductive dissolution (base case) 
This is the reaction network modeled by Sengor et al. 
(2007a). Higher in the sediment column, iron-
reducing bacteria reduce iron hydroxides: 
 
 

8Fe(OH)3(s) + CH3COO– + 15H+  
 → 8Fe+2 +2HCO3

– + 20H2O  (1) 
This reaction leads to the release of sorbed metals 
(Zn, Cu, Pb).  At depth, sulfate reducing bacteria 
produce sulfide, which can react with Fe(II) and other 
metals to form precipitates: 
   Fe+2 + CH3COO– + SO4–2  

→ FeS(s) + 2HCO3
– + H+   (2) 

 
Reactions (1) and (2) proceed though the coupling of 
the reaction network shown in Table 1 with 
ferrihydrite (modeled as Fe(OH)3) and mackinawite 
(FeS, disordered) reacting at equilibrium. Sphalerite 
(ZnS), galena (PbS) and chalcocite (Cu2S) are 
included as “proxy” phases precipitating under 
kinetic constraints to provide a sink for heavy metals. 
Siderite (FeCO3) is also included as a phase reacting 
under kinetic constraints. The only minerals initially 
present in the modeled column consist of ferrihydrite 
and siderite, which are observed throughout the lake 
sediments in significant amounts (Toevs et al., 2006), 
likely from both detrital and diagenetic origins.     
 
The model is started with (oxic) lake water initially 
throughout the column. A redox stratification 
eventually develops through the microbial reaction 
network (Table 1), from oxic lake-water conditions at 
the top of the column to sulfate-reducing conditions 
at the bottom of the column. Kinetic reaction 
parameters are initially obtained from the literature, 
then are adjusted as necessary to best match the 
model results to field data (Winowiecki, 2002) 
(Figure 2). Note that the electron donor (taken as 
acetate) is reported in pore water at ~150 µM and is 
assumed un-limiting.   
 

Table 1.  Microbial reactions and rate laws (from 
Sengor et al., 2007). 

Microbially mediated reactions: 

CH3COO- + 2O2  2CO3
-2 + 3H+                                            RO2      

CH3COO- + 1.6NO3
-  2CO3

-2 + 0.8N2 + 1.4H+ + 0.8H2O      RNO3   

CH3COO- + 8Fe+3 + 4H2O  8Fe+2 + 2CO3
-2 + 11H+           RFe+3  
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-2  2CO3

-2 + HS- + 2H+                               RSO4-2 
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i  Maximum substrate utilization rate constant 
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i   Half saturation constant 
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in  Inhibition constants 

(*) Assumes unlimited Fe+3 supply from abundant solid Fe hydroxides  
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Case 2: Abiotic reductive dissolution by sulfide 
In this case, the same setup and input parameters are 
taken as in Case 1, except that the microbial 
reductive dissolution of ferrihydrite is replaced by 
abiotic reduction by sulfide (Poulton et al., 2004):  
   8Fe(OH)3(s) + 4HS– + 20H+  
 → 8Fe+2 + 2S2(s) + 24H2O  (3) 
This reaction pathway is implemented in the model 
with the following reaction: 
   8Fe+3 + HS– + 4H2O 

↔ 8Fe+2 + SO4
–2 +  9H+    (4) 

   RFe+3→Fe+2 = k4 [H2S(aq)]0.5  (5) 
and including sulfur as a potentially forming solid 
phase reacting at equilibrium with Fe(II)/(III): 
   S2(s) + 4Fe+2 + 2H+  ↔   2HS– + 4Fe+3 (6) 
 
The rate constant (k4 =10–3 mol0.5L–0.5m2s–1) is taken 
in the range of values reported by Poulton et al. 
(2004), taking into account H2S dissociation as a 
function of pH.  Note that even though Reaction (3) 
is abiotic, the sulfide itself is still biogenic.  

Case 3: Oxidation of primary ore minerals 
This case is quite different from the previous cases, 
in that it assumes (hypothetically) that the sediments 
initially contain sulfide minerals (pyrite, FeS2; 
chalcopyrite, CuFeS2; sphalerite, ZnS; and galena, 
PbS), presumably as detrital ore minerals. As 
previously, siderite is included in the initial mineral 
assemblage, but ferrihydrite is not. The latter is 
allowed to form through the oxidation of pyrite. The 
microbial reaction network (Table 1) is no longer 
considered and replaced with reactions for the abiotic 
oxidation of ferrous iron and aqueous sulfide.  
Following the approach presented by Steefel (2000), 
we implement rate laws for abiotic ferrous iron 
oxidation (Wehrli, 1990), and parallel rate laws for 
the pyrite oxidation (Williamson and Rimstidt, 1994): 
   FeS2(s) + 3.5O2 + H2O  

↔ Fe+2 + 2SO4–2 + 2H+   (7) 
   FeS2(s) + 14Fe+3 + 8H2O  

↔ 15Fe+2 + 2SO4–2 + 16H+ (8) 
 

 (9) 
 
with k7 = 10–8.1 and k8 = 10–8.58 mol m–2 s-1. In 
addition, the rate law of Nielsen et al. (2003) is 
implemented for the oxidation of aqueous sulfide by 
dissolved oxygen:  
   0.5HS– + O2(aq) → 0.5H+ +  0.5SO4

–2  (10) 
   R = k10 [S(-2)

total]0.82  [O2(aq)]0.2   (11) 
 
with k10 ~ 2.4 mol L–1s–1. As for Case 1 and Case 2, 
the simulation is started with oxic lake water 
throughout the modeled column. However, in this 
case, the initial mineral assemblage reflects sulfate-

reducing conditions. As oxygen and ferric iron are 
consumed by sulfide oxidation, a gradient develops 
from oxic conditions at the top of the column to 
reduced conditions deeper into the column.   

Biogeochemical Model Results 
In Case 1 and Case 2, modeled concentrations trends 
for key species are generally consistent with 
measured data (Figure 2). The main difference is the 
higher sulfate concentration resulting from sulfide 
oxidation (Reaction 4).  These higher concentrations 
feed back on microbial sulfate reduction (i.e., 
recycling of SO4

–2), which generates higher alkalinity 
values (last reaction in Table 1) despite the fact that 
Case 2 includes one less microbial reaction than Case 
1 (i.e., no microbial Fe reduction).  

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

1.E-09 1.E-07 1.E-05 1.E-03
Concentration (molal)

D
ep

th
 (m

)

O2(aq)

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

0.000 0.005 0.010
Concentration (molal)

D
ep

th
 (m

)

Alkalinity

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

6.0 6.5 7.0 7.5 8.0
pH

D
ep

th
 (m

)

pH

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

1.E-08 1.E-07 1.E-06 1.E-05 1.E-04
Concentration (molal)

D
ep

th
 (m

)

Cu

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

1.E-08 1.E-07 1.E-06 1.E-05 1.E-04
Concentration (molal)

D
ep

th
 (m

)

Pb

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

1.E-08 1.E-06 1.E-04
Concentration (molal)

D
ep

th
 (m

)

Zn

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

1.E-10 1.E-08 1.E-06 1.E-04
Concentration (molal)

D
ep

th
 (m

)

S(-2)

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

0.0000 0.0005 0.0010 0.0015
Concentration (molal)

D
ep

th
 (m

)

Fe

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

1.E-06 1.E-05 1.E-04 1.E-03
Concentration (molal)

D
ep

th
 (m

)

SO4

 
32.0 47.0 2

3.03

811.0 

5.0
2

7ox-pyrite ][H][Fe
 ][Fe

+
][H
 ][O

= ++

+
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Although FeS is predicted to form in Case 1, it is not 
in Case 2 because the system becomes more depleted 
in sulfide.  Sulfur (Reaction 6) does not form in Case 
2, although it was predicted to form in some cases 
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with slower sulfide oxidation rates. In Case 2, the 
increased iron reduction by biogenic sulfide at depth 
results in more ferrihydrite dissolution (Figure 3). 
   
The behavior of heavy metals is primarily driven by 
sorption. In Case 1, reductive dissolution releases 
metals. In Case 3, ferrihydrite forms by oxidation of 
siderite and pyrite at the top of the column (Figure 3) 
and sorbs the metals released by the dissolution of 
sulfides (Cu and Pb fall below the range shown in 
Figure 2). In these simulations, siderite oxidizes 
somewhat more than pyrite (Figure 3). However, the 
amount of pyrite oxidation is highly dependent on the 
relative dissolution rates of these two minerals. As 
expected, oxidation of sulfide minerals in Case 3 
generates elevated sulfate concentrations not 
representative of existing conditions at depth within 
the column. 

 
Figure 3.  Computed change in abundance of Fe 

minerals (Case 1, solid line; Case 2, 
dashed line; Case 3, dotted line) 

UREOLYTIC CALCITE PRECIPITATION 

In this example, TOUGHREACT is applied to 
simulate urea hydrolysis (ureolysis) as a means to 
remediate 90Sr contamination in the saturated zone 
(Fujita et al., 2000 and 2004; Mitchell and Ferris, 
2005). Ureolysis consumes hydrogen ions and 
produces ammonium and bicarbonate ions: 
   H N(CO)NH  + H+ + 2H O 2 2 2
                                     → 2NH4

+ + HCO3
–  (12)   

Therefore, the injection of urea into groundwater 
causes pH and alkalinity to increase, driving calcite 
precipitation: 
   Ca+2 + HCO3

–  →  CaCO3(s) + H+ (13) 
90Sr, which strongly partitions into soils, exchanges 
with ammonium ions produced by ureolysis: 
   X2

90Sr + 2NH4
+ ↔ 2XNH4 + 90Sr+2 (14) 

(with X denoting exchange sites). The exchanged 90Sr 
then precipitates with calcite.   
The overall reaction can be written as: 
   H2N(CO)NH2 + (1–x)Ca+2 + xX2

90Sr + 2H2O →  
      Ca(1–x)

90SrxCO3(s) + 2xXNH4 + 2(1–x)NH4
+ (15) 

where x is the mole fraction of strontium 
incorporated into calcite.  
 
This reaction network was simulated for a column 
experiment (at room temperature) designed to 
investigate geo-electrical signatures of ureolysis, 
calcite precipitation and increased conductivity of the 
solution at outlet (Wu et al., in prep.) The column 
(Figure 4) was packed and saturated with 
groundwater and sediments from the Idaho National 
Laboratory Vadose Zone Research Park (VZRP). It 
was then flushed with site groundwater for ~15 days, 
after which time a relatively steady water 
composition was obtained at the outlet. Injection was 
then continued for about another 15 days with added 
urea at a concentration of 10 mM. Prior to urea 
injection, molasses was added to the injected solution 
for a short period of time, to stimulate ureolytic 
activity in the column.    
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Figure 4.  Ureolysis flow-through experiment (Wu et 
al., in prep.) 

Ureolysis Kinetic Rate Law  
Ureolysis is modeled as an enzymatic reaction, with a 
rate law taking into account the effect of pH on the 
enzyme (urease) protonation and deprotonation 
(Fidaleo and Lavecchia, 2003): 

  
 
 

(16) 
 
In this equation, brackets indicate concentrations, EH 
represents the enzyme driving the hydrolysis of urea, 
KM and KP are the half-saturation and inhibition 
constants, respectively, and k is the rate constant. K1 
and K2 are dissociation constants to represent the 
enzyme protonation and de-protonation reactions.  
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This rate law is implemented into TOUGHREACT 
using a standard Michelis-Menten rate law with an 
inhibition term: 
 

(17) 
 
and adding into the input thermodynamic database a 
primary species, EH, to represent the enzyme, and 
two additional secondary species, EH2

+ and E–, 
expressing the protonated and deprotonated enzyme:  

   EH2
+  ↔ EH + H+  log(K1)25°C = –6.121  (18) 

   E–  +  H+  ↔ EH  log(K2)25°C =   7.896  (19) 
 
It can be shown that this approach is a mathematical 
equivalent to using Equation (16). Values of K1 and 
K2 are taken from Fidaleo and Lavecchia (2003). 
Other rate law parameters are taken from the same 
authors as follows (25°C, with k re-expressed using 
molar concentrations): 
   KP = 1.22 x 10–2  mol/L  
   KM = 3.21 x 10–3 mol/L 
   k = 146.4 (mol urea)(mol urease)–1s–1   

Model Setup and Approach 
A 15-day period starting at the time of urea injection 
is simulated. The initial sediment pore water is taken 
as the measured water composition at the column 
outlet after the initial equilibration period, prior to 
urea injection (pH ~8.5). The composition of injected 
water is slightly altered from measured data to reflect 
equilibration of calcite in the influent reservoir under 
near atmospheric PCO2 (pH ~7.8). Geochemical 
processes considered in the simulations include 
ureolysis, as described above, together with calcite 
precipitation, ion exchange, and NH4

+ oxidation, as 
further discussed below. The effect of dissolution and 
precipitation of other minerals in the sediment is 
assumed to be negligible during the relatively short 
time frame of this experiment, and the sand pack of 
the column is assumed unreactive. 
 
The model domain is set as a 1D cylindrical column 
with dimensions and properties shown on Figure 4.  
A fixed influx rate (0.21 mL/min) is applied at the 
modeled column inlet.  The column is discretized into 
205 gridblocks at regularly spaced intervals of 1 mm.  
A sequential-iterative (transport/reaction) method is 
implemented, using a maximum time step of 500 s 
(~1 x Courant). Tests using finer time and space 
intervals indicate that this set of parameters yields a 
reasonable compromise between speed and accuracy.  
 
The model is run using EH (in Equation 17) as the 
main calibration parameter. The model is first run 
without considering ion exchange or NH4

+ oxidation.  
These processes are then added to the simulations 
using data from the literature. Final model results are 
refined by calibrating other parameters (biomass for 

nitrification, and ion selectivity coefficients), as 
discussed below. Automatic calibration is performed 
using PPEST (Doherty, 2008) on a Unix cluster.               
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kR Calcite precipitation 

Calcite (CaCO3) is allowed to form as an ideal solid 
solution with strontianite (SrCO3) (i.e., assuming 
activity = mole fraction). The solid solution is set to 
precipitate under kinetic constraint with a rate 
constant estimated (10–7 mol m–2s–1) within a range of 
published data. A standard rate law derived from 
Transition State Theory (TST) is implemented, in 
which the rate is proportional to A x (1–Q/K), with A 
representing the reactive surface area and Q/K the 
solid-phase saturation index. (Note that for an ideal 
solid solution at equilibrium, it can be shown that 
Q/K equals the sum of the Q/K’s of each individual 
end-members.) Nucleation is not specifically 
modeled, and initial calcite precipitation is assumed 
to occur via a precursor surface with an area 
calculated from an assumed calcite precursor volume 
fraction (10–6). This approach is approximate but 
yields reasonable results, keeping in mind that the 
uncertainty of the calcite precipitation rate is large 
and partly carried through the calibration of other 
parameters.                

Ammonium oxidation 
The oxidation of NH4

+ is considered in the 
simulations to account for a significant increase in 
nitrate concentrations observed at the onset of 
ureolysis. Here, NH4

+ oxidation is attributed to 
nitrification, which is approximated by the following 
overall reaction (assuming no NO2

– buildup): 
   NH4

+ + 2O2(aq) => NO3
– + H2O + 2H+ (20) 

The overall rate is described using Monod kinetics: 
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  (21) 

Half-saturation constants KNH4+ (1.48 x 10–5 mol/L) 
and KO2(aq) (2.41 x 10–5 mol/L), the rate µmax (9.53 x 
10–6 s–1), and the yield Ybio (2 x 104 mg/mol) are taken 
from the literature (Maggi et al., 2008). The 
concentration of the biomass, Cbio, is assumed 
constant and is calibrated.                 

Ion exchange 
Ion exchange is implemented for Na+, K+, NH4

+, 
Ca+2, Mg+2, and Sr+2, using a generic exchanger (i.e., 
no specific minerals are associated with exchange) 
and the measured sediment cation exchange capacity 
(21 cmol/kg). The Gaines-Thomas convention is 
used, with Na+ as the reference cation, and selectivity 
coefficients calibrated starting from (and within the 
magnitude of) published data currently in the 
PHREEQC v2.12 thermodynamic database (K+, 0.15; 
NH4

+, 0.3; Ca+2, 0.21; Mg+2, 0.20; and Sr+2, 0.1; for 
one Na+ in each exchange reaction). Note that site-
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specific data are currently being measured for future 
modeling work.        

Ureolysis Model Results 
The expected trends of key constituents, including 
sharp increases in NH4

+ from ureolysis (Reaction 12) 
and NO3

– from NH4+ oxidation (Reaction 20), are 
well captured by the experimental measurements and 
model results (Figure 5). Note that the sharp fronts 
could only be modeled by iterating between transport 
and reaction. The expected pH increase (Reaction 12) 
is buffered by calcite precipitation (Reaction 15). The 
amount of calcite forming in the column is calculated 
to be quite small, in part because this mineral 
precipitates from the solution prior to injection. Ion 
exchange contributes to smoothing the NH4

+ profile 
and raising the Sr+2 concentrations. Early effects of 
ion exchange are not reproduced well, however, 
likely because of sediment heterogeneities and 
uncertainty regarding selectivity coefficients.   

Figure 5.  Observed and modeled profiles of key 
constituents through time at the column 
outlet (aqueous species) and along the 
column length (calcite) 

UO2 BIOREDUCTION AND REOXIDATION 

In this last example, we investigate the reoxidation of 
biogenically produced UO2 in the presence of iron 
hydroxides. Such reoxidation may impede cleanup 
efforts where U(VI)-contaminated groundwater is 
remediated using organic electron donors to reduce 
U(VI) and precipitate U(IV) as UO2(s). We focus here 
on batch experiments conducted by Sani et al. (2004, 
2005). In these experiments, biogenic UO2 was 
precipitated from initially oxidized U(VI) solutions 

using sulfate-reducing bacteria. Some of these 
experiments were conducted in the presence of 
hematite, using lactate as an electron donor, at a 
PIPES-buffered pH ~7. Under lactate-limited 
conditions, it was observed that once lactate ran out, 
UO2 reoxidized even though conditions remained 
reducing (sulfide was still present). The modeling 
objective is to understand the thermodynamic and 
kinetic constraints at play in these experiments.   

Modeling Approach  
TOUGHREACT is used in “batch” mode (i.e., no 
transport) to investigate a set of potential redox 
reactions. The initial goal is to reproduce general 
trends of UO2 precipitation and reoxidation under 
conditions similar to those in Sani et al. (2005). We 
first establish a set of potential reactions, then 
simulate these reactions and vary key kinetic 
parameters. All reactions are constrained by their 
thermodynamic affinity, calculated from most recent 
published data (e.g., Guillaumont et al., 2003, Dong 
and Brooks, 2007). The solubility of UO2 is increased 
from that of uraninite to account for observed nm-
sized particles.  It is calculated for 3 nm particles, and 
is very close to the solubility given by Guillaumont et 
al. (2003) for UO2(am) (Spycher et al., in prep.) 
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Reaction network 
Based on experimental results (Sani et al., 2005), the 
following reaction network is postulated: 
Sulfate reduction 
   2C3H5O3

–  +  SO4
–2 +  H+   

     (lactate) 
 → 2CH3COO– + 2CO2 + HS– + 2H2O (22) 
        (acetate)  

Fe(III) reduction 
   2C3H5O3

–  + 8Fe+3 + 2H2O 
  →  2CH3COO– +  2CO2 + 8Fe+2  + 8H+ (23) 
U(VI) reduction 
   4UO2

+2 + HS– + 7 H+   
 → 4U+4 + SO4–2 + 4H2O (24) 
HS –  oxidation by Fe(III) 
   8Fe+3 +  HS– + 4H2O  
 → 8Fe+2 + SO4

-2 + 9H+  (25)    
U(IV) oxidation by Fe(III) 
   U+4 + 2Fe+3 + 2H2O 
 → UO2

+2 + 2Fe+2 + 4H+  (26)  
Hematite dissolution  
   Fe2O3(s) + 6H+  → 2Fe+3 + 3H2O (27) 
UO2 precipitation/dissolution 

   UO2(am) + 4H+  ↔  U+4 + 2H2O (28) 

The sulfate and initial iron reduction (Reactions 22 
and 23) is biotic, with reaction rates modeled using a 
dual-Monod rate law similar to Equation (21), but 
with biomass growth. The U(VI) reduction (Reaction 
24) was initially tested using a fast (nonlimiting) rate, 
thus allowing this reaction to proceed at a rate limited 
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only by the rate of Reaction (22). However, in doing 
so, modeled U(VI) concentrations decreased much 
faster than observed values (relative to lactate 
depletion), and UO2 did not reoxidize once lactate ran 
out. Model results consistent with experiments were 
obtained only by setting the U(VI) reduction to be 
lactate-limited, with a rate slower than the rate of 
Reaction (22). This was done by introducing a lactate 
Monod term in the rate law for Reaction (24) and 
adjusting its half-saturation constant to reproduce 
observed trends. In contrast, the oxidation of U(IV) 
and HS– by Fe(III) (Reactions 25 and 26) is 
considered abiotic with reversible rates.  
 
The dissolution/precipitation reactions for UO2 and 
hematite (Reactions 27 and 28) are set to proceed at 
equilibrium. In doing so, dissolution/precipitation 
rates are indirectly limited by the rate of the redox 
reactions coupling UO2

+2 to U+4 and Fe+3 to Fe+2.  
The simulations discussed here do not include the 
precipitation of sulfur and sulfide phases, although it 
is considered in ongoing modeling work.  

Initial solution composition 
The composition of the initial solution is based on 
experimental conditions (Sani et al., 2005): 5 mmol 
hematite, 90 µmol U(VI), 20 mmol SO4

–2, 30 mmol 
lactate, and 30 mmol PIPES buffering the pH at ~7.  
The bicarbonate concentration is set to reflect 
equilibrium with atmospheric CO2 (~0.12 mmol), and 
Na is included for charge balance. 

UO2 Reoxidation Simulations and Results 
The batch model is run for a simulated period (~50 
days) covering the length of experiments. Kinetic 
parameters are adjusted to roughly capture observed 
trends and magnitudes of lactate, HS–, and U(VI) 
concentrations (Figure 6). Model results and 
additional thermodynamic analyses show  oxidation 
of HS– by Fe(III) (Reactions 25+27) directly 
competing with UO2 reoxidation (Reactions 26+28), 
because Fe(III) oxidizes HS– preferentially to 
biogenic UO2 (thermodynamically). Thus, the 
relative rates of Reactions (25) and (26) determine 
whether UO2 reoxidizes. When Reaction (25) shuts 
down, UO2 reoxidation is favored once lactate runs 
out (Figure 6, top). However, when the Reaction (25) 
rate is increased and eventually exceeds that of 
Reaction (26), UO2 reoxidizes to a lesser extent and 
eventually reprecipitates (Figure 6, bottom).   

CONCLUSIONS 

Three quite different examples of code application to 
environmental systems were presented. These 
examples illustrate the complex interplays and 
couplings at work in these biogeochemical systems.  
It is clear that the value of the modeling is more in 
helping understand potential mechanisms at play than 

in providing truly predictive work. This is because 
the number of uncertain or unknown parameters in 
these complex systems is large, making long-term 
predictive work highly uncertain if not futile, at least 
with current models. Nevertheless, when carefully 
integrated with field and laboratory measurements, 
numerical simulations such as those presented here 
are an invaluable tool to help understand complex 
systems, including unintuitive feedbacks that often 
create delicate balances between various reactive and 
transport processes. At contaminated sites, this 
gained understanding feeds into, and greatly benefits, 
decision making regarding long-term stewardship.   
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Figure 6.  Simulation of biogenic UO2 precipitation 
followed by UO2 reoxidation in the 
presence of hematite (see text) 

ACKNOWLEDGMENT 

These studies were funded by the U.S. Department of 
Energy Environmental Remediation Science Program 
and by the National Science Foundation.  

REFERENCES 

Balistrieri, L.S., Preliminary estimates of benthic 
fluxes of dissolved metals in Coeur d’Alene 
Lake, Idaho. U.S.G.S. Open File Report 98-793, 
1998. 

Doherty, J.: PEST - Model-Independent Parameter 
Estimation.  Watermark Numerical Computing, 
Corinda 4075, Brisbane, Australia (2008) 
http://www.sspa.com/pest/ 

Dong, W., Brooks, S.C., Determination of the 
formation constants of ternary complexes of 

  

205 of 634



 - 8 - 

  

uranyl and carbonate with alkaline earth metals 
(Mg2+, Ca2+, Sr2+, and Ba2+) using anion 
exchange method. Environ. Sci. Technol. 40, 
4689-4695, 2006. 

Dzombak, D. A., Morel, F. M. M., urface 
complexation modeling hydrous ferric oxide. 
John Wiley & Sons, New York, 1990. 

Fidaleo, M., Lavecchia, R., Kinetic study of 
enzymatic urea hydrolysis in the pH range 4–9.  
Chem. Biochem. Eng. Q. 17 (4) 311–318, 2003. 

Fujita, Y., Redden, G.D., Ingram, J.C., Cortez, M.M., 
Ferris, F.G., Smith R.W., Strontium 
incorporation into calcite generated by bacterial 
ureolysis. Geochim. Cosmochim Acta 68, 3261–
3270, 2004.  

Fujita, Y., Ferris, F.G., Lawson, R.D., Colwell, F.S., 
Smith, R.W., Calcium carbonate precipitation by 
ureolytic subsurface bacteria. Geomicrobiology 
Journal, 17:305–318, 2000. 

Guillaumont, R., T. Fanghanel, J. Fuger, I. Grenthe, 
V. Neck, D.A. Palmer, M.H. Rand, F.J. 
Mompean, M. Illemassene, Domenechi-Orti, C., 
Update on the chemical thermodynamics of 
uranium, neptunium, plutonium, americium, and 
technicium.  Elsevier: Amsterdam, 2003. 

Horowitz, A.J., Elrick, K.A., Robbins, J.A., and 
Cook, R.B., Effect of mining and related 
activities on sediment trace element 
geochemistry of Lake Coeur D’Alene, Idaho, 
USA Part II. Subsurface sediments: Hydrol. 
Process. 9, 35-54, 1995. 

Liger, E., Charlet L., Van Cappellen, P., Surface 
catalysis of U(VI) reduction by Fe(II).  Geochim. 
Cosmochim. Acta, 63, 2939–2955, 1999. 

Mitchell, A.C., Ferris, F.G.,  The coprecipitation of 
Sr into calcite precipitates induced by bacterial 
ureolysis in artificial groundwater: Temperature 
and kinetic dependence. Geochim. Cosmochim. 
Acta 69, 4199–4210, 2005. 

Moberly, J.G., Borch T., Sani R.K., Spycher N.F., 
Şengör S.S., Ginn T.R., and Peyton B.M., Heavy 
metal-mineral associations in Coeur d’Alene 
river sediments: A synchrotron-based analysis. 
Water, Air, and Soil Pollution.  200: 195-208, 
2009. 

Maggi, F., C. Gu, W.J. Riley, G.M. Hornberger, R.T. 
Venterea, T. Xu, N. Spycher, C. Steefel, N.L. 
Miller, and C.M. Oldenburg, A mechanistic 
treatment of the dominant soil nitrogen cycling 
processes: Model development, testing, and 
application, J. Geophys. Res. Biogeosciences, 
113, G02016, 2008. 

Nielsen, A.H., Vollertsen, J., Hvitved-Jacobsen, T., 
Determination of kinetics and stoichiometry of 
chemical sulfide oxidation in wastewater of 
sewer networks.  Environ. Sci. Technol. 37, 
3853-3858, 2003. 

Parkhurst, D. L., Appelo, C. A. J., User’s Guide to 
PHREEQC (V2). Water-Resources 

Investigations Report 99-4259; U.S.G.S., 
Denver, CO, 1999. 

Poulton, S., Krom, M., Raiswell, R., A revised 
scheme for the reactivity of iron (oxyhydr)oxide 
minerals towards dissolved sulfide. Geochim. 
Cosmochim. Acta, 68, 3703-3715, 2004. 

Sani, R.K, Peyton, B.M, Amonette, J.E, Dohnalkova, 
A, Reoxidation of uranium in the presence of 
iron (III)-(hydr)oxides under sulfate-reducing 
conditions. Environ. Sci. Technol. 39: 2059-
2066, 2005. 

Sani, R.K, Peyton, B.M., Amonette J.E., Geesey, 
G.G., Reduction of U(VI) under sulfate reducing 
conditions in the presence of Fe(III)-
(hydr)oxides. Geochim. Cosmochim. Acta 68: 
2639-2648, 2004.  

Sengör, S.S., Spycher N., Ginn T.R., Sani R.K., 
Peyton B., Biogeochemical reactive-diffusive 
transport of heavy metals in Lake Coeur d’Alene 
sediments, Applied Geochem. 22, 2569-25, 
2007a. 

Sengör, S.S., Spycher, N.F., Ginn, T.R., Moberly, J., 
Peyton, B., & Sani, R.K.,  Reductive dissolution 
and metal transport in Lake Coeur d’Alene 
sediments.  In Water-Rock Interaction, WRI-12 
(Bullen T.  and Wang Y., eds.), Taylor & 
Francis, New York, Vol. 2, 895-899, 2007b.  

Steefel, C., New directions in hydro-geochemical 
transport modeling: Incorporating multiple 
kinetic and equilibrium reaction pathways. 
Proceedings, Comp. Methods Water Res., 
CMWR VIII, June 25-29, Calgary, Canada, 
2000. 

Spycher, N., Sengor, S., Ginn, T., Peyton, B., Sani, 
R., Moberly, J., Modeling iron (hydr)oxide 
reductive dissolution and metal transport in 
mining-impacted riverine and lacustrine 
sediments.  Comp. Methods Water Res., CMWR 
XVII, July 6-10, San Francisco, California, 
2008.  

Toevs, G.R., Morra, M.J., Polizzotto, M.L., Strawn, 
D.G., Bostick, B.C., Fendorf, S., Metal(loid) 
diagenesis in mine-impacted sediments of Lake 
Coeur d’Alene, Idaho. Environ. Sci. Technol. 40, 
2537–2543, 2006. 

Wehrli, B., Redox reactions of metal ions at mineral 
surfaces. In W. Stumm (ed.) Aquatic chemical 
kinetics. Reaction rates of processes in natural 
waters. Wiley-Interscience, 1990. 

Williamson, M.A., Rimstidt, J.D, The kinetics and 
electrochemical rate-determining step of aqueous 
pyrite oxidation. Geochim. Cosmochim. Acta 58: 
5443-5454, 1994. 

Winowiecki, L., Geochemical cycling of heavy 
metals in the sediment of Lake Coeur d'Alene, 
Idaho. Masters Thesis, University of Idaho, 
Moscow, Idaho, 2002. 

206 of 634



PROCEEDINGS, TOUGH Symposium 2009 
Lawrence Berkeley National Laboratory, Berkeley, California, September 14-16, 2009 
 

 - 1 - 

MODELING ACID ROCK DRAINAGE IN A MINE ROCK PILE 
USING A MODIFIED VERSION OF TOUGHREACT 

 
Marcin Niewiadomski, Edward Trujillo, You Li, Surya Prakash Sunkavalli 

University of Utah, Department of Chemical Engineering 
50 S. Central Campus Drive - 3290 MEB 

Salt Lake City, UT  84112  U.S.A. 
edward.trujillo@utah.edu  

 

ABSTRACT 

Acid rock drainage (ARD) is a serious environmental 
problem affecting the mining industry. It includes 
mineralogical, geochemical, physical and biological 
changes in a complex geological system, and all three 
phases—solid, liquid, and gas. Various models have 
been proposed over the years to simulate this 
phenomenon, but few have included all the important 
mechanisms that result in the formation of in situ 
convective air currents as well as the changes in the 
mineralogical composition and water chemistry over 
time. ARD has been previously simulated by 
Lefebvre et al., with a modified TOUGH code, called 
TOUGH-AMD and more recently by Xu et al. using 
TOUGHREACT.  
 
In our study, TOUGHREACT v. 1.2 was selected to 
model temperature, fluid flows and mineralogical 
changes in a mine rock pile over time. The model 
includes 15 minerals, over 50 secondary species, and 
carbon dioxide and oxygen in the gas phase. The rock 
pile consists of several layers with various physical 
and chemical properties. It was found that 
preparation of the computational mesh was difficult 
due to the existence of many thin and distinct layers; 
therefore, not only a regular but also an irregular 
mesh was tested. The existing TOUGHREACT code 
was modified to accommodate the complex processes 
required to successfully simulate ARD in a rock pile. 
Code parallelization with OpenMP was 
accomplished, heats of reaction were implemented 
for dissolving or precipitating minerals, and the iron 
(+2) and iron (+3) species were decoupled to allow 
both iron forms to be in the primary species list, thus 
allowing two different reactions with pyrite as well as 
the aqueous oxidation of iron (+2) to iron (+3). In 
addition, bacteria was included on the primary 
species list, with a kinetic growth-rate expression and 
a death rate for the bacterially catalyzed iron 
oxidation reaction. An overall view of the study will 
be presented, as well as a discussion of the process to 
be used for validation and verification. Evaluation of 
the code modifications for ARD modeling will also 
be presented. 
 

INTRODUCTION 

Acid rock drainage (ARD) occurs in rock piles and 
tailings when sulfide minerals oxidize in the presence 
of water and air to produce sulfuric acid. The acid 
leaches through the rock material, reacts with other 
minerals, and can contaminate nearby streams and 
lakes. There have been numerous mathematical 
models of weathering and acid rock drainage (ARD) 
over the last few decades, starting with rather simple 
models to very complicated coupled models. The 
objective of most is to predict water quality after 
mine closure for a number of years. The problem is 
that ARD is a very complex process, involving not 
only mineralogical and geochemical changes but 
physical and biological changes as well. Most rock 
piles are heterogeneous in terms of mineralogy and 
flow properties, and the ARD process involves all 
three phases—solid, liquid, and gas.  In addition, due 
to heats of reaction, there is an energy component 
that can produce natural convective air currents in 
unsaturated, highly permeable rock piles. 
 
TOUGH2 was modified by Lefebvre [Lefebvre, 
1994; Lefebvre, 2001ab] to include a limited number 
of geochemical reactions and was developed as part 
of a MEND project (project number 1.14.2).  
Lefebvre refers to this model as TOUGH-AMD.  
Subsequently, the TOUGHREACT model developed 
at Lawrence Berkeley National Laboratory (LBNL) 
included chemical reactions, and coupled the 
TOUGH2 transport code with the EQ3/6 
geochemical equilibrium code [Xu, 1999; Xu, 2000; 
Xu, 2008]. LBNL also developed a model called 
TOUGH2-CHEM that can be applied to ARD, but 
uses a different solution algorithm than TOUGH-
REACT and is much more convoluted 
computationally. 
 
We have been working with the TOUGHREACT 
code, version 1.2, and found that we needed to make 
several code modifications to properly simulate most 
of the principal mechanisms involved in ARD and to 
improve the amount of time it takes to run the code.  
These are described in the following sections. 
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TOUGHREACT MODIFICATIONS 

Parallelization 
In order to improve the overall speed of the 
TOUGHREACT program, we have developed 
parallelized code to run on systems with multiple 
processors.  
 
As seen in the figure above, the idea of 
parallelization is to divide the workload into multiple 
portions depending on the number of processors 
available, and each portion is sent to a thread. After 
each thread completes its share, the results are sent 
back to the master thread and combined together, 
then synchronized among all the threads. The 
following techniques are used to achieve the speed 
improvement. 

Preliminary Optimization 
A significant speed improvement has been 
accomplished in operations of string variable 
comparison, where strings are element names, 
species names, etc. String comparison is an expensive 
operation to perform, and consequently it has been 
replaced with integer comparison, a much faster 
operation. All subject to comparison strings have 
been assigned a unique integer ID for this purpose. 

Parallelization with Message Passing  Interface 
(MPI) 
Message Passing Interface (MPI), a language-
independent communication protocol, allows 
communication between many computers over the 
network. It is commonly used in computer clusters 
and supercomputers, working in distributed memory 
system architecture. 
 
However, a version of MPI-enabled TOUGH-
REACT, developed to run on clusters of the 
University of Utah’s Center for High Performance 
Computing (CHPC), revealed compatibility problems 
between the MPI library and the compiler. Further 
development was thus directed to Open Multi-
Processing (OpenMP) instead. 

Parallelization  with  Open  MultiProcessing 
(OpenMP) 
OpenMP, in contrast to MPI, works in a shared-
memory computer architecture. The synchronization 
of data taking place in the same memory system is 
much faster. However, there are limitations to how 
many processors can be utilized since it is difficult to 
build a shared-memory system with large number of 
processors. 

 
One advantage of OpenMP is its simplicity. All the 
modifications are done with compiler directives. If a 
given compiler does not support OpenMP, it simply 
ignores the directives and generates a single-threaded 
executable program. The process of parallelization 
involves the following steps: 
1. Identification of loops that can be parallelized 
2. Identification of variables that need to be 

synchronized 
3. Insertion of necessary OpenMP directives to 

distribute the work and synchronize the data 

New Server and Intel Compiler 
An eight-core server consisting of two quad-core 
Intel Xeon processors was built to run the Open-MP-
enabled TOUGHREACT program. Previously, a 
dual-processor AMD Opteron server was used. The 
benefit of using both the Intel processor system and 
compiler was that they were designed to work 
together. Comparison of experimental runs showed a 
10% to 15% speed increase in the case of the Intel 
system over the AMD system with The Portland 
Group compiler. 
 
Parallelization has been introduced to the CS_CP and 
CR_CP subroutines. However, recent testing 
indicates that the parallel overhead was comparable 
with computation time gain; thus the net time 
advantage was not very significant. Further 
parallelization and consideration of parallelizing 
individual loops is planned. 

Heats of Reactions 
Heats of reactions were added to the code for mineral 
dissolution and precipitation reactions. Values were 
declared in the chemical.inp file in units of J/mol, 
corresponding to heat effects per one mole of a given 
mineral dissolving according to the reaction specified 
in the database. After the amount of mineral either 
dissolving or precipitating in a given time step was 
determined, the amount of heat was calculated and 
stored in an array variable. During the subsequent 
time step, while solving the flow distribution, the 
calculated heat was added to the heat-balance 
equation as an arbitrary amount of heat would be 
added from a GENER record. In the investigated 
model, heats of reaction were set for two pyrite 
dissolution reactions (-1,409.0 kJ/mol for pyrite 
dissolution by the oxygen mechanism, and -11.5 
kJ/mol by the acid mechanism [iron +3, value 
calculated theoretically from CRC online data])—and 
-35.13 kJ/mol for calcite dissolution. 
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Figure 1. An illustration of multithreading where the master thread forks off a number of threads which execute 

blocks of code in parallel 
 

Iron Oxidation Reaction 
The proposed ARD model required the presence of 
minerals containing iron in two oxidation states (+2 
and +3), which required them to be at disequilibrium. 
Both irons were placed in a primary species list. Iron 
oxidation from +2 to +3 has been implemented as a 
kinetic reaction in bulk solution by using the kinetic 
mineral reaction mechanism. A “virtual mineral” 
(called Fe handler in the database) has been declared 
that by precipitation was consuming iron (+2) and 
releasing iron (+3) to the solution. The following 
reaction has been implemented: 
 

OHFeOHFe aq 2
3

)(2
2

2

1

4

1
+→++ +++      (1) 

 
The virtual mineral was allowed only to precipitate, 
which allowed iron (+2) only to oxidize to iron (+3). 
Fe_handler, while included in the database reaction 
on the right side of Equation (1), was not included in 
the stoichiometry. Also, the virtual mineral volume 
was set very small (0.00001 cm3/mol), which ensured 
that changes in solid phase volume were negligible 
when precipitation occurred. 
 
The neutral mechanism (in pure water) rate constant 
for Fe_handler was set to zero. The actual reaction 
rate was calculated using the feature of additional 
mechanisms. Three such mechanisms were declared. 
The first mechanism included the effect of bacteria 
concentration on the oxidation reaction according to 
Pesic et al. (1989). Code modification was required 
to make this mechanism independent from the 
hydrogen ion concentration at pH values lower than 

2.2. The last two mechanisms represented the abiotic 
oxidation rate and could be implemented without 
code modification. They represented pH-dependent 
and independent regions as given by Singer and 
Stumm (1970). 

Pyrite Dissolution Reactions 
The ARD model also required two pyrite dissolution 
mechanisms that would be included in the mass 
balance. This was achieved by declaring two pyrite 
minerals “a” and “b” (pyrite-2a,pyrite-2b) for 
oxidation by oxygen (Equation 2) and oxidation by 
Fe3+ (Equation 3). 

)(2)(2)(2 2

1
3 laqs OHOHFeS +++ +  

+−+ ++→ HSOFe aqaq 22 2
)(4

2
)(

      (2) 

 

)(2
3

)()(2 814 laqs OHFeFeS ++ +  

+−+ ++→ HSOFe aqaq 16215 2
)(4

2
)(

      (3) 

 
Appropriate changes were made in the code. 
Calculations of overall available mineral reactive 
surfaces for two pyrites were taking into account by 
adding amounts of both minerals.  

Bacteria Growth and Death 
The growth and death of the Acidothiobacillus 
ferrooxidans bacteria has been included in the model, 
since this bacteria serves as a catalyst in the iron 
oxidation reaction. Bacteria were declared as a 
primary species with zero charge. The same 
technique of using a virtual mineral was applied with 
two such minerals, one for bacterial growth, allowed 
only to dissolve; and one for bacterial death, allowed 
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only to precipitate. This gave an effect of 
simultaneous bacterial growth and death under 
kinetic constraints. The two reactions/processes were 
described in the database as follows: 

bacteriadisbacter →_                      (4) 

bacteriaprebacter →_                      (5) 

The neutral mechanism rate constants were set to 
zero in both cases, and similarly to the case of 
Fe_handler, the reaction rate was controlled by the 
feature of additional mechanisms. The rate 
expression (6) has been hardcoded for bacterial 
growth, and the rate expression (7) for bacterial death 
rate could be used without code modification 
(Shrihari and Kumar, 1990): 
 

⋅⋅= ][
][

bacteriaA
dt

bacteriad  

( )⎭⎬
⎫

⎩
⎨
⎧

⋅⋅+⋅+
⋅

⋅
⎭
⎬
⎫

⎩
⎨
⎧

+
⋅ ++

+

+

+

Fe

Fe

MFeDCFe

MFe

HB

H

][1][

][

][

][
32

2  (6) 

 

][
][

bacteriaE
dt

bacteriad
⋅−=                   (7) 

 
where: 
MFe - iron molar mass, g/mol 
bacteria - concentration in solution, g/L 
A,B,C,D,E - constants 

Additional Functions 
Additional functions such as relative permeability 
and capillary pressure relationships (soil water 
characteristic curve, SWCC) were added. The 
Modified Campbell relative permeability function 
was coded into TOUGHREACT (Campbell, 1974) 
and the Fredlund and Xing soil water characteristic 
curve has been applied (Fredlund and Xing, 1994). 
The SWCC has been implemented as a discretized 
relationship, owing to the difficulty in 

mathematically converting the Fredlund and Xing 
formula from liquid saturation as a function of 
capillary pressure, SL(PC), to capillary pressure as a 
function of liquid saturation, Pc(SL). These functions 
have been found to best represent unsaturated liquid 
flow in rock piles associated with ARD.  

Testing of TOUGHREACT Code Changes 
The heats of reaction in the modified 
TOUGHREACT code were tested by inspecting heat 
values recorded in an output log file and comparing 
them with published field models for similar 
geometries. Additional tests are intended.  
 
The kinetic iron oxidation reaction has been tested 
using a one-element model in TOUGHREACT and 
compared to a similar PHREEQC batch model, both 
containing only Fe2+, Fe3+, Fe(OH)+ and Fe(OH)2

+ 
ions. Figure 2 shows a comparison of Fe2+ 
concentrations in both simulations. Initial conditions 
were set the same, and the slight differences are 
expected because of the slightly different ways of 
initializing calculations for both simulators. 
 
Coupling of the two pyrite reactions was tested by 
performing a short simulation with 3 time steps, in 
which pyrite-2a was in amount of 1.5% and pyrite-2b 
was in amount of 0.5%. The modified 
TOUGHREACT code properly dissolved both pyrites 
as if 2.0% were present in the system, which was 
confirmed by inspecting recorded values in the 
chdump.out file. The bacterial growth and death has 
not been tested yet, but simulations were performed 
using this feature.  Since bacterial measurements of 
rock piles are rarely done, it would be difficult to 
validate this aspect of the model. 
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Figure 2. Comparison of Fe2+ concentrations in the kinetic oxidation reaction of pyrite calculated in our modified 
TOUGHREACT code compared to PHREEQC calculations. 
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ROCK PILE MODEL 

A model of a hypothetical rock pile has been 
constructed. Both regular rectangular and irregular 
meshes were attempted. The irregular mesh was a 
better reflection of the geometry of the rock pile 
without the addition of a large number of small 
elements. The model consists of 34 model layers, 
from which 26 are geochemical layers having distinct 
initial material properties and chemical compositions. 
However, hydrological layers are separated into just 

4, with four hydrological properties (fine, medium, 
coarse, and colluvium). The regular and irregular 
meshes are presented in Figures 3 and 4, respectively. 
The chemical composition of the system consists of 
15 primary species including bacteria, 55 secondary 
species, and 19 minerals, including 2 pyrites and 3 
virtual minerals. Table 1 presents species that were 
used in the rock pile field model. 
 

 

Figure 3. Regular mesh of rock pile field model. 

 

Figure 4. Irregular mesh of rock pile field model. 
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Table 1. Species used in the rock pile field model in TOUGHREACT 1.2. 

Primary 
Aqueous 
Species 

 Aqueous Complexes  Minerals  Gases 

'h2o' 
'h+' 
'ca+2' 
'mg+2' 
'na+' 
'k+' 
'fe+2' 
'fe+3' 
'sio2(aq)' 
'hco3‐' 
'so4‐2' 
'alo2‐' 
'f‐' 
'o2(aq)' 
'bacteria' 

  'oh‐' 
'al+3' 
'aloh+2' 
'al(oh)2+' 
'al(oh)3(aq)' 
'al(oh)4‐' 
'al(so4)2‐' 
'alf+2' 
'alf2+' 
'alf3(aq)' 
'alf4‐' 
'also4+' 
'caso4(aq)' 
'cahco3+' 
'caco3(aq)' 
'caoh+' 
'caf+' 
'fehco3+' 
'feco3(aq)' 

'fe(oh)2(aq)' 
'fe(oh)2+' 
'fe(oh)3(aq)' 
'fe(oh)3‐' 
'fe(oh)4‐' 
'feco3+' 
'fef+' 
'fef+2' 
'fef2+' 
'fehso4+2' 
'feoh+' 
'feoh+2' 
'feso4(aq)' 
'feso4+' 
'nahco3(aq)' 
'naalo2(aq)' 
'naoh(aq)' 
'naco3‐' 

'nahsio3(aq)' 
'naf(aq)' 
'naso4‐' 
'co2(aq)' 
'co3‐2' 
'mgso4(aq)' 
'mgco3(aq)' 
'mgf+' 
'mghco3+' 
'mgoh+' 
'kso4‐' 
'khso4(aq)' 
'koh(aq)' 
'hso4‐' 
'hf(aq)' 
'hf2‐' 
'halo2(aq)' 
'h3sio4‐' 

  'calcite' 
'pyrite‐2a' 
'pyrite‐2b' 
'gypsum' 
'kaolinite' 
'illite' 
'k‐feldspar' 
'chlorite' 
'smectite‐ca' 
'albite~low' 
'anorthite‐a1' 
'fluorite' 
'goethite' 
'epidote' 
'jarosite' 
'fe(oh)3' 
'fe_handler' 
'bacter_dis' 
'bacter_pre' 

  'co2(g)' 
'o2(g)' 
 

 
 
RESULTS  

One Element Chemical Reaction Tests. 
To test all the implemented code changes, we set up a 
simple model that consisted of a single rock element 
connected to a large atmospheric element. The 
simulation covered 100 years. Selected results are 
presented in Figure 5. Temperatures of the element 
increased from 20°C to over 35°C, which appears to 
be correct for pyrite oxidation in a rock pile. The pH 
did not change significantly during the simulated 
time, which can be explained by an excess of calcite 
that could neutralize, produced acidity. The middle 
graphs, upper and lower, present Fe2+ and Fe3+ 
concentrations respectively. The Fe2+ concentration 
continuously increased, whereas the Fe3+ 
concentration initially decreased, but after 
approximately 50 years started to increase. Pyrite 
volumetric content in the solid phase pertains to both 
reactions (pyrite-2a and pyrite-2b) and its overall rate 

of dissolution increased. Calcite was not exhausted 
within 100 years. 

Field Model Rock Pile Results 
Flow without chemical reactions for the rock pile 
field model, simulated in the regular mesh for 100 
years, is presented in Figure 6. The color scale 
represents water velocities that range from 1.0×10-7 
m/s to 17.0×10-6 m/s. Velocities below 1.0×10-7 m/s 
are not represented by arrows to better show the main 
water flow patterns. Recharge flow was injected only 
into the crust layers of the slope and toe sections. The 
majority of flow permeated into the colluvium at the 
toe section. The toe extension was considered outside 
of the system. Discharge was applied using a constant 
pressure boundary, which in fact turned out to 
recharge the toe extension. (Correction of the 
boundary condition is planned in the future.) 
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Figure 5. Single element rock pile simulation for 100 year showing the results for some of the parameters 

 
Figure 6. Flow results at 100 years using the regular mesh 

213 of 634



 - 8 - 

 

CONCLUSIONS 

The TOUGHREACT v.1.2 simulator was 
successfully used to model the ARD chemical 
processes on the small scale of one rock element, 
with several changes to existing code and a few new 
features. Presently, simulation of both chemical 
reactions with flow for 100 years for all 26 layers is 
planned. 
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ABSTRACT 

The spill of hydrocarbons from industrial plants is a 
significant problem for groundwater. Through 
advection and diffusion, contaminant migration can 
spread widely in the subsurface. The effect of 
contaminated groundwater can become still more 
serious if contamination occurs in sandy soil. This 
paper focuses on the study of LNAPL migration in 
soil and through a containment barrier. The 
simulation study of contaminant migration considers 
two scenarios, as follows: (1) without groundwater 
flow and (2) with groundwater flow, with a hydraulic 
gradient of 0.017. The wall, 5 m deep and 1 m thick, 
was modeled as a containment system. The NAPL 
spill was modeled with a constant-rate release lasting 
2 years. The study found that the permeability of soil 
and the hydraulic gradient of the aquifer were the 
factors that affected contaminant migration. The 
results obtained could be used as a guide for the 
design of impervious wall dimensions and properties 
to properly contain contaminant migration. 

INTRODUCTION 

Subsurface contamination problems due to the 
release of toxic substances, such as inorganic and 
organic compounds including hydrocarbon volatile 
organic compounds (VOCs), may affect the 
environment and the life cycle of natural animals and 
humans.  
 
The spill of light nonaqueous phase liquid (LNAPL), 
such as gasoline, into the vadose zone is more risky 
than the spill of heavy contaminants (DNAPL), 
because LNAPL can spread quickly, especially in the 
presence of high-permeability soil. For these reasons, 
this paper focuses on the benzene (STD) migration 
behavior through a soil cement barrier. Benzene is an 
aromatic hydrocarbon having a high solubility in 
water and a non-negligible vapor pressure. When 
spilled into the subsurface, it migrates, giving rise to 
multiphase flow processes.     
 
In this study, the simulations took into account 
different barrier materials and different aquifer 
hydraulic gradients. The TMVOC simulator was used 
within the PetraSim 4.2 pre- and postprocessing  

 
interface. PetraSim is one of the graphical interface 
available for the TOUGH2 family of reservoir 
simulators developed at Lawrence Berkeley National 
Laboratory (USA). TOUGH2 and its derivatives were 
recognized for their broad range of subsurface 
simulation capabilities, including heat and multiphase 
flow and reactive transport. In the past, modeling of 
multiphase organic contaminant migration was 
performed by several authors, such as Abriola and 
Pinder (1985), Kaluarachchi and Parker (1989), Falta 
et al.(1995), Soga et al. (2003), Pruess and Battistelli 
(2003), Fagerlund and Niemi (2003), Dunn (2005), 
and Battistelli (2008). 

SOIL CEMENT COLUMN BARRIER 

Soil-cement walls are structures often used to 
improve the geotechnical properties of soft soil. They 
can be constructed by two methods: (1) a rotary 
mixed method, the technique preferred for cohesive 
soil, with a widespread use in Japan; and (2) a jet 
grouting method, a technique for both cohesive soil 
and cohesionless soil. The latter method can be 
especially useful for sandy soil, where the injection 
of cement slurry is more effective than in clay. This 
approach offers the advantage of building wall 
columns in both a vertical and inclined direction by 
cement-based grout. The construction of soil-cement 
columns by means of jet grouting can be depicted 
step-by-step as shown in Figure 1. 

 
 
 
 
 
 
 
Figure1. Step-by-step construction of soil cements 

columns by means of jet grouting 
technique. 
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In Thailand, soil-cement columns are often used for 
improvement of soft soil. The main objective is to 
decrease settlement and increase the baring capacity 
of soft soil. In addition, they can also reduce the 
permeability of sandy soil. Therefore, soil-cement 
columns can also be used as physical barriers to 
contain the migration of contaminants in the 
subsurface. 

MODELING APPROACH 

Model Characteristics and Material Properties 
The conceptual models used in the study are shown 
in Figure 2. They are two dimensional sections 60.2 
m long, 15.1 m thick and 1 m wide. The 
characteristics of the four models are: (1) no 
groundwater flow (hydraulic gradient equal to zero), 
(2) groundwater flow with a hydraulic gradient of 
0.017 (water table difference of 1 m along a distance 
of 60 m (1/60), (3) no groundwater flow with 
containment (hydraulic gradient equal to zero), and 
(4) ground water flow with a hydraulic gradient of 
0.017 with containment. The spill point of the 
benzene is located in the unsaturated zone at a 
distance from the left side of 29.6 m for Models 1 
and 3, and 19.6 m for Models 2 and 4. The 
groundwater table is 2 m below the ground surface 
for Models 1 and 3, while for Models 2 and 4, it is 2 
m and 3 m deep at the left and right boundaries, 
respectively. The containment system is 1 m thick, 5 
m deep and is located at 1.5 m from the spill point in 
the both left and right directions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Conceptual models 1, 2, 3, and 4 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Conceptual models 1, 2, 3 and 4 (Con.) 

 
We studied the effect of intrinsic permeability. Three 
intrinsic permeability values of soil were used: 10-9 
m2, 10-10 m2 and 10-11 m2. Three intrinsic 
permeability values of the barrier were also used: 10-

13 m2, 10-14 m2 and 10-15 m2. This study considers a 
total of 24 different cases; basic petrophysical 
properties are listed in Table 1. The relative 
permeability and capillary pressure curves for three-
phase systems are described according to the Stone 
(1970) and Parker et al. (1987) models, respectively. 
The corresponding parameters are summarized in 
Tables 2 and 3 for the relative permeability and the 
capillary pressure, respectively. The simulations are 
performed at a constant temperature of 20°C. The 
atmospheric boundary conditions are fixed at the grid 
top and specified as a constant absolute pressure of 
1.01×105 Pa. 
 
Table 1. Main petrophysical properties of rock 

domains 

Soil 

criteria 

Rock 

grain 

density 

Porosity Horizontal 

permeability 

Vertical 

permeability 

 kg m-3  m2 m2 

ATMOS 2600 0.35 1x10-8 1x10-8 

Soil 1 2600 0.31 1x10-9 1x10-9 

Soil 2 2600 0.35 1x10-10 1x10-10 

Soil 3 2600 0.39 1x10-11 1x10-11 

Wall 1 2600 0.43 1x10-13 1x10-13 

Wall 2 2600 0.47 1x10-14 1x10-14 

Wall 3 2600 0.51 1x10-15 1x10-15 
 

Model 1

Model 2

Model 4

Model 3
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Table 2. Relative permeability parameters of 
different rock domains (first Stone‘s 
modified model) 

Soil criteria Swr Snr Sgr n 

exponent 

ATMOS 0.15 0.05 0.05 3 

Soil1,Wall1 0.15 0.05 0.05 3 

Soil2, Wall2 0.15 0.05 0.05 3 

Soil3, Wall3 0.15 0.05 0.05 3 
Remarks: Swr = irreducible aqueous phase saturation, 
Snr = irreducible NAPL saturation, Sgr = irreducible 
gas phase saturation, NAPL = non aqueous liquid 

 
Table 3. Capillary pressure parameters of different 

rock domains (Parker‘s model) 
Soil criteria Sm αgn αnw n 

exponent 

ATMOS no capillary 

Soil 1 0 100 110 1.84 

Soil 2 0 30 33 1.84 

Soil 3 0 10 11 1.84 

Wall 1 0 1 1.1 1.84 

Wall 2 0 3 3.3 1.84 

Wall 3 0 0.1 0.11 1.84 
Remarks: Sm = limiting saturation, αgn = strength 
parameter for gas-NAPL, αnw = strength parameter 
for NAPL-aqueous phase liquid 
 
The applied boundary conditions are shown in Table 
4. For this application, the formation of 
heterogeneities, the seasonal water table fluctuations, 
and the water infiltration have been neglected. 
 
Table 4. Boundary conditions applied to simulation 

Boundary Pressure Condition 

Hydraulic Gradient, i = 0 

Top 1.01x105 Gas Only 

Left 

(x = 0 m) 

1.01x105 

1.01x105+ 9789z 

Gas and Water, Above 

Water Table (z <= 2.1 m, 

water sat. = 0.20) 

Water Only, Below Water 

Table (z > 2.1 m) 

Right 

(x = 60.2 m) 

1.01x105 

1.01x105+ 9789z 

Gas and Water,  Above 

Water Table (z <= 2.1 m) 

Water Only, Below Water 

Table (z > 2.1 m) 
 
 
 

Table 4. Boundary conditions applied to simulation 
(Cont.) 

Boundary Pressure Condition 

Hydraulic Gradient, i = 0.017 

Top 1.01x105 Gas Only 

Left 

(x = 0 m) 

1.01x105 

1.01x105+ 9789z 

Gas and Water, Above 

Water Table (z <= 2.1 m, 

water sat. = 0.20) 

Water Only, Below Water 

Table (z > 2.1 m) 

Right 

(x = 60.2 m) 

1.01x105 

1.01x105+ 9789z 

Gas and Water,  Above 

Water Table (z <= 3.1 m) 

Water Only, Below Water 

Table (z > 3.1 m) 
 

Model Characteristics and Material Properties 
 
The modeling is discretized with 16 layers and 62 
columns for a total of 992 elements. The vertical and 
horizontal spacing is 1×1 m, except the elements of 
top row which are 1×0.1 m; left and right boundary 
columns have the spacing of 0.1×1 m. The 
simulations are divided into several steps, as follows: 
(1) setting up the initial conditions at left and right 
boundary columns; (2) running to steady state 
controlled by gravity and capillary forces and 
subjected to the boundary conditions at lateral and 
top grid sides specified for each case; and (3) 
modeling of spill for 2 years, starting from the 
steady-state conditions obtained in Step 2. The 
LNAPL spill has been modeled assuming a constant 
rate of 1.154×10-5 kg/s, equivalent to 1 kg/day. In this 
study, the effectiveness of the barrier is analyzed, 
looking at the effects of aquifer permeability and 
hydraulic gradient. 

RESULTS 

Modeling of steady state 

The initial conditions for modeling the spill scenarios 
were obtained running the system to steady state, 
governed by gravity and capillary forces under the 
boundary conditions specified for each case. The 
steady-state pressure distribution is shown in Figure 
3. In case of i = 0, the LNAPL plume spreads 
symmetrically over the water table, while in the case 
of aquifer flow, the LNAPL plume moves 
preferentially following the water table slope.  
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Figure 3. Pressure distribution at steady state 

conditions. 
 
Migration of LNAPL into subsurface 

The spill of benzene was modeled at a constant rate 
of 1 kg/day into the vadose zone for 2 years. The 
simulations were performed under isothermal 
conditions. In this study, the standard benzene 
properties (STD) supplied by Petrasim have been 
used. The diffusion coefficients of mass components 
in the different phases are summarized in Table 5. 

 
Table 5. Molecular diffusion coefficients of mass 

components. 

 GAS AQUEOUS NAPL 

Air 2.0 x 10-5 6.0 x 10-10 6.0 x 10-10 

Water 2.0 x 10-5 6.0 x 10-10 6.0 x 10-10 

Benzene 7.7 x 10-6 6.0 x 10-10 6.0 x 10-10 

 
The simulation results relative to the total mass 
fraction of benzene in the aqueous liquid (XVOCW) 
can be described as follows:  
(1) Case i = 0: the benzene moves downward 
according to gravity; then the LNAPL plume floats 
on the water table and spreads out laterally. The 
depth reached by the dissolved benzene plume below 
the water table is about 1.5 m, and the distance of the 
benzene migration decreases with the soil 
permeability. In the presence of the containment wall, 
the dissolved benzene is contained by the barrier and 
cannot migrate beyond the containment. 
(2) Case of i = 0.017: once it reaches the water table, 
the LNAPL plume migrates preferentially in the 
direction of water table gradient. The shape of the 
dissolved benzene plume changes, depending on the 
soil permeability. The result of the model scenario 
without containment shows that if the permeability of 
soil decreases, the LNAPL plume could migrate to 
longer distances. Higher soil permeability allows a 
greater evaporation of benzene. The results of the 

model scenario with wall containment show that the 
benzene migration is reduced by the containment. 
The dissolved benzene plume moves downward 
along the barrier, and some benzene can flow under 
the wall base when the soil has lower permeability, as 
shown in Figure 4 and 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Total mass fraction of VOCs in aqueous 

phase in sandy soil with K = 1x10-9 m2 
and i = 0.017. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Total mass fraction of VOCs in aqueous 
phase in sandy soil with K = 1x10-11 m2 
and i = 0.017. 

 i = 

i = Without 

With Wall, K = 

With Wall, K = 

With Wall, K = 
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The total mass fraction of VOCs dissolved in the 
aqueous phase outside the containment zone, at depth 
of 1–6 m below the ground surface in the case of i = 
0 with containment, is reduced close to zero, as 
shown in Figures 6–8. For the case of i = 0.017, the 
concentration of the benzene increases at the end of 
the barrier in concert with the permeability decrease, 
due to the effect of groundwater flow, as shown in 
Figures 9–11. 

 

 
Figure 6. Comparison of total mass fraction of 

VOCs in aqueous phase outside the wall 
for sandy soil layer with K = 1x10-9 m2 
and i = 0. 

 

 
Figure 7. Comparison of total mass fraction of 

VOCs in aqueous phase outside the wall 
for sandy soil layer with K = 1x10-10 m2 
and i = 0. 

 

Figure 8. Comparison of total mass fraction of 
VOCs in aqueous phase outside the wall 
for sandy soil layer with K = 1x10-11 m2 
and i = 0. 

 

 

Figure 9. Comparison of total mass fraction of 
VOCs in aqueous phase outside the wall 
for sandy soil layer with K = 1x10-9 m2 
and i = 0.017. 

 

 

Figure 10. Comparison of total mass fraction of            
VOCs in aqueous phase outside the wall 
for sandy soil layer with K = 1x10-10 m2 
and i = 0.017. 
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Figure 11. Comparison of total mass fraction of 
VOCs in aqueous phase outside the wall 
for sandy soil layer with K = 1x10-11 m2 
and i = 0.017. 

CONCLUSIONS 
This paper presents simulation of benzene migration 
in the subsurface as a consequence of a constant-rate 
spill in the unsaturated zone. Several scenarios have 
been modeled with a phreatic aquifer in a sandy soil 
of varying permeability, with different hydraulic 
gradients, and with or without the presence of a 
vertical containment wall. Simulations results reveal 
that the soil-cement barrier can reduce the 
contamination of the benzene and show that soil 
permeability and water table hydraulic gradient are 
the significant factors.  
 
The benzene migration in the case of i = 0, occurs 
only by a gravity-driven NAPL plume flow and 
diffusion of dissolved benzene in the groundwater. In 
the presence of aquifer flow, dissolved benzene may 
be transported over long distances by advective flow. 
Without the groundwater flow, the contaminant 
migration is contained by the soil-cement barrier in 
the vadose zone; the dissolved benzene plume 
reaches less than 2 m below the water table. 
Consequently, the depth of the soil-cement wall 
should be more than 2 m below the groundwater 
level. With groundwater flow, the concentration of 
contamination depends on the hydraulic gradient, 
which enhances the transport processes. The 
hydraulic gradient has an impact on the depth of 
contaminant migration outside the wall. From the 
scenarios simulated, it can be concluded that soil-
cement barriers can be used to limit the spread of 
benzene spilled in the unsaturated zone. Modeling 
studies such as those described may help in the 
design of containment operations and in risk 
assessment studies. 
 

Note that presented herein is a preliminary study 
dealing with the processes controlling the migration 
of VOCs spilled in the vadose zone in the presence of 
vertical containment walls in sandy aquifers. The 
properties of the soil-cement used in these 
simulations are derived from bibliographic sources. 
Experimentally derived properties will be considered 
in future simulation works. 
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ABSTRACT 

Landfill methane must be captured to reduce 
emissions of greenhouse gases and to use as an 
alternative energy source. However, despite the 
widespread use of landfill gas collection systems for 
over two decades, little information about their 
capture efficiency is available, because landfill gas 
(LFG) generation rates usually remain unknown. 
Therefore, to assess the efficiency of greenhouse gas 
capture and the amount of fugitive emissions, LFG 
production rates should be properly determined. In 
addition, to improve the capture efficiency of 
methane while minimizing air intrusion from the 
atmosphere, it is important to quantify gas flow 
patterns within landfills. In this study, a methodology 
to quantify methane generation rates and estimate the 
gas permeability field was examined using inverse 
modeling. To take account of the heterogeneous, but 
spatially correlated structure of refuse, a geostatistical 
approach combined with the pilot point method was 
used. Synthetic observation data were generated from 
forward simulations for a pumping test and a baro-
pneumatic test, and these data were used to test the 
inversion procedure. The inverse model was able to 
reproduce the spatial permeability distribution using 
the transient pressure changes in response to the 
withdrawal of LFG during the pumping test. The 
LFG production rate was also successfully estimated 
using the data from the baro-pneumatic test with 97% 
accuracy. Note that while this methodology was 
developed using synthetic data, it will be tested in the 
future using field data from the bioreactor test cells at 
the Yolo County Central Landfill, CA. 

INTRODUCTION 

Landfill gas collection systems have been widely 
used to minimize the environmental impacts of 
landfill gas (LFG). Methane, which accounts for 50–
60% of LFG, is a potent greenhouse gas: its global 
warming potential is 23 times greater than that of 
carbon dioxide (IPCC, 2001). To reduce methane 
emissions, the LFG collected is sometimes simply 
flared to destroy its methane. The emissions of other 

air pollutants in LFG, such as nonmethane organic 
compounds, should also be controlled and reduced. 
When operating landfills as bioreactors, capturing 
LFG is even more important, due to the rapid 
degradation of organic waste. 
 
Collected landfill methane is increasingly used for 
electricity generation. Using the landfill methane as 
an alternative energy source works to offset the use 
of nonrenewable fossil fuels, in addition to providing 
an economic benefit to landfill owners. Concerns 
about the energy crisis reinforce the importance of 
intelligent LFG collection systems to improve 
methane capture efficiency.  
 
However, despite the widespread use of landfill gas 
collection systems for over two decades, little 
information on their capture efficiency is available, 
because LFG (or methane) generation rates usually 
remain unknown. Methods currently used suffer 
significant limitations: the most common methods are 
technically flawed (Pierce et al., 2004; Walter, 2003) 
and result in estimates that are in error by as much as 
an order of magnitude (Scharff and Jacobs, 2006). 
Furthermore, they provide little information for 
quantitative understanding of LFG flow that could 
aid in the design of LFG collection systems specific 
to each landfill. Therefore, to assess the efficiency of 
greenhouse gas capture and the amount of fugitive 
emissions, LFG (or methane) production rates should 
be properly determined. In addition, to improve the 
capture efficiency of methane while minimizing air 
intrusion from the atmosphere, it is important to 
quantify gas flow patterns within landfills. 
 
The baro-pneumatic method is a newly proposed 
technique for quantifying LFG generation rates and 
estimating the gas permeability field within landfills 
(Bentley et al., 2003). In contrast to other methods 
currently in use, the baro-pneumatic method employs 
the complete equations for LFG generation and flow, 
and thus avoids the technical flaws common in 
simplified approaches. While a limited number of 
field applications have shown that the method 
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produces estimates of LFG generation rates 
independently (Bentley et al., 2005), the method has 
not been rigorously evaluated, particularly for 
heterogeneous waste.  
 
The permeability of refuse commonly varies several 
orders of magnitude within any given landfill, and 
this heterogeneity can cause unexpected and 
undesirable operational conditions (Reinhart, 1996; 
Reinhart et al., 2002): the spatial variation of gas 
permeabilities likely affects the efficiency of LFG 
collection and the control of methane emissions. In 
this study, a methodology to quantify LFG generation 
rates and to estimate the gas permeability field was 
examined using inverse modeling. Geostatistical 
simulation was used to capture the heterogeneous, 
spatially correlated structure of refuse, and the pilot 
point method (RamaRao et al., 1995) was used to 
condition this random structure on site-specific 
conditions as part of the inversion. Synthetic 
observation data were generated from forward 
simulations for a pumping test and a baro-pneumatic 
test, and these data were used to test the inverse 
modeling approach. 

BARO-PNEUMATIC METHOD 

In a porous medium with no in situ gas generation, 
gas pressures in the subsurface change in response to 
the variation of barometric pressure at the surface. As 
the surface pressure signal propagates into the 
subsurface, the responses are delayed and attenuated 
as a function of depth and pneumatic diffusivity, 
which is defined as  

µg

g
g n

kP
D =  

 
where Dg is pneumatic diffusivity, k is the gas 
permeability, Pg is the mean pressure, ng is the gas-
filled porosity, and µ is the dynamic viscosity of the 
gas. For this situation, time-varying pneumatic 
pressure data collected in situ can be used to estimate 
the pneumatic diffusivity. In the past, pneumatic 
pressure data have been used to determine the 
vertical permeability of unsaturated soils (Shan, 
1995; Weeks, 1978). 
 
The same concept was first applied to landfills by 
Hydro Geo Chem, Inc. to estimate the gas 
permeability of refuse and the LFG generation rate 
(Bentley et al., 2005). With this approach, gas 
pressures within a landfill and at the landfill surface 
are monitored simultaneously. The LFG generation 
rate is estimated by attributing the difference between 
the mean absolute gas pressure in the landfill and the 
barometric pressure to LFG generation, while the lag 

in gas pressures measured in situ with those 
measured at the landfill surface is used to infer the 
ratio of vertical gas permeability and porosity (the 
pneumatic diffusivity). To support the baro-
pneumatic data, which are not sensitive to the 
horizontal gas permeability, pneumatic pumping tests 
are also conducted so that the gas porosity and the 
horizontal gas permeability of the refuse are 
independently measured. The baro-pneumatic method 
thus includes the simultaneous measurement of gas 
pressures at the landfill surface and with depth during 
nonpumping or constant pumping periods—the baro-
pneumatic test—and a few pneumatic pump tests.  
 
One advantage of using the baro-pneumatic method 
for estimating LFG generation rates is that the 
method is site-specific. A gas flow model is 
calibrated to each landfill by varying gas 
permeabilities and LFG generation rates to provide a 
best match to the available field data. This LFG 
generation and flow model can be used to improve 
the design of LFG collection systems and LFG 
capture efficiency. While the baro-pneumatic method 
shows much promise, the efficacy of the approach in 
heterogeneous waste has not been carefully 
evaluated.  

MODELING APPROACH 

To evaluate the efficacy of the baro-pneumatic 
method in heterogeneous waste, a two-dimensional 
vertical model was developed with a gas extraction 
well at the center of the landfill cell. Figure 1 shows a 
schematic of the model domain. The shape and size 
of the model was patterned after a bioreactor landfill 
cell at Yolo County Central Landfill, Woodland, 
California, which will be used in the future to collect 
field data and test the methodology. The model 
domain was discretized into gridblocks of size ∆X × 
∆Y × ∆Z= 1.0 × 1.0 × 0.48 m. Because waste 
dumped in landfills is packed over time and 
compressed by overlying material, the domain for the 
refuse was divided into five layers, and the mean 
permeability of each layer was specified assuming 
that the permeability of the waste decreased 
exponentially with depth. The ratio of the horizontal 
to vertical permeability of refuse was assumed to be 
10. The horizontal gas permeabilities, the porosity, 
and the LFG generation rate used for forward 
simulations are given in Table 1. The LFG was 
assumed to be 55% methane and 45% carbon 
dioxide. Details of the other assumed parameters in 
the model are given elsewhere (Jung et al., 2009).  
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Figure 1. Schematic of the model domain. (a) Geometry of observation (red circles) and pilot points (blue squares) 

and (b) the true permeability distribution used. 

 
To create a heterogeneous gas permeability field, the 
sequential Gaussian simulation technique was used 
(Deutsch and Journel, 1992). Since no study has been 
conducted to statistically describe the heterogeneous 
structure of landfilled waste, the spatial correlation of 
the log-permeability field was assumed to follow a 
spherical semivariogram, with a nugget effect of 0.1, 
a correlation length of 4.0 m, and a sill value of 1.0. 
One realization of the resulting log-permeability field 
was presumed the actual permeability field and is 
shown in Figure 1b.  
 
Barometric pressure data collected for four days at 
the bioreactor landfill cell at the Yolo County Central 
Landfill were used for a time-varying surface 
boundary condition, and a no-flux boundary was 
assumed for the bottom border of the simulation 
domain to capture the effect of the landfill liner. 
Unless the gas extraction well is newly installed for 
the pumping test, the gas collection well should be in 
continuous operation to mitigate methane emissions. 
Stopping the operation for several days to conduct 
the baro-pneumatic test may not be recommended, 
which is the case at the Yolo County Central 
Landfill. Therefore, in the simulations, the flow rate 
at the gas collection well was typically set equal to 
80% of the total LFG generation rate: gas collection 
rates in landfills with intermediate covers are 
believed to be less than LFG generation rates to avoid 
significant intrusion of air from the landfill surface 
into the refuse. Since the gas pumping rate was 
constant during these periods, gas pressures within 
the refuse fluctuated in response to barometric 
pressure change alone. For the pneumatic pump test, 
the gas extraction rate at the well was quintupled to 
generate short-term transient pump data. The 

atmospheric pressure changes for the first day and the 
pumping schedule of the gas collection well are 
shown in Figure 2. Transient pressure responses 
resulting from the barometric pressure changes were 
collected every 30 min. During the pumping test, data 
were collected at 10 min intervals to capture pressure 
changes. Monitoring points for collecting gas-
pressure data are shown in Figure 1a and illustrate 
gas sampling probes installed in the bioreactor 
landfill cell at Yolo County Central Landfill. 
 
Table 1. Summary of conditions used in forward 

simulation. 

 
Horizontal gas 
permeability 

(m2) 

Effective 
gas 

porosity 

LFG 
generation 

rate 
(m3/yr/m3)a

Layer 1 1.95e-11 0.16 15.8 
Layer 2 1.39e-11 0.15 16.8 
Layer 3 1.05e-11 0.135 17.8 
Layer 4 8.1e-12 0.12 18.6 

Refuse

Layer 5 6.4e-12 0.11 19.4 
Soil cover 1.0e-12 0.35  

Pumping well 3.0e-8 0.50  
a Calculated for a unit volume (1 m3) of refuse. 
 
For inverse modeling, the gas permeability field and 
the LFG generation rate were estimated sequentially 
using independent data sets: the pumping test data for 
the permeability field and the baro-pneumatic test 
data for the LFG generation rate. At the first stage of 
inversion using the pump test data, a log-permeability 
modifier was selected as the targeted parameter field. 
Since the permeability of refuse could vary over a  

(a) 

(b) 
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Figure 2. Variation of atmospheric pressures and 

the corresponding pressure responses at 
observation points OBS11 and OBS12 for 
the first day of the test. The pumping 
schedule is also shown, where “Pump on” 
is when the gas extraction rate was 
increased by a factor of five and “Pump 
off” is when the gas extraction rate 
returned to 80% of the LFG generation 
rate of the landfill. 

wide range, estimating the logarithm of the 
permeability rather than the permeability itself made 
the inverse problem more linear. The use of the pilot 
point method reduced the number of parameters; only 
the horizontal and vertical permeabilities at the pilot 
points were estimated instead of the log-permeability 
modifier of each gridblock. The pilot points were 
distributed over the model domain (see Figure 1a), 
and the heterogeneous permeability field was 
automatically modified during the inversion to 
improve the match to the measured pressure data in 
response to the change in pumping rate. Since no 
point measurements of the log permeability were 
available, all pilot points were initially assumed to 
have the same log permeability as the mean value 
specified in Table 1. To simplify the test conditions, 
the porosity and the geostatistical parameters were 
assumed to be known from other measurements.  
 
Here, it should be noted that the semivariogram 
parameters were considered as a tool to quantitatively 
represent the heterogeneous structure of waste with a 
small number of parameters. Once estimated, the 
permeability field was considered to be known, and 
the gas generation rates were estimated by calibrating 
the model simulations against the baro-pneumatic test 
data. The assumed parameters for the permeability 
field and the LFG generation rate are listed in 
Table 2. These parameters were fixed during the 
inversion.  
 
To model transport of multiple gas constituents 
(methane, carbon dioxide, oxygen, and nitrogen), 
TMVOC (Pruess and Battistelli, 2002) was used for 
forward simulations. The utility of using the gas 

composition data in addition to gas pressure data for 
inverse modeling will be evaluated in the future. For 
this study, TMVOC was coupled with iTOUGH2 
(Finsterle, 1999) for inverse simulations. The pilot 
point method used as an inversion scheme is 
implemented in iTOUGH2 (Finsterle and Kowalsky, 
2007).  

MODELING RESULTS 

Influence of Heterogeneous Gas Permeabilities 
Even though the heterogeneous characteristic of 
refuse is well acknowledged, this feature is typically 
neglected when designing LFG collection systems. In 
previous applications of the baro-pneumatic method, 
the horizontal permeability of the system was 
assumed uniform and inferred from the pneumatic 
drawdown data at the gas extraction well. While this 
approach is acceptable for an approximate estimate of 
the average gas permeability within the influence of 
the pumping well, it may not be sufficient to 
determine the spatial variability of permeability of 
refuse and its impact on LFG collection systems.  
 
To evaluate the benefit of characterizing the 
heterogeneous permeability field, inverse modeling 
of the pneumatic pump test data was first conducted 
assuming the gas permeability to be homogeneous 
throughout the landfill. Figure 3a illustrates the 
results from this effort, where an excellent match was 
achieved between the observation data and the 
simulation results at the pumping well. However, the 
pressure response at other observation points could 
not be simulated with the best-fit permeability (see 
Figure 3b–d). This means that the actual pattern of 
gas flows would likely be different from that 
predicted using a gas flow model that assumed 
permeability homogeneity, which might result in 
suboptimal LFG collection if this gas flow model was 
used for design of the LFG collection system. 
Therefore, it is important to characterize the 
heterogeneity of gas permeabilities to improve LFG 
capture efficiency. 
 
Table 2. Assigned parameters for inverse simulation 

Parameter Value 
Porosity 0.15 
Nugget Effect 0.01 
Sill Value 0.9 
Correlation Length (m) 15.0 
Anisotropy Ratio 10.0 
LFG generation rate 
(m3/yr/m3)a 

80% of the true LFG 
generation rate 

a The LFG generation rate was fixed only when the 
permeability field was estimated. 
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Figure 3. Pressure response at the extraction well (a) and at other observation points ((b) OBS6, (c) OBS7, and (d) 
OBS8) 

Impact of Sys tematic Errors on Estimati on of the  
Permeability Field 
When estimating the permeability field using the 
pumping test data, the gas generation rate was fixed 
and not subjected to the inversion procedure. 
However, if a gas generation rate with error is 
assigned, the static pressure at a given location will 
not be accurately reproduced by the model. This 
systematic error leads to biased estimates of the 
permeability field, because the inversion scheme 
attempts to minimize the differences in the mean 
pressure rather than match the time lag and 
attenuation of the pressure fluctuation.  
 
To resolve this issue and improve the fit, the pressure 
offset between the measured and simulated data at 
each observation point during the pumping test was 
parameterized. The simulated pressure data were 
shifted by an unknown constant value to match the 
measured mean pressure data. Using a constant shift 
of the pressure seemed appropriate, since the LFG 
generation rates would not vary during the short-term 
pumping test period.  
 
The results obtained from inverse modeling with and 
without parameterizing the pressure offset were 
compared. While most of the data looked reasonably 
well matched in both cases, the benefit of using a 
pressure offset was observed. When a pressure offset 
was not included in the inverse modeling, the 
pressure data before and after the pumping test were 
underpredicted, and the pressure data during the 
pumping test were overpredicted. To better illustrate 

this systematic error, the residuals are plotted as a 
function of time in Figure 4. By including the 
pressure offset parameter, the overall residuals were 
reduced and the mismatch in pressures at the 
beginning and end of the pumping test was reduced. 
The impact of including the pressure offset parameter 
in inverse modeling became more significant as the 
error in the assumed LFG generation increased. For 
instance, when the LFG generation rate was 50% of 
the actual generation rate, the systematic errors from 
inverse modeling without the pressure offset resulted 
in the poor match shown in Figure 5. The fit was 
clearly improved with the consideration of the 
pressure offset, also shown in Figure 5. 
 
However, adding the pressure offset parameter could 
lead to overparameterization in some cases, causing 
higher parameter correlation and estimation 
uncertainty. Therefore, care should be exercised 
when deciding whether to include this additional 
model parameter.  

Parameter Estimation 

Permeability field estimation using pumping test 
data 
A good match between observation data and 
simulation results is not sufficient to guarantee that 
the parameters estimated are physically reasonable. 
In this section, the average of the estimated 
permeability fields was compared with the actual 
permeability field. In addition, parameters considered 
as unknowns were expanded to test whether the      
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Figure 4. Residuals as a function of time, (a) 

without and (b) with considering the 
pressure offset parameter 
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Figure 5. Comparison between the measured and 

the calculated pressures at the 
observation point OBS7 for inverse 
modeling with and without the pressure 
offset 

additional parameters could be estimated jointly with 
the permeability distribution. For comparison, at first 
only the permeability field was estimated using the 
pneumatic pump test data (Case 1), which was the 
case described in the modeling method section, and 
then the porosity (Case 2) and the semivariogram 
parameters (Case 3) were added serially to the 
parameter set to be estimated. Inversions on five 
different realizations were performed for each case. 
 
Figure 6 shows the average permeability field of 
Case 1 in a logarithmic scale. The estimated 
permeability field was not exactly the same as the 
actual permeability field shown in Figure 1b. The 
local heterogeneity was smoothened out, which was 
expected since a higher correlation length and a 
smaller nugget effect than the true model were 
assumed (see Table 2). In reality, information about 

the variogram parameters is highly uncertain. In 
addition, the permeability was significantly different 
from the true value in the region where no 
observation data were available and no pilot points 
were placed. However, the major spatial structure of 
the permeability field was captured well: the 
relatively low permeability zone on the west side of 
the pumping well and the relative high permeability 
zone on the east side of the well were matched. Thus, 
the major heterogeneities in the gas permeability field 
that influence gas flow patterns were captured by the 
inverse modeling.  
 
When porosity was added as one of the unknown 
parameters, the estimated permeability field was 
almost identical to that determined for Case 1 (results 
not shown). The porosity assumed in Case 1 was 
0.15, which is relatively close to the true value (11% 
higher than the average of the true porosities, see 
Table 1). As a result, the advantage of estimating the 
porosity together with the gas permeability field was 
insignificant, and no improvement in model-fitted gas 
permeabilities was observed. The porosity estimated 
for Case 2 was 0.09, which is 33% smaller than the 
average of the porosities used for forward 
simulations. This poor estimation might be explained 
by the correlation between parameters. While the use 
of the pilot point method enabled the model to 
explain the heterogeneous gas permeability field 
well, it increased the correlation between the 
parameters and made estimation uncertainty higher. 
Performing a pumping test at different pressure levels 
might help to resolve the strong correlation between 
the parameters.    
 
The geostatistical parameters and porosity were 
included with the gas permeabilities in the unknown 
parameter set for Case 3. The estimated permeability 
field was again very similar to the permeability field 
of Case 1 (results not shown). However, the 
estimated variogram parameters greatly varied for 
each inversion. For instance, the standard deviation 
of the sill value was 0.91 when the average of five 
equally probable realizations was 1.14. This result 
might be due to low sensitivity of the geostatistical 
parameters or high correlation with the other 
parameters. The sensitivity coefficient of the 
variogram parameters was almost two orders of 
magnitude smaller than the sensitivity of the flow 
parameters. This means that the geostatistical 
parameters may not be estimated accurately with the 
permeability field from inversion of a single 
pneumatic pump test, and other types of data may be 
required to improve the determination of these 
parameters—perhaps additional pump tests 
conducted in different regions of the landfill. 
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Figure 6. Estimated permeability field when the log permeability was the only unknown parameter 

LFG generation rate estimation using baro-
pneumatic test data 
In this section, the LFG generation rate was estimated 
using the baro-pneumatic test data—those data in 
Figure 2 that lie outside the pumping test period. 
Here, the permeability field estimated using the 
pumping test data was considered known, and the 
LFG generation rate was treated as the only unknown 
parameter. This sequential estimation procedure was 
selected since concurrent estimation of the gas 
permeability field and the LFG generation rate might 
result in non-unique solutions. The overall fit 
between the observation and the simulation data was 
excellent, as shown in Figure 7. Note that the average 
pressure at the shallow observation point (OBS6) is 
higher than those at the deeper observation points 
(OBS11 and OBS15), due to the constant pumping at 
the extraction well, but the fluctuation of the 
pressures exactly follows the variation of the 
barometric pressure. The estimated LFG generation 
rate was 97% of the true value, demonstrating the 
capability of the estimated permeability field to 
capture the gas flow pattern and the subsequent 
pressure distribution.  

CONCLUSIONS 

Landfill gas collection systems have been used to 
reduce methane emissions and generate electric 
power from the methane collected. However, the 
efficiency of LFG collection systems is largely 
unknown, because these systems have been designed 
and operated without careful assessment of LFG 
generation rates. In addition, a poor understanding of 
gas flow patterns in refuse hinders optimal LFG 
collection practices.  
 
The baro-pneumatic method is a promising technique 
for estimating LFG generation rates. It involves 
pneumatic pump tests and baro-pneumatic tests. The 
method can be used to create a gas flow model for 
individual landfills, which may be used to design or 
improve existing LFG collection systems. While the 
method holds much promise, there is considerable 
uncertainty about its utility in heterogeneous refuse, 
where the gas permeability field varies significantly 

in space. Using the simple example in this study, if 
the gas permeability field is assumed homogeneous, 
the gas permeability field estimated from the baro-
pneumatic method was not sufficient to reproduce the 
gas pressure field. Thus, the simplifying assumption 
of homogeneous conditions in the near-well regions 
for the baro-pneumatic method may not be sufficient 
to characterize gas flow patterns in heterogeneous 
landfills. 
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Figure 7. Match of pneumatic pressures at different 

locations. Barometric pressure data are 
shown as a black bold line. Observation 
data are shown as triangles (OBS6), 
circles (OBS11), and squares (OBS15). 
Simulation results based on the estimated 
parameter are shown as solid lines. 

To apply the method to heterogeneous refuse, an 
inversion approach using the pilot point method was 
evaluated. Observation data were generated for 
synthetic experiments, which consisted of a pumping 
test and a baro-pneumatic test, and used for 
parameter estimation. The gas permeability field was 
first estimated using the pumping test data, and then 
the gas generation rate was estimated using the baro-
pneumatic test data.  
 
The heterogeneous structure of the gas permeabilities 
was captured well using the pilot point method and 
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pneumatic pump test data. The systematic error 
resulting from the use of an erroneous LFG 
generation rate in fitting the pneumatic pump test 
data was resolved by parameterizing the pressure 
offsets, and an excellent match between the observed 
and the simulated data was achieved. The LFG 
generation rate was also successfully calculated when 
the gas permeability field was first determined from 
the pneumatic pump test.  
 
Despite the promising results from this work, the use 
of the pilot point method resulted in model 
overparameterization, particularly when the porosity 
and variogram parameters describing the gas 
permeability field were fitted along with log 
permeabilities. Further study is required to reduce the 
uncertainty in estimating these parameters, perhaps 
by using additional data collected from pneumatic 
pump tests at different locations, or different types of 
data that are affected by the gas flow field, e.g., gas 
composition data.  
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ABSTRACT 

A physically motivated model is indispensable for a 
successful analysis of the impact of leaching from 
nuclear waste storage sites on the environment and 
public health. While most analyses use the single-
phase flow model for modeling unsaturated flow and 
solute transport, the two-phase flow model 
considering the resistance of gas to water flow is a 
more realistic one.  Here, in this study, we first 
theoretically investigate the effect of the two-phase 
flow model on water content. Then, by combining a 
geostatistical generator using the turning bands 
method and the multiphase transport code TOUGH2, 
an automatic process is used for Monte Carlo 
simulation of solute transport. This stochastic 
approach is applied to a site that potentially may be 
polluted by low-level nuclear waste in Taiwan. In the 
simulation, the saturated hydraulic conductivity is 
treated as a random variable. The stochastic approach 
provides a probabilistic assessment of contamination.  
Results show that even though water content from the 
two-phase flow model is only 1.5% less than that 
from the single-phase flow model, the two-phase 
flow causes a slower movement but a wider lateral 
spreading of the plume in the unsaturated zone. The 
stochastic approach provides useful probability 
information not available from the deterministic 
approach. The probability assessment of groundwater 
contamination provides the basis for more informed 
waste management, better environmental assessment, 
and improved evaluation of public health impact. 

1.   INTRODUCTION 

Probabilistic assessment of contamination is 
important in nuclear waste management. It can be 
used for risk analysis and provides essential 
information for evaluating the impact of leaching 
from nuclear waste storage sites on the environment 
and public health. To predict the contaminant 
movement in the field, an appropriate model is 
indispensable.  
  
Recent studies on hydrogeology have shown that the 
hydraulic properties of natural porous media often 
display high spatial variability (Gelhar, 
1986). Theoretical analyses (Dagan, 1982, 1989; 

Gelhar and Axness, 1983; Gelhar, 1992) and field 
experiments (Freyberg, 1986; Ellsworth et al., 1991; 
Garabedian et al., 1991) indicate that this spatial 
variability dominates the behavior of flow and solute 
transport in an aquifer. Other research has shown that 
among all hydraulic properties, hydraulic 
conductivity shows the most spatial variance and 
significantly affects flow and solute transport (van 
derZee and Boesten, 1991; Franke and Teutsch, 
1994).  
 
The classical deterministic approach has difficulty in 
treating spatial variability, due to the inherent 
randomness of the medium and scarcity of available 
data (Nielsen et al., 1973; Russo and Bresler, 
1981). Conversely, the stochastic approach treats the 
soil properties as random variables and is able to take 
spatial variability and uncertainty into account in an 
analysis. In particular, the stochastic approach is 
useful for the probabilistic assessment of 
groundwater contamination problems and is therefore 
used in risk analysis.   
 
Despite significant progress in the development of 
stochastic approaches, applications of stochastic 
theory to real-world problems are still limited (Zhang 
and Zhang, 2004). This situation is likely to change 
however, since further development of stochastic 
theory and application of stochastic approaches in 
hydrogeologic investigations and modeling could 
lead to a better understanding of natural subsurface 
hydrological systems (Neuman, 2004; Winter, 2004; 
Christakos, 2004; Molz, 2004). For example, Lo et al. 
(1999) performed a risk assessment of landfill 
systems using Monte Carlo simulations to predict the 
contamination issues underneath a landfill clay liner.  
Maxwell and Kastenberg (1999) also performed a 
stochastic environmental risk analysis to predict 
cancer risk due to contaminated groundwater, by 
considering the effects of uncertainty and variability 
of numerous processes. Kovscel and Cakici (2005) 
applied a stochastic approach to geologic 
sequestration with enhanced oil recovery to evaluate 
the influence of geologic uncertainty. 
  
In this study, a stochastic approach is proposed to 
investigate the effect of heterogeneous porous media 
on groundwater flow and solute transport in both 
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saturated and unsaturated zones. We first investigate 
the effect of the two-phase flow model on the 
unsaturated flow. Then, we perform a Monte Carlo 
simulation of solute transport for a potentially 
polluted site in Taiwan by combining the 
geostatistical method and the multiphase transport 
code TOUGH2 (Pruess, 1991). Because of the high 
spatial variability of the saturated hydraulic 
conductivity, we treat it as a random variable and 
assume other spatial variables as deterministic in the 
geostatistical model. The effect of two-phase flow on 
solute transport is investigated, and the stochastic 
result is also compared to the deterministic 
approach. Finally, the probabilistic assessment of 
contamination is addressed, based on our stochastic 
results. 
 
2. THE EFFECT OF THE TWO-PHASE  

FLOW ON TRANSPORT 
The    two-phase    flow   model   considers    the 
movement   of   both  gas  and  aqueous  phases in the 
porous   medium, whereas  the single-phase flow 
model only   takes account of water and treats the soil 
gas as providing  no  resistance  to  water flow  
(Kutilek and Nielsen, 1994).  We  explore  the  effect  
of  the   gas-phase  on  flow  by  considering  the van  
Genuchten-Mualem  model  for  relative  hydraulic   
conductivity (van Genuchten, 1980).   
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where  rlK  is liquid relative permeability, *S   is 
the effective  saturation,  the definition of which 

depends on the flow model (it is 
lrls

lrl

θθ
θθ

−
−

 for the 

single-phase flow model  and     
grlrls

lrl

θθθ
θθ
−−

−
  for  

the  two-phase flow model); lθ , lrθ , lsθ  and grθ   

are water content, residual  water  content, saturated  
water  content, and residual gas content, respectively, 
and λ is an empirical parameter of the retention     
model of van Genuchten (1980). In the single-phase 
flow model, the soil gas content is not considered, 
due to the great fluidity of soil gas, and the water 
content in soil is obtained as 

( )lrlslrl S θ−θ+θ=θ *
11  (2)

where 1lθ  and *
1S  are water content and effective 

saturation in the single phase.  In the two-phase flow 

model, gas content is included in calculating the 
associated water content. The water content becomes 

where 2lθ  and *
2S  are for the two-phase situation.   

 
When steady precipitation is smaller than the 
saturated hydraulic conductivity SK  of the soil, the 

flux density q  will be equal to
dz

dH
KK rlS , according 

to Darcy-Buckingham’s equation, where SK  is the 
saturated hydraulic conductivity. Here, we denote 
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case, the infiltration rate will be equal to rlS KK ×  

with associated *S  in the unsaturated zone.  Since 
*
1S  has to be equal to *

2S  to satisfy the steady flow 
condition, it can be immediately seen from Equations 

(2) and (3) that the water content 2lθ  for the two-

phase flow model will be less than 1lθ  for the single-

phase flow model.  Case 2 is for 
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In this case, the liquid relative permeability in the 
single-phase model will be greater than that in the 

two-phase model with associated *S .  According to 

Equations (2) and (3), the water content 2lθ  will be 

less than 1lθ . Case 3 is for 
21
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.  In this 

case, the liquid relative permeability in the single-
phase model will be less than the one in the two-

phase model with associated *S .  According to the 

Equations (2) and (3), *
1S  has to be less than *

2S , and 

1lθ  and 2lθ  are functions of grθ , *
1S  and 

S∆ (= *
1

*
2 SS − ).  Figure 1 shows (a) a three-

dimensional diagram and (b) a fence diagram to 

illustrate the relation between 1lθ  and 2lθ , which 

depends on grθ , *
1S  and S∆  for the clay material 

used in this study with 465.0=lsθ  and 292.0=lrθ .  

When the combination of grθ 、 *
1S  and S∆  fall in 

  ( )grlrlslrl S θθθθθ −−+= *
22  (3)
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the region of light color, the water content 2lθ  will 

be less than 1lθ . Otherwise, 2lθ  will be larger than 

1lθ .  Figure 1 indicates that the region for the water 

content 2lθ  produced by the two-phase model is less 

than 1lθ  from the single-phase model. The 

simulations shown in the next section fall into this 
region. Other research has shown that a larger 
macrodispersivity is associated with an unsaturated 
soil having a smaller water content (Russo, 1993, 
1998; Yang et al., 1996; Harter and Zhang, 1999).  
Laboratory results also show that at lower water 
content, the porous medium has higher dispersion 
(Padilla et al., 1999). Therefore, the size of the 
contaminant plume may be underestimated in the 
unsaturated zone if the single-phase flow model is 
adopted.   

0

0.2

0 .4

0.6

0 .8

00.20 .40.60 .8

0

0 .2

0.4

0 .6

0.8

X

Y

Z

21 ll θ>θ

21 ll θ<θ

grθ

S∆

*
1S

(a)

 

0

0.2

0.4

0.6

0.8

00.20.40.60.8

0

0.2

0.4

0.6

0.8

X

Y

Z

21 ll θ>θ

21 ll θ<θ

grθ

S∆

*
1S

(b)

Figure 1. The relation between 1lθ , 2lθ , grθ , *
1S  and 

S∆ : (a) three dimension diagram and (b) fence 
diagram 
 
3.  SITE APPLICATION 

The stochastic approach using the Monte Carlo 
method is applied to a temporary low-level nuclear 
waste storage site in Taiwan for the probabilistic 
assessment of contamination. The realizations of the 
hydraulic conductivity field are generated from the 
mean, variance, and covariance function by a 

geostatistical program, using the turning bands 
method (Matheron, 1973; Mantoglou and Wilson, 
1982). Then, the realizations are solved by TOUGH2 
for two-phase flow and solute transport.  In this study, 
a total of 1,000 realizations are generated and 
simulated, and the probabilistic assessment is based 
on the results of those realizations. To increase the 
applicability of the stochastic approach, an automatic 
process is established. 
 
The potentially polluted site is located in Tao-Yuan, 
Taiwan, and is used for temporary storage of low-
level nuclear waste on the ground surface.  If a leak 
occurs, the contaminant will penetrate through the 
vadose zone and pollute the regional ground-
water. The water level is about 8.0 m below the 
ground surface at this area. The recorded annual 
precipitation and estimated annual evaporation are 
2,541.2 mm/yr and 841.9 mm/yr, respectively. The 
groundwater flow direction is from northwest to 
southeast, with an average hydraulic gradient of 
0.016. According to a few borehole data, there are 
two horizontal layers below the ground surface, clay 
on top and a gravel layer below it. The average 
thickness of the clay and gravel layers are about 2.0 
and 14.0 m, respectively. A total of 39 samples are 
taken from the ground surface and are measured for 
hydraulic conductivity by using a constant-head 
permeameter in the laboratory (Yeh, 2001).  
 
The locations of the sample sites are shown in Figure 
2. Only six hydraulic conductivities of gravel are 
measured, using pumping tests, slug tests, or 
determined by constant-head permeameter (Ji and 
Song, 1994). To obtain the unsaturated hydraulic 
properties, the capillary pressures are measured by 
the centrifuge method, and water contents are 
obtained by the classical soil physical method. Then, 
the water retention data is fitted with the van 
Genuchten model (Yeh, 2001). Table 1 shows the soil 
properties within the site that are used in the 
numerical modeling. Since data are scarce in the 
gravel layer, the variance and correlation scale 
estimates are based on the information from the Cape 
Cod site (Leblanc et al., 1991), because of their 
similarity in soil type. The residual gas saturation is 
assumed to be 0.1. 
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3. NUMERICAL SIMULATION 
 
We model the possible solute transport within the site 
with a two-dimensional vertical cross section 
including both saturated and unsaturated zones. The 
modeling domain and boundary conditions are shown 
in Figure 3.   

Neumann B.C :  infiltration (mm/day)Neuman B.C.  : infiltration(4.66mm/day)

Neuman B.C. : flux=0Neuman B.C. : flux=0

Neuman B.C. : flux=0

Dirichlet  B.C. Dirichlet  B.C.
Flow

water level

leak source

X

Z

Observation Point
 

Figure 3. Domain and boundary conditions for the 
study site.  A uniformly fixed infiltration 
rate is applied to the top of the domain.  
No-flow boundaries are applied to the 
bottom and two sides of the unsaturated 
zone.  Dirichlet boundaries of 8.0m and 
8.75m are applied to the left and right side 
of the saturated zone, respectively. 

 
Domain size is 46 m×16 m and is discretized by 
uniform grids of 1 m×1 m, 46 grids in the horizontal 
direction, and 16 in the vertical direction. Clay 
material is assigned to the top two meters and gravel 
material is assigned to the rest of the area. Water level 
is set at 8.0 m below the ground surface. Assuming 
no surface runoff, a uniformly fixed infiltration rate 
of 1699.3 mm/yr is applied to the top of the domain. 
No-flow boundaries are applied to two sides of the 
unsaturated zone. Dirichlet boundaries of 8.0 m and 
8.75 m are applied to the left and right side of the 
saturated zone, respectively. The Dirichlet boundary 
condition creates a hydraulic gradient of 0.016 in the 
saturated zone. The bottom of the domain is a no-
flow boundary. In the transport simulation, 
contamination is applied to 10 m of the center area at 
the top of the domain to simulate a leaching event. A 
total of 1,000 simulations are done for the 
probabilistic assessment. Realizations of the 
hydraulic conductivity field are generated by the 
turning bands method. Since the spatial variation in 
the hydraulic conductivity causes several orders of 
magnitude variation in capillary pressure parameters 
(porosity, α , and n ) and the hydraulic conductivity 
is assumed to be the most important factor affecting 
flow and transport [Chen and Lee, 2003], only the 
hydraulic conductivity is treated as a random variable 
in the analysis. An isotropic exponential correlation 
function of hydraulic conductivity, with the 
parameters shown in Table 1, is assumed for gravel, 

because the hydraulic conductivities were measured 
at a local scale (pumping test, slug test and 
permeameter). An anisotropic exponential correlation 
function is used for clay material. A horizontal 
correlation length is assumed, as shown in Table 1, 
along with an infinite vertical correlation length (due 
to lack of data for this direction). Due to the limited 
number of soil types in TOUGH2, the hydraulic 
conductivities are divided into eight classes for clay 
and 16 classes for gravel.  The variograms of clay 
and gravel in the horizontal direction before and after 
the classification are compared in Figure 4.   
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Figure 4. The variograms of (a) clay and (b) gravel 

in the horizontal direction before and after 
the classification 

 
The figure shows that with a limited number of soil 
types in clay and gravel, a theoretical variogram can 
be modeled reasonably. Each realization is used to 
simulate steady-state flow conditions; then the 
resultant flow field is used for the transport 
simulation. 
 
The low-level nuclear contaminant is simulated by 
using the nonabsorptive solute chlorite and the EOS7 
module in TOUGH2. The chlorite is assumed to 
uniformly leak from the subsurface (19~28 m on the 

x-axis; see Figure 3) with an initial concentration oC  

of 1,700 milligrams per liter (mg/L). A total of 1,000 
realizations are utilized in the Monte Carlo 
simulation. By collecting the chlorite concentrations 
at each grid from all simulations, the probability for a 
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concentration greater than a certain threshold can be 
assessed. Given an environmental protection criterion, 
the probabilistic assessment of contamination can be 
performed.   
 

5. RESULTS AND DISCUSSION 

The effect of the two-phase flow model on flow is 
investigated by comparing the results with those of 
the single-phase flow model. The single-phase flow 

condition is approximated by assigning 0=θgr  in 

the EOS7 module. When aqueous-gas-phase flow is 
considered, the mean value of unsaturated water 
content in the unsaturated zone is about 0.261—only 
slightly smaller than 0.265 for the single-phase flow 
model, but still consistent with the two-phase model 
producing smaller water content.  

 
5.1 Comparing T he Results Of So lute Transport 

From Single-Phase And Two-Phase Models 
An observation point near the water table and on the 
path of the plume center was set in the unsaturated 
zone, as shown in Figure 3, to observe the 
breakthrough curve of the solute transport. Figure 5 
shows the dimensionless concentration breakthrough 
curves at the observation point for both single-phase 
model and two-phase model. 
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Figure 5. The dimensionless concentration 
breakthrough curves at the observation 
point for both (a) single-phase model 
and (b) two-phase model 

   
The plume moves slower in the longitudinal flow 
direction within the unsaturated zone in the two-
phase model than in the single-phase model. Figure 6 
shows a snapshot of mean concentration contours of 
1,000 realizations for the single-phase and two-phase 
models on the 365th day. The results not only confirm 
the slower movement of the plume in the unsaturated 
zone, but also show a wider lateral spreading of the 
plume produced by the two-phase model. The slower 
movement of the plume in the unsaturated zone for 
the two-phase model indicates a smaller polluted area 
in the saturated zone. 

According to the environmental protection criteria of 
Taiwan, chlorite in groundwater must not exceed the 

maximum concentration limit (MCL) of 250 mg/L; 
that is, 14.7% of the leaking source. Our probabilistic 
assessment is performed based on this criterion.   
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Figure 6. The mean concentration contours of 1000 

realizations of (a) the single-phase and the 
(b) two-phase model on 365th day 

 
Figure 7 shows the probability of exceeding the MCL 
on the 365th day. When the single-phase model is 
considered, the probability of exceeding MCL will be 
overestimated in the saturated zone, while it will be 
underestimated in unsaturated zone. Although the 
water content from the two-phase flow model is only 
1.5% less than that in the single-phase flow model, 
the effect of the two-phase flow model on the 
probabilistic assessment is significant.   
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Figure 7. Probability distribution contour of chlorite 

for both (a) single-phase model and (b) 
two-phase model on 365th day 
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5.2 Comparing The Results Of Solute 
Transport From Deterministic And 
Stochatic Models 

To demonstrate the utility of the stochastic approach, 
we also perform a deterministic simulation using the 
average soil properties shown in Table 1. 

 
Table 1.  Parameter information  
(Ji and Song, 1994; Yeh, 2001) 

Parameter Value 
 Clay layer Gravel layer
 

Hydraulic conductivity, K
(m sec-1) 9.9×10-7 1.45×10-5 

Porosity, φ  0.465 0.41 

Bulk density (kg m-3), bρ  2700 2800 

Mean of Kln ,Y  -9.22 -6.54 

Variance of Kln , 2σ  5.19 0.24* 

Correlation scale (m),λ  7.0 5.0* 
α  (m-1) 107 7.5  
n  1.84 1.89 
Saturated water content , sθ  0.465 0.41 

Residual water content , lrθ  0.292 0.065 

Residual gas content , grθ  0.0465** 0.041** 
 

* from the Cape Cod Site (Leblanc et al., 1991) 
**assume 1.0=grS  

 
The stochastic result for the probability of exceeding 
MCL on the 104th day and the deterministic result for 
the concentration contour of MCL on the same day 
are shown in Figure 8.   

5 10 15 20 25 30 35 40 45

Distance [m]

5

10

15

El
ev

at
io

n 
[m

]

15203550658095

PROBABILITY (%)(a)

 

5 10 15 20 25 30 35 40 45

Distance [m]

5

10

15

El
ev

at
io

n 
[m

]

(b)

Unit [mg/L]

 
Figure 8. (a) Probability distribution contour of 

chlorite from stochastic analysis and (b) 
the contaminant front of the MCL from 
deterministic approach on 104th day 

Figure 8(a) indicates that the plume in the 
unsaturated zone is symmetric about the source area 
and the regional groundwater may be polluted on the 
104th day with a probability of 0.05.    Figure 8(b) 
shows the result for the deterministic case.  In the 
deterministic approach the contaminant front of the 
MCL will not reach the regional groundwater while 
the stochastic result shows a possibility of pollution 
in groundwater at the same time. 
 
Figures 9(a) and (b) show the results for the 
stochastic and the deterministic approaches on the 
365th day, respectively. Both approaches show that 
both saturated and unsaturated zones are polluted at 
this time. The stochastic approach provides additional 
information on the probability distribution of the 
contaminant. The region with highest pollution 
probability (probability greater than 0.95) is from 
subsurface to about 8 m depth. The deterministic 
result in Figure 9(b) shows that the contaminant still 
does not reach the boundary at this time, but the 
stochastic result shows that there exists possible 
pollution, with a probability of 0.005. Although the 
deterministic approach requires less labor, it doesn’t 
provide information on prediction uncertainty. 
Conversely, the stochastic approach provides a 
probability distribution that is useful for 
contamination risk assessment. 

5 10 15 20 25 30 35 40 45

Distance [m]

5

10

15

El
ev

at
io

n 
[m

]

0.515203550658095

PROBABILITY (%)(a)

 

5 10 15 20 25 30 35 40 45

Distance [m]

5

10

15

E
le

va
tio

n 
[m

]

(b)

Unit [mg/L]

 

Figure 9. (a) Probability distribution contour of 
chlorite from stochastic analysis and (b) 
the contaminant front of the MCL from 
deterministic approach on 365th day 

 

6. CONCLUSIONS 
Our results lead to the following conclusions: 

1. Although the difference in soil water content 
between the single-phase and the two-phase 
model may be small, the two-phase flow model 
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provides a significantly different assessment of 
contamination risks.  

2. When applied to a potentially polluted site in 
Taiwan, the stochastic approach provides useful 
probability information not available from the 
deterministic approach. 

3. The probabilistic assessment of groundwater 
contamination is important, in that it provides 
the basis for more informed waste management, 
better environmental assessment, and improved 
evaluation of impact on public health. 
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ABSTRACT 

Mass transfer from subsurface occurrences of non-
aqueous phase liquids (NAPLs) to the surrounding 
groundwater is a key process, both for persistent 
contamination problems originating from organic 
liquid sources, and for dissolution trapping in 
geological CO2 sequestration. While the dissolution 
typically is governed by processes that occur on  very 
small scales (i.e., the pore scale), there is a need to 
model the mass transfer coupled to transport of 
dissolved chemical components over field scales that 
are several orders of magnitude larger. Upscaled 
models, linking the small-scale characteristics to the 
total mass transfer from sources of dissolved chemi-
cals, are therefore needed. Well-controlled laboratory 
experiments conducted in test cells allow for the 
generation of accurate data to validate such upscaling 
methods before applying them to much more 
complex field systems.  
 
Following this approach, a set of experiments were 
conducted in a two-dimensional sand tank, where the 
dissolution of a spatially variable, 5 cm by 5 cm 
DNAPL tetrachloroethene (PCE) source was care-
fully monitored in space and time. With a resolution 
of 0.20.2 cm, NAPL saturations were measured 
using x-ray attenuation techniques at approximately 
1,000 individual pixels in the source zone. By 
continuously measuring the NAPL saturations, the 
temporal evolution of DNAPL mass loss by dissolu-
tion to groundwater could be measured at each pixel. 
The rate of dissolution varied spatially and tempo-
rally within the source, and was found to be corre-
lated to NAPL morphology, groundwater flow veloc-
ity, and position within the source. The dissolution 
process was modeled using iTOUGH2/T2VOC under 
assumption of local equilibrium (LE) between the 
DNAPL and dissolved PCE. A preliminary model of 
rate-limited (RL) dissolution, based on a Gilland-

Sherwood type relation implemented in 
MODFLOW/RT3D, was also tested. It was found 
that the LE model could not capture the observed 
dissolution patterns, although it predicted the total 
rate of mass transfer well for the given source condi-
tions. The RL model showed potential to better 
capture the dissolution pattern after further model 
development. Ongoing work is aimed at addressing 
these issues by correlating the detailed measurements 
of NAPL entrapment morphology and local dissolu-
tion rates, with the final goal of developing an 
upscaled model of the total mass transfer from the 
source zone. 

INTRODUCTION 

Dense non-aqueous phase liquids (DNAPLs) consti-
tute a widespread problem of severe groundwater 
contamination. DNAPLs are heavier than water, and 
many, such as tetrachloroethene (PCE) and trichloro-
ethene (TCE) also have comparatively low viscosi-
ties, making them highly mobile. When released to 
the subsurface, the DNAPL can penetrate below the 
water table, and the high mobility in combination 
with geological heterogeneity typically produces a 
complicated migration pattern as well as a complex 
architecture of trapped and immobilized DNAPL 
(Mercer and Cohen, 1990; Illangasekare et al., 1995; 
Fagerlund et al. 2007b, 2008). While the dissolution 
of DNAPLs in groundwater tends to be slow, many 
(e.g., chlorinated ethenes) are harmful already at very 
low aqueous concentrations. Therefore, occurrences 
of DNAPLs in the subsurface constitute long-term 
sources of groundwater contamination, and the proc-
ess of DNAPL migration and subsequent immobili-
zation is fast compared to the lifetime of the DNAPL 
and groundwater contaminants originating from it. 
The zone of the aquifer where entrapped DNAPL 
exists is referred to as the DNAPL source zone. 
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The mass transfer of contaminants from the DNAPL 
to the groundwater is a key process for the assess-
ment of the source and the design of efficient actions 
of remediation and risk management. The dissolution 
process depends on several factors, including the 
aqueous solubility of the DNAPL constituents, the 
groundwater flow through the source zone and the 
interfaces between DNAPL and the aqueous phase in 
relation to the groundwater flow field. While disso-
lution originates from pore-scale processes at NAPL-
water interfaces in the pores or pore throats of the 
medium, for practical reasons, there is a need to 
model dissolution at much larger scales which require 
upscaled models. While upscaled dissolution models 
remain scarce, developments have been done by (for 
example) Parker and Park (2004) and Saenton and 
Illangasekare (2007). 
 
Experimental studies on DNAPL dissolution have 
mainly been performed in one-dimensional columns 
(Miller at al., 1990; Mackay et al., 1991; Powers et 
al., 1992; Geller and Hunt, 1993; Imhoff et al., 1993; 
Powers et al., 1994) and to a lesser extent in two-
dimensional bench-scale flumes (Imhoff et al., 1996, 
including also one three-dimensional experiment; 
Powers et al., 1998; Nambi and Powers, 2000; Saba 
and Illangasekare, 2000). However, in the 1D 
experiments, it is not possible to quantify effects of 
variations in the spatial distribution of the DNAPL, 
and in the abovementioned 2D (and 3D) experiments 
detailed measurements of the DNAPL spatial distri-
bution are lacking, with exception of one experiment 
presented by Imhoff et al. (1996). Here, in a series of 
two-dimensional experiments Imhoff et al. (1996) 
investigated the formation of dissolution fingers in a 
(0.64×12×20) cm flow cell. In one of these experi-
ments the flow was stopped three times during the 
experiment, and the spatial distribution of the 
DNAPL was measured using an x-ray attenuation 
technique at 5 mm×5 mm resolution. To understand 
how the DNAPL architecture in the source zone 
affects the dissolution patterns in space and time 
more such data sets for variable DNAPL saturation 
conditions are needed. 
 
Here, we present a 2D study in which the DNAPL 
saturation is continuously measured in space and 
time, using x-ray attenuation measurements and 
applying a methodology similar to that of Fagerlund 
et al. (2007a). The objectives were (i) to generate a 
detailed data set on the spatial and temporal evolution 
of DNAPL saturations during dissolution to flowing 
groundwater, thereby characterizing the spatially 
varying local dissolution rates; and (ii) to test existing 
dissolution models against this data and identify 
source characteristics essential to the dissolution 
process. The latter is the first step in an attempt to 
develop an upscaled model that accounts for spatially 
varying DNAPL saturations (architecture) and 
dissolution patterns produced by such heterogeneous 

DNAPL source zones. In this paper, modeling using 
a local equilibrium assumption (LE) is presented, 
together with a very preliminary rate-limited (RL) 
approach. A more rigorous RL model will be 
presented in future work. 

EXPERIMENTAL METHODS 

The experimental flow setup consisted of a 2D flow 
cell connected to a peristaltic pump on the inflow 
side and to a constant head effluent collection system 
on the outflow side. The custom made flow cell, 
shown in Figure 1, has inner dimensions 27×17×2.8 
cm. It has an aluminum frame, a glass front plate, and 
an aluminum back plate with numerous sampling 
ports. The top plate can be removed, allowing 
controlled packing of the tank. The tank was packed 
wet using de-aired, de-ionized water and three differ-
ent sands. To achieve uniform flow conditions at the 
inflow and outflow boundaries, a 2.5 cm wide verti-
cal section was packed with a very coarse sand 
(Unimin sand # 8), and the flow to and from the tank 
was evenly distributed through three ports at different 
heights. The rest of the tank constituted the experi-
mental domain and had dimensions 22.9×14.6×2.8 
cm. It was packed with a fine sand (Unimin # 50) and 
a coarse sand (Unimin # 16) creating a 5×5 cm 
source zone of coarse sand where the DNAPL could 
be trapped by capillary forces. The permeability (k), 
porosity (Φ), pore-size distribution index λ (as 
defined by Brooks and Corey, 1964) and residual 
water saturation (Swr) for these two sands are given in 
Table 1. 
 

 
Figure 1. Two-dimensional flow cell used in the 

experiments. The total length of tank is 
approximately 30 cm and the DNAPL 
source zone (red) is 5x5 cm. 

Table 1. Sand properties, measured by Sakaki et al. 
(2007). 

Sand k (m2) φ  λ  Swr 
Unimin 16 5.63E-10 0.407 3.01 0.022 
Unimin 50 3.38E-11 0.426 4.729 0.035 
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The DNAPL used in the experiment was tetrachloro-
ethene (PCE) colored red using Sudan IV. To achieve 
an average NAPL saturation of approximately 0.4, 
but also distribute the PCE over the entire source 
zone, the PCE was first injected to an average satura-
tion of approximately 80% and then withdrawn until 
a saturation of 40% remained. The colored PCE was 
injected and withdrawn at a rate of 0.25 mL/minute 
through two ports in the back of the tank. The source 
was then allowed to stabilize (redistribute until 
immobile) for 2 days before the water flow was 
turned on and the dissolution of DNAPL started. The 
water flow was maintained constant using an inflow 
pump rate of 1.5 mL/minute, which corresponds to an 
average Darcy velocity of approximately 0.52 m/day. 
The outflow boundary was maintained at constant 
head as the effluent water was collected in a gas-tight 
Teflon bag. 
 
Both before the water flow started and continuously 
throughout the experiment, the spatial distribution of 
NAPL saturations in the source zone was measured 
using an x-ray attenuation technique. The x-ray 
measurement system used an x-ray tube from which a 
beam of photons within the x-ray energy spectrum 
was shot through the 2D flow cell. On the other side 
of the flow cell, a detector counted the number of 
photons that passed through the sample unattenuated 
within each of 1500 energy intervals. Thereby the 
saturation of water and NAPL could be determined in 
the volume that the photon beam travelled through. 
The tube and detector were mounted on a moving 
frame and could be moved in synchronization from 
point to point in a fully automated manner, using 
high-precision motors. The collimated photon beam 
had a diameter of 2 mm, which thus was the 
maximum resolution of the measurements. Moving 
the tube and detector around, the fluid saturations 
were continuously scanned taking measurements at 2 
mm spacing in a 74×74 mm square overlapping the 
source zone (total of 1369 points of measurement). 
By returning to measure the same points, the behav-
ior with time at each point in space was recorded, 
which allowed interpolation to any given time at all 
points (see Fagerlund et al., 2007a for more details). 
These measurements provided a high-precision, high-
resolution monitoring of the spatial and temporal 
distributions of fluid saturations, as well as the 
patterns of dissolution. The theory behind these 
methods has also been described in more detail by 
Hill (2001), Hill et al. (2002), and Ferre et al. (2005).  

MODELING METHODS 

Local Equilibrium Approach 
Modeling of the DNAPL dissolution process under 
an assumption of local equilibrium (LE) was done 
using iTOUGH2/T2VOC (Finsterle, 2000; Falta et 
al., 1995). iTOUGH2 (Finsterle, 2000) adds inverse 
modeling capability to the TOUGH2 equation of state 

module T2VOC (Falta et al., 1995), which is a 
numerical simulator for multiphase flow and trans-
port of a single component volatile organic chemical 
(VOC), water and air. Here, only VOC (PCE) and 
water were present, and water was the only mobile 
fluid phase. However, as immobile DNAPL 
dissolves, the relative permeability to water increases 
and the groundwater flow field changes. The Brooks 
and Corey (1964)–Burdine (1953) (BCB) equation 
was used to calculate aqueous-phase relative perme-
ability (krw): 
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Here S�w is the effective water saturation, λ is the 
pore-size distribution index and Swr is the residual 
water saturation. Molecular diffusion in liquid phases 
is not implemented in T2VOC, but a comparative 
simulation of part of the experiment using TMVOC 
(Pruess and Battistelli, 1999) including dissolution, 
showed that advective transport of dissolved compo-
nents dominated over diffusion, which in comparison 
was very small for the flow conditions in this 
experiment. 

Rate Limited Approach 
Rate limited (RL) mass transfer between the DNAPL 
and the aqueous phase was described by a linear 
driving force model where the PCE mass flux J from 
the DNAPL to the aqueous phase, is proportional to 
the difference between its aqueous concentration in 
thermodynamic equilibrium with the DNAPL (effec-
tive aqueous solubility) CPCE* and its actual concen-
tration CPCE in the aqueous phase (Miller et al. 1990): 
 

)( *
PCEPCEL CCKJ     (3) 

 
Here, KL is the lumped mass-transfer coefficient over 
the DNAPL-water interface. KL is contained in a 
modified Sherwood number Sh’ = KL d50

2 Dm
-1, 

where d50 is the median grain size and Dm is the 
molecular diffusion coefficient of PCE in water. 
Several mass-transfer models have been developed 
that relate the Sherwood number to other dimen-
sionless groups, including the Reynolds number Re, 
Schmidt number Sc, and parameters related to the 
porous medium and DNAPL morphology (e.g., 
Miller et al., 1990, Powers et al., 1992, Geller and 
Hunt, 1993, Imhoff et al., 1994, Powers et al., 1994). 
Here a simplified model is tested assuming that Sh’ is 
a function of only Re and Sc, and furthermore, 
following Miller et al. (1990), assuming that the 
dependence on Re and Sc can be described by power 
functions so that Sh’ = a0 Rea1 Sca2, where a0, a1 are 
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empirical constants and a2 = 0.5. For isothermal 
conditions where Sc = µa ρa

-1 Dm
-1 does not change, 

Sca2 is a constant and can be lumped together with a0, 
so that Sh’ = a0 Rea1, i.e.: 
 

1Re0

2
50 a

m

L a
D

dK
    (4) 

 
Here, Re = va ρa d50 µa

-1 is the Reynolds number for 
the aqueous phase; µa, ρa and va are the aqueous-
phase viscosity, density, and mean pore-water veloc-
ity, respectively. 
 
Equations (3) and (4) were implemented to the reac-
tion module RT3D (Clement, 1997) which simulates 
reactive transport when the groundwater flow has 
first been solved for using the groundwater modeling 
software MODFLOW (Harbaugh et al., 2000). In the 
MODFLOW simulations, relative permeability to the 
aqueous phase was accounted for using Equations (1) 
and (2). However, an iterative updating scheme was 
not yet in place, meaning that changes in krw could 
not be accounted for in an automated manner. Results 
from this preliminary model are therefore valid only 
as long as changes in NAPL saturations are relatively 
insignificant to groundwater flow, which in this case 
corresponds to a time period on the order of a couple 
of days. Therefore, only very brief RL results are 
presented here. This preliminary RL simulation used 
uncalibrated values for a0 and a1 taken from different 
ongoing work. These values were a0 = 8.8 and a1 = 
0.837. Dm(PCE) was 8.18E-10 m2/s, and d50 was 
0.974 mm, and 0.303 mm for # 16 and # 50 sand, 
respectively (Sakaki et al., 2007). 

Discretization, Initial and Boundary Conditions 
The experiment domain consisting of Unimin sands # 
50 and # 16 (see Figure 1) was discretized into 54 by 
46 rectangular gridblocks in the horizontal and verti-
cal directions, respectively, yielding a total of 2484 
blocks. The discretization was finer in the vicinity of 
the source zone, where the spacing was 22 mm. 
Further away from the source, the maximum block 
length was 10 mm and 8 mm in the x- and z-
direction, respectively. Inflow to the tank was 
modeled as a constant generation rate of water to the 
leftmost vertical column of blocks, corresponding to 
the total pump rate of 1.5 mL/minute. The outflow 
boundary on the right was assigned constant head 
using inactive gridblocks. Other boundaries were no-
flow. The initial NAPL saturation, as measured at 2 
mm×2 mm resolution using x-ray attenuation, was 
assigned to the initial conditions for the correspond-
ing gridblocks in the source zone. The initial condi-
tions and block discretization are shown in Figure 2. 
Because the DNAPL had become immobile, the 
relative permeability to NAPL was set to zero in the 
T2VOC simulations. 

 
Figure 2. Block discretization and initial DNAPL 

saturation used in the simulations 

RESULTS AND DISCUSSION 

Figure 3 shows the initial spatial distribution of 
NAPL saturation (Sn) in the source zone as measured 
using x-ray attenuation techniques. The average 
NAPL saturation in the entire source zone was 
approximately 0.4, but as can be seen, there were 
relatively large variations in Sn although the source 
zone consisted of relatively uniform # 16 sand. The 
non-uniform DNAPL entrapment architecture can be 
explained by small variations in capillarity (entry 
pressures), which produced spatially heterogeneous 
entrapment. 

 
Figure 3. Measured initial NAPL saturations 

The continuous scanning of NAPL saturations in the 
source zone provided measurements of the NAPL 
saturations during the dissolution process. As an 
example, the Sn distribution after 9 days of water 
flow through the tank is shown in Figure 4. 
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Figure 4. Measured NAPL saturations after 9 days 

of dissolution. 

Comparison between the initial NAPL saturation, 
Sn,initial, (Figure 3) and NAPL saturation at a time t 
during dissolution, Sn(t), (e.g., Figure 4) revealed the 
dissolution patterns in the source zone. This is illus-
trated in Figure 5, which shows the spatial variation 
in quantity of NAPL that has been dissolved at a 
given time after the start of dissolution. This is 
expressed as Sn,initial-Sn(t), and referred to as dissolved 
Sn. 

 

Figure 5. Measured dissolved Sn after 9 days 

From Figure 5, it can be concluded that for the time 
period 0 to 9 days, the dissolution occurred mainly in 
the upper part of the source zone. As can be seen in 
Figures 3 and 4, representing the two limits for this 
time period, the NAPL saturations were on average 
lower in this zone compared to the lower parts of the 
source. Therefore, the relative permeability to water 
(krw) was higher, leading to more water flow passing 
through this zone. Significantly more water flow 
passing through the upper source zone than the lower 

would promote the observed dissolution pattern. 
However, other factors, such as the possibly larger 
NAPL-water interfacial area contacting the flowing 
water in the low Sn regions, could also contribute. 
 
It can also be noted that the dissolution was relatively 
evenly distributed in the horizontal direction, parallel 
to the general direction of water flow. This indicates 
that the water passing through the source zone did not 
immediately become saturated with dissolved PCE, 
but rather was able to pick up more dissolved 
components on its way through the source. 
 
Figure 6 shows the simulated dissolved Sn after 9 
days of dissolution, using T2VOC (Falta et al., 1995). 
Here, local equilibrium (LE) between the NAPL and 
the dissolved PCE in each gridblock was assumed. 
The LE assumption meant that the groundwater that 
flowed into the source zone was assumed to become 
saturated with dissolved PCE the first time it 
encountered NAPL. As a result, this groundwater 
could not dissolve any more NAPL on its way 
through the source zone, and hence, the NAPL source 
was predicted to dissolve from its upstream edges in 
a stepwise manner. The predicted dissolution was 
therefore concentrated on the leftmost side of the 
source zone where the groundwater entered. 
Comparing Figures 5 and 6, it is clear that the LE 
simulation could not predict the observed dissolution 
pattern.  

 
Figure 6. LE simulated dissolved Sn after 9 days 

In this work, only a very preliminary RL simulation 
is included. The simulation, which extends only up to 
2 days of dissolution, was done using MODFLOW 
(Harbaugh et al., 2000) and a modified version of 
RT3D (Clement, 1997) implementing Equations (3) 
and (4). The predicted pattern of dissolved Sn after 2 
days of flow is shown in Figure 7. As will be shown 
below, this RL model underestimated the total 
amount of NAPL that dissolved. However, the 
pattern of dissolution was in a general sense similar 
to the measured one. The NAPL was predicted to 
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first dissolve in its upper parts, and this dissolution 
was relatively evenly distributed horizontally over 
the source zone. Although this is a very preliminary 
observation, it seems likely that a more rigorous RL 
model than one used here can capture the measured 
dissolution patterns to greater extent than the LE 
model. 

 
Figure 7. Dissolved Sn after 2 days as predicted by 

the preliminary rate-limited model 

Figure 8 shows the normalized total NAPL volume 
V�tn remaining in the flow cell at different times 
during dissolution: 
 

initialtn

tn
tn V

tV
V

,

)(
     (3) 

 
Vtn(t) is the total NAPL volume in the source zone at 
time t, and Vtn,initial is the total initial NAPL volume.  

 
Figure 8. Normalized total NAPL volume remaining 

in the flow cell as a function of time 

In Figure 8, observations based on x-ray measure-
ments as well as results from the LE simulation are 
presented for times up to 9 days after the start of 

NAPL in the source zone had dissolved. At this point, 
because of problems with the x-ray measurement 
system, further measurements of Sn covering the later 
stages of the dissolution process are not available. As 
can be seen, the LE simulation predicted the average 
total dissolution rate well for this time period. 
However, because the LE model could not predict the 
pattern of dissolution, it is unlikely that it could 
correctly predict the total rate of dissolution for long 
time periods, when the NAPL saturation distribution 
changes significantly as a result of dissolution. The 
two days of data from the preliminary RL simulation 
show that this model underestimated the total rate of 
dissolution. 

water flow, when approximately 15% of the total 

CONCLUDING REMARKS 

urations in 

ven so, the LE simulations presented here showed 

ven though the time period for which x-ray data on 

The detailed measurements of NAPL sat
space and time during dissolution to flowing 
groundwater show that the patterns of dissolution are 
strongly correlated to the entrapped NAPL 
morphology, referred to as NAPL architecture. 
Dissolution is markedly faster in the upper part of the 
source zone where NAPL saturations are generally 
lower compared to the lower parts of the source. This 
can be attributed to the preferential flow of ground-
water occurring in the upper zone due to higher 
relative permeability, but may also be correlated to 
NAPL-water interfacial area, which is also a function 
of Sn. The relatively even dissolution over the length 
of the source zone in the direction of flow indicates 
that equilibrium between NAPL and dissolved PCE 
was not reached, and mass transfer was rate limited. 
 
E
that the average total rate of mass transfer from the 
DNAPL source zone could be correctly predicted 
under the LE assumption for the time period and 
experimental conditions studied. At the same time, 
the pattern of dissolution obtained with the LE simu-
lation was clearly different from the measured one. 
The first of these two observations indicate that an 
LE approach can work for upscaling the mass-trans-
fer from source zones having certain architecture 
characteristics (such as the one presented here). 
However, the second observation shows that an LE 
approach will not work for all architectures and 
cannot correctly predict how architecture changes 
over time. The situations where LE models can 
capture the total mass transfer from a source zone are 
likely related to conditions in which the residence 
time of the flowing groundwater in the source zone is 
long enough for it to become saturated with dissolved 
components. In such cases, the total mass transfer 
from the source (but not the dissolution pattern) is the 
same for LE and RL models. 
 
E
NAPL saturations exist is only 9 days (in fact, up to 
13 days will be available after additional data 
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processing), the existing data is very detailed, and of 
high precision. The data also cover a wide range of 
NAPL saturations, variations in aqueous relative 
permeability, and variations in the groundwater flow 
field. 
 
Ongoing work is aimed at building a rigorous model 
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of NAPL dissolution, taking into account the meas-
ured NAPL architecture and its effects on relative 
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ABSTRACT 

The aim of this work is to simulate the infiltration of 
DNAPL into fully water saturated media with differ-
ing groundwater flow velocities. A 2D-model, 
5.00×0.12×0.50 m3, (LxWxH) was created using 
TMVOC (Pruess and Battistelli, 2002) combined 
with PetraSim 4.2 (Thunderhead Engineering, 1999–
2008). Three laboratory experiments were conducted 
in order to calibrate the model regarding capillary 
pressure and relative permeabilities. At flow veloci-
ties ranging from 0 m/s to 4.73×10-4 m/s two litres of 
the DNAPL HFE-7100 were infiltrated within 6000s 
and monitored over a total time of 24,000 s. In all 
three simulations, the DNAPL forms a pool on top of 
the impermeable layer, but the traveling time to reach 
the layer, as well as the position of the pool in rela-
tion to the infiltration point, differs with increasing 
flow velocities. Moreover, maximum DNAPL satu-
rations within the pool decrease with increasing water 
flow. 
  
The results from this work indicate that high 
groundwater flow velocities can influence the distri-
bution of DNAPLs with respect to position and 
size—which can have a huge impact on source zone 
architecture, exploration strategies for contaminant 
sources, and remediation of contaminated industrial 
sites. 

INTRODUCTION 

Chlorinated solvents like trichloroethylene (TCE) and 
tetrachloroethylene (PCE) are among the most wide-
spread groundwater contaminants worldwide. Due to 
their physicochemical properties (low viscosity, low 
water solubility, high density, and high toxic poten-
tial), they pose a significant thread to the environ-
ment. When TCE or PCE are released into the sub-
soil, they preferentially move downwards through the 
vadose zone as a distinct phase. When reaching the 
water table, the DNAPL accumulates until it exceeds 
the entry pressure and continues (under average flow 
conditions) its downward motion until it reaches an 
impermeable layer, on which it will spread according 

to the inclination. However, in gravel-sandy aquifers 
in the foothills of mountain ranges, or in aquifers 
influenced by, for example, active pump and treat 
remediation actions, average groundwater flow 
velocities of 1 m/day can be exceeded. 
 
Although a great deal of research has focused on the 
subject of DNAPL migration in the saturated zone 
with respect to large- and small-scale heterogeneities 
(Bradford et al., 2003; Broholm et al., 2005; Fager-
lund, 2006; Illangasekare et al., 1995; Jawitz et al., 
2005; Kueper and Frind, 1988; Page et al., 2007; 
Saenton et al., 2002), dissolution (Falta, 2003; Falta 
et al., 2005; Fure et al., 2006; Zhu and Sykes, 2000) 
and mass flux (Illangasekare et al., 2006; Jellali et al., 
2003; Soga et al., 2004), there has not yet, as far as 
the authors know, been a distinct focus on the 
behavior of DNAPLs under different and/or high 
flow velocities. According to Sale and McWhorter 
(2001), who analyzed analytically and numerically 
the sensitive parameters for mass transfer of a 
DNAPL source zone, one of the key parameters is the 
geometry and orientation of the DNAPL source zone 
within the water flow, which determine its persis-
tence. Therefore, we want to analyze to what extent 
the geometry and the position of a DNAPL source 
zone depends on groundwater flow velocities.  
 
The work presented here is the first one in a series of 
experiments and simulations that deal with the 
spreading behavior of DNAPL under high ground-
water flow velocities. Three small-scale (<1 m²) labo-
ratory experiments were performed to provide the 
primary dataset to calibrate the multiphase flow 
model in TMVOC (combined with PetraSim) on a 
small scale. Furthermore, based on these first 
experiments and simulations, the model was 
extrapolated to a slightly larger scale (3 m²) to 
observe the spreading behavior of the DNAPL on an 
impermeable horizontal layer as a result of high 
groundwater flow velocities. The laboratory experi-
ments were conducted at the La Sapienza University 
of Rome, Italy; the modeling was performed at the 
Christian-Albrechts-University of Kiel, Germany. 
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METHODS 

Experimental Setup 
Luciano et al. (2009, submitted) performed three 2D-
laboratory experiments. The size of the tank used in 
the experiment was 1.33 m x 0.12 m x 0.70 m (L x W 
x H), with in- and outflow chambers at both sides, 
separated by filter gravel and stainless steel meshes 
from the porous media to provide constant hydraulic 
gradients.  
 
The tank (Figure 1) was filled with coarse glass beads 
(Table 1) to a height of 0.60 m. Two low permeable 
lenses of finer glass beads 0.03 m heights are 
installed at heights 0.19 m and 0.30 m, respectively. 
The infiltration point was set at 0.14 m below the 
water table, at an offset of 0.40 m from the inflow. 
 

 
Figure 1. Experimental setup (Luciano et al., 2009) 

 
Table 1. Material parameters of the artificial porous 

media 

 Glass beads 
1 

Glass beads 
2 

Size [mm] 0.4-0.8 0.1-0.2 
Porosity  0.388 0.373 
Specific weight [kg/m³] 2500 2500 
Bulk density [kg/m³] 1530 1570 
Instrinsic permeability, 
horizontal [m²] 2.4*10-10* (8.5*10-15**) 

Intrinsic permeability, 
vertical [m²] 1.94*10-10* (8.5*10-15**) 
*calculated 
** defined as impermeable for simulations 
 
Within each experiment, the chosen water level and 
hydraulic gradient were kept constant by fixed 
hydraulic heads, using a constant inflow-water level 
and a weir at the outflow. The different flow regimes 
were installed prior to DNAPL infiltration, and 
steady-state conditions were controlled by a flow 

meter attached to the outflow of the tank. The pore 
velocities (vwater) are listed in Table 2. The front side 
of the tank was made of glass for enabling an image-
analysis visualisation of the dyed DNAPL migration. 
 
Table 2. Pore velocities of water (vwater) of  

Experiments 1–3 
 vwater [m/s] vwater [m/d] 
Experiment 1 0 0 
Experiment 2 2.46*10-4 21.25 
Experiment 3 4.73*10-4 40.86 

 

Infiltrated DNAPL 
Due to the toxic properties of TCE (carcinogenic, 
narcotic, damage to the nervous system (European 
Commision-European Chemicals Bureau, 2000)) the 
nontoxic substitute hydrofluoreether HFE-7100 (3M, 
2005), featuring similar physico-chemical properties 
as TCE, was used. HFE-7100, a colourless liquid, 
was dyed with sudane blue to allow visualisation, 
resulting in a slightly altered density of 1,480 kg/m³ 
instead of 1,500 kg/m³ of the pure component HFE-
7100. As can be seen in Table 3, density, viscosity 
and the interfacial tension of HFE 7100 reflects the 
physical properties of TCE appropriately.  
 
Table 3. Physico-chemical properties of HFE-7100 

compared to TCE  

Property HFE-7100 TCE 

Chemical formula C4F9OCH3 C2HCl3 
Relative density [kg/m³] 1500 / 1480 (dyed) 1464 

Relative viscosity [cP] 0.6 0.59 
Surface tension [mN/m] 13.60 29.30 
Interfacial tension [mN/m] 35.59 34.50 
Vapour Pressure [kPa] 28.00 7.73 
Water solubility [ppm] 12 1100 
 
Differences in vapor pressure and water solubility 
can be neglected in the chosen experimental setup. 

Infiltration procedure 
Infiltration took place through a glass tube installed 
at a depth of 0.14 m below the water table. The tube 
was equipped with a spill in order to infiltrate with 
constant hydraulic head. It was connected via a 
peristaltic pump with a storage tank, containing 2 
liters HFE-7100, keeping the tube constantly filled to 
the spill point. Thus, the hydrostatic head of the 
infiltrated DNAPL was kept constant, resulting in an 
inactive infiltration process without additional 
pressure, and thus resembling a natural seepage 
process. The time needed to infiltrate the total 
volume of 2 liters changed significantly from 
Experiment 1 to 2 and 3, because the higher the 
hydraulic gradient within the porous media, the 
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higher the speed of natural seepage into the water 
saturated media—that is, the advective flow of the 
water promoted the lateral and vertical spreading of 
the DNAPL). Table 4 lists the seepage times and the 
overall times of the experiments. 
 

Table 4: Infiltration and spreading times 

Experiment 1 2 3 
Seepage time [s] 5905 3690 1580 
Spreading time [s] 10217 1890 4325 
Total time [s] 16122 5580 5905 
Total time [h] 4.48 1.55 1.64 

Image analysis procedure 
The tank was kept at constant illumination, and every 
5 seconds a photo was taken from a fixed position. 
Thus, it was possible to track the spatial and temporal 
distribution of the DNAPL during infiltration and 
redistribution processes. Documentation ended when 
there was no visible change in the DNAPL 
distribution over a period of 10 consecutive pictures. 
Details of the image analysis procedure will be 
presented by Luciano et al. (2009, submitted). 

Conceptual model and calibration procedure 
The size of the calibration model was 1.00 m × 0.12 
m × 0.60 m (L x W x H = x, y, z) with a resolution of 
75 cells in x-, 1 cell in y-, and 44 cells in z-direction, 
creating a 2D – model domain of 3,300 cells, with a 
high resolution (1 cm²) zone in the surrounding of 
infiltration point and lenses, and low resolution (max. 
4 cm²) at the margins (Figure 2). Based on the 
simulation results, the geometrical configuration of 
the laboratory experiments was modified from its 
original design. The physical properties of the glass 
beads were used in the simulations (see Table 1).  
 

 
Figure 2: Model domain and discretization in 

TMVOC, impermeable lenses in green, 
injection point in light blue 

The model was initialized as a fully water-saturated 
media without an unsaturated zone. First-order 
boundary conditions with constant water pressure and 
water saturation were chosen for the in- and outflow 
of the model domain. The upper side of the model 
was defined as a no-flow boundary, as well as the 

bottom of the domain, thus representing a confined 
aquifer, although the aquifer in the laboratory 
experiments was unconfined. This simplification was 
chosen because infiltation in the laboratory 
experiments took place below water level, and the 
simulation of a capillary fringe on cm² scale would 
be excessively runtime consuming and of no interest 
for this investigation. 
 
Different sets for capillary pressure and relative 
permeability were tested during the calibration 
process. The parameters for capillary pressure and 
relative permeability were chosen according to 
Parker´s three-phase formulation for capillary 
pressure (Parker and Lenhard, 1987; Pruess and 
Battistelli, 2002) and Stone´s three-phase formulation 
for relative permeability (Stone, 1970), because 
spreading behavior could be reproduced best by this 
set. 

Extrapolation to 5 m scale 
Based on the calibration, the model domain and setup 
were adapted to assess DNAPL spreading behavior in 
a horizontal impermeable layer on a larger spatial and 
temporal scale, due to high flow velocities. 
 
The domain was elongated to a total length of 5.00 
m. The resolution was 90 cells in length (20×0.10 m, 
50×0.02 m, 20×0.10 m), 1 cell in width and 30 cells 
(30×0.10 m) in height, resulting in a high-resolution 
zone in the center of the model. The porous media 
was defined as homogeneous without lower 
permeable lenses, corresponding to the coarse glass 
beads of the laboratory experiment 1 (see. Table 1). 
The hydraulic gradients, identically to Experiments 
1–3, were kept constant via first-order boundary 
conditions at the left and right model domain for each 
simulation run, resulting in the same water pore 
velocities as in Experiments 1–3 (see Table 2). The 
injection point for the DNAPL HFE-7100 was set at 
2.50 m from the inflow, 0.17 m below the water 
table. 
 
Over a period of 6000 s (1.67 h), a total volume of 
3.05 liters HFE-7100 was infiltrated, corresponding 
to an infiltration rate of 5.08×10-4kg/s. After 
injection, the simulation was run for an additional 5 
hours’ simulation time to observe the spreading 
behavior on the bottom of the aquifer, resulting in an 
overall simulation time of 6.67 hrs. 
 

RESULTS  

Calibration  
The chosen formulations for relative permeability 
(Stone´s 3-Phase) and for capillary pressure (Parker´s 
3-Phase) were adapted manually to fit the photo-
documented spreading behavior. Thus, the one set of 
parameters fitted the temporal behavior of all three 
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experiments, i.e., it was valid for the flow velocity 
range from 0 m/s up to 4.73×10-4m/s. The fitted 
parameters are listed in Table 5, with Swr being the 
residual water saturation, Snr residual NAPL 
saturation, Sgr residual gas saturation, with n, αgn and 
αnw as scaling factors. 
 

Table 5. Determined parameters for capillary 
pressure and relative permeability 

 

Relative 
permeability 
(Stone´s 3-

Phase) 

Capillary pressure  
(Parker´s 3-Phase) 

Swr 0.1 - 
Snr 0.1 - 
Sgr 0.0 - 
n 2.5 2.5 
Sm - 0.1 
αgn - 100 
αnw - 50 
 
Calibration results were crosschecked with every 
documented time step for all three experiments and 
are shown as examples in Figure 3 for Experiment 2 
(pore velocity 2.46×10-4m/s) at T=3690 s. 
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Figure 3.  Area of interest of laboratory experiment 2 

overlaid by results of model calibration 
(isolines showing modeled DNAPL 
saturation) at T=3690s 

Extrapolation 5 m scale: Simulation 1–no flow 
Under no-flow conditions, the DNAPL moves down 
vertically without distortion within the homogeneous 
medium. At 1,800 s, it reaches the bottom of the 
model domain. Saturation ranges from 0.05 at the 
margins to 0.25 around the infiltration point. It starts 
to accumulate on top of the aquitard, reaching 
DNAPL saturations of SO=0.25 at 2100 s (Figure 
4a).  
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Figure 4. DNAPL saturation (SO) after 2100s for 

simulation 1-3 (a-c), scale in [m] 

Within the percolation zone, the DNAPL saturation is 
below 15%, while a pool forms at the bottom. At 
3,000 s, the pool reaches an overall length of 0.50 m 
with saturation up to 50%, spreading symmetrically 
below the infiltration point. 
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Figure 5. DNAPL saturation (SO) after 6000s for 

Simulations 1–3 (a-c), scale in [m] 

After 6000 s (Figure 5a) the maximum DNAPL 
concentration of 66% is reached in the center of the 
pool, which spreads over a total length of 1.38 m. 
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Figure 6: DNAPL saturation (SO) after 9000s for 

simulation 1-3 (a-c), scale in [m] 

After the end of infiltration at T=6000 s, the DNAPL 
spreads further on the bottom (Figure 6a) due to 
gravitation and capillary pressure, thus elongating 
and reducing its saturation. The trend continues until 
the pool obtains its maximum length of 3.28 m at 
24,000 s with a maximum saturation of SO=0.42. The 
flow path below the infiltration point remains at a 
residual saturation of SO =0.05–0.10. 

Extrapolation 5 m scal e: Si mulation 2—p ore 
velocity 2.46×10-4m/s 
In the intermediate flow field scenario (2.46*10-4m/s 
= 21.25m/day), the DNAPL reaches the bottom of the 
model domain within the first 1800 s. Compared to 
Simulation 1, it is distorted by ~ 10° of the strict 
vertical movement, which was observed under no-
flow conditions. The distribution of saturation ranges 
at T=2100 s between SO =0.30 in the center of the 
beginning pool and SO =0.05 at the outer margins 
(Figure 4b). 
 
At T=3000 s, the center of DNAPL pool with 
SOmax=0.50 has a downstream offset of 0.06 m 
compared to Simulation 1. Maximum saturations of 
SO=64% are reached at the end of infiltration at 
T=6000 s (Figure 5b), while the pool spreads over a 
length of 1.45 m. During the ongoing spreading 
under steady flow field (Figure 6b), the DNAPL 
reaches the right-side boundary with flow velocities 
of vDNAPL=6.67×10-5m/s at T=18,000 s, thus it is not 
further possible to assess the complete length. At this 
time, the DNAPL forms a pool of L=3.05 m with 
SOmax=0.35. Compared to Simulation 1, the pool has 
a downstream offset of 0.88 m. During the next 6000 
s simulation time, there is no change in the spatial 
distribution, only in the degree of saturation, 
dropping from 35% to 25% until T= 24,000 s. 

Extrapolation 5 m scal e: Si mulation 3—p ore 
velocity 4.73×10-4 m/s 
In the third simulation, high pore velocities of 
4.73×10-4m/s (40.87m/day) were incorporated. 
During infiltration, the DNAPL gets deflected by 15° 

compared to Simulation 1. After 1800 s, it achieves a 
vertical travel distance of 0.41 m compared to 0.43 m 
in Simulations 1 and 2. Domain bottom is reached 
within the next 300 s, thus starting to form a pool at 
T=2100 s (Figure 4c). The pool has a downstream 
offset of 0.16 m compared to Simulation 1 and of 
0.08 m compared to Simulation 2, respectively. 
Saturation increases to 32% in the center of the pool. 
At T=3000 s the pool reaches a length of 0.54 m and 
maximum DNAPL saturation of 45%. 
 
At the end of the infiltration process, maximum 
DNAPL concentrations of SO=0.58 are reached. At  
T=6000s (Figure 5c), the lateral extension of the pool 
is 1.55 m, thus 10 cm longer than the pool in 
Simulation 2 and 17 cm longer than in Simulation 1 
at the same time. During the time after the 
infiltration, the DNAPL moves downstream (Figure 
6c) with mean DNAPL-flow velocities of vDNAPL 
=1.05×10-4m/s. 
 
The end of the model domain is reached at T= 12,000 
s, and the DNAPL obtains its maximum assessable 
elongation of 2.63 m. Within the next 12,000 s, there 
is no change in the lateral distribution of the NAPL, 
but the center of highest saturation within the pool 
moves downstream. 
 

DISCUSSION 

Calibration  
Calibration showed that at given material and 
hydraulic properties, two key parameters for the 
spreading behavior of the DNAPL exist: (1) the 
intrinsic permeability and (2) the relative 
permeability-saturation formulation. While the first 
one can be measured experimentally and recalculated 
from the Darcy flow of water, respectively, the 
relative permeability function is harder to obtain. The 
capillary pressure function has to be adapted in the 
following, after the fitting of the relative 
permeability.  
 
As can be seen in Figure 3, there are small 
differences between the results of the laboratory 
experiment and the model calibration. For example, 
the DNAPL of the simulation passes the first lense in 
larger amounts on the upstream side, thus resulting in 
lower DNAPL concentration in the downstream area. 
This can be explained mainly by the fact that the 
porosity and permeability of the coarse sand are 
homogeneously distributed in the model, while in 
reality there are always small-scale heterogeneities 
due to the filling process of the tank, creating 
preferential flow paths within the medium. Secondly, 
between experiment and simulation, there are small 
differences in the geometry of infiltration point and 
fine sand lenses, due to the discretization of the 
model, influencing the distribution of the DNAPL. 
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Thirdly, it is possible that the DNAPL within the 
laboratory experiments are distributed irregularly 
over the tank width, while in the 2D model there is 
no distribution in depth. However, considering all 
other time steps and experimental setups, there is a 
good agreement between observation and simulation 
results. 

5 m scale: Simulations 1–3 
As can be seen in Figures 4–6, there are broad 
differences in the spreading behavior of a DNAPL 
under different flow velocities. Table 6 shows a 
summary of the main differences. 
 
The major aspect is the distortion within the 
percolation zone from the strict vertical movement. 
This downstream offset is further enhanced by the 
DNAPL flow velocities, which show a clear 
dependence on water flow velocities. In Simulation 2, 
the DNAPL flow velocities increase by a factor of 
1.7, in Simulation 3 by a factor of 2.7, in comparison 
to the case scenario of Simulation 1. The maximum 
lateral extension of the DNAPL pool cannot be 
obtained for the different simulations, because the 
length of the model domain restricts the assessment. 
However, the drop in maximum DNAPL saturation 
from Simulation 1 to 3 implies an increasing pool 
length by increasing water flow velocities. 
 

Table 5: Main differences between Simulations 1-3 

Simulation 1 2 3 

Vwater [m/s] 0 2.46*10-4 4.73*10-4 

VDNAPL [m/s] 3.88*10-5 6.68*10-5 1.05*10-4 

Distortion 0° 10° 15° 

Downstream 
offset at 
T=6000s [m] 

0 0.06 0.16 

Downstream 
offset at 
T=24000s [m] 

0 1.08 1.50 

Pool length [m] 3.28 (> 3.05) (> 2.63) 

Max. DNAPL 
saturation 0.66 0.64 0.58 

 
The limitations of the simulations lie in the 
simplification of the stratum, the small scale of the 
model domain, and the specific end-time of the 
simulations instead of conducted steady-state 
simulations as well as in the very high water flow 
velocities up to 40.87 m/day. However, the results 
imply that in a real case, scenario changes in spatial 
distribution, DNAPL saturation, and geometry of the 
source zone should be expected. 
  

CONCLUSION 

The results show the influence of high groundwater 
flow velocities on the distribution of DNAPLs in the 
saturated zone. The effects of distortion during 
infiltration seem to be small within these simulations, 
resulting in a downstream offset of 0.06 m and 0.16 
m, respectively. However, these effects will be of 
greater importance in a real case scenario with an 
aquifer thickness of, for example, 50 m, resulting in a 
downstream offset of ~15 m. One potential impact 
for remediation would be that a larger area must be 
investigated to detect the DNAPL source zone. In 
case of a direct chemical oxidation method, heat 
treatment, or excavation used for remediation, a 
larger contaminated aquifer volume has to be treated. 
Moreover it is possible that pump and treat or 
reactive barrier installation are passed by DNAPLs as 
a distinct phase.  
 
Further research will focus on realistic aquifer 
geometries, the physical properties concerning 
heterogeneous permeabilites, and mass flux rates 
from the source zone in relation to groundwater flow 
velocities. 
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ABSTRACT 

TMVOC V.2 was used to predict the performance of 
a planned pilot soil decontamination test by means of 
in situ chemical oxidation (ISCO) through the injec-
tion of an aqueous solution of hydrogen peroxide 
(H2O2). Simulated phenomena include: injection of 
the hydrogen peroxide aqueous solution in a sandy 
phreatic aquifer with a thin unsaturated zone; decom-
position of H2O2; oxygen generation from H2O2 
decomposition; stripping of VOCs adsorbed onto the 
soil matrix; containment of the reactive zone with 
aqueous-phase extraction by means of pumping wells 
and gas-phase capture through vacuum extraction 
trenches.  

INTRODUCTION 

The pilot test site is made of a square flat surface of 
approximately 100 m2 where 12 existing wells are 
placed along a regular grid, as shown in Figure 1.  

 

Figure 1. Top view of test site existing elements. 

A thin unsaturated zone is present in the first 0.5–0.9 
m, depending on the seasonal variations in the water 
table, and acts as a preferential layer for gas flows 
inside the formation. The pilot test will be performed 
by injecting a H2O/H2O2 aqueous solution in a row of 
three wells in the lower part of the field (bottom in 
Figure 1), while extracting fluid in the upper (top) 
part of it from another three-well row. Extraction 
wells are necessary to control the pressure increase 
inside the formation, where the natural hydraulic 
gradient is negligible. A set of vacuum drainage 
trenches will be arranged around the test field 
perimeter in order to intercept gases flowing in the 
unsaturated zone. To avoid gas leakages to the 

atmosphere, an impermeable capping will be placed 
aboveground around the injection wells up to the 
perimeter trenches. The optimal pattern of injection 
and extraction wells and drainage trenches is strongly 
dependent on the amount of gas generated in the 
lower formation levels, where the hydrogen peroxide 
solution is preferentially injected. Such a gas phase 
will mostly be made of O2 generated from the H2O2 
disproportion reaction below: 

OHOOH 2222 2

1
+→   (1) 

which is an exothermal reaction, with a heat of reac-
tion of 98.3 kJ/mol. The O2 generation rate will be 
clearly dependent on the H2O2 injected rate. 
 
This system was modeled with TMVOC (Pruess and 
Battistelli, 2001; Battistelli, 2008), a numerical 
simulator belonging to the TOUGH2 family (Pruess 
et al., 1999). Modeling was basically aimed to evalu-
ate the maximum injection rate of hydrogen peroxide 
solution so as not to increase the water table elevation 
above ground level. The evolution of gas fluxes 
produced by the hydrogen peroxide decomposition 
and VOC stripping was also modeled until the gas 
flows became negligible.  
 
A preliminary set of simulations was performed to 
reproduce available experimental results for the H2O2 
kinetic decomposition constant and H2O2/O2 flows 
measured in column tests. The experimental data 
were used to validate the reliability of TMVOC in 
handling the gas generation from the H2O2 dispro-
portion. These numerical tests were then followed by 
a set of simulations in 2D radial and 3D Cartesian 
geometries to evaluate the maximum injection rate 
and the extent of aqueous and gaseous fronts that will 
develop within the planned pilot test site.  

FIRST-ORDER KINETIC DEGRADATION 

The hydrogen peroxide degradation constant was 
measured by a set of experimental batch tests. An 
H2O/H2O2 solution of ~8.5% mass concentration was 
placed in a sealed container, and the peroxide 
concentration was periodically measured for 
approximately three days. Results show an exponen-
tial decay in H2O2 concentration. Selected results 
from two different tests (Baciocchi et al., 2008) are 
shown in Figure 2.  
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Figure 2. Experimental H2O2 degradation batch 
tests 

Such a decay suggests a first-order degradation of the 
hydrogen peroxide with an average half-life constant 
of 151

)21( 1058,1057.0 −−−
− == sxhλ , which is the 

value used for the whole set of simulations. Such a 
value was also confirmed by further batch tests. An 
additional estimate was performed by using column 
test values, obtaining a good agreement with the 
abovementioned experimental values.  

Temporal evolution of solute concentration profile 
Monod’s biodegradation model, already implemented 
into TMVOC V.2 (Battistelli, 2004), is used to 
describe the H2O2 decomposition reaction. The basic 
kinetic-rate equation for a solute of concentration C 
subjected to biodegradation through a bacterial 
species of concentration B, with no inhibition factors 
and no electron acceptors, is given by: 

B
CK

C

dt

dC

S +
−= maxµ   (2) 

where µmax is the maximum specific substrate utiliza-
tion rate. It is possible to describe a first-order degra-
dation process by assuming the emisaturation 
constant Ks>>C. Under this hypothesis, Equation (2) 
becomes: 

CC
K

B

dt

dC

S

λ
µ

−=−= max   (3)  

which can be easily integrated, giving an exponential 
decay for solute concentration where the first-order 
degradation constant is defined as: 

SK

Bmaxµ
λ =     (4) 

Equation (3) is used to simulate the H2O2 decompo-
sition process observed in the lab experiments. 

COLUMN TESTS 

A set of experimental column tests was performed to 
study the behavior of the H2O/H2O2 solution when 
injected into an initial water-saturated porous 
medium, and to quantify the gas production rate over 
time. TMVOC was used to perform a set of simula-
tions aimed to reproduce the laboratory results by 
evaluating petrophysical and reaction parameters 
controlling the observed processes.  

Experimental setup 
 
Four different column tests were performed. In each 
test, a different packed sandy soil sample (10 cm long 
and 4.3 cm in diameter) is inserted between two 
synthetic porous medium layers into a 27 cm long 
column, as shown in Figure 3. 
 

 

Figure 3. Experimental setup for column tests. 
H2O/H2O2 solution is injected at the 
bottom of the column.  

The synthetic layers were made of a mix of coarse 
sand (about 1 mm grain diameter) and glass spheres 
(1–4 mm in diameter). The column was then filled 
with water as shown in Figure 3. A Tedlar bag was 
placed on the top of the column to collect the gases 
produced during sand pack flooding. The H2O/ H2O2 
solution was injected from the bottom of the column 
and was collected at the lateral outlet near the top. In 
several tests, the injected hydrogen peroxide concen-
tration varied with time, as shown in Table 1 below. 
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Table 1.    Experimental injected flow rates and H2O2 
concentrations 

Test 
name 

Injec-
tion 
rate 
(mL/ 
min) 

H2O2 concen-
tration (by 

mass) 

Duration 
of injec-

tion 
(hours) 

Column 1 360 9.0 % 26.5 

Column 2 180 5.0 % 
7.0 % 
9.0 % 

1 
1 

24 
Column 3 36 1.0 % 

3.0 % 
6.0 % 

1 
4 

20 
Column 4 24 2.0 % 

4.4 % 
7 

16 
 
Experimental data showed that just a fraction of the 
depleted H2O2 actually turned into O2, the rest being 
lost in other chemical reactions. As we focused only 
on molecular oxygen generation, it was necessary to 
introduce an O2 generation efficiency parameter η.  
As a first-order approximation: (a) we supposed that 
there was no O2 generation other than what was 
produced by the main reaction, and (b) we neglected 
the heat of reaction associated with other reactions 
consuming H2O2. Those assumptions turned into the 
following reaction: 

⎟
⎠
⎞

⎜
⎝
⎛ +→ OHOOH 2222 2

1η   (5) 

with a heat generation of molkJ /3.98η . Table 2 
below lists the experimental evaluated values for the 
reaction efficiency  η. 
 

Table 2.    Measured O2 generation efficiency 

Test 
name 

Total 
gas 

collected 
(mL) 

O2 
(volume 
fraction) 

O2 
genera-

tion 
efficiency 

Column 1 4480 70.3 % 16 % 
Column 2 2632 44.0 % 6 % 
Column 3 4032 78.6 % 37 % 
Column 4 3360 76.6 % 40 % 

Column test results and TMVOC simulations 

TMVOC simulations were aimed to replicate three 
main experimental data provided by the tests, 
namely:  

• Cumulative gas volume produced in the sample 
(“A” in Figure 3). Tedlar bag gas volume was 
measured from the beginning of the test to about 4 
days after the end of the injection phase, so as to 
collect gases produced by the decomposition of 
residual H2O2 inside the column; 

• H2O2 concentration profile at the outlet for the 
whole duration of the injection phase (“B” in 
Figure 3). Steady-state conditions were reached 
early after each injected concentration change: 
TMVOC simulations aimed especially to replicate 
the average peroxide concentration during such a 
steady-state phase; 

• Time profile of O2 rate flowing from the column 
into the Tedlar bag (“C” in Figure 3). The 
molecular oxygen contribution was calculated by 
scaling down the whole measured gas rate (which 
included gases other than O2) by the O2 total 
volume contribution in the Tedlar bag at the end 
of the test. Such a calculation is nevertheless an 
approximation, because it is implicitly assumed 
that O2 is produced with a constant ratio 
compared to the other gases for the whole dura-
tion of the test. This could not be always true, 
especially in the first hours of fluxing, as shown 
in detail below. 

 
The simulations were performed with a 1D vertical 
grid replicating the experimental apparatus of Figure 
3. It must be remembered that only H2O2 degradation 
in O2 and water is simulated. Injection rate and O2 
generation efficiency were mostly set according to 
the results of Tables 1 and 2.  
 
Soil petrophysical properties were as follows: effec-
tive porosity was estimated to be around φ=0.25, 
average permeability was measured as approximately 

2111073,1 mxK −= . Irreducible gas and water 

saturation were estimated to be around 20.0=wrS  

and 04.0=grS  respectively, based on analogous 

soil rock properties. The relative permeability curve 
for the aqueous phase was described according to van 
Genuchten’s model, with exponent 520.0=m , 
while Corey’s model (Corey, 1954) was used for the 
gas phase. The capillary pressure was also described 
with a van Genuchten’s model (van Genuchten et al., 
1980) whose parameters are λ= 0.532, Swr= 0.0738, 
Pc0=693.0 Pa. 
 
The synthetic soil hydraulic properties were 
estimated from grain-size distribution by means of 
the RETC code (van Genuchten et al., 1991). 
Parameters similar to those of a coarse sand were 
initially estimated, namely 80.0=m , 10.0=wrS , 

30.0=φ  and permeability 211100.4 mxK −= . 
Given the fact that each artificial soil was different in 
every column test, such average initial values were 
slightly changed for each TMVOC simulation. 
 
Experimental and simulated data showed an accept-
able agreement, as can be seen in Figure 4, which 
represents some selected results.  
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Figure 4. Selected comparisons between experimen-
tal and simulated data. From top to 
bottom: a) Cumulative collected O2; b) 
H2O2 concentration in the aqueous phase 
at column outlet; c) O2 rate profile enter-
ing the tedlar bag. 

It must be noted that the simulated gas rate shown in 
Figure 4c does not replicate the large gas spike 
observed in all the experimental tests in the first 3–6 
hours of fluxing. The spike is likely due to O2 and 
other gases generated by a secondary H2O2 degrada-
tion process whose identification is still ongoing. 
Such a spiked shape at the beginning of injection also 
suggests the depletion of a reagent inside the sample. 
Because of the complications involved in simulating 
such a process, and because of the fact that such a 
spike does not significantly contribute to the total gas 
amount at the end of the test (see Figure 4a), the 
replication of the gas spike was neglected. 

 
The general expression for the transport equation of a 
solute moving along a 1D path is: 

B
CK

C
CR

x

C
v

x

C
D

t

C
R

s
n ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+

−−
∂
∂

−
∂

∂
=

∂
∂

max2

2
µλ (6) 

If we assume stationary conditions 0=
∂
∂

t

C
, no 

hydrodynamic dispersion (D= 0), no adsorption (R= 
1), no biomass growth (B= 1) and no natural decay 
(λn= 0), the expression above becomes:    

0max =⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

−
∂
∂

−
CK

C

x

C
v

s
µ   (7) 

which describes the 1D transport of a solute affected 
only by biomass-degradation. By assuming again 
Ks>>C and integrating with the condition C= C0 for 
x= 0, we get a simplified form of the analytical solu-
tion of Parlange et al. (1984):  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

0max
ln

C

C
K

v
x Sµ

   (8) 

which can also be written as: 

x
veCC

λ
−

= 0     (9) 

where, in two-phase steady-state conditions, fluid 
velocity ν can be estimated assuming an average 
value of the aqueous-phase saturation: 

WSA

q
v

φ
=     (10) 

where q is the injected volumetric rate, A is the 
column cross section, and Sw is the average water 
saturation inside the column evaluated with the 
column tests simulation. By using Equation (10), it is 
possible to obtain an estimate of the expected H2O2 
mass fraction at the column outlet. A comparison 
among the expected values and the measured and 
simulated ones is shown in Table. 3. 
 
Table 3. Comparison among theoretical, experimen-

tal, and simulated H2O2 concentration at the 
column outlet. 

Test 
name 

H2O2 mass fraction 
at the column outlet 

 Theoretic al 
(Parlange) 

Simulated 
(TMVOC) Measured 

Column 1 8.87 % 8.65 % 8.70 % 
Column 2 9.72 % 8.80 % 9.40 % 
Column 3 5.24 % 4.95 % 4.80 % 
Column 4 4.23 % 3.85 % 3.80 % 

 
Assuming an average constant value for water satu-
ration inside the column it is possible to use equation 
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(8) to get an additional estimate of λ by using meas-
ured H2O2 concentrations at the column inlet and 
outlet when in steady-state conditions. All four 
column tests give similar values whose average is 

1510628.1 −−= sxcolumnλ , which is in agreement with 

)21( −λ  from the experimental batch tests.  

 

2D RADIAL SIMULATIONS 

Column test results provided confidence in using 
TMVOC to predict the performances of the pilot test 
plant. Preliminary 2D radial simulations were then 
performed to obtain a sensitivity analysis of pressure 
buildup around a single injection well. Pressure 
increase depends on the injected rate of the 
H2O/H2O2 solution, and it is due to both the higher 
liquid rate and gas generation. The 2D radial mesh is 
shown in Figure 5 below.  

 

Figure 5. Geometrical model of 2D simulations. The 
well location and the thin unsaturated 
zone are highlighted. 

The injection well is along the Z axis of the 2D radial 
grid. Injection is performed between Z= -0.30 m and 
Z= -5.0 m, according to the actual well completion 
used. Constant conditions are maintained at the 
lateral boundary at X= 10 m. The topmost layer of 
the formation is maintained at constant atmospheric 
conditions, assuming pure N2 instead of air. Initial O2 
concentration was purposely removed from the 
simulation grid to better evaluate the oxygen genera-
tion in the lower layers. Below the atmospheric 
boundary, the first layers represent the unsaturated 
zone and are set in two-phase conditions. Below 
them, fully water-saturated layers represent the 
phreatic aquifer down to 10 m of depth.  
 
The presence of an extraction well is modelled in an 
approximate way by placing a constant mass extrac-
tion at some distance from the injection well to 
provide the necessary pressure gradient in the forma-
tion. Due to actual test plant constraints, only two 
possible distances for the injection well were suit-
able, at X= 4 m or X= 6 m. Extraction elements are 
placed between Z= -2.0 m and Z= -5.0 m elevations, 
according to actual well completions. H2O/H2O2 

concentration was set to a constant value of 10% in 
all 2D simulations, as planned for the pilot test. O2 
generation efficiency was set to η= 20% by averag-
ing the values shown in Table 2. 
 
Soil properties for the whole formation are similar to 
those already listed for the column test soil samples. 
Horizontal absolute permeability was the same as for 
soil samples, while vertical permeability was 
assumed to be half of this value. Initial water satura-
tion in the unsaturated zone was determined by 
running the model to capillary-gravity equilibrium.  
 
A preliminary analysis of trench effects was also 
included in the 2D simulations. A single element at 
X= 8 m on the topmost unsaturated layer is held at 
constant pressure of P= 99000 Pa, in order to simu-
late the draining effect of the extraction trench. The 
pressure value was chosen to avoid the inflow of the 
aqueous phase from the fully saturated layers. 
 
The generation and transport of a tracer was also 
modeled. The tracer is a factitious product of H2O2 
decomposition, it has the same molecular weight of 
water; it is generated in very small concentrations, 
and it does not partition into the gas phase. The tracer 
was added by modifying H2O2 disproportion (5) as 
follows: 

TRAOOHOH 6
2222 10

2

1 −+⎟
⎠
⎞

⎜
⎝
⎛ +→η   (11) 

The tracer was monitored in order to investigate the 
area affected by the transport of potential aqueous 
H2O2 reaction by-products.  
 
A sensitivity analysis was performed by varying the 
injection rate, the extraction rate, and the distance of 
the extraction wells (both possible extraction well 
positions were considered), to define the best injec-
tion procedures that would prevent the water table 
from rising to the surface. The thickness of the 
unsaturated area was modified by changing water 
table elevation between the highest (Z= -0.5 m) and 
the lowest (Z= -0.9 m) value, according to the 
seasonal change observed at the pilot test site. In 
every simulation, the injection phase lasted 27 hours, 
followed by 72 hours of free evolution, to assure that 
H2O2 was depleted before the end of the run. 
 
Simulations results suggested restricting the maxi-
mum injection rate to qinj= 15-20 m3/day when the 
initial water table level was Z= -0.9 m, and to qinj= 
10-15 m3/day when the initial water table level was 
Z= -0.5 m. The lower end of the two above-
mentioned ranges is necessary when the extraction 
well is nearer to the injection point. Figure 6 shows a 
selected optimum case with an initial water table 
level of Z= -0.5 m. The injected rate is 10 m3/day and 
the extracted rate is 20 m3/day, with an extraction 
well at 6 m from the injection well. This figure shows 
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the most significant variables plotted at the end of the 
injection phase (27 hours). In every picture, the red 
rectangle represents the extraction well, while the 
small blue rectangle in the top-left corner represents 
the trench. Dimensions are to scale.  
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Figure 6. Selected 2D simulation plot with optimum 
injection and extraction rates. Initial 
water table level is Z= -0.5m, extraction 
well is at X= 6.0m. From top to bottom: 
a) tracer mass fraction; b) O2 gas satura-
tion; c) H2O2  mass fraction; d) pressure 
(Pa). 

Two-dimensional simulations also showed other 
important results:  

• The best distance between injection and extrac-
tion wells is 4 m; 

• Maximum extraction rate should be limited to 20 
m3/day for a single extraction well; 

• Vacuum trenches should not be placed nearer 
than 4 m from the injection well in order to 
optimize gas capture from the lower layers (see 
Figure 7b); 

• Tracer front is mostly coincident with aqueous 
H2O2  front;  

• Maximum temperature increase inside the forma-
tion due to exothermic H2O2 decomposition is 
limited to 5–7°C. This is also in agreement with 
the experimental results of the column tests. 

3D SIMULATIONS 

Results obtained with 2D simulations were imple-
mented in a 3D Cartesian layout whose outline was 
more similar to the actual pilot site. A set of simula-
tions was then performed. The aim of these 3D 
simulations was to give an estimate of the temporal 
and spatial gas evolution inside the formation, and to 
evaluate the maximum effectiveness range of the 
water-dissolved H2O2 front. In 3D geometry, the 
problem is symmetrical along the vertical plane, 
through the X axis along the middle row of wells, so 
only half of the test area was simulated. The 3D X-Z 
cross section of the simulation grid is similar to the 
2D cross section previously described, while on the 
horizontal plane, the 3D mesh is thickened close to 
the injection and extraction wells. 
 
Field dimensions and well positions were set 
according to the planned pilot test shown in Figure 1, 
while perimeter vacuum trenches were set according 
to 2D simulation results. A schematic layout of this 
3D mesh is shown in Figure 7. Coloured planes 
represent the most significant sections from which 
data are extracted to document different 3D simula-
tion results. 
 
The approach used for 3D simulations was analogous 
to that used for the 2D radial simulations described 
above. Soil properties, well completions, layer thick-
ness and initial conditions, duration of injection, and 
injected fluid composition are the same as the 2D 
runs, except for the tracer modeling, which was 
removed. The extraction rate was set to 20 m3/day; 
the injection/extraction-well distance to 4 m, and 
vacuum trenches were placed along the external pilot 
area perimeter. The presence of n-heptane, mainly 
adsorbed on the rock matrix, was added to estimate 
the effects of possible VOC stripping processes 
induced by O2 fluxes. N-heptane concentration was 
constant and set to 7200 ppm with respect to dry rock 
matrix mass, according to the field data.  
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Figure 7. Scheme of 3D simulated half-field. Planes 
highlight the most significant simulation 
sections.   

 
A refined sensitivity analysis was then performed by 
slightly changing the injection and extraction values 
around the optimum values found in 2D simulations. 
The 3D results suggested further lowering the opti-
mal injection rates to a maximum of 15 m3/day if the 
initial water table level was Z= -0.9 m, and 10 m3/day 
if the water table was Z= -0.5 m. 
 
Figure 8 shows relevant parameters distribution at the 
end of the injection phase (27 hours) along the central 
section (red plane Y= 0 m on Figure 7) for the opti-
mized 3D simulation with initial water table level of 
Z= -0.9 m. In every picture, the grey rectangle repre-
sents the injection well, while the red rectangle is the 
extraction well.  Dimensions are to scale. 
 
A top view of the same simulation along the quote of 
maximum H2O2 progression (Z= -3m) is depicted in 
Figure 9. It corresponds to the green plane section of 
Figure 7. 
 
Further investigation with a 3D simulation run where 
O2 generation was switched off showed that H2O2 
plume distribution was in good agreement with a set 
of simulations of H2O2 injection and decomposition 
performed with the FEFLOW numerical code 
(Baciocchi et al 2008).  
 
The suggested final configuration for the pilot site is 
shown in Figure 10. 
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Figure 8. Selected 3D simulation plot with optimum 
injection and extraction rates. Initial 
water table level is Z=-0.9m. From top to 
bottom: a) n-heptane mass fraction in 
gaseous phase; b) O2 gas saturation; c) 
H2O2  mass fraction; d) pressure (Pa). 
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Figure 9. Top view of the same 3D simulation 
results shown in Figure 7. The same 
variables are plotted. 

 

 

Figure 10. Final configuration for the pilot test site 

CONCLUSIONS 

This work suggests that TMVOC V.2 is able to 
effectively simulate prominent transport processes in 
aqueous and gaseous phases driven by the decompo-
sition of H2O2 injected into the subsurface as an 
aqueous solution. Simulations were performed 
following a systematic approach in order to progres-
sively narrow down the possible range of variation of 
relevant parameters. The first set of simulations 
reproduced with reasonable agreement the available 
laboratory experimental results regarding the H2O2 
kinetic decomposition rate and the H2O2 to O2 
conversion ratio. 
 
Increasingly complex 2D and 3D simulations of the 
planned ISCO pilot test were performed to evaluate 
the maximum injection rate preventing aqueous 
phase surfacing. Along with this parameter, a set of 
ancillary variables were estimated, to define a 
reliable well configuration and operational proce-
dures for the pilot test. The results obtained with the 
3D models will be validated as soon as the pilot site 
becomes operational and the monitoring data avail-
able.  
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ABSTRACT 

The tides of the Venetian Lagoon generally vary between 
-0.5 and +0.7 m a.s.l. Occasionally, they may reach 
maximums of 1.5 m (acqua alta) and minimums of -0.8 
m a.s.l. (acqua bassa). Intertidal areas, called “barene,” 
exist all along the coast of the Lagoon. These areas are 
characterized by canals that concentrate the flow of water 
during the rising and waning of the tide, and drain the 
vegetated areas (inundated during high tides) found 
between canals. Therefore, because of the different 
energies of the water flow, sands are deposited in the 
canals, while organic-rich clayey deposits form in the 
vegetated areas. Since vegetation stabilizes the clayey 
areas, the same canal network tends to last for long 
periods of time until a “catastrophic” event (such as an 
inundation) occurs, rearranging the network. As a 
consequence, during subsidence, relatively thick sand-
dikes (the original canals) become juxtaposed to clayey-
dikes. However, these sand deposits form a continuous 
network, quite similar to that of a vascular system, that 
effectively drains all the “barena” deposits. 
 
To be effective, measures for monitoring, confining, or 
remediating the transport of pollutants through these 
kinds of environments must explicitly take into account 
their complexity. The same complexity must be included 
in the numerical models that support remediation efforts. 
At the moment, there appear to be no off-the-shelf 
graphical interfaces for TOUGH2 able to manage such 
complexity. To attempt to solve this problem we have 
used a calibrated USGS-MODFLOW model for the 
“barena” of “Passo a Campalto” in the Venetian Lagoon, 
developed with the GMS™ graphical interface. This 
model is composed of 42 layers, which, apart from the 
first layers, are 0.5 m thick, with the first layers following 
the geometry of a dump found on top of the Barena 
deposit. Each layer consists of 100×60 square cells, for a 
total of 252,000 cells, of which only half are active. We 
have translated this grid, with all hydrogeologic 

boundary conditions, into a TOUGH2 input file, 
providing additional necessary information. The first 
results of this experiment are promising, since we were 
easily able to produce TOUGH2 grids with very complex 
geology and run the models with success. The results can 
be imported back into GMS™ for visualization or plotted 
with any plotting software. Developing conceptual and 
numerical models with an elaborate graphical interface 
such as GMS™ permits effective construction of 
complex problems, allowing the modeler to concentrate 
on physics.  
 
INTRODUCTION 

Measures for monitoring, confining, and remediating the 
transport of pollutants in groundwater systems are often 
supported by elaborated numerical models of the 
mechanical, thermal, and chemical behavior of the 
various phases present in the porous/fractured media. 
One of the most reliable codes for this modeling, even if 
not widely used, is LBNL-TOUGH2 (Pruess and 
Oldenburg, 1995). While this code is relatively 
straightforward for the TOUGH2 expert, it is quite 
unfriendly for hydrogeologists unfamiliar with it. 
 
Perhaps the most commonly used graphical user-
interface for TOUGH2 is PETRASIM™. Despite this 
interface’s value, particularly for learning TOUGH2 and 
solving simple transport models in porous media, it is 
harder to use with complex geological systems—such as 
the ones found in the intertidal deposits of the Venetian 
Lagoon. In these deposits, the aerial juxtaposition of 
hydrostratigraphic units with widely different flow 
properties inhibits any attempt at creating layers or 
volumes of homogeneous properties. However, GMS™ 
(Groundwater Modeling System) has a quite versatile 
conceptual-model-oriented graphic user interface for the 
USGS groundwater flow model MODFLOW and 
associated codes, which allows “non-standard” 
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approaches to stratigraphic modeling of complex 
geological systems. 
 
In this paper, we show that it is relatively 
straightforward, running in batch under any operating 
system, to translate a MODFLOW grid, created with the 
GMS™ conceptual model of the Venetian Lagoon 
intertidal deposits, to a TOUGH2 input file. The results 
of the simulations can either be translated back into 
GMS™ as “3D-scatter point” text file, or plotted with 
any adequate graphical software. 
 

 
Figure 1. Google™ view of the Venezia Lagoon. Red box 
is the studied area. 

THE GEOLOGIC COMPLEXITY OF THE 
“BARENA” DEPOSITS 

The dump of Passo a Campalto is located on the shore of 
the Venezia Lagoon northeast of the city. It is about 1000 
m×600 m, with the major dimension oriented ENE-
WSW. To the north and west, it is bounded respectively 
by the Osellino and Rotte canals, to the east and south, by 
the Lagoon. The upper few tens of meters of the 
stratigraphic sequence are characterized by Pleistocene to 
Olocene intertidal deposits originated in the “barena” of 
the Venetian Lagoon. The main characteristic of these 
deposits is the extreme horizontal variability of the 
stratigraphy, in which sands are juxtaposed to clays, 
frequently showing even vertical contacts (Figure 2). 
This is due to the stability of canals (where sands are 
deposited) and vegetated areas (where clayey sediments 
are emplaced) during subsidence. The topological 
complexity of the barena deposits is such that it inhibits 
the creation of any reasonable geologic modeling based 
on standard approaches, such as correlating the 
stratigraphy of adjacent boreholes (Figure 2d). Also, the 
statistical analysis of lithological distribution using the 
Markov approach (Carle, 1999) cannot be applied, 
because vertical variability is not correlated to horizontal 
lithological distribution. In fact, etheropic facies formed 

in the barena depositional environment do not follow the 
simple processes of sedimentary progradation: Walther’s 
law, which states that the vertical succession of facies is 
correlated to the lateral succession of deposition 
environments, is not applicable. For these reasons, we 
have applied a method for creating a geologic model 
based on a palinspastic reconstruction of the barena’s 
depositional environments. 
 

 
Figure 2. Images of the Barena of Passo a Campalto in 
the Lagoon of Venezia as it appeared in a 1950 (a) and 
(b) 1995 aerial photos; note the light areas that form the 
canals and the darker grey areas that are the vegetated 
areas that become inundated during high-tides. (c) Is the 
superposition of the two photos in a) and b) to show that 
tidal canals have not changed at all since 1950, in spite 
of the large 1966 flooding event. The dump area is 
highlighted in green (toxic waste) and red 
(phosphogypsum). (d) Shows the extremely complex 
stratigraphy characteristic of the barena (Legend: 
yellow-sand; orange-silty sand; red-sandy silt; light 
green-silt; green-clayey silt; light blue-silty clay; blue-
clay; white-phosphogypsum; grey-bitumes; brown-wastes 
debris; beige-cover; light grey- blank). 

THE PALINSPASTIC APPROACH 

We approach  the problem of creating an adequate 
geologic model pragmatically, starting from the 
numerical grid. We observe that for describing the actual 
geology, our model does not need to be more accurate 
than what can be effectively represented in a grid 
adequate for the numerical computation. As a 
consequence, our 3D grid is 1000 m×600 m in areal 
extent and 30 m in the vertical direction (5 m a.s.l., to 
include the dump, and 25 m b.s.l. in the barena deposits). 
Grid cells are 10×10 m2 on the horizontal plane and 0.5 
m in thickness, for a total of 360,000 cells. These 
dimensions result from a compromise function of: 

1) The necessity to confine the number of cells to a 
minimum to make the numerical problem 
approachable;  
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2) The reliability, density and depth of stratigraphic 
boreholes; 

3) The need to represent the actual materials of the 
dump and of the complex geology of the “barena” 
deposits under the dump with adequate detail. 

 
Figure 3. The palinspastic reconstruction of depositional 
environments of the Passo a Campalto barena: a) WSW-
ENE cross-section of the 3D numerical grid with the 
boreholes hydrogeologic units transferred to it. b) The 
reconstruction of the dump materials (+0.25 m); note the 
clayey diapirs (blue) that rise into dump do to differential 
loading of the dump onto the barena. c) The clayey 
“Caranto” paleosoil below the dump (-0.75 m); note the 
“ancors” of phosphogypsum (white) that  sink into the 
layer. d) Palinspastic reconstruction of a paleobarena 
environment (now at -1.25 m); note the canals 
(yellow/orange) and the flooding areas (blue/light blue).  

Then, we attribute the lithologic units occurring in each 
borehole to the corresponding vertical column cells using 
three approximations (Figure 3a) 
 
Since boreholes stratigraphies where made by different 
workers, they inherit an error in lithological identification 
that is a function of worker biased judgments, and it is 
impossible to remove. Therefore, we identify seven 
different hydrogeologic units, used to represent the 
lithologies found in the boreholes, trying to keep a 
similar degree of approximation. These are: (1) sands, (2) 
silty-sands, (3) sandy-silts. (4) silts, (5) clayey-silts, (6) 
silty-clays, and (7) clays. In addition, the materials 
occurring in the dump are further subdivided  into: (8) 
phosphogypsum, (9) bitumes, and (10) waste detritus. 
 
A borehole hydrogeologic unit is assigned to a cell: (1) if 
it is the most representative unit inside the cell itself; or 
(2) if, in relation to the materials present above and 
below, that unit has the greatest “impact” on the flow of 
fluids through the cell.  

 
Figure 4. The geologic model; note how the complex 
relations among hydrogeologic units is accurately 
reflected in the model. a) 3D view of the model created 
for the Passo a Campalto dump and underlying barena 
deposits. b) Box cross-section of the model. 

The hydrogeologic units found in boreholes, which have 
a diameter of 0.1 m, are extrapolated to cells that are 104 
times wider.  
Finally, based on the topological distribution of units 
present in each layer of the grid, we reconstruct the 
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paleo-depositional environment (Lanzoni et al., 2002; 
Critto et al., 2003; D’Alpaos et al., 2005; EDRA, 2006; 
Defina et al., 2007; Carniello et al., 2008; Marani et al., 
2008) according to the following sedimentologic and 
statistic criteria: (1) the distribution of materials in the 
dump should reflect the actual procedure of dump 
creation (Figure 3b); (2) the distribution of the materials 
in the barena under the dump should reflect that indicated 
by the 1950 aerial photo; (3) the first nonconductive 
layer, a continental paleosoil called “Caranto” under the 
barena, tends to be continuous (Figure 3c); (4) the layer 
underlying the “Caranto” is an intertidal deposit that 
reflects the barena environment, characterized by 
channels and vegetated flooding zones (Figure 3d); (5) 
the first conductive level of sands under the Caranto, 
owing to extension, thickness, and degree of sorting, is 
assumed to be a sand-dune deposit; (6) the boundary 
between areas with different hydrogeologic units is set to 
be equidistant from them; (7) the materials present in 
boreholes are effectively extrapolated to areas that, on 
average, are 6×106 times larger than the boreholes. 
 
The reliability of our geologic model (Figure 4), is tested 
against 8 stratigraphic boreholes made in the areas where 
the model had the largest approximation (Figure 5). We 
consider the fit between predicted and actual stratigraphy 
very good. Thus, we believe that the final model, which 
includes the corrections made with these latest boreholes, 
is statistically a reliable approximation of the actual 
stratigraphic complexity within this specific barena 
environment. 
 

 

Figure 5. Comparison between actual stratigraphic units 
(red line with error bars) and confidence intervals  
predicted by our geological model (blue lines) of two 
stratigraphic boreholes (E-9 and E-11) made in the most 
uncertain areas. Note that, in spite of the complex 
topology found in the barena deposits (Fig. 4), the 
predicted stratigraphy adequately reflects the actual 
pattern found in the boreholes. 
 
TRANSLATING A G MS-MODFLOW GRID INTO  
A TOUGH2 GRID 

We wrote a FORTRAN code, called TMT (Translating 
MODFLOW to TOUGH2), to translate GMS-
MODFLOW input files in TOUGH2 input files, adding 
all information needed in TOUGH2 not included in the 
MODFLOW code.  

 
 
Figure 6.  MODFLOW input files are used to create TOUGH2 input files: only active elements of the regular MODFLOW 
grid are ordered in a 1D array where constant head elements are inserted at the end. It is not necessary that consecutive 
elements of the array be actually interconnected. Connections between elements are given by elements pairs, surface area 
of contact, nodal distance and the angle between the nodal distance and the gravity acceleration vectors. All MODFLOW 
inactive elements are ignored. 
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In practice, MODFLOW creates a discrete domain, made 
by rectangular cells, each identified by a three-index code 
(i, j, k). In addition, the IBOUND matrix identifies which 
cells are active (value = 1) or inactive (value = 0). Our 
TMT Code reads grid information from MODFLOW 
input files and calculates active cells nodes coordinates 
(Figure 6). In addition, for adjacent cells it computes 
connections, interfaces surface area, distances of 
interfaces along nodal directions, and the angle between 
nodal directions and the gravity acceleration vector. 
 
The MODFLOW hydraulic conductivity tensor ( Ki) 
(Table 1) is translated into the intrinsic permeability 
tensor ( ki ), used in TOUGH2, using the common 
relation: 

 
µ

ρ i
i

gk
K =  (1), 

where ρ and µ are respectively fluid density and 
viscosity, and g gravity. Porosity, has no need to be 
translated, while other thermophysical variables, needed 
in TOUGH2, such as rock-grain density, heat 
conductivity, and specific heat must be added to the input 
file. Then, in our specific case, cells defined in 
MODFLOW as “constant head” are transformed into 
TOUGH2 as constant pressure cells, following 

 ghpp ρ+= 0          (2), 

in which h is calculated at the TOUGH2 cell nodes and 
p0 is the atmospheric pressure assumed as constant at 105 
Pa. 
 
Furthermore, to simulate recharge, we translated the 
MODFLOW Recharge Package, in which a recharge (R) 
is given in length/time into a source term (S), given in 
mass/time, for each cell at the top of the morphology. 

 S = RAρ              (3). 

Finally, to simulate the atmosphere, we added an 
additional layer of cells above the upper MODFLOW 
layer. We force these cells to have constant thermo-
physical values by making their volumes and intrinsic 
permeability “infinite” and their porosity equal to 1. 
 
RUNNING THE TOUGH2 SIMULATION 
To achieve a numerical solution, while running 
TOUGH2 on a PC, in a reasonable amount of time, we 
had to reduce the number of grid cells from the original 
grid. We merged the 10×10 m2 cells used in the 
MODFLOW simulations into 40×40 m2 cells, obtaining a 
computation grid made of 10,535 active cells distributed 
in 43 layers (Figure 7). Each cell has a volume of  
800 m3, except for the elements of the upper layer, 
which, as stated, have “infinite” volumes.   

 
Figure 7. WSW-ENE cross section through the model 
grid at 150 m south of Osellino canal. Note the toxic 
waste (brown and gray colors in the top-left of the 
model) and the phosphogypsum (white color in the top-
right of the model) sections of the Barena. Comparing 
this to Figure 3 indicates that the TOUGH2 model grid 
maintains the topological complexity observed in the 
MODFLOW geologic model grid. In the TOUGH2 
simulation, all toxic waste has the same hydrogeologic 
properties. The materials of the legend dump “cover” 
and “blank” (the atmosphere) are not represented. 
 

Table 1. Conductivity and porosity values assigned to materials 

 
Horizontal Hydraulic 
Conductivity (m/s) 

Vertical Hydraulic 
Conductivity (m/s) 

Porosity Font 

Sand 5,0 * 10-6 5,0 * 10-6 0,3 Lefranc Experimental Tests 
Silty Sand 1,0 * 10-6 0,5 * 10-6 0,3 Lefranc Experimental Tests 
Sandy Silt 5,0 * 10-7 2,5 * 10-7 0,3 Extrapolated 
Silt 1,0* 10-7 3,3 * 10-8 0,3 Extrapolated 
Clayey Silt 5,0 * 10-8 1,67 * 10-8 0,3 Extrapolated 
Silty Clay 1,0 * 10-8 2,0 * 10-9 0,3 Extrapolated 
Clay 5,0 * 10-9 5,0 * 10-10 0,3 Laboratory Tests 
Phosphogypsum 1,0 * 10-6 0,5 * 10-6 0,3 C.V.N. Technical Report 
Wastes Detritus, Bitumes 5,0 * 10-6 2,5 * 10-6 0,3 Extrapolated 
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We ran TOUGH2 with the EOS7 module, which 
provides the thermophysical properties of air, pure water, 
and a brine. The salinity of the aqueous phase is 
calculated using the brine mass fraction, Xb; the density 
and viscosity are interpolated from the values for the 
water and the brine end-members relative concentrations 
using specific equations. (Pruess et al., 1999). 
 
We ignore heat fluxes, considering the system as 
isothermal, because the recorded temperature changes 
seasonally only a few degrees. We run the model at 
25°C; our choice of a temperature slightly higher than the 
maximum recorded temperature (18°C) is conservative. 
In fact, to a higher temperature corresponds a larger 
hydraulic conductivity, because the decrease in viscosity 

overwhelms the decrease in density, facilitating the 
downward percolation of pollutants. Therefore, 
temperature wise, we tend to reproduce a worst-case 
scenario. 
 
As inherited from the MODFLOW model, we have set 
constant head boundaries at sea level in all cells around 
the model, which reflect the presence of the lagoon to the 
south and east, the Rotte canal to the west, and the 
Osellino canal to the north. Also, the bottom-layer cells 
are set at the same constant head. The pressure related to 
the sea-level water head is calculated assuming a salinity 
of 35‰, which is approximately the average largest 
salinity recorded during the monitoring program in the 
underground waters of the Barena at Passo a Campalto.

 
Figure 8. Brine mass fraction (a, c) and piezometric heads (b, d) computed by the TOUGH2 model on the cross section 
shown in Figure 7. Results the of the model are displayed after 10 years (a, b) and 100 years (c, d) from the start of the 
simulation. The changing brine mass fraction over time, shows the downward migration of dump percolates that displace 
the salty water. Note that the clayey layers below the toxic-waste section of the dump (left) effectively reduce the downward 
propagation of pollutants relative to the phosphogypsum section (right). Note that the water table decreases in time to 
reach a steady state condition.
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We compute our starting condition for the TOUGH2 
simulation by letting the model equilibrate at sea level 
with no recharge. Then we introduce the recharge and let 
the model run for many hundreds of years. The recharge 
is modeled with a water-source term on the first layer of 
cells below the atmosphere. From the monitoring data, 
we observe that the groundwater of the phosphogypsum 
section of the dump has a salinity that ranges between 4 
and 12‰, while in the toxic-waste section of the dump, 
the groundwater has a salinity around 4–7‰. Therefore, 
we have simulated a recharge with two different salinities 
that reflect a possible extreme scenario, in which the 
percolates from the toxic side of the dump have a salinity 
of 5‰, while those from the phosphogypsum side have a 
salinity of 15‰. The different recharge salinities were 
modeled using the appropriate mixture of two source 
terms, pure water (Sw) and brine(Sb), calculated with: 
 

mbw SXSXS =+− )1(   (4), 

where Sm is the salinity of the recharge mixture and X is 
the brine volume fraction of total recharge volume. The 
recharge 70 (mm/a) is calibrated so that the hydraulic 
heads calculated during the simulation are reasonably 
similar to the heads actually measured during the 
monitoring program. To show the importance for any 
remediation effort to reduce the recharge, we have also 
run a simulation with a recharge of 10 (mm/a).  

DISPLAYING THE RESULTS 

Our 3D model shows the downward percolation of the 
recharge fluids (70 mm/a) that have a salinity of 5‰ in 
the toxic-waste section of the dump, and a salinity of 
15‰ in the phosphogypsum section. As time passes, the 
less salty recharge water displaces the salty water (35‰), 
downward, which fills the porous medium at the 
beginning of the simulation from sea level downward 
(Figures 8 and 9). The presence of more impermeable 
layers at depths of 7–10 m (Figure 7) on the toxic-waste 
side of the model clearly inhibits the percolation. On the 
other hand, the percolates from the phospogypsum 
section of the dump reach depths of -14 m a.s.l. in about 
100 years, perhaps becoming a threat for the superficial 
groundwater. The results show that the water table 
decreases exponentially with time by about 10% to reach 
a steady-state value after many decades.  
 
To test the effect of the recharge waters on the rate of 
downward percolation, we have, in a second simulation, 
reduced the recharge by 1/7 (10 mm/a). The results show 
that the downward penetration of the less salty plume of 
water is confined to only -5 to -6 m a.s.l. (Figure 9). This 
is an additional proof of the commonly used remediation 
measure, based on the drastic reduction of the recharge 
into a dump. 

Figure 9. Brine mass fraction distribution in eight 
consecutive horizontal (x,y) sections underlying the dump 
after about 100 years from the beginning of the 
simulation. The recharge rate is 70 mm/a on the left side, 
10 mm/a on the right. Note the much deeper penetration 
of the plume originating in the dump for the larger 
recharge. 

CONCLUSIONS 

Using the GMS™ conceptual-model-oriented graphic 
user interface, used for the USGS MODFLOW, we 
succeeded in making a 3D model of the highly complex 
geologic environment that characterizes the intertidal 
deposits found below the dump of Passo a Campalto 
(Venezia). This depositional environment, combined to 
subsidence, creates a dendritic pattern of sand dykes (the 
original tidal canals) that tend to drain the clayey rock 
volumes (the original tidal flooding areas). The 
complexity is such that it cannot be easily discretized 
using standard geologic-modeling tools used in many 
graphic user interfaces. 
  
In response to this complexity, we translated the 
MODFLOW grid into a TOUGH2 input file and ran the 
model with the EOS7 package in isothermal mode. We 
approached model calibration with a direct procedure 
using the salinity and the water table measured during a 
many-years-long monitoring program of the dump site. 
The TOUGH2 results, obtained with two different 
recharge rates (70 mm/a and 10 mm/a), show the 
downward percolation of dump fluids and, as expected, 
the drastic reduction in the amount of percolation for the 
smaller recharge rate. For visualization purposes, the 
results can be easily translated back to GMS™ or plotted 
with any adequate graphical software package. 
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As a consequence of our positive effort, we strongly 
encourage future attempts in building adequate graphical 
user interfaces for the TOUGH series of codes. Many 
hydrogeologists, especially those who need to 
concentrate on modeling complex stratigraphies before 
actually solving the porous/fractured media flow 
problem, would substantially benefit from being able to 
use the power of the TOUGH codes. 
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ABSTRACT 

Microbial ureolysis-induced calcite precipitation may 
offer an in situ remediation for heavy metal and 
radionuclide contamination, as well as an alternative 
to traditional soil strengthening techniques. A 
microbially mediated calcite precipitation model was 
built in TOUGHREACT v2 and calibrated to batch 
and columnar experimental data. Kinetic ureolysis 
and calcite precipitation-rate expressions were 
parameterized by coupling TOUCHREACT with 
UCODE. 

INTRODUCTION 

Techniques for soil stabilization (e.g., grouting) are 
energy-intensive and pose risks from toxic chemicals.  
Subsurface contamination by metals threatens water 
supplies and ecosystem health at sites worldwide.  
These seemingly unrelated challenges share a 
common solution: microbially mediated ureolysis can 
be induced in situ to drive calcite precipitation. 
Specifically, immobile aerobic biophases (cells or 
enzymes) mediate ureolysis, converting urea to 
ammonium and carbonate, raising pH. Stable calcite 
precipitation results when resident and injected 
solutions are near calcite saturation (Fujita et al., 
2000). Divalent species such as strontium co-
precipitate on surfaces, resulting in in situ 
immobilization. Calcite precipitation also enables 
control of mechanical properties through the 
cementation of particles, thus increasing the shear 
strength and stiffness, while decreasing the 
permeability and compressibility of the medium 
(DeJong et al., 2009; Figure 1). Challenges in 
application include: design of the injectate aqueous 
chemistry (e.g., calcium, carbonate, urea, pH buffer, 
microbial nutrients) and injection rates to control the 
timing and rate of calcite precipitation, to generate 
the desired spatial distribution. Both applications rely 
on the supply of organics for ureolytic agents to 
oxidize during ureolysis. Ureolytic agents may be 
augmented, or native species may be enlisted, but in 
all applications, wells are used to control hydraulics 
and inject reactants. Consequently, modeling 
ultimately requires incorporation of comprehensive 
reaction networks into transport simulators for non-
uniform flow with radial components. 

 
To develop and validate the reaction network for use 
in both applications, both TOUGHREACT (Xu et al., 
2006) and PHREEQCII (Parkhurst and Appelo, 
1999)  are being applied in comparative modeling of 
laboratory batch and column data, as well as in 
preliminary predictive modeling of reactive transport 
in radial flow. Data from both published and ongoing 
experiments are used. The original reaction network 
was created and validated in PHREEQCII against 
published batch data involving ureolysis by urease 
enzyme (Fidaleo and Lavecchia, 2003). This reaction 
network was then converted to TOUGHREACT for 
application to ongoing batch and pulsed-flow column 
(0.5 m) experiments at UC Davis involving 
Sporosarcina pasteurii, and incorporated into a 
streamtube-ensemble context within PHREEQCII for 
application to radial injection problems in situ, 
relying on native organisms. 
 
Column experiments included continuous and repeat 
pulse-flows, with mass flux equal in both cases.  
Aqueous chemistry and calcite distribution were 
monitored, as well as seismic shear waves that 
correlate to the stiffness of the column.  
TOUGHREACT was coupled with the inversion 
code UCODE (Hill and Tiedeman, 2006) to invert on 
observed pH data to determine the effective urease 
concentration that drives the ureolysis rate in batch.  
The calibrated model was then applied to the column 
experiments to determine calcite precipitation 
amounts and to establish a correlation between 
observed shear wave velocity and calcite abundance, 
with good results. Separately, calcite precipitation 
between an injection/extraction well triplet at the 
Vadose Zone Research Park (VZRP) in Idaho Falls, 
Idaho, is modeled via a streamtube ensemble with 
travel times derived from in situ tracer tests. Each 
streamtube is represented in PHREEQCII, and 
arrivals at the production well are modeled as solute-
flux averages.  In future work, model cross-validation 
will involve comparison with results from the 
TOUGHREACT simulations that implement the 
same conditions and reaction network expressed in 
Eulerian form for the VZRP non-uniform flow field. 
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Figure 1. SEM images show sand grains before 
(top) and after (bottom) calcite 
precipitation around sand grains and at 
grain interfaces. Calcite “bridges” (red 
circles) between sand grains increase the 
stiffness properties of soil. 

OVERVIEW OF EXPERIMENTS 

Laboratory experiments were performed at the Soil 
Interactions Laboratory at UC Davis to study the 
physical, chemical, and biological aspects of the 
ureolytic calcite-precipitation treatment. Data from 
these batch and column “treatment optimization” 
experiments were used to calibrate ureolysis and 
calcite precipitation kinetics in TOUGHREACT.  
These batch and column experiments provided data 
on the physical, chemical, and biological aspects of 
the ureolytic calcite-precipitation treatment process.  
The two major types of variables investigated were 
aqueous compositions and flow schedule of the 
treatment fluid. 

Batch Experiments 

The batch experiments contained aqueous 
concentrations of a urea-based nutrient broth, sodium 
bicarbonate, ammonium chloride, and 107 cells/mL of 
Sporosarcina pasteurii. Aqueous concentrations are 
shown in Table 1. The bacteria were grown in 
ammonium-yeast extract growth media and 
inoculated after storage at 4˚C. The pH was measured 
every 15 minutes for 150 data points. Six 
concentrations of ammonium chloride were tested in 
triplicate. Results are plotted in Figure 3. 

 

Figure 2. This schematic shows the experimental 
setup for column experiments. Bender 
elements measured shear wave velocity to 
determine soil stiffness. Aqueous samples 
were extracted from ports on the side of 
the column and analyzed for pH and ion 
concentrations. 

Column Experiments 
Two column experiments were run simultaneously to 
explore the use of pulse-flow versus continuous 
injection of the calcium-urea treatment solution. The 
42.5 cm long, 2.5 cm radius acrylic columns (Figure 
2) were filled with Ottawa 50-70 sand at a porosity of 
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0.36–0.37. A bacterial solution with a urea-based 
nutrient broth was injected initially from the top of 
the column and given a no-flow period of eight hours 
to allow bacteria to attach to sand grains. A 
cementation solution (Table 1, “Boundary Solution”) 
was then injected from the bottom of the columns via 
a peristaltic pump. The continuous column was 
pumped at a flow rate of 2 mL/min, while the pulsed-
flow column was pumped at 10 mL/min for roughly 
40 minutes at repeated intervals every three hours 
(for the 50-hour experiment). Aqueous samples, 
taken from the column effluent line and through four 
sampling ports located along the length of the column 
(Figure 2), were analyzed for ion concentrations and 
pH. Four pairs of piezoelectric bender elements 
measured shear wave velocity through the soil matrix 
to determine soil stiffness and as an indirect measure 
of precipitated calcite abundance. The sand columns 
were extruded after the experiment, and calcite 
abundance was determined gravimetrically. 
 

Table 1. Aqueous concentrations for batch and 
column experiments and models (mmol) 

Component 
Batch 
Initial  

Column 
Initial 

Column 
Boundary 

pH 7.5 9.0 7.5 

Na+ 25.2 25.2 25.2 

Ca+2 0* 0* 100 

Cl- (a) 374 474 
CO3

-2 25.2 194 25.2 

NH4
+ (a) 711 374 

NO3
-2 0* 0* 0* 

Urea 333 165 333 
O2(aq) (b) (b) (b) 

ZH (urease) (c) (c) (c) 
(a) 6 beakers with [NH4Cl] = 0, 62.3, 125, 187, 380 & 374 

(b) In equilibrium with O2(g) at log(fugacity/bar) = -0.82 

(c) Estimated by regression in UCODE 

* Zero concentrations were modeled as 10-22 millimolal 

TOUGHREACT MODEL 

TOUGHREACT v2 was used in batch mode (single 
gridblock) and for 1D simulations of column 
experiments, respectively. Longitudinal dispersivity 
of the columns was determined from analysis of 
tracer breakthrough to determine the grid 
discretization required to match real dispersion with 
the appropriate level of numerical dispersion. The 
“equation-of-state” (EOS1) module in isothermal 
mode, at 25˚C, was used for all simulations. 

Chemical Model 
The chemical system was defined by the components 
H2O, H+, Na+, Ca+2, Cl-, CO3

-2, NO3
-, NH4

+, O2(aq), 

urea, and ZH (urease). The model included CO2(g) 
and O2(g) (bystanders) dissolution/exsolution, kinetic 
calcite mineral precipitation/dissolution and ureolysis 
following the rate law of Fidaleo and Lavecchia 
(2003). The PHREEQC minteq v4 thermodynamic 
database was employed, with the addition of the 
component ZH and other modifications explained 
below. 

Calcite Precipitation 
The calcite precipitation reaction and rate expression 
are: 
 

  (1) 

  (2) 
 
with kc, Ac, and Ksp are the forward rate constant, 
mineral reactive surface area, and equilibrium 
constant for calcite. (Ca+2) and (CO3

-2) denote 
aqueous activities of the two reactant species.  kc and 
Ksp are fixed inputs, while Ac is calculated from the 
mineral amount, molecular weight and molar volume, 
which for calcite are 100.089 g/mol and 36.933 
cm3/mol, respectively. Since Ac equals zero when 
there is no calcite in the system (inital conditions), 
we use an effective reactive surface area (AMIN) to 
produce a positive reaction rate and initiate 
precipitation.  AMIN may represent any type of 
(assumed immobile) nucleation point in the system—
and is unknown and therefore a fitting parameter. The 
solubility product value (Ksp) for calcite found in the 
minteq v4 database is –8.48, while the forward rate 
constant (kc) was considered from several authors 
(Nilsson and Sternbeck 1999, Ferris et al. 2003), and 
1.0×10-8 mol/m2/sec was selected. 

Ureolysis 
The ureolysis reaction equation and rate expression 
are: 
 

 (3) 

 (4) 
 
with νmax the maximum forward rate constant, [ZH] 
the effective urease concentration, KM the Monod 
constant, and Kp the product (NH4

+) inhibition 
constant. Fidaleo and Lavecchia (2003) reported the 
maximum rate constant νmax = 1.83×10-2 mol/g/min = 
146.4 mol/L/sec, and half saturation constants KM = 
3.21×10-3 mol/L and KP = 1.22×10-2 mol/L. The 
effect of pH and urease - NH4

+ complexation on 
reactive urase activity (ZH) was accounted for in the 
TOUGHREACT model by adding the following 
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 Figure 3. Simulated (solid lines) and experimental (dashed lines with symbols) pH vs time plots showing the effect 
of [NH4

+] on ureolysis rate:  (a) regression with equal weights on pH data, (b) weighs the latter half of 
the pH values more than the early half to capture asymptotic pH value within experimental retention 
times. Lowest lines (yellow, slowest ureolysis) correspond to highest NH4

+ concentrations (374 mmol), 
highest lines (red, fastest ureolysis) correspond to no initial NH4

+ present (see Table 1, note a). 

equilibrium protonation/deprotonation/complexation 
reactions to the thermodynamic database: 
 
ZH + H+ = ZH+2  log(KES,1) = –6.121 
 
ZH – H+ = Z-  log(KES,2) = 7.896 

ZH + NH4
+ = ZHNH4

+ log(KP) = –1.914 

Batch Experiment Model 
The beaker experiments conducted to determine the 
effect of ammonium inhibitor concentration on 
ureolysis rate were modeled as batch reactors, or 
single gridblock models. 

Initial Conditions 
Initial aqueous concentrations are shown in Table 1. 

Inverse Modeling of Batch Experiments 
The initial concentration of urease component [ZH] 
was estimated by optimizing the TOUGHREACT 
model with UCODE, using pH data from the batch 
experiments. The regression was performed with no 
prior information or constraints on [ZH], and all the 
pH data from the batch tests were initially equally 
weighted. A template of the chemical.inp 
TOUGHREACT input file was created as an input 
for UCODE, to perturb and estimate [ZH] for all the 
batches and to perform regression. Simulated pH 
values corresponding to the experimental pH data 
were extracted from the TOUGHREACT output file 
by UCODE. 

Column Experiment Model 
The column experiments were modeled as 1D meshes 
with flux boundary conditions at either end. A tracer 
test was performed in the laboratory on a 50 cm sand 

column with 50 ppm NaBr pumped at 4.5 mL/min to 
determine the spatial discretization needed to 
simulate hydrodynamic dispersion. The simulated 
breakthrough curves of a passive chemical 
component from models of different grid sizes were 
compared to the tracer test breakthrough data. Figure 
4 shows that the 100-gridblock implicit model 
exhibits more numerical dispersion than the 
hydrodynamic dispersion shown by the tracer data. 
 

 

Figure 4. Tracer test data and simulated 
breakthrough curves with 100 and 400 
gridblocks using fully implicit schemes 
and a 400-gridblock mesh using a Crank 
Nicholson scheme 

The 100-gridblock Crank-Nicholson and 400-
gridblock implicit models produce less numerical 
dispersion and match the experimental data well. The 
100-gridblock Crank Nicholson model was coupled 
to UCODE for inversion, and then the calibrated 
model was rerun in implicit 100- and 400-gridblock 
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models to compare the effects of grid discretization 
and time stepping scheme on the geochemical results. 

Initial/Boundary Conditions 
Initial and boundary solution component 
concentrations are shown in Table 1. The boundary 
solution was assigned to the first block of the two 
columns, which had sink/source pairs corresponding 
to the pumping via the peristaltic pump used in the 
experiments. The continuous column sink/source pair 
had a constant generation rate of 3.33×10-5 kg/s (= 2 
g/min = 2 mL/min) while the pulsed-flow column 
was given a variable generation rate of 1.67×10-4 kg/s 
(= 10 mL/min) at roughly 40-minute intervals, 
followed by no flow for the remainder of each three-
hour injection cycle.  

Inverse Modeling of Column Experiments 
The pH and calcite data were formatted into UCODE 
input files and run with the TOUGHREACT model 
to parameterize the kinetic calcite precipitation rate 
expression and the mineral zone parameters for 
calcite. UCODE was instructed to extract the pH 
values of the last gridblock of the 1D grids at the 
simulation times corresponding to the effluent 
sampling times during the experiment. 

The calcite content of the sand columns was 
determined by extruding the sand from the acrylic 
columns, cutting them into four sections, and 
measuring the calcite gravimetrically by dissolving 
the calcite with HCl.  This determined the averaged 
calcite content of each of the four sections containing 
roughly ¼ of the total calcified sand matrix in units 
of mols CaCO3/volume of solid medium.  This meant 
that to accurately compare the calcite data to the 
simulated outputs, UCODE was instructed to average 
the calcite abundances in the corresponding grid 
blocks and compare those averaged values to the 
experimental data for regression. Effluent pH data 
was also used to calibrate the model. The estimated 
parameters were [ZH] (reactive urease initial 
concentration) and AMIN (minimum reactive surface 
area to compute initial calcite precipitation rate).  
Sensitivity analysis showed that these two parameters 
were uncorrelated and had composite-scaled 
sensitivities within an order of magnitude of each 
other, meaning both could be calibrated to determine 
a locally unique solution. Four regressions were 
performed with different initial guess values, to test 
the global uniqueness of the solution by “sweeping” 
for local minima in the error function. 

RESULTS AND DISCUSSION 

The experimental and simulated pH data from the 
batch experiments are plotted in Figure 3a. It can be 
seen that the model overestimates the rate at early 

time and then underestimates at later time.  
Temperature effects on enzymatic activity may have 
contributed to the discrepancy between experimental 
and simulated pH trends, since the batch experiments 
were inoculated with bacteria stored at 4˚C, which 
manifested as a slow initial rate of reaction that the 
model is unable to capture with temperature-
independent formulation. Future work will include 
experiments where the bacteria are allowed to 
acclimate to room temperature and begin ureolysis to 
develop metabolic pathways before being added to 
the urea batch to test this hypothesis. Alternatively, 
the model may be augmented to include bacterial 
growth and metabolism kinetics capable of capturing 
more complex microbiological processes, which will 
require data from beaker tests at various 
temperatures. It is assumed that the bacteria are 
acclimated to the 25˚C environment and have 
established stable enzymatic activity by the second 
half of the experiment. A second regression was 
performed with the pH data from 1.25 hrs to 2.5 
hours weighed an order of magnitude higher than the 
earlier pH data. The results of this run are shown in 
Figure 4b and show a tighter fit of the asymptotic pH 
values, but more discrepancy at early time. Finally, 
we determined that ureolysis with the Sporosarcina 
pasteurii system can be adequately modeled in 
TOUGHREACT v2 with the Fidaleo and Lavecchia 
(2003) kinetic model, with reactive urease 
concentration [ZH] as a fitting parameter. 

Columnar experimental data and TOUGHREACT 
simulations show that repeated pulsed-flow injections 
of cementation fluid result in more uniform 
distribution of calcite as compared to continuous 
injection (Figure 5). The experimental calcite profiles 
reveal the formation of a “puck” of high calcite 
content in the section of the continuous flow column 
closest to the injection port, then steadily decreasing 
calcite downstream to virtually no calcite near the 
extraction port. Conversely, the pulsed-flow column 
shows very uniform calcite throughout the length of 
the column. In fact, the data shows highest calcite 
content at the downstream end of the column, 
possibly explained by higher microbe densities, 
because they were introduced from the opposite end 
of the column than the cementation solution. This 
effect may have been augmented in the pulsed-flow 
column, whereby the faster pulses induce enough 
shear forces to dislodge and transport the microbes 
downstream. Future modeling work will explore 
calibrating the model with spatially variable urease 
activities to account for non-uniform distributions of 
bacteria.  

Figure 6 shows temporal changes in shear wave 
velocity and simulated calcite abundances at four 
bender element pair locations in the continuous and 
pulsed-flow columns. The similarity in the trends 
suggests that there is a strong relationship between 
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shear wave velocity (an indirect measure of stiffness) 
and calcite abundance. Furthermore, the trends show 
that pulsed-flow produces calcite abundance and 
stiffness within half an order of magnitude 
throughout the column, while continuous injection 
produces calcite abundance and stiffness that spans 
two orders of magnitude along the column length. 
The regression on [ZH] and AMIN reveals several 
local minima with much higher objective function 
values than the adopted solution. This highlights the 
importance of picking good initial guesses and testing 
several initial guess sets to rule out local minima. 

Regression in UCODE requires N + 1 model runs (N 
= number of parameters) per iteration and sometimes 
dozens of iterations. The 400-gridblock model had a 
run time of over 2.5 hours, while the 100-gridblock 
models ran in less than 0.5 hours, making it attractive 
to reduce numerical dispersion using methods other 
than grid refinement when running an inverse model. 
Other questions exist when considering grid size, 
such as the existence of the representative elementary 
volume in a 400-gridblock 1D model of a 50 cm 
column (gridblock thickness ~1 mm) with sand 
having an average particle diameter of 0.15 mm. 

 

Figure 5. Simulated results and experimental data from continuous injection (a) and pulsed-flow injection (b) 
column conditions.  Several numerical configurations (grid size and time stepping scheme) were tested to 
explore their effects on modeling results.  Model parameters were calibrated in the 100-gridblock, 
Crank-Nicholson model which exhibited some instability (the” saw-tooth” trend). 
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Figure 6. Left vertical axis shows experimental shear wave velocity measured from piezoelectric bender elements 
and right vertical axis shows simulated calcite growth at four locations in continuous (a) and pulsed-
flow (b) injection columns.  Location A is at the bottom (injection end) of the column while D is at the top 
(extraction end) of the columns (see Figure 2). 

COMPARATIVE MODELING 

TOUGHREACT will also be used to validate a 
model for in situ immobilization of strontium by co-
precipitation with calcite. The original reaction 
network incorporates cation exchange, solid 
solutions, ureolysis kinetics, and transport via a 
streamtube ensemble to simulate an 
injection/extraction well triplet at the Vadose Zone 
Research Park (VZRP) in Idaho Falls, Idaho. The 
streamtube ensemble is created as multiple paths each 
modeled with PHREECQII’s 1D advective-
dispersive transport and their respective breakthrough 
curves weighted by the path-respective flux fractions 
(of total fraction) to obtain the flux-average of flow 
contributions to the observation well. The flux 
fraction of a given path is the flux associated with 
that path’s travel time. Deconvolution using solute 
flux averaging of tracer test data from experiments 
performed at the VZRP resulted in a travel-time 
distribution specific to the experimental site. The 
ensemble was parameterized from tracer test 
analyses; thus, the travel time distribution should 
inherently reflect regional gradients and 
hydrogeologic/hydraulic characteristics of the site. 

In radial flow, the velocity within any given 
streamtube is variable in space, being highest at the 
input and output wells and approaching a minimum 
at the midpoint between the wells. This velocity 
variability (valid only in the absence of a regional 
gradient and in homogeneous conditions, thus termed 
here “idealized”) is of significance if kinetic reactions 

are velocity dependent, if they are heterogeneous, 
and/or if they impact physical characteristics, as does 
ureolytic calcite precipitation. To approximate this 
idealized non-uniform velocity, we implement a non-
uniform spatial discretization within each streamtube 
that honors that streamtube’s travel time as specified 
from the tracer tests. To achieve this within a code 
that uses a constant (“shift”) velocity, each 
streamtube is separated into a specified number of 
cells, and non-uniform velocities within the 
streamtube are defined by varying the length of each 
cell while keeping the time spent within each cell 
constant. The overall travel time for that streamtube 
is equal to the summation of the time spent in each 
cell; similarly, the summation of each cell’s length 
approximates the actual length of the streamtube.  
The use of PHREEQCII’s transport function is 
convenient, because it treats each increment as a shift 
and allows different cell sizes (and thus freedom 
from local mass balance of water) within shifts. The 
mass-balance constraint is met overall, however, as 
long as total travel times are honored. 

An alternate method for developing cell lengths is to 
utilize particle tracking simulators based on the 
solution to equations for groundwater flow analyzed 
via codes such as PUMPIT 4.0 (AquaLogic, 1995).  
Application of the tracer test data in PUMPIT will 
provide particle locations over time that can be used 
to develop a customized velocity function that 
reflects specific site characteristics. These site 
characteristics can also be addressed with this same 
streamtube ensemble approach, but reflect more site-
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specific aspects of the paths, such as distribution of 
path lengths, and nonideal non-uniform velocities. 

The reaction network for this application within 
PHREEQCII is largely the same as that applied to the 
column simulations currently modeled with 
TOUGHREACT. Thus, TOUGHREACT’s Eulerian 
formulation can be utilized for verification of the 
PHREEQCII and streamtube ensemble simulation, 
which is Lagrangian. Conversely, PHREEQCII could 
be used to validate results produced by 
TOUGHREACT’s columnar modeling. Ideally, 
comparison between the models, regardless of 
application, should yield similar results. 

CONCLUSIONS 

Microbial ureolytic calcite precipitation in batch and 
in 0.5 m column experiments was modeled in 1D 
with TOUGHREACT v2, using equilibrium and 
kinetic aqueous speciation and kinetic mineral 
precipitation. The model was calibrated with pH and 
calcite abundance data from the experiments, and 
inverted with UCODE. The data and model show that 
product inhibition and pulsed-flow injection produce 
relatively uniform calcite distribution in 0.5 m 
columns compared to continuous injection. The 
model reveals the importance of acquiring spatial 
calcite precipitation data, and ongoing and future 
bench- and pilot-scale experiments will aim to 
characterize calcite distributions in detail, to improve 
model calibration with inverse modeling.  
Furthermore, the model will be used in the forward 
sense to investigate flow rates and pump schedules 
that will influence future experiments. 

Different grid discretizations and time stepping 
schemes were explored to understand their effects on 
geochemical modeling. Although the 100-gridblock 
fully implicit model showed more numerical 
dispersion than the 100-gridblock  Crank-Nicholson 
and 400-gridblock fully implicit models, the two 100-
gridblock  models produced the same geochemical 
results. The Crank-Nicholson scheme showed some 
instability, which usually counter-indicates its 
utilization in TOUGHREACT. However, the 400-
gridblock model may violate assumptions for Darcy 
flow based on a representative elementary volume. 
Since an analytical solution does not exist for this 
reactive transport system, careful convergence and 
sensitivity analysis must be performed to gain 
confidence in modeling results. 
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ABSTRACT 

Spent nuclear fuel is planned to be disposed of in 
deep underground repositories in many countries, 
including Finland. An essential part of the Finnish 
final repository concept is a compacted bentonite 
buffer. Unfortunately, experimental work is only of 
limited use when predicting the long-term stability of 
bentonite in repository conditions, and therefore 
complementary modeling tools and method 
development are needed to gain confidence in the 
safety of the disposal. This work involves the 
modeling of the chemical interaction between 
inflowing hyperalkaline solution—envisaged to 
constitute a risk to the long-term chemical stability of 
the buffer—and bentonite clay in a column filled with 
crushed rock and compacted bentonite. The main 
interest was in the cation-exchange equilibria and 
mineral alterations in bentonite. TOUGHREACT was 
found to be a useful modeling tool in stability studies 
of the bentonite. Especially good results were gained 
for the cation-exchanger composition. 

INTRODUCTION 

In Finland, spent nuclear fuel is planned to be 
disposed of in a repository excavated deep (400–700 
m) in the crystalline bedrock at the Olkiluoto site. 
The disposal is based on an engineered-barrier 
system (Figure 1), which contains and isolates, and 
retards the migration of radionuclides in the spent 
fuel. Details on the safety functions of the KBS-3 
repository concept can be found from Pastina and 
Hellä (2008). 
 
In the disposal method, the bentonite clay 
surrounding the spent fuel canister has an important 
role in providing a buffer against minor rock 
movements, keeping the canister in place, and 
conducting heat from the canister to the rock. It has a 
high adsorption capacity, and solute transport within 
it is governed by diffusion, which effectively retards 
the migration of released radionuclides.  

 

 
Figure 1. The KBS-3V (left) and KBS-3H (right) alternative realizations of the KBS-3 spent fuel disposal method. 

KBS-3V is the reference variant. 
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A possible risk for the long-term chemical stability of 
bentonite clay is posed by cementitious materials 
used in the construction and operation of the 
repository. The chemical degradation of these 
materials may produce a highly alkaline leachate. If 
this high-pH solution comes into contact with 
bentonite, the beneficial properties of bentonite may 
be impaired (Figure 2). The long-term safety 
concerns include a loss of bentonite swelling 
pressure, increased hydraulic conductivity, and 
possibly fracturing of bentonite due to cementation. 
 

 
 
Figure 2. Dynamic nature of bentonite-cement 

interaction (Takase, 2004). Promoting 
and inhibiting effects are denoted by red 
and blue arrows, respectively. 

GOAL 

The modelling was based on the experimental work 
reported in Vuorinen et al. (2006), where the interest 
was in the effect of hyperalkaline water (pH 12.5) on 
the cation exchange, mineral alterations, and the pH-
buffering in compacted bentonite. In the present 
modeling exercise, the main interest was in the first 
two. The cation form of the bentonite buffer has 
implications for material behavior and may hence 
affect the long-term performance of the buffer in the 
repository. 

EXPERIMENTAL 

The experimental set-up in Vuorinen et al. (2006) 
consisted of an 11 cm long cylindrical column, with a 
diameter of 5 cm. One half of the column was filled 
with compacted bentonite,  the other half with 
crushed rock (Figure 3). The rock was from the 
Olkiluoto site and crushed to a grain size of 1.5 mm. 

 
Figure 3.  The experimental setup used in Vuorinen 

et al. (2006) 

The clay material was compacted Volclay MX-80 
bentonite (dry density ~1600 kg/m3); its 
mineralogical composition is shown in Table 1. 
 
Table 1. Mineral composition of MX-80 bentonite 

(Vuorinen et al., 2006) 

Mineral Volume fraction 

Montmorillonite  

(cation exchanger) 

0.82 

Albite 0.07 
Quartz 0.05 
Cristobalite 0.04 
Gypsum 0.01 
Muscovite 0.01 

 
The hyperalkaline solution (Table 2) was injected 
into the crushed rock from the left end of the column 
and effluent samples were collected from the right 
end of the column (see Figure 3). 
 
Table 2. Chemical composition of the inflow water 

(Vuorinen et al., 2006) 

Aqueous 
component 

Total dissolved 
concentration (mol/l)

Na+ 0.428 

Ca2+ 0.018 

Cl- 0.462 

pH 12.5 

NOTE: Concentrations of other component 

species (Al3+, K+, Mg2+, H4SiO4(aq), SO4
2-) in 

the inflow solution were at trace level. 
 
The flow rate through the column was 2.5 ml/d (~1 
l/a), which is comparable with the flow rate in a deep 
repository. 
 
Two parallel experiments were performed, one for 
360 days and the other for 560 days of interaction.  

MODELING 

Transport 
The model considered diffusion in the compacted 
bentonite and flow in the crushed rock (hydraulic 
properties of the two materials in Table 3. 
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Table 3. Properties of bentonite and crushed rock. 
Parameter Bentonite Crus hed rock 
Density (kg/m3)(i) 2750 2650 
Porosity (-) 0.438 0.285 
Permeability (x, y and 
z) (m2) 

1.0E-21(ii) 5.0E-11(iv) 

Tortuosity (-) 0.13(iii) 0.53(v) 
(i) (Vuorinen et al., 2006) 
(ii) (Harrington and Horseman, 2003), (Jussila, 2007) 
(iii) Calculated from the empirical relation for the effective 

diffusion coefficient of tritiated water (Ochs and Talerico, 

2004) 
(iv) (Odong, 2007) 
(v) From the Bruggeman equation 
 
A molecular diffusivity of 10-9 m2/s was assigned for 
all aqueous species.  

Chemistry 
The Gaines-Thomas cation-exchange selectivities in 
MX-80 bentonite are given in Table 4. 
 
Table 4. Gaines-Thomas cation-exchange 
selectivities for MX-80 bentonite (Bradbury and 
Baeyens, 2003) 

Reaction log K

Na+ + K-X = Na-X + K+  0.6 

Na+ + ½Ca-X2 = Na-X + ½Ca2+  0.41 

Na+ + ½Mg-X2 = NaX + ½Mg2+
  0.34 

 
The cation-exchange capacity (CEC) of MX-80 
bentonite is 71.7 meq/100 g (Vuorinen et al., 2006). 
For TOUGHREACT, the initial water composition 
was formulated to reproduce the experimentally 
found equivalent fractions in the exchanger phase 
(Table 5) and to represent a very dilute solution with 
a pH of 7. The concentrations for the exchangeable 
cations in the initial water were calculated according 
to Tournassat et al. (2007). Isothermal conditions 
(25°C) were assumed throughout. 
 
Table 5. Initial equivalent fractions of exchangeable 

cations. 

 eq/100g in 

bentonite 

Equivalent 

fraction 

Na+ 0.552 0.770 

Ca2+ 0.106 0.148 

K+ 0.0086 0.012 

Mg2+ 0.0502 0.07 
 
In addition to cation exchange, mineral alterations in 
bentonite were of interest. Except for 

montmorillonite, which was taken as an inert cation 
exchanger, mineral reactions were kinetically 
controlled. Consequently, kinetic parameters for the 
primary and secondary minerals needed to be defined 
(Table 6 ). The precipitation rates of minerals were 
taken to be identical to their dissolution rates. To 
simplify calculations, the crushed rock was assumed 
chemically inert; that is, no reactions involving its 
constituent minerals were considered in the 
calculations. Also, no feedback from mineral 
dissolution/precipitation reactions to the hydraulic 
properties of the materials was taken into account. 
 
The thermodynamic database adopted for aqueous 
and mineral equilibria was THERMODDEM (Blanc 
et al., 2008). The thermodynamic data for K-feldspar 
and calcium silicate hydrate (CSH) gels were taken 
from the default TOUGHREACT database 
(ThermXu.dat) and from Montori et al., 2008, 
respectively. 

RESULTS 

To enable comparing predicted and experimental 
results, the column was sectioned as in Figure 4. 

 
Figure 4. Labelling of the column sections in the 

bentonite half taken for chemical 
analyses. The blue arrow indicates the 
direction of the flow. 

The results for the cation exchange are presented in 
Figure 6 for Ca and Na and in Figure 7 for K and Mg. 
The initially Na-rich montmorillonite would not 
convert to a Ca-rich form, because the concentration 
of sodium in the inflowing water is relatively high. 
The experimentally observed increase in potassium 
content is also clearly seen in model results. 
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Table 6. Dissolution and precipitation parameters for the primary and secondary species. The kinetic rate 
constants (k25) (mol/m2/s) are from Palandri and Kharaka (2004)} unless noted otherwise.  

Mineral Dissolution/pr ecipitation parameters 

 Neutral 

mechanism 

Acid mechanism Base mechanism Surface 

area  

Grain 

radius 

 k25 k25 n(H+) k25 n(H+) (cm2/g) (m) 

Primary minerals        

Albite 2.8E-13 6.9E-11 0.317 2.5E-16 -0.471 9.8 0.001 

Cristobalite 4.9E-13     9.8 0.001 

Gypsum 2.0E-3 No additional mechanisms 9.8 0.001 

Muscovite 3.0E-14 1.41E-12 0.37 2.82E-15 -0.22 151.6 0.001 

Quartz 1.0E-14 Not available 5.0E-17 -0.5 9.8 0.001 

Secondary minerals    

Brucite 5.75E-9 1.86E-5 0.5 Not available 5.0E4 0.001 

Gibbsite 3.16E-12 2.24E-8 0.992 2.0E-17 -0.784 5.0E4 0.001 

K-feldspar 3.9E-13 8.7E-11 0.5 6.31E-12 -0.823 5.0E4 0.001 

Ettringite, Friedel_Salt, 

Hydrotalcite, Katoite, 

Monosulfoaluminate, 

Portlandite, Straetlingite, 

Tobermorite_11A, 

Tobermorite_14A 

1.0E-10(i) No additional mechanisms 5.0E4 0.001 

Hydrogarnet, CSH_0.0(ii), 

CSH_0.4, CSH_0.8, 

CSH_1.2, CSH_1.667 

Assumed at equilibrium 

(i) Set arbitrarily. 
(ii) CSH_x, where x is the calcium-to-silica ratio. 

 
 
 

 

Figure 5. Mineralogical composition of bentonite at the beginning of the experiment (left) and after 560 days 
(right). The changes in volume fraction are seen to be quite small. Note the scale on the y axis. 
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Figure 6. Experimental (left) and calculated (right) 

exchangeable calcium (top) and sodium 
(bottom) in the column (see Figure 4 for 
the legend).  

 

 
Figure 7. Experimental (left) and calculated (right) 

exchangeable potassium (top) and 
magnesium (bottom) in the column (see 
Figure 4 for the legend). 

The mineralogical composition of the bentonite at the 
onset of the experiment and after 560 days of 
interaction is presented in Figure 5. 

DISCUSSION 

The spatial and temporal match between 
experimental and predicted exchangeable cations in 
the exchanger phase (i.e., montmorillonite) was 
found to be fairly good, except for magnesium. 
Consequently, this supports the conception that the 
dissolution rate of montmorillonite is slow enough 
not to invalidate our model assumption on the 
chemical inertness of montmorilllonite within the 
experimental time. 
 
From Figure 5, the change in the mineral composition 
of bentonite is seen to be insignificant. This is not 
surprising, given the short duration of the experiment 
and the assumed inertness of montmorillonite, which 

has, by and large, the greatest volume fraction in 
bentonite (see Table 1).  

CONCLUSIONS 

The modeling of the cation-exchange equilibria from 
the flow-through experiment reported in Vuorinen et 
al. (2006) with TOUGHREACT was successful. In 
addition, some minor mineral alterations in bentonite, 
due to the hyperalkaline solution, were calculated. 
 
The interaction of cementitious material with 
bentonite needs to be studied in highly variable and 
challenging systems, such as that formed by a spent-
fuel repository. Theoretical model development and 
its successful implementation into TOUGHREACT, 
as realized in this work, will form the essential know-
how for future studies 
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ABSTRACT 

This paper presents the implementation of the 
Barcelona Basic Model (BBM) into the TOUGH-
FLAC simulator for analysis of geomechanical 
behavior of unsaturated soils. We implemented the 
BBM model into TOUGH-FLAC by (1) extending 
the existing Modified Cam-Clay (MCC) model in 
FLAC3D using the FLAC3D User Defined constitu-
tive Model (UDM) option, and (2) by adding routines 
for suction-dependent strain and net stress (referring 
to total stress less gas pressure) for unsaturated soils. 
We implemented a thermo-elastoplastic version of 
the BBM in which the soil strength not only depends 
on suction, but also on temperature. The model and 
its implementation were verified and tested against 
several examples of laboratory and independent 
numerical solutions of coupled thermal-hydrological-
mechanical behavior of unsaturated soils.   

INTRODUCTION 

The Barcelona Basic Model (BBM) is a geomechani-
cal constitutive model for the elasto-plastic behavior 
of soils under unsaturated conditions. The model was 
first developed and presented in the early 1990s as an 
extension of the classical Modified Cam Clay (MCC) 
model from saturated to unsaturated soil conditions 
(Alonso et al., 1990). The model can describe many 
typical features of unsaturated-soil mechanical 
behavior, including wetting-induced swelling or col-
lapse strains depending on the magnitude of applied 
stress, the increase in shear strength, and apparent 
preconsolidation stress with suction (Gens et al., 
2006).  
 
In this paper, we present the implementation of the 
BBM into the TOUGH-FLAC simulator (Rutqvist et 
al., 2002, 2003). We implement a thermo-elastoplas-
tic version of the BBM in which the soil strength not 
only depends on suction, but also on temperature and 
includes features for expansive (swelling) clay. This 
constitutive model, denoted herein as BBM-TEPU, is 
also implemented in the CODE-BRIGHT finite ele-
ment code at the University of Cataluña, Barcelona 
(CIMNE, 2002), and was recently applied to model 
the FEBEX in situ heater test at the Grimsel Test Site 
in Switzerland (Gens et al., 2009). We verified and 
tested the implemented constitutive model by com-

parison to published laboratory data on unsaturated 
soils, including swelling and triaxial loading of MX-
80 bentonite.  

THE BBM-TEPU MODEL  

This section presents an overview of the BBM-TEPU 
constitutive model and its relation to the original 
BBM and MCC models. The description of the 
BBM-TEPU model is in part similar to that of Krist-
stensson and Åkesson (2008), but with the inclusion 
of temperature effects.  

Stress State and Failure Surface  
In soil mechanics, the mechanical behavior and 
mechanical constitutive laws are frequently expressed 
in terms of effective mean pressure, P´ and deviatoric 
stress q. The effective mean pressure is equivalent to 
the mean of effective normal stresses, defined as: 

( ) pPPP −=′+′+′=′ 3213

1 σσσ    (1) 

where P is total mean stress and Pp is pore pressure.  
 
The deviatoric stress, a measure of shear stress, is 
defined as: 

( ) ( ) ( )
2

2
31

2
32

2
21 σσσσσσ ′−′+′−′+′−′

=q  (2) 

The original MCC model is expressed in terms of P´ 
and q where P´ is the conventional effective mean 
stress under saturated conditions, defined as   

p
mm PP −=′=′ σσ   (3) 

where σm is the total mean stress and Pp is the pore 
pressure. However, in the BBM, the strains are 
related to changes in the two independent stress vari-
ables, namely the net stress P´, defined as 

g
mm PP −=′=′ σσ   (4) 

and suction, s, defined as 

lg PPs −=   (5) 

where Pg and Pl are gas and liquid phase pressures.  
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Figure 1. Three-dimensional representation of the 

yield surface in the BBM (Gens et al., 
2006). 

The original BBM model is summarized in Figure 1, 
where the three-dimensional yield surface in p-q-s 
space is depicted (Gens et al., 2006). Under saturated 
conditions (s = 0), the yield surface corresponds to 
the MCC ellipse (Roscoe and Burgland, 1968), and 
the size of the elastic domain increases as suction 
increases. The rate of increase, represented by the 
loading-collapse (LC), is one of the fundamental 
characteristics of the BBM.  
 
Five parameters are required to define the MCC 
model, and 7 additional parameters are required for 
the BBM model. That is, 12 parameters need to be 
determined from well-controlled laboratory experi-
ments to apply the BBM model. In the BBM-TEPU 
model, the failure surface also depends on the tem-
perature. Twenty-one material parameters are needed 
to completely define this model.  
 
In these soil mechanics models, the concepts of 
specific volume, v, and void ratio, e, are used, which 
in turn can be related to porosity, φ, according to:  

e

e

v

v

+
=

−
=

1

1φ   (6) 

The evolution of void ratio is calculated from the 
evolution of volumetric strain.  

Strains due to stress, and temperature and suction 
changes 
In the TEPU model, the strain tensor, ε, is related to 
P´, q and s. We may partition the total strain into 
mechanical elastic, mechanical plastic, hydraulic, and 
thermal strain:   

Tspe εεεεε +++=   (7) 

where the hydraulic strain represents the strain asso-
ciated with changes in suction.  
Mechanical Elastic Strain 
The mechanical volumetric elastic volumetric strain 
increment is defined as  

Pd
K

d
m

e
v ′=

1ε    (8) 

where the mechanical bulk modulus is defined as 
( )

( )s

Pe
K

i

m

κ
′+

=
1    (9) 

The elastic modulus function κPS(s) is defined as  
[ ]PSPSPS sακκ += 10   (10) 

The deviatoric mechanical strain increments are 
defined as 

 se d
G

d e

2

1
=    (11) 

where G is obtained using a constant Poisson’s ratio 
ν in 

mKG
)1(2

)21(3

υ
υ

+
−

=   (12) 

Mechanical Plastic Strain 
The elastic region is bounded by the yield surface 

( )( ) ( )( ) 0,,
)0()(

*
002

2

2

2

=′−+′
=

−= psPPTspp
g

M

g

q
f s

yy θθ
   (13) 

where θ is the stress invariant called Lode’s angle, 
and the function gy(θ) describes the shape of the yield 
surface in the deviatoric plane. The shape function is 
assumed to be equal to unity in this work (von 
Mises). M is the constant slope of the critical state 
line defining the current maximum deviatoric, or 
shear, strength. The function  

  ( ) )](exp[, 0 refssSs TTskPTsP −−+= ρ  (14) 

 
describes the yield surface at hydrostatic tension as a 
function of suction and temperature change by 
increasing the cohesion.  
 

( )( ))(,*
00 sTPP T λ  is the yield stress at hydrostatic 

compression, expressed as 

( ) ( ) [ ] ( )[ ]00)0(*
0

0 ,
ii s

c
Tc

P

TP
pTsP

κλκλ −−

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=  (15) 

where  ( ) ( )TTTPTP T ∆∆+∆+= 31
*

0
*

0 2 αα  is the yield 

stress at hydrostatic compression conditions at full 
saturation, containing )( 0

*
0

*
0 TPP T= , which is a hard-

ening parameter having the evolutional law 
p

v
i

dP
e

dP ε
κλ

*
0

00

*
0

1

−
+

=  (16) 

 
λ(s) is a parameter describing the soil stiffness; λ(s) 
appears in the expression for the description of the 
specific volume v = N(s) - λ(s)ln(p′/pc), where pc is a 
reference pressure, and N(s) is the specific volume at 
p = pc. λPS(s) is taken as 
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( ) ( )( )λλλ βλλ rsrs PSPS +−−= exp1)( 0  (17) 

when the stress state is on the yield surface the plastic 
strains are obtained from the yield rule 

σ
ε

∂
∂

Λ=
g

dd p   (18) 

where dΛ is the plastic multiplier obtained from the 
consistency condition df = 0 and g is the plastic 
potential defined by  

( )( ) ( )( ) psPPTspp
g

M

g

q
g s

yy

a ′−+′
=

−= ,,
)0()(

*
002

2

2

2

θθ
α (19) 

where α is the parameter that gives rise to the 
nonassociative model, i.e. g ≠ f.  

Thermal Strain 
Thermally induced strains are purely volumetric: 

( )dTTd t
v ∆+= 20 2ααε   (20) 

where α0 and α2 are material parameters defining the 
temperature-dependent volumetric thermal expansion 
coefficient.  

Hydraulic Strain 
In analogy with thermally induced strains, the 
hydraulic (or suction) strains are purely volumetric: 

ds
K

d
h

h
v

1
=ε   (21) 

where the hydraulic bulk modulus is defined.  

 ( )
( )sp

pse
K

SP

atmh

,

)(1

′
++

=
κ

 (22) 

κSP is a hydraulic elastic modulus function defined as 

( ) )exp(ln1, 0 s
P

p
sp SS

ref
SPSPSP αακκ ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛ ′
+=′  (23) 

IMPLEMENTATION OF  BBM-TEPU MODEL 
IN TOUGH-FLAC 

The implementation of the BBM-TEPU model was 
conducted by adding a new constitutive model to the 
FLAC3D, using the option of User Defined Models 
(UDM). In addition to developing and implementing 
the BBM-TEPU model, hydraulic (or suction 
induced) volumetric strain had to be added.  

Suction and effective pore pressure 
For the implementation of the BBM-TEPU model 
into TOUGH-FLAC, suction, as well as gas pressure 
in the pores, is needed. In this implementation, it is 
assumed that  

cPs −=    (23) 

where Pc is the capillary pressure.  
Moreover, in TOUGH-FLAC, the concept of net 
pressure for unsaturated soils is implemented by 

transferring the maximum of the gas or liquid pres-
sure from TOUGH to FLAC3D according to  

),( glP PPMAXP =   (24) 

This approach enables simulation of both saturated 
and unsaturated soils. In TOUGH-FLAC, this is done 
by always transferring the first primary TOUGH2 
variable of pressure from TOUGH to FLAC. In 
single-fluid phase conditions, the first primary vari-
able is Pg for single gas phase or Pl for single liquid 
phase. For two fluid phase conditions, the primary 
variable is gas pressure, which is greater than the 
liquid pressure.  
 
Then, for fully liquid saturated conditions, the con-
ventional effective stress applies according to Equa-
tion (3), whereas for unsaturated conditions, the 
mechanical behavior depends on the two stress vari-
ables net stress and suction, defined in Equations (4) 
and (5).  

Hydraulic strain 
Hydraulic strain is added to the TOUGH-FLAC in an 
analogous manner to treatment of thermal strain in 
FLAC3D.  The hydraulic strain is defined as 

ds
K

d
h

h
v

1
=ε    (25) 

where s is changes in suction and Kh is denoted as the 
hydraulic modulus, as suggested by Kristensson and 
Åkesson (2008). The hydraulic strain is considered 
by adding an equivalent mean stress increment 
according to 

ds
K

K
dKd

h

m
h
v

mh
m == εσ   (26) 

This is implemented in FLAC3D by adding incre-
ments to the normal stresses:  

ds
K

K
d

h

m
h
xx =σ   (27a) 

ds
K

K
d

h

m
h
yy =σ   (27b) 

ds
K

K
d

h

m
h
zz =σ   (27c) 

Both Km and Kh are dependent on suction and mean 
net stress and are calculated within the constitutive 
TEPU model, whereas the stress increments are 
added in a routine using FISH, which is a program-
ming capability attached to FLAC3D  

BBM-TEPU UDM constitutive mode 
The BBM+TEPU constitutive model was 
programmed in C++ and compiled as a DLL file 
(dynamic link library) that can be loaded whenever 
needed. The new C++ program module was devel-
oped by modifying an existing C++ program module 
for the FLAC3D MCC model. Whereas the MCC 
model depends on five material parameters, the 
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BBM-TEPU model depends on 21 material parame-
ters to be fully defined. The BBM-TEPU model was 
developed from the existing MCC model by adding 
suction and temperature dependency to the failure 
surface and yield function. Moreover, the formulation 
was extended from associative to nonassociative 
plasticity. The calculation of plastic multiplier Λ was 
modified to consider suction and temperature-
dependent Ps and P0, and the nonassociativity 
parameter, αa. The final C++ code was compiled as a 
DLL, resulting in the file bbmtepu.dll. The 
bbmtepu.dll file should be added to the exe32 direc-
tory under FLAC3D and can be invoked when the 
FLAC3D is configured for UDM. 

SIMULATION TESTS OF THE 
IMPLEMENTED BBM-TEPU MODEL 

The newly implemented geomechanical constitutive 
model was tested by running a number of simulation 
test examples listed in Table 1. The performance of 
the newly implemented model was confirmed by 
comparison to results published in Alonso et al. 
(1990) and Kristensson and Åkesson (2008). The 
three test examples K&A1, K&A2 and K&A3 are 
particularly useful in this context, as these enable 
comparison to actual experimental data on MX-80 
bentonite material.  

 
Table 1. Simulation tests of the implemented BBM-

TEPU implemented in TOUGH-FLAC. 

Test Processes Reference 

AGJ1 Volumetric deforma-
tion induced by wet-
ting at increasing con-
fining stress 

Alonso et al. 
(1990) 

AGJ2 Effect of alternate 
application of load 
and suction. 

Alonso et al. 
(1990) 

AGJ4 Shear tests for differ-
ent suction. 

Alonso et al. 
(1990) 

AGJ6 Shear tests on partially 
saturated Kaoline 

Alonso et al. 
(1990) 

K&A1 Compression test of 
MX80 bentonite with 
constant suction 

Kristensson and 
Åkesson (2008) 

K&A2 Elastoplastic behavior 
of during a swelling 
test of MX-80 ben-
tonite 

Kristensson and 
Åkesson (2008) 

K&A3 Triaxial compression 
of MX-80 bentonite 

Kristensson and 
Åkesson (2008) 

 

Table 2.  BBM-TEPU model parameters for 
simulation test K&A1. 

Para
meter 

Value Description 

κPS0 0.057  Initial (zero suction) elastic 
slope for v-p' 

κSP0 0.0 Initial (zero suction) elastic 
slope for v-s 

ν 0.224 Poisson's ratio 

αSS 0.0 Parameter for s (only for expan-
sive material)  

αPS 0.0 Parameter for i (only for expan-
sive material) 

αSP 0.0 Parameter for s (only for expan-
sive material) 

Pref 0.0 Reference mean stress (only for 
expansive material) 

α0 0.0 Basic volumetric thermal expan-
sion coefficient at reference 
temperature 

α2 0.0 Parameter for temperature 
dependency of thermal expan-
sion coefficient 

λPS0 0.101 Slope of void ratio—mean stress 
curve at zero suction 

rλ 0.0 Parameter defining the maxi-
mum soil stiffness 

βλ 0.0 Parameter for increase of soil 
stiffness with suction 

ρs 0.0 Parameter for decrease of tensile 
strength due to T 

ks 0.1 Parameter for increase of tensile 
strength due to s. 

PS0 0.0 Tensile strength in saturated 
conditions 

PC 0.1 
MPa 

Reference pressure 

M 1.0 Critical state line parameter 

αa 0.72 Non-associativity parameter 

vL 3.535 Initial specific volume 

P*
0 7.7 

MPa 
Initial preconsolidation mean 
stress for saturated soil 

T0 NA Reference temperature 
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In this section, the K&A1 test example is presented 
in more detail. The K&A1 is a test example involving 
a compression test at constant suction with compari-
son to experimental data of MX-80 bentonite, as 
presented by Kristensson and Åkesson (2008). The 
input parameters taken from Kristensson and 
Åkesson (2008) are presented in Table 2. The experi-
ment involves axial loading with compressive stress 
from 0.18 MPa to 19.77 MPa, and subsequent 
unloading to 1.0 MPa. The loading and unloading 
was performed under a constant confining compres-
sive stress of 2.97 MPa and a constant suction of 28 
MPa. Both the experimental and numerical results 
show a significant irreversible volumetric deforma-
tion as a result of plastic collapsing soils (Figure 2).  

 (a)  

Non-associative α = 0.72

Associative α = 1.0

Non-associative α = 0.72

Associative α = 1.0

 
(b) 

Figure 2. Comparison of TOUGH-FLAC results 
using BBM-TEPU model with results 
presented in Kristensson and Akesson 
(2008) for MX-80 bentonite. The FLAC3D 
BBM-TEPU results are the red squares. 

Figure 2 shows a perfect agreement between the 
FLAC3D TEPU and the calculation results published 
in Kristensson and Åkesson (2008). Moreover, 
Figure 2b shows a comparison of FLAC3D TEPU 

results for associative plasticity (α = 1.0) and 
nonassociative plasticity (α = 0.72). It is very impor-
tant to consider nonassociative plasticity to replicate 
the stress-strain behavior observed in the laboratory, 
which necessitated the implementation of the 
nonassociative plasticity model.   

SIMULATION TESTS OF TOUGH-FLAC 
WITH BBM-TEPU CONSTITUTIVE MODEL 
AND SWELLING  
The interaction of the TOUGH-FLAC simulator with 
the newly implemented TEPU model and the new 
implementation of swelling (or hydraulic strain) are 
tested using two example problems:  

1) A laboratory swelling stress experiment.  

2) A horizontal nuclear waste emplacement 
tunnel at 500 m depth. 

The two examples are simulated using two options: 

1) Simple swelling model using a linear elastic 
model and swelling strain linearly dependent 
on saturation changes.  

2) A full BBM-TEPU model with suction-
dependent swelling.  

The input parameters for the BBM-TEPU model 
were extracted from Gens et al. (2009) and represent 
material parameters for the bentonite buffer to model 
the FEBEX experiment at Grimsel test site in 
Switzerland.  

TOUGH-FLAC simulation of a swelling stress 
experiment 
Swelling pressure tests are conducted on fully 
confined samples wetted to full saturation. In this 
case, the experiments were conducted on bentonite 
material used in the FEBEX in situ experiment and 
part of the international collaborative project 
DECOVALEX III (Alonso et al., 2005).  For a dry-
density of 1.6 g/cm3, a swelling pressure of about 5 
MPa was developed in the swelling experiments.  
 
For the simple swelling model, the model input 
parameters can be determined analytically to achieve 
a maximum swelling stress of 5 MPa. In such a case, 
the bentonite is assumed to behave elastically with a 
volumetric swelling and a swelling stress that 
depends on the changes in water saturation, ∆Sl, 
according to:  

swlDswD SKK βεσ ∆=∆=′∆ 3   (28) 

where ∆σ′ is the induced swelling stress (an effective 
stress), KD is the bulk modulus, and βsw is the 
moisture swelling coefficient.  

The swelling strain model is designed to produce a 
swelling stress of 5 MPa at full saturation. An 
average bulk modulus of about 20 MPa is assumed 
for the bentonite. The initial saturation is 65%, and 
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therefore ∆Sl to full saturation is 0.35 (1–0.65). Using 
this information, the appropriate moisture swelling 
coefficient can be calculated using Equation (28) as: 

238.0
35.010203

105

3 6

6

=
⋅⋅⋅

⋅
=

∆
′∆

=
lD

sw SK

σβ   (29) 

The swelling stress experiments is simulated using a 
3D 20×20×20 mm model with 20 element in the 
vertical direction (Figure 3). The model boundaries 
are fixed for displacement normal to the boundaries, 
which means that the model is fully confined from a 
mechanical viewpoint. The model is also hydrauli-
cally confined (no flow across boundaries) except at 
the bottom (water inlet) where a fully saturated 
condition is applied. The simulation is conducted for 
about 10 days under isothermal conditions at a 
temperature of 25°C. Figure 3 shows a plot of the 
saturation distribution after about 4 days.  
 
In the simulation, the soil sample becomes practically 
fully saturated in about 10 days (Figure 4a). The 
compressive stress increases proportionally to the 
saturation, but does achieve a maximum value of 
about 5.56 MPa, which is higher than the expected 5 
MPa (Figure 5 solid lines). The reason for this is that 
gas is trapped and gas pressure increases by about 0.5 
MPa, creating an additional stress increase of about 
0.5 MPa (Figure 4b). The effect of gas pressure on 
stress can be eliminated by setting Biot’s constant to 
a very small number (e.g. 1e-10). In such a case, the 
final stress is 5.12 MPa, i.e., exactly 5 MPa above the 
initial stress of 0.12 MPa (Figure 5a dashed line). 
This shows that the implemented approach for 
hydraulic strain works as intended.  
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Water Inlet
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Water Inlet
 

Figure 3. TOUGH-FLAC model of a swelling stress 
experiment and results of liquid satura-
tion after 4 days of water infiltration.  
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Figure 4. Simulated time evolution of (a) saturation, 
and (b) gas pressure at the upper end of 
the model.    
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(a)   (b) 

Figure 5. Simulated time evolution of compressive 
stress for (a) simple swelling model and 
(b) full BBM-TEPU model.   

TOUGH-FLAC modeling of a horizontal nuclear 
waste emplacement tunnel 
This modeling example is taken from the 
DECOVALEX IV project involving a horizontal 
nuclear waste emplacement tunnel at 500 m depth in 
granitic rock (Figure 6) (Rutqvist et al., 2009). The 
problem has been simulated by a number of teams in 
the DECOVALEX project using simplified models of 
the bentonite behavior. Simplified bentonite models 
were used in the DECOVALEX project, which was 
focused on the behavior of the fractured rock 
surrounding the emplacement drift, rather than the 
behavior of the bentonite itself. The problem was also 
simulated within the DECOVALEX using TOUGH2 
only for a TH analysis (no geomechanical coupling). 
A full TOUGH-FLAC analysis was not conducted 
because the bentonite swelling had not been imple-
mented into TOUGH-FLAC at that time.  
 
The model simulation was conducted in a 
nonisothermal mode with a time-dependent heat 
power input. The simulation was conducted for 
100,000 years. On a standard PC, the TOUGH2 
simulation took about 9 minutes to run, whereas the 
coupled TOUGH-FLAC simulation took about 3 to 4 
times longer to complete.  
 
Figure 7 presents the calculated evolution of 
temperature, saturation, fluid pressure within the 
buffer, and vertical uplift of the ground surface. The 
evolution of temperature, saturation, fluid pressure 
and displacement has already been compared to the 
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results of other simulation codes within the 
DECOVALEX project, showing a good agreement 
(Rutqvist et al., 2009). The 30 cm ground uplift is a 
result of rock-mass thermal expansion.   
 
 

Emplacement drifts
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Figure 6. Model domain for a TOUGH-FLAC test 
example of a bentonite back-filled hori-
zontal emplacement drift at 500 m 
(Rutqvist et al., 2009).   

 

TIME (years)

TE
M

P
E

R
A

TU
R

E
(o C

)

10-3 10-2 10-1 100 101 102 103 104 105

30

40

50

60

70

80

90

100

V6

V1

V3

TIME (years)

S
A

TU
R

A
TI

O
N

(-
)

10-3 10-2 10-1 100 101 102 103 104 1050.4

0.5

0.6

0.7

0.8

0.9

1

V1
(at waste canister)

V2
(drift wall)

Complete resaturation
in about 30 years

 
(a)   (b) 
 

TIME (years)

FL
U

ID
P

R
E

S
S

U
R

E
(m

)

10-3 10-2 10-1 100 101 102 103 104 1050

1

2

3

4

5

V3 at drift wall

TIME (years)V
E

R
TI

C
A

L
D

IS
P

LA
C

E
M

E
N

T
(m

)

10-3 10-2 10-1 100 101 102 103 104 1050

0.1

0.2

0.3

0.4

Uplft of ground surface

 
(c)   (d) 

Figure 7. Simulated evolution of (a) temperature, 
(b) liquid saturation, (c) fluid pressure, 
and (d) vertical displacement. 
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(a)   (b) 

Figure 8. Simulated evolution of stress within the 
bentonite (a) at the canister, and (b) at the 
drift wall. Dashed lines are calculated 
with the simple swell model whereas solid 
lines are calculated with the fill BBM-
TEPU model. 

The stress evolution in Figure 8 is presented for both 
the simple swelling model and the full BBM-TEPU 
model. The final compressive stress achieved in the 
bentonite buffer at 100,000 years is caused by the 
swelling of the bentonite resulting from changes in 
fluid pressure. The saturation and suction induced 
swelling may cause a stress increase of about 5 MPa, 
whereas the fluid pressure may cause another 4.5 
MPa increase in compressive stress, leading to final 
stress increases of a maximum 9.5 MPa. These 
results are reasonable and comparable with results 
achieved by other models within the DECOVALEX 
project. However, there is a marked difference in the 
stress evolution calculated with the simple swelling 
model and the full BBM-TEPU model. In the case of 
the full BBM-TEPU model, the stresses are partly 
relaxed after the peak thermal load. This relaxation is 
caused by a shear failure that occurred in the buffer 
near the canister (Figure 9). A plot of the specific 
volume at the canister reveals that a permanent pore 
collapse has occurred near the canister. The porosity 
has decreased from the initial 40% to 20%. 
 

40

20

30Waste
Canister

Plasticized zone
In bentonite buffer
near canister surface  

Rock

Porosity (%)

 
 

Figure 9. Calculated porosity distribution in the 
buffer at the 100,000 years showing a 
permanent pore collapse near the canister 
induced by drying shrinkage and shear 
failure.  
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CONCLUDING REMARKS 

A thermoelastoplastic constitutive model based on 
the Barcelona Basic Model for mechanical behavior 
of unsaturated soils has been implemented into 
TOUGH-FLAC. The model has been tested using a 
number of simulations, both in terms of the newly 
implemented constitutive model and in terms of the 
TOUGH-FLAC simulations of suction-induced 
swelling of unsaturated soils. The constitutive model 
is provided in a .dll file for linkage to FLAC3D using 
the user-defined model option. The model is now 
fully functional and ready to be applied to problems 
related to nuclear waste disposal and other scientific 
and engineering problems related to geomechanical 
behavior of unsaturated soils.  
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ABSTRACT 

Laboratory experiments and field tests suggest that 
under proper conditions, the injection of low-salinity 
water (instead of high-salinity brine) may improve oil 
recovery during waterflooding. Even though the 
exact EOR mechanisms are not fully understood, the 
change of rock wettability from Oil-Wet (OW) or 
Mixed-Wet (MW) towards Water-Wet (WW) 
conditions has been invoked to explain the increased 
oil recovery with low salinity waterflooding. From a 
modeling point of view, the wettability alteration has 
been tentatively described by a change from oil-wet 
to water-wet relative characteristic curves linked to 
the local salt content of the aqueous phase. 
 
Within a R&D project aimed to investigate low-
salinity waterflooding as an improved oil recovery 
method, the advanced modeling capabilities required 
to simulate the involved processes have been coded 
into the TMGAS EOS module of TOUGH2 reservoir 
simulator. The new features include (i) the treatment 
of OW and MW domains in addition to the WW 
conditions conventionally assumed by TOUGH2; (ii) 
the switching from OW or MW to WW relative 
permeability and capillary pressure curves, 
depending on the local sodium chloride 
concentration.  

INTRODUCTION 

Waterflooding is the most widely applied technique 
to sustain oil production affected by reservoir 
pressure depletion. It allows pressure maintenance 
and oil displacement towards the production wells. 
Enhanced Oil Recovery (EOR) processes involve the 
injection of fluids into the reservoir, whereupon the 
injected fluid interacts with the reservoir rock/oil 
system to create conditions favorable for oil recovery 
(Green and Willhite, 1998). The main physical and 
chemical mechanisms leading to an improvement in 
oil displacement efficiency can act throughout oil 
viscosity reduction, oil swelling, mass transfer 
between oil and solvent, interfacial tension (IFT) 
reduction, wettability modifications, or favorable 
phase behavior.  
 
Low-salinity waterflooding is an EOR method 
presently under evaluation, consisting of the injection 
of low-salinity brine to improve oil recovery over 

conventional higher salinity waterflooding. The 
availability and the assurance that it does not affect 
formation injectivity are traditionally the main factors 
affecting the choice of the waterflooding brine. Less 
attention has been placed so far on how brine 
composition affects displacement efficiency. 
Laboratory experiments indicate that injection of 
low-salinity brine can provide a marked increase in 
oil recovery (Tang and Morrow, 1997, 1999; Webb et 
al., 2004, 2005; McGuire et al., 2005; Zhang and 
Morrow, 2006; Lager et al., 2006, 2008) compared to 
injection of seawater or high-salinity produced water. 
Due to the complexity of the crude oil/brine/rock 
interactions, discussion of the mechanisms by which 
oil recovery is improved due to low-salinity 
waterflooding is still open. The formulated 
hypotheses include increasing pH leading to in situ 
saponification and IFT reduction, emulsion 
formation, clay migration, multi-component ion 
exchange (MIE), and wettability alterations. 
 
Regardless of the mechanism, the reservoir rock and 
fluids need to satisfy certain requirements for low-
salinity waterflooding to be successful (Jerauld et al, 
2006): connate water must be present, reservoir oil 
must contain polar components, and reservoir rock 
must contain minerals with cation exchange capacity 
as clay minerals (Lager et al., 2006). Most of the 
proposed theories that explain the increase in oil 
recovery with a change in injected brine salinity are 
consistent with the results of Tang and Morrow 
(1997). They suggest that the complexity of oil-brine-
reservoir interactions controls the wettability by a 
variety of possible mechanisms and, moreover, that 
changes from OW or MW conditions toward WW 
occur with a decrease in salinity, together with oil 
recovery by spontaneous imbibition and oil recovery 
by waterflooding. 

THE TOUGH2-TMGAS SIMULATOR 

TMGAS (Battistelli and Marcolini, 2009) is an EOS 
module specifically designed for the TOUGH2 
reservoir simulator (Pruess et al., 1999), able to 
model the two-phase flow of an aqueous (Aq) and a 
nonaqueous (NA) phase in deep geological 
structures. TMGAS can simulate the two-phase 
behavior of NaCl-dominated brines in equilibrium 
with a NA mixture containing hydrocarbons (pure as 
well as pseudo-components) and inorganic gases. The 
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NA phase can be either in gas, supercritical, or liquid 
(condensed) conditions, with the limitation that such 
conditions cannot coexist within the same grid 
element. The PR cubic EOS (Peng and Robinson, 
1976), with the modifications suggested by Soreide 
and Whitson (1992), is used for phase-equilibria 
calculations.  
 
NA phase density is computed using the PR EOS, 
accounting for conventional volume shift correction, 
whereas departure enthalpy and dynamic viscosity 
are computed using the LK EOS (Lee and Kesler, 
1975) and the Friction Theory Model (Quinones-
Cisneros et al., 2001), respectively. The most 
accurate Friction Theory Model with seven 
adjustable parameters was calibrated for all the pure 
components covered by the internal database of 
TMGAS against the NIST Web Database 
REFPROP7 (Lemmon et al., 2002). In addition, the 
general one-parameter Friction Theory Model is 
available in the code, specifically implemented for 
pseudo-components and species not already 
supported by the internal database. This can be very 
useful when dealing with ordinary petroleum 
mixtures generally described by means of both pure 
components and pseudo-components. Brine 
properties are evaluated using updated versions of the 
correlations implemented in the EWASG EOS 
module (Battistelli et al., 1997) for water and sodium 
chloride mixtures. For a detailed description of 
TMGAS, refer to Battistelli and Marcolini (2009). 

WETTABILITY ALTERATION MODEL 

A model was developed to describe the wettability 
alteration from OW or MW conditions to WW, 
consequent to the low-salinity brine injection into the 
reservoir. The model is inspired by the work of 
Delshad et al. (2006) for the reservoir simulator 
UTCHEM (University of Texas, 2000) concerning 
rock wettability changes induced by the injection of 
an aqueous solution containing a specific polymer. It 
is based on the introduction of two sets of relative 
permeability and capillary pressure curves 
corresponding to the “initial” wettability conditions 
(OW or MW) and final wettability conditions (WW). 
The property value is obtained by linear interpolation 
between initial and final conditions: 

( ) final
r

initial
rr kkk

βββ
ωω −+= 1          (1) 

( ) final
c

initial
cc PPP ωω −+= 1           (2) 

 
where krβ indicates the relative permeability to the 
phase β and  Pc is the capillary pressure. The 
interpolation parameter ω is correlated to the 
normalized concentration of salt in the two 
component water–sodium chloride system, as given 
by Equation (3), where X indicates the mass fraction 
in the Aq phase. 

OH
Aq

NaCl
Aq

NaCl
AqNaCl

Aq
XX

X
X

2+
=           (3) 

Analogously to Jerauld et al. (2006), two threshold 
values for the normalized sodium chloride 
concentration, wetXmax  and wetXmin , are assumed. 
During the dilution process, when the normalized 
NaCl mass fraction reaches the upper bound, the 
transition from initial to final wettability conditions 
begins. Until the salt concentration is comprised 
between the two concentration thresholds, relative 
permeabilities and capillary pressure are calculated as 
indicated by Equations (1) and (2). The wettability 
alteration process toward WW conditions is 
completed when the salt concentration becomes 
lower than the lower threshold value. 

The proposed modeling approach requires that the 
interpolation parameter ω assumes the following 
values outside the interpolation interval: 

1=ω  if  wetNaCl
Aq XX max≥          (4) 

0=ω  if  wetNaCl
Aq XX min≤          (5) 

For intermediate sodium chloride concentrations, a 
specific interpolation function is needed. TOUGH2-
TMGAS implements three different formulations, 
based on linear and trigonometric functions. 
 
TOUGH2 assumes the porous medium is always 
under WW conditions; since the NA phase pressure 
is the reference pressure, the capillary pressure is 
always negative. This limitation is removed in order 
to implement the wettability alteration model by 
introducing the wettability index IOW, defined for 
each gridblock. IOW assumes the following values: 

• 0 in WW conditions (default) 
• 1 in OW conditions 
• 2 in MW conditions 
 

In the present formulation, wettability conditions 
other than WW are available only by selecting the 
Corey characteristic curves for phase relative 
permeability and capillary pressure. The Corey model 
for strongly WW or strongly OW conditions is 
defined as follows: 

β

βββ

E
n

o
rr Skk =            (6) 

( ) PcE
nPcc S

k
CP

β
−

Φ
= 1          (7) 

where Φ and k are porosity and absolute 
permeability, respectively; the relative permeability 
end point o

rk
β

 and the exponent Eβ depend on phase 

β, and CPc and EPc are constants. To satisfy the 
TOUGH2 convention, CPc is negative for WW 
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conditions and positive for OW conditions. The 
normalized saturation Snβ is given by: 
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For a MW porous medium, Corey’s model for 
relative permeability is unchanged, whereas the 
capillary pressure needs substantial variations. The 
curve is subdivided into a positive and negative 
branch, and the capillary pressure cancels out if the 
Aq phase saturation is equal to a specific ∗S . If 

∗≤ SSw : 
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while if ∗≥ SSw : 
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New necessary parameters are supplied throughout 
the ROCKS and SELEC data blocks. The estimation 
of the interpolation parameter ω is performed in the 
two-phase section of the EOS module. Regardless of 
the salt concentration, WW conditions cannot be 
changed and ω is set at zero. Only if IOW is not 
equal to zero, then ω assumes a unit value or is 
calculated on the basis of previously introduced 
functional forms.  

1D LINEAR SIMULATIONS 

The constant injection rate of low-salinity brine in a 
homogeneous and isotropic reservoir of 1000 m 
length is modeled using a 1D Cartesian grid. The 
system is discretized into 100 elements of 10 m 
length and constant cross area of 100 m2. The system 
is initially in OW conditions and at residual 
saturation of the aqueous phase. Brine is injected on 
one side of the grid while, on the opposite side, 
constant conditions equal to initial conditions are 
maintained. The salinity of the injected brine is lower 
than the salinity of the reservoir connate brine and 
low enough to start a rock wettability alteration 
process. The upper threshold value of normalized 
sodium chloride concentrations is set equal to 10,000 
ppm, while the lower threshold limit is set equal to 
2000 ppm. The sinusoidal functional form for the 
interpolation parameter ω was adopted for every 
simulation. The main petrophysical properties of the 

reservoir and thermophysical parameters of fluid 
phases are listed in Table 1. Except for a negligible 
amount of water imposed by the two-phase 
equilibrium with the Aq phase, it is assumed that the 
NA phase is composed of just one component, 
described by means of the pseudo-component 
approach. The Friction Theory Model and the 
Peneloux volume shift have been used to reproduce, 
respectively, the oil viscosity and density specified in 
Table 1. The parameters of the relative permeability 
and capillary pressure curves specific of initial OW 
and final WW conditions are listed In Table 2. 
 
Table 1. Main petrophysical properties of the 

reservoir and thermophysical properties 
of the fluid phases. 

Initial pressure  (Pa) 100×105  
Constant temperature  (°C) 40  
Initial salinity  (molal) 0.9  
Absolute permeability (m2) 5.0×10-12  
Porosity 0.20 
Initial brine density (kg/m3) 997.25  
Initial oil density  (kg/m3) 637.35  
Initial brine viscosity  (Pa s) 0.6550×10-3  
Initial oil viscosity  (Pa s) 4.4856×10-3  
Brine injection rate  (kg/s)/m2 1.002E-2  
Mobility ratio1 (OW) 11.98 
Mobility ratio (WW) 2.74 

 
Table 2. Parameters of initial (OW) and final 

(WW) relative permeability and capillary 
pressure curves. 

 Oil-Wet Water-Wet 
Swr 0.35 0.40 
Sor 0.35 0.10 
Krw,0 0.7 0.4 
Kro,0 0.4 1 
Ekw 2 2 
Eko 2 2 
Cpc 0.51371 -0.51371 
Epc 6.2 4 

 
Continuous injection of low-salinity brine 

An aqueous solution with NaCl concentration of 
1000 ppm is injected for 1 year. Relative 
permeability and capillary pressure evolution in a 
grid element close to the boundary opposite to the 
injection is shown in Figure 2. Figure 1 and 2 show 
that, initially, both relative permeabilities and 
capillary pressure follow the OW characteristic 
curves. When the concentration in the gridblock 
                                                           
1 Mobility ratio definition by Green and Willhite (1998): 
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reaches the upper salinity limit, the linear 
interpolation process between OW and WW curves 
starts and continues until the lower salinity threshold 
is achieved. From that point on, the WW 
characteristic curves are maintained. 
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Figure 1. OW and WW relative permeabilities as 

functions of Aq phase saturation and 
calculated relative permeabilities at the 
end of the 1D grid as time increases. 
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Figure 2. OW and WW capillary pressures as 

functions of Aq phase saturation and 
calculated capillary pressure in an 
observation grid element as time 
increases. 

Figure 3 shows, at fixed simulation times, the profiles 
of Aq phase saturation and NaCl mass fraction as a 
function of the distance from the injection well. The 
injected brine displaces the reservoir oil, so the Aq 
phase saturation increases with time, whereas the Aq 
phase salinity decreases. As shown in Figure 5, after 
1 month of injection, the final WW conditions have 
been established only in the first few gridblocks. 
However, after 9 months, the salt concentration drops 
below the lower boundary of 2000 ppm over the 
entire system, and the rock domain becomes 
completely WW.  
 

As can be seen in Figure 3, at great distances the Aq 
phase saturation takes on a value slightly greater than 
the residual brine saturation. This is due to the 
formation of a “connate water bank” more evident in 
Figure 5 relative to a fairly short simulation time of 
1.5×106 s. Initially the injected brine displaces the 
connate brine that accumulates ahead of the oil 
displacement front, denoted by a vertical dotted line 
for both low- and high-salinity injection cases. As 
time increases, in a growing number of grid elements, 
the wettability alteration process toward WW 
conditions takes place: oil phase mobility increases, 
together with the volume accessible to the aqueous 
phase. In Figure 5, the distance covered by the final 
WW conditions is highlighted by a vertical black 
dotted line. 
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Figure 3. Continuous injection of low salinity brine: 

Aq phase saturation (continuous line) and 
NaCl concentration (line plus symbols) at 
four different times. 
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Figure 4. Continuous injection of low salinity brine 

vs. slug injection: location of wettability 
change front from OW to WW conditions 
at fixed simulation times.  
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Slug injection of low salinity brine 

If low-salinity brine must be provided by treating 
higher salinity brines, it could be more convenient to 
inject limited amounts of low-salinity brine, followed 
by the conventional waterflooding process. 

0

0.2

0.4

0.6

0.8

1

0 200 400 600 800 1000
Distance (m)

A
q 

Ph
as

e 
Sa

tu
ra

tio
n

0

0.01

0.02

0.03

0.04

0.05

0.06

Sa
lt 

M
as

s 
Fr

ac
tio

nLow
Salinity
Injection

High
Salinity
Injection

Upper Salinity Limit

Lower Salinity Limit

Displacement fronts

Wettability alteration 
front

 
Figure 5. Comparison between Aq phase saturation 

profiles (continuous line) resulting from 
high and low salinity injection and NaCl 
concentration profile (line plus symbol) at 
a short time (t=17.36 days). 

Leaving the same total simulation time, first we inject 
low-salinity brine for two months and brine with the 
same connate brine composition for the residual time 
(referred to from here on as “high salinity brine”). As 
shown in Figure 4, after 6 months the wettability 
alteration process is completely arrested, and water 
wet conditions have been established in the first 520 
m of the system. Oil mobilized in these gridblocks 
accumulates downstream, generating an “oil bank” 
(Figure 6) that is slowly displaced as time increases.  
 
The NaCl concentration profiles reported in Figure 7 
show that high-salinity injection interrupts dilution. 
The salt mass fraction again rises over the upper 
salinity threshold, limiting the wettability alteration 
process to a small region of the system. 
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Figure 6. Slug injection of low salinity brine: Aq 
phase saturation profiles at four different times. 
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Figure 7. Slug injection of low salinity brine: NaCl 

concentration profiles at four different 
times. 

In Figure 8, the cumulative oil recovery relative to 
the previously described cases can be analyzed, 
together with the upper and lower bounds of 
achievable oil recovery, represented by the 
waterflooding in a WW domain (independent on 
brine salinity) and by the injection of the high salinity 
brine, respectively. All simulations are performed at 
the same initial conditions. Then, if the rock-domain 
is WW, the aqueous phase saturation of 0.35 is less 
than the WW irreducible water saturation equal to 
0.40. Fig. 8 shows that the change in slope indicative 
of the water breakthrough is delayed for a WW 
domain, due to the higher AQ phase irreducible 
saturation of the WW domain compared to the cases 
characterized by an initial OW domain. In the three 
examined OW scenarios the aqueous phase 
breakthrough takes place at the same injection time 
since it occurs so rapidly as to anticipate the 
beginning of wettability alteration process. 
 
The oil recovery factor is strongly affected by the 
residual oil saturation specific of the final wettability 
status reached in the reservoir. In general, compared 
with an OW domain, a WW domain is characterized 
by lower residual oil saturation since it tends to retain 
water. Regardless of the speed, the maximum 
achievable oil recovery is that obtainable if WW 
conditions are established in all grid-block elements. 
On the other hand, if OW conditions persist all over 
the system the oil recovery is minimum. While 
intermediate amounts of produced oil correspond to 
those situations wherein the wettability alteration 
process is completed only in a section of the total 
domain. 
 
Concerning the two cases described above, the 
continuous injection of low-salinity brine seems to 
add minor increments to the recovery factor 
compared to the 2 months of slug injection. 
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Figure 8. Comparison among the cumulative oil 

recovery obtained with waterflooding of a 
WW domain and an OW domain with high 
salinity brine and with continuous and 
slug low salinity injection.  

 
 
5-SPOT WELL PATTERN SIMULATIONS 
The slug injection of low-salinity brine is also 
modeled by using a 5-spot well pattern approach. The 
2D Cartesian grid was generated with the PATTY 
code (Fuller e Pruess, 1985) developed at LBNL for 
simulators of the TOUGH2 family. Since simulation 
results can be affected by grid orientation effects, a 9-
point differencing scheme was adopted with a 
parallel grid. Due to the symmetry of the system, the 
simulations are limited to 1/8 sector of a 5-spot well 
pattern. The horizontal layer is discretized into 121 
elements, for a total surface area of 20,240 m2, with 
the injector-producer spacing equal to 284.5 m. The 
parameters of relative permeabilities and capillary 
pressure curves specific for initial OW and final WW 
conditions are in Table 3. 
 
Table 3. Parameters of initial (OW) and final 

(WW) relative permeability and capillary 
pressure curves. 

 Oil-Wet Water-Wet
Swr 0.15 0.20
Sor 0.35 0.20
Krw,0 0.6 0.2 
Kro,0 0.4 1
Ekw 2  5 
Eko 6  2 
Cpc 0.7 -0.7
Epc 3 3

 
Both the continuous (Case A) and the 0.25 PV slug 
(Case B) injection of low-salinity brine have been 
simulated. The system initially has a brine phase at 
irreducible saturation with a 0.9 molal NaCl 
concentration. Initial pressure and temperature are, 
respectively, 136.2 bar abs and 39.44°C. Porosity, 
absolute permeability, oil properties, and the 

wettability alteration model used for the 1D 
simulation have been preserved. Brine is injected at a 
constant rate of 0.0255 kg⋅s-1⋅m-1, and production 
occurs with a well on deliverability at a constant 
bottomhole pressure of 130 bar abs.  

Figure 9 shows the Aq phase saturation and NaCl 
mass fraction profiles in the production well block 
for both cases A and B. Since oil displacement occurs 
preferentially along the connection between injection 
and production wells, the Aq phase breakthrough 
takes place just after 0.15 injected PV, as attested by 
the early increment of the Aq phase saturation. 
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Figure 9. Case A (thin line) and B (thick line): Aq 

phase saturation and NaCl concentration 
as function of injected PV.  

 
The Aq phase saturation remains stable until the 
transit of the connate water bank is completed, and 
then it starts increasing again while the wettability 
alteration process advances toward WW conditions. 
Figures 10 and 11 show the NA-phase saturation 
distribution for cases A and B, respectively, 
corresponding to four subsequent simulation times.  
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Figure 10. Case A: NA phase saturation distribution 

at different injected pore volumes. 
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Figure 11. Case B: NA phase saturation distribution 

at different injected pore volumes. 

 
Case A Case B

 
Figure 12. Case A and B: WW conditions distribution 

at final simulation time (0= WW, 1=OW).  

At final simulation time, Case A oil saturation is 
close to the WW residual saturation almost 
everywhere over the domain, while in the other 
scenario, the preservation of OW conditions in a 
large number of the gridblocks (Figure 12) prevents 
an increase in oil-phase mobility. 
 
The NaCl concentration evolution is shown in 
Figures 13 and 14. Moving away from the injection 
well, the low-salinity slug mixes with the connate 
brine, while the high-salinity brine injected upstream 
and the resulting NaCl concentration do not favor a 
consistent WW-condition advancement. At final 
simulation time, the initial salt mass fraction is 
almost fully restored over the entire domain. 
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Figure 13. Case A: NaCl mass fractions distribution 

at different injected pore volumes. 
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Figure 14. Case B: NaCl mass fraction distribution 

at different injected pore volumes. 

Figure 15 shows a comparison between the oil recov-
ery curves in the two considered scenarios. In Case 
A, the final oil recovery is ~70% of the Original Oil 
In Place (OOIP), while it decreases to 50% if only a 
low-salinity brine slug is injected—it is strongly 
dependent on the advancement of the WW-conditions 
front and, then, on slug size. Note that a 20% incre-
ment of oil recovery requires injecting a low-salinity 
volume eight times that of the slug. 
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Figure 15. Case A and B: OOIP(%) as function of 

injected pore volumes.  

CONCLUSIONS 

Although experimental results and field tests seem to 
confirm the effectiveness of low-salinity waterflood-
ing, the exact mechanisms responsible for the oil 
recovery increase are still to be understood. Among 
the modeling solutions proposed to simulate the 
observed EOR phenomena by Jerauld et al. (2006), 
the most important is the alteration of rock wettabil-
ity conditions as a function of Aq phase salinity in 
the reservoir. 
 
The effects of salt concentration on relative perme-
ability and capillary pressure characteristic curves 
were treated with a simplified approach, similar to 
that used by Delshad et al. (2006) concerning the 
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wettability alteration induced by surfactant and/or 
polymer injection. The formulated model consists 
substantially in the introduction of two sets of 
characteristic curves, specific of initial (OW or MW) 
and final (WW) rock wettability conditions. The 
relative permeability and capillary pressure values 
are the result of linear interpolations depending on 
parameter ω, strongly correlated to the local salt 
concentration. Parameter ω can vary from 1 to 0 
according to different functional forms. The model 
was implemented in the TMGAS EOS module 
(Battistelli and Marcolini, 2009) of the TOUGH2 
reservoir simulator (Pruess et al., 1999). 
 
To verify the performances of the wettability altera-
tion model and analyze related processes during 
waterflooding, different simulations have been 
presented. A 1D Cartesian grid and a 2D 5-spot well 
pattern have been used. Both continuous and slug 
injection of low-salinity brine have been simulated, 
evaluating the additional reservoir oil recovery of 
low-salinity injection compared with the high-salinity 
injection. The formation of a connate water bank, as 
described in Jerauld et al. (2006), has been observed. 
Numerical simulation seems to be a promising tool 
for analyzing laboratory and field tests and optimiz-
ing low salinity waterflooding operations.  
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ABSTRACT 

We describe three hydrogeophysical approaches for 
improving characterization of subsurface flow and 
transport by integrated simulation of geophysical and 
hydrogeochemical processes and measurements. 
Each approach is presented with an example that 
benefits from recent advances in the TOUGH family 
of codes. The first example considers the coupled 
simulation of time-lapse electrical resistivity data 
(ERT) and hydrogeochemical data to evaluate the 
impact of recharge on subsurface contamination at 
the DOE Oak Ridge Integrated Field Challenge site. 
The second example involves the combination of 
multiscale hydrogeophysical data integration and 
dual-domain transport modeling to enable long-term 
transport prediction at a contaminated site within the 
DOE Savannah River Site. The third example, based 
on a site in the Gulf of Mexico, demonstrates how the 
coupled simulation of gas production and time-lapse 
seismic surveys can help monitor the evolution of 
subsurface properties, and thus manage production 
from a gas hydrate accumulation. While the 
approaches considered in these examples are entirely 
different from one another, they share the common 
goal of improving subsurface characterization by 
taking advantage of the sensitivity of geophysical 
data to subsurface fluid distributions and properties 
that govern flow and transport. This work reflects the 
substantial progress made in developing approaches 
for integrating geophysical and hydrogeochemical 
data in the TOUGH family of codes, in applications 
ranging from environmental remediation to nuclear 
waste storage to oil and gas production. 

INTRODUCTION 

The use of geophysical data for hydrological investi-
gations—broadly referred to as the field of hydrogeo-
physics—is increasingly popular, due to the sensitiv-
ity of geophysical measurements to properties that 
are (directly or indirectly) related to hydrological 
processes. The challenge is in extracting information 
from geophysical data at a relevant scale that can be 
used quantitatively to inform hydrological models.  
 
A powerful recently developed hydrogeophysical 
approach involves the coupled modeling of hydro-
logical and geophysical processes, such that 
simulated geophysical measurements become a 

function of the hydrological processes. This modeling 
approach, sometimes referred to as coupled hydro-
geophysical modeling,  can be used in “inverse 
mode,” wherein hydrological parameters are 
estimated by minimizing the difference between 
measured and simulated geophysical and hydrologi-
cal data using an optimization algorithm. Coupled 
hydrogeophysical modeling is also useful in “forward 
mode,” for example, to evaluate the sensitivity of 
different geophysical measurements for monitoring 
purposes or experimental design. 
 
The TOUGH family of codes has been used for a 
variety of coupled hydrogeophysical modeling 
applications. For example, an approach involving 
time-lapse ground-penetrating radar measurements 
(Kowalsky et al., 2004; Finsterle and Kowalsky, 
2008) was applied to an infiltration experiment at the 
DOE Hanford site (Kowalsky et al., 2005) and to a 
drift-scale experiment at the proposed site for nuclear 
waste disposal at Yucca Mountain (Kowalsky et al., 
2008). The use of electrical resistance tomography 
(ERT) data was also considered (Lehikoinen et al., 
2009a; 2009b). Such approaches are applicable when 
physical properties in the system (e.g., aqueous- or 
gas-phase saturation, solute concentration, pressure, 
temperature) are undergoing transient changes, and 
time-lapse geophysical measurements are available 
that are sensitive to such changes. These were also 
local-scale studies, limited to relatively small regions 
in the vicinity of boreholes. 
 
For studies involving much larger scales, such as the 
plume scale, time-lapse geophysical data are not 
always applicable or available for aquifer characteri-
zation, and different techniques are needed for inte-
grating hydrogeophysical measurements. While it is 
impractical to collect high-resolution characterization 
data over the entire aquifer, various types of hydro-
geophysical data are commonly collected that cover a 
range of scales: from regional-scale surface 
geophysical data, to local-scale crosshole geophysical 
data, to well logging and core data. Such data may be 
accommodated using a multiscale hydrogeophysical 
data integration framework (Kowalsky et al., 2007) to 
provide useful information that can be integrated 
directly into a hydrological model. 
 
Here we describe three examples of recent studies 
involving the TOUGH family of codes that reflect a 
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variety of hydrogeophysical approaches: coupled 
hydrogeophysical modeling of time-lapse electrical 
resistivity data and hydrogeochemical data to evalu-
ate the impact of recharge on subsurface contamina-
tion at the DOE Oak Ridge Integrated Field 
Challenge site (Example 1); combined multiscale 
hydrogeophysical data integration and dual-domain 
transport modeling to enable long-term transport 
prediction at a contaminated site at the DOE Savan-
nah River Site (Example 2); and examining the feasi-
bility of seismic methods for monitoring a gas 
hydrate accumulation undergoing production 
(Example 3).  
 
EXAMPLE 1: COUPLED MODELING OF 
ELECTRICAL RESISTIVITY DATA AND 
HYDROGEOCHEMICAL DATA  
 
Here we describe an approach that will be used to 
help understand the impact of recharge on subsurface 
contamination at the southern-most corner of the S-3 
ponds at the Oak Ridge Integrated Field Research 
Challenge (IFRC) site in eastern Tennessee. The 
approach involves the coupled modeling of time-
lapse electrical resistivity (ERT) voltage data and 
hydrogeochemical data, including water level and 
solute concentration data. Details of the work may be 
found in Kowalsky et al. (2009a). 
 
At the study site, recharge to groundwater is substan-
tial and highly variable, exerting a major influence on 
local hydrological processes. Recharge from precipi-
tation fluctuates not only seasonally and annually, but 
also varies rapidly in response to individual storm 
events. A related source of recharge—runoff from the 
S-3 parking lot—enters the formation through inter-
mittent standing water in a drainage ditch. The 
formation of perched water zones is commonly 
observed at shallow depths, also affecting local 
recharge. Heterogeneity at the S-3 site—resulting 
from a complex mixture of soil, saprolite, and 
fractured sedimentary rocks—along with preferential 
flow paths, and a rapid aquifer response to fluctua-
tions in recharge, all lead to spatial and temporal 
variability of groundwater chemistry and contaminant 
transport (Van de Hoven, 2005), necessitating the 
development of new approaches to interpret data and 
understand hydrological processes at the site. 
 
We developed a coupled hydrogeophysical modeling 
approach for the site using iTOUGH2 (Finsterle, 
2004), which provides forward and inverse modeling 
capabilities for a variety of hydrogeochemical and 
geophysical data. The approach integrates a 
hydrogeochemical forward model (HM) and a 
geophysical forward model (GM). The HM is 
TOUGH2 (Pruess et al., 1999), which simulates fluid 
flow and solute transport, and the corresponding 
hydrogeochemical measurements. The GM is an 
electrical resistivity model called CRMOD (Kemna 

et al., 2002), which simulates electrical current in the 
subsurface and the corresponding resistivity measure-
ments.  
 
The coupled hydrogeophysical modeling approach 
(Figure 1) can be used to perform inverse modeling, 
as follows: (1) a set of hydrogeochemical and 
geophysical parameters is specified; (2) a hydrogeo-
chemical simulation is performed with the HM, 
producing the simulated hydrogeochemical data and 
the information used as input for the GM; (3) a 
petrophysical model translates the HM output (e.g., 
water saturation, solute concentration, and porosity) 
into the relevant geophysical property (e.g., electrical 
resistivity); (4) the geophysical data are simulated 
with the GM at the specified geophysical survey 
times; (5) an objective function is evaluated to 
measure the dissimilarity between the measured and 
simulated hydrogeochemical and geophysical data; 
(6) a new set of hydrological and geophysical 
parameters are obtained through an optimization 
algorithm (or a nongradient-based optimization 
algorithm); and (7) the process is repeated starting at 
(2), until a set of parameters that sufficiently mini-
mizes the objective function is found, at which point 
the inversion is complete.  

 

Figure 1. Approach for coupled hydrogeophysical 
inverse modeling. 

For this study, we constructed a local-scale 
hydrogeochemical model based on field data 
collected near the S-3 ponds site at Oak Ridge in late 
2008 during high precipitation and recharge events. 
Time-varying infiltration due to rainfall and a drain-
age ditch drives the system and is implemented based 
on measured data. As a first step, we consider at 
present a vertical 1D model (Figure 2); its use makes 
the implicit assumption that lateral flow is less 
significant than vertical flow (this assumption will be 
relaxed in future work). An atmospheric boundary is 
at the top surface of the model, and a semi-confining 
layer is at the bottom. 
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Figure 2. Conceptual model (left), and schematic of 
1-D hydrological model (right). 

The model is calibrated to water level data measured 
in wells within the saturated zone and a zone with an 
intermittently perched water table, and to nitrate 
concentration data collected from a multilevel 
sampling well. In Figure 3, preliminarily simulated 
hydrogeochemical data are compared with measured 
data.  
 
The 1D hydrogeochemical model described above is 
coupled to a 2D electrical resistivity model. That is, 
output from the vertical 1D hydrological grid is 
projected onto the 2D ERT grid (Figure 4), giving an 
ERT model with time-varying vertical heterogeneity.  
 
In this study, we consider a subset of the ERT 
electrode configurations used in the field experiment. 
The chosen subset is sensitive to vertical variations in 
properties and time-varying changes thereof, and thus 
is well suited to the hydrological model. In particular, 
the subset of measurements includes current dipoles 
formed with electrodes in opposing boreholes, and 
potential dipoles formed by receivers in individual 
boreholes (and only the electrodes that stay below the 
fluctuating water table are considered). One of the 
current dipoles and its corresponding measurement 
dipoles are depicted in Figure 4. 
 
The ERT voltages simulated at four survey times for 
all current and measurement dipole combinations 
considered in this study are shown in Figure 5. Note 
that changes from the first to the second survey are 
minor, but significant changes from the first to the 
third and fourth surveys are substantial, indicating 
good sensitivity of ERT data to the hydrogeo-
chemical processes. In ongoing work, we are 
performing the coupled hydrogeophysical inversion 
of these data sets (Figure 3 and 5). 
 

 

Figure 3. Measured and simulated (left) water level 
data in the perched and saturated zone 
wells, and (right) nitrate concentrations at 
noted depths in a multilevel sampling 
well. Depths less than 2.6 m indicate the 
presence of water in the perched zone 
well. 

 

Figure 4. Numerical grid for ERT showing the 
electrodes for a current dipole (blue line) 
and the corresponding 67 measurement 
dipoles (red lines). An additional 20 
current dipoles at different depths are 
also included, each with a different set of 
measurement dipoles, giving 1,442 meas-
urements per survey. We consider four 
surveys in all from December 2008. 
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Figure 5. Simulated ERT data as a function of 

measurement dipole (x-axis) and current 
dipole (y-axis) for four survey times. 
Voltages are shown in (a) for the first 
survey time (Day 343), while voltages for 
later survey times (Days 344, 353, 354), 
in (b)–(d), respectively, are normalized by 
values of the first survey time.  

The overall goals in this study are to evaluate the 
sensitivity of the approach for discerning the hydro-
geochemical processes of interest and to evaluate the 
sensitivity of the electrical resistivity datasets for 
monitoring freshwater recharge and associated 
contaminant dilution effects. The insight gained is 
expected to help guide site-wide efforts examining 
the influence of recharge on contaminant concentra-
tions and natural attenuation mechanisms. Future 
work will involve the incorporation of increasingly 
complex processes (e.g., fracture-matrix interac-
tions), additional hydrogeochemical data types (e.g., 
isotopic data), and additional geophysical data types 
(e.g., surface-based ERT, self potential or SP, and 
surface seismic) into the modeling framework. 

EXAMPLE 2: COMBINED 
HYDROGEOPHYSICAL DATA 
INTEGRATION AND DUAL-DOMAIN 
TRANSPORT MODELING 

Predicting the long-term behavior of contaminant 
plumes using conventional characterization and 
modeling approaches is not reliably accurate for 
guiding environmental remediation strategies. The 
deficiency evidently results from an inability to 
collect high-resolution characterization data over the 
plume scale, and from the computational burden of 
high-resolution plume-scale transport simulations. In 

this example, we discuss an approach that enables 
more reliable and computationally efficient contami-
nant transport prediction, through the combination of 
multiscale hydrogeophysical data integration and 
dual-domain transport modeling. Details of this work 
will be provided in a publication that is in prepara-
tion; an earlier version was presented by Kowalsky et 
al. (2007). 
 
Because the approach is developed within the context 
of a contaminated site (the P-Area) at the DOE 
Savannah River Site, we assume the aquifer of 
interest is composed of two dominant facies: one 
mobile and one immobile (or less mobile). 
Contaminant interactions between the mobile and 
immobile facies are expected to play a key role in 
long-term behavior at the plume scale; such 
interactions can be accounted for using a dual-
domain model (DDM), provided that the necessary 
parameters are obtainable from characterization data. 
Accordingly, the approach we developed combines 
(1) a DDM that relies on field-measurable attributes; 
and (2) a facies-based multiscale characterization 
procedure that incorporates different types of hydro-
logical and geophysical data (e.g., seismic and 
electrical resistivity) collected at various scales (i.e., 
surface, crosshole, and core scale), as guided by 
parameterization needs of the DDM. 
 
The progression of the approach is depicted in 
Figure 6, with the hydrogeophysical data as the first 
component. The surface-based geophysical data 
provide information over large regions but with 
relatively low resolution, while the crosshole data 
provide higher resolution information but at limited 
locations. The crosshole data may be useful for 
mapping the distribution of sand or clay facies, for 
example, between two wells; lower resolution surface 
data provide larger-scale (regional) information, such 
as the average proportion of sand or clay facies 
within a depositional unit throughout the aquifer. 
Core data provide point measurements that help to 
interpret crosshole geophysical data and link them to 
surface data. 
 
Hydrogeophysical data integration is the second 
component of the approach (Figure 6). It is 
performed using a Bayesian statistical model, similar 
to that developed by Chen et al. (2004), in which the 
unknowns, cast as random variables, are framed as a 
joint conditional probability density function (pdf). 
By sampling the pdf, the regional-scale volume 
fraction is estimated throughout the aquifer, based on 
the surface-based geophysical data, while being 
conditioned to the core data and crosshole geophysi-
cal data at a smaller scale. Figure 7 depicts the 
various scales of data and the unknowns.  
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Figure 6. Approach for combined hydrogeophysical data integration and dual-domain transport modeling. 

For the transport model (the third component of the 
approach, as depicted in Figure 6), we employ a 1D  
DDM with the assumption that it can adequately 
reproduce the transport behavior of a 2D aquifer 
containing low-permeability inclusions. Transport 
between the mobile domain (i.e., high-permeability 
regions) and the immobile domain (i.e., low-perme-
ability regions) is explicitly accounted for using 
geometrical features inferred in the data integration 
approach. Specifically, the transport model requires 
characterization of the inclusion geometry, the 
spatially varying volume fraction of each facies, and 
a mass-transfer parameter.   
 
The last step entails hydrological predictions, such as 
contaminant breakthrough curves at wells that are 
downgradient from the contaminant source, using the 
DDM parameterized with data from the hydro-
geophysical data integration (fourth component in 
Figure 6),. 
  
We performed a synthetic study to explore links 
between the geophysical data and the DDM parame-
ters, and to test the overall feasibility of the approach. 
iTOUGH2 was used to (1) develop a high-resolution 
transport model for generating the “real” data, (2) 
develop the DDM and incorporate output from the 
hydrogeophysical data integration, and (3) make 
transport predictions. An example of the synthetic 
data is shown in Figure 8. 
 
In summary, we have developed a linked data 
integration-transport modeling approach for long-

term contaminant transport predictions and collected 
a variety of field-scale hydrogeophysical data at the 
P-Area to test the approach. We are using a 
simplified transport model that can be parameterized 
mechanistically with multiscale characterization data. 
Currently, the approach is being applied to prediction 
of trichloroethylene plume behavior at the P-Area at 
the Savannah River Site. 

EXAMPLE 3: MONITORING GAS HYDRATE 
PRODUCTION WITH SEISMIC DATA 

Many studies involving the application of geophysi-
cal methods in the field of gas hydrates have focused 
on determining rock-physics relationships for 
hydrate-bearing sediments, with the goal of using 
remote-sensing techniques to delineate boundaries of 
gas hydrate accumulations, and to estimate the quan-
tities of gas hydrate within such accumulations. 
However, the potential for using time-lapse 
geophysical methods to monitor the evolution of 
hydrate accumulations during production has not 
been investigated. In this study, we begin to examine 
the feasibility of using time-lapse seismic methods, 
vertical seismic profiling (VSP) in particular, for 
monitoring changes in hydrate accumulations 
predicted to occur during production of natural gas. 
This is made possible through a numerical simulation 
tool we developed for the coupled simulation of (1) 
large-scale production in hydrate accumulations and 
(2) time-lapse geophysical surveys. While details of 
the study have been submitted for publication 
(Kowalsky et al., 2009b), a brief overview follows. 
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Figure 7.  Depiction of data types and scales. 

Hydrogeophysical data: a) conceptual 
model, b) data sets at two scales 
(schematic), c) unknown parameters to be 
estimated. 

 

Figure 8. Example of synthetic hydrogeophysical 
data: regional-scale (surface-based) and 
local-scale (cross-borehole). The top 
subplots show seismic; the bottom show 
resistivity. 

We consider a hydrate accumulation in the Gulf of 
Mexico that represents a promising target for 
production. The overall goals of the work are to 
examine the sensitivity of geophysical attributes and 
parameters to the changing conditions in hydrate 
accumulations, and to determine optimal sampling 
strategies (e.g., source frequency, time interval for 
data acquisition) and measurement configurations 
(e.g., source and receiver spacing for vertical seismic 
profiling), while taking into account uncertainties in 
rock-physics relationships. The study focuses on the 
use of seismic measurements, but the approach can 
easily be extended to consider additional geophysical 
data, such as electromagnetic measurements.  
 
TOUGH+HYDRATE is the code used in this study 
for simulating gas production from a hydrate 
accumulation. This code, the successor to an earlier 
version called TOUGH-Fx/HYDRATE (Moridis et 

al., 2005), models the nonisothermal hydration 
reaction, phase behavior, and flow of fluids and heat 
under conditions typical of natural methane-hydrate 
deposits in complex geological formations. It 
includes both equilibrium and kinetic models of 
hydrate formation and dissociation, and can handle 
any combination of hydrate dissociation mechanisms, 
such as depressurization and thermal stimulation. It 
accounts for heat and up to four mass components 
(i.e., water, CH4, hydrate, and water-soluble inhibi-
tors such as salts or alcohols) that are partitioned 
among four possible phases (gas, liquid, ice or 
hydrate phases, existing individually or in any of 12 
possible combinations). 
 
To simulate seismic measurements within a 
TOUGH+HYDRATE production simulation, we 
implemented a code that numerically solves the wave 
equations for an isotropic linear viscoelastic medium 
in 2D using a time-domain staggered-grid finite 
difference formulation. The input for the seismic 
simulations includes bulk density, and the bulk and 
shear moduli. The bulk density is a function of the 
density of the aqueous, gas, and hydrate phases, 
calculated in TOUGH+HYDRATE as a function of 
pressure and temperature. The bulk and shear moduli 
are determined using a rock-physics model. 
 
The numerical grids used for simulating production 
of natural gas from a hydrate-bearing layer (HBL), as 
well as the overlapping grid used to simulate the 
time-lapse seismic surveys, are shown in Figure 9. 
Seismic properties, calculated using output from the 
TOUGH+HYDRATE grid, are mapped onto the 
seismic grid by interpolation. 
 
Evolution of the hydrate and gas saturation is 
depicted in Figure 10, revealing the occurrence of 
three moving dissociation fronts within the HBL: the 
first moving in the radial direction, confined to 
relatively small distances from the wellbore; the 
second descending at the upper boundary of the 
entire HBL; and the third ascending at the lower 
boundary of the entire HBL. As the HBL undergoes 
dissociation, hydrate saturation decreases, while gas 
and water saturation increase. The largest accumula-
tion of gas occurs just above the top of the HBL, but 
gas is also seen to increase below and within the 
HBL. A description of the production model and 
comprehensive analysis of the system behavior are 
given in Moridis and Reagan (2007).  
 
The changes in physical properties within the HBL 
described above may be detectable using geophysical 
monitoring techniques. Using the coupled produc-
tion-seismic model described above, we simulate 
vertical seismic profile (VSP) surveys at various 
times during production. We achieve different angles 
of VSP measurements by modeling the source as an  
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Figure 9. Numerical grids for simulating production 
of natural gas from a hydrate-bearing 
layer (red grid) and corresponding time-
lapse seismic surveys (gray grid). The 
seismic source and receivers are shown in 
blue. 

 
 

Figure 10. Distributions of simulated gas hydrate 
saturation (left column) and gas satura-
tion (right column) for increasing times 
during production (0, 4, 8, 12, and 16 
months, respectively). The color scales for 
Sh and Sg are clipped below 0.5 and above 
0.2, respectively, to improve visualization. 

incoming plane wave with the desired angle of 
incidence to the hydrate-bearing layer (the geo-
physical grid is rotated accordingly to minimize 
boundary effects). The simulated waveforms are 
recorded at a string of receivers spanning from above 
the hydrate-bearing layer to below for each survey. 
 
An example of the simulated seismic response for a 
receiver located above the HBL at a depth of 355 m 
is shown in Figure 11. Waveforms are shown at six 
survey times, up to 20 months after the start of 
production, for four feasible rock physics models. 

 

 

Figure 11. Seismic response during production. 
Seismic signal recorded above the HBL at 
a depth of 355 m. Waveforms are shown 
at six survey times (0, 4 ,8, 12, 16, and 20 
months after the start of production) for 
four rock physics models (a–d). 

The initial arrival is the reflected P-wave, as labeled 
in the figure, followed closely by the converted 
S-wave arrivals. The converted S-wave evidently 
provides a good indicator of changes in the HBL 
during production, but it is important to note that the 
choice of rock physics model greatly affects the 
magnitude of change and the shape of the signal in 
general. In addition, we observed that converted 
transmitted S-waves recorded below the HBL (not 
shown) are especially well suited to detect changes 
occurring in the HBL.  
 
In summary, the application of VSP measurements 
for monitoring production appears promising, but it is 
important to accurately determine the rock-physics 
models and consider uncertainty in the associated 
parameters.  
 
The numerical simulation tool being developed can 
provide a means for designing cost-effective 
geophysical surveys that successfully track the 
evolution of hydrate properties. This work also serves 
as a basis for developing a comprehensive method for 
monitoring production and integrating multiple types 
of geophysical and hydrological data.  

SUMMARY 

While the approaches considered in the preceding 
examples are entirely different from one another, 
they share the common goal of improving subsurface 
characterization, by taking advantage of the sensitiv-
ity of geophysical data to subsurface fluid distribu-
tions and the properties that govern flow and trans-
port. This work reflects the substantial progress made 
in developing approaches for integrating geophysical 
and hydrogeochemical data in the TOUGH family of 
codes in applications ranging from environmental 
remediation, to nuclear waste storage, to oil and gas 
production. 
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ABSTRACT 

A NAPL-bearing volcanogenic reservoir exists in 
West Siberia, hosted in Triassic age rocks (rhyolite 
tuffs) at a depth between 2.5 and 2.8 km, overlaid by 
low-permeable clay-argillite formations. Reservoir 
temperatures range from 120 to 130oC, and pressures 
from 290 to 310 bars. Integrated analysis of the 
geological and geophysical data shows circulation 
patterns, where upflow zones can be identified by 
positive temperature and pressure anomalies, while 
downflows lead to negative anomalies. These 
circulation patterns coincide with the former Triassic 
volcano vents, which are related to volcanic 
breccias.  
 
Conceptual TOUGH modeling was used to verify 
the possibility of a NAPL deposit accumulation in 
the clay overlaying the Triassic rhyolite tuff 
reservoir. This deposit is fed by NAPL bearing 
upflows from buried volcanic vents. In a first step, a 
3D numerical model of the reservoir was developed, 
covering 10 × 8 × 3 km3

, and discretized by 
rectangular 10 × 8 × 30 grid. Inverse iTOUGH2-
EOS1 modeling was used to estimate heat and mass 
flows as well as permeabilities. Next, forward 
T2VOC modeling was used to reproduce the NAPL 
distribution in the volcanogenic reservoir. NAPL 
phase saturations matched the reservoir exploration 
data. In parallel to conceptual modeling, iTOUGH2-
EOS3 was used to estimate thermal properties of 
reservoir rocks (heat conductivity and specific heat) 
based on laboratory heat test data performed on rock 
samples.   

INTRODUCTION 

Papers presented at the World Geothermal Congress 
in 2005 and previous publications show that most of 
the high-temperature geothermal fields occur in 
various hydrogeological structures of recent volcanic 
areas: 1. Basins of the Quaternary stratovolcanoes 
and shield volcanoes (15% of the world geothermal 
electricity production); 2. Contact zones of the 
Quaternary intrusions and dyke swarms hosted in 
Neogene-Quaternary volcanogenic basins (19%); 
3. Artesian volcanogenic basins of the Neogene-
Quaternary age (8%); 4. Contact zones of the 
Quaternary intrusions hosted in sedimentary basins 
(48%); 5. Fault systems in basement rocks (10%).  

Hydrothermal reservoirs in Neogene-Quaternary 
volcanogenic formations include: 1. Single Fault or 
Multiple Faults Systems (Ogiri, Hatchubaru, 
Sumikawa, Okuadzu, Mutnovsky (Dachny), 
Momotombo, Lihir, Nevada Basins and Ranges); 2. 
Semi-permeable Faults (Dykes) (Mac-Ban (Bulalo), 
Tiwi); 3. Intrusions External Contact Zones 
(Matsukawa, Kakkonda, Uenotai, Fushime, 
Tongonan, Palinpinon, Krafla, Svartsengi, 
Nesjavellir, Hellisheidi); 4. Volcano Conduit Zones 
(Hatchijo-Jima, Darajat); 5. Nonwelded Tuffs and 
Lavas Stratigraphic Contact Zones (Yellowstone, 
Los-Azufres, Ahuachapan, Miravalles, El-Tatio, 
Olkaria, Oguni, Takigami, Wairakei, Casa-Diablo, 
Pauzhetsky); 6. Lava Formations (Kamojang).  
 
The examples of the Pauzhetsky field (Kiryukhin et 
al., 2004, 2008) and Mutnovsky field (Kiryukhin et 
al., 2009) show that high-temperature upflows and 
recharge downflows coincide with faults or channels, 
which are main conduits also for magma extrusions 
and volcanoes (see Figures 1 and 2). This is probably 
a typical case for many geothermal fields.   
 
Geothermal field exploration and modeling 
experience may apply to the NAPL-bearing 
volcanogenic Rogozhnikovsky reservoir in West 
Siberia, hosted in Triassic rocks, which also shows 
multiple single faults and deep roots (Kiryukhin et 
al., 2008) (Figure 3).  

 
 
Figure 1 . Conceptual hydrogeological model of the 
Pauzhetsky geothermal system (Kiryukhin et al., 
2008). Lithologic units: K2 – metamorphic basement, 
Pg3-N1

1-2 an - Miocene sandstones, N al – Neogene 
andesite tuffs and lavas, N2 gol -Golyginsky Layer, 
N2

3-Q1pau – Pauzhetka Tuff, βQ1-2-andesites, ξQ2-3, 
ξQ4  – Dacite Extrusive Complex.  Black arrows: 
cold-water (meteoric) recharge; red arrows: upflow 
of hot fluids; black lines: faults; short vertical black 
lines: geothermal wells.  
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Figure 2. Conceptual model of Mutnovsky volcano - 
hydrothermal system: 1: crystalline basement, 
2: Cretaceous basement and Neogene sandstones, 
3: Neogene volcanogenic-sedimentary rocks, 
4: Mutnovsky stratovolcano (Q3-Q4), 5: diorite 
intrusions, 6: diorite intrusion contact zone, 
7: Mutnovsky volcano magma fed system, 8: rhyolite 
and dacite extrusions (Q3-Q4), 9: fumarole fields, 
10: hot springs, 11: magma and magmatic fluids, 
12: hydrothermal fluids, 13: geothermal wells, 
14: temperature distributions, 15: water level surface 
in reservoir. MSDP: proposed position of Mutnovsky 
Scientific Drilling Well. 
 

INPUT DATA FOR NAPL DEPOSIT 
NUMERICAL MODEL 

Geological Setting 
Triassic volcanism in the Rogozhnikovsky area took 
place 242 to 258 million years ago (U-Pb dating; 
Korovina, 2008). Adjacent Pre-Jurassic rhyolites 
units penetrated by wells cover a vast area around 
500 × 250 km2 (Bochkarev et al., 2008), which 
indicates either significant arc volcanism or intra-
plate rifting conditions at that time. As a result of 
this, arc and rift fracture systems maintain active 
fluid circulation in the West Siberian basin, which 
cause significant vertical disturbance of brine 
concentration (heavy brine upflows and diluted fluid 
downflow zones), thermal anomalies, and fluid 
pressure anomalies (low and above hydrostatic 
pressure zones) (Matusevich et al., 2005). 
    
A NAPL-bearing volcanogenic reservoir exists in 
West Siberia, hosted in Triassic rocks (rhyolite tuffs) 
at a depth between 2.5 and 2.8 km, overlaid by low-
permeability clay-argillite formations. Reservoir 
temperatures range from 120 to 130oC, and pressures 
from 290 to 310 bars.  
 

 
 
Figure 3. 3D view of Rogozhnikovsky (from 
Kiryukhin et al., 2008). Fractures are inferred from 
seismo tomography data;, red dotted lines: 
geoisotherms 120оС at -2500 m.a.s.l., circles: 
production zones: circles (red: NAPL; blue: wate; 
purple: NAPL above 25%+water). Grid:  roof of the 
Triassic volcanogenic reservoir. 
 
Integrated analysis of the geological and geophysical 
data shows circulation patterns, where upflow zones 
are identified by positive temperature and pressure 
anomalies, while downflow zones are identified by 
negative anomalies. Those circulation patterns do 
not clearly fit the fracture system inferred from 3D 
seismotomographic data (Figure 3), while more 
closely coincide with the former Triassic volcano 
vents, detected by volcanic breccias penetrated by 
drill holes (Figure 4).  
 

 
 
Figure 4. Surface of the volcanogenic unit (filled 
color, 50 m interval contours, darker at higher 
elevations); potential volcanic vents shown by 
crossed-hatched areas; filled circles: wells; crossed 
circles: wells penetrating breccias; grid size: 1 km. 
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Thermal Properties of the Reservoir Rocks 
Estimate 
 
Heat test setup 
Heat properties of reservoir rocks were estimated 
based on experiments with cylindrical rock samples 
of 50 mm diameter and 50 mm height. The laboratory 
experimental setup includes a heat source (12 W) at 
the bottom of the cylindrical sample, a zond type 
temperature logger installed 10 mm from the top of 
the thermally insulated sample in a hole with 2.4 mm 
diameter (see Figure 5). КПТ-8 paste was used to 
improve the thermal contact between logger and 
sample. A Hioki 3447-01 temperature logger was 
employed to register transient temperature changes 
(accuracy of measurements: 0.1оС). All measure-
ments took place in an underground facility with 
stable temperature conditions after 24 hr of delay 
time to reach constant initial conditions in the 
sample. Observational data include transient 
temperature records at 10 sec intervals during 5 min 
after beginning of heating . 
 
Inverse iTOUGH2-EOS3 modeling of the Heat 
Tests 
A cylindrical grid was used to represent the rock 
sample in the model (Figure 5). The grid includes 26 
2-mm thick layers and 12 radial zones with logarith-
mically increasing radii (increment rate 1.165), where 
the first radius corresponds to the zond diameter of 
1.2 mm; the thickness of the last cylindrical element 
is 25 mm. Model elements are named as АI_K, where 
I is the layer number (from above), and K is the 
radial zone number (from the center). Subsequently, 
two domains were assigned: rock sample domain and 
zond domain (elements АI _1, where I=1, … , 5 up to 
depth 10 mm).   

 
Figure 5. Numerical grid used to represent the cylin-
drical rock sample. The temperature logger is 
inserted at the top of the sample to a depth of 10 mm. 
The heat source is located at the bottom.  

Grain density, porosity, and permeability were 
assigned as known petrophysical parameters. Since 
99% of the pore volume in the rock samples were 
occupied by air, the EOS3 module for water and air 
was used. Correspondingly, three primary variables 
were used: gas phase pressure P, gas saturation Sg, 
and temperature T. Initial values were assigned as 
Р = 105 Pa and Sg = 0.999 (dry samples). A linear 
function was used for the heat conductivity λ as a 
function of water saturation Sw, λ = λr + (λw - λr) Sw, 
where λw is the heat conductivity of the wet rock, and 
λr  is the heat conductivity of the dry rock. The heat 
source was assigned to a single element B_1, which 
is connected to the bottom elements A_QI (I=1, …, 
12) with volume-proportional contact areas. The 
measured, transient calibration data were compared 
to the calculated temperature at the zond hole center 
(Element А3_1).  
  
Model parameters to be estimated include heat 
conductivity (dry) λr, specific heat Cr, initial rock 
sample temperature Т0 and heat source rate W. Initial 
temperature Т0 and heating rate W were added to the 
parameter list, because (although measured during 
the experiment) small variations in T0 and W have a 
large impact on the predicted temperatures.  
 
The output results of iTOUGH2-EOS3 inversions 
include tables of sensitivity coefficients, correlation 
charts, residuals, best estimates and their standard 
deviations. The example below shows an excerpt 
from the inverse modeling outputs for the 18th of 38 
laboratory experiments analyzed by iTOUGH2.   
 

 
 
A four-parameter inversion shows acceptable corre-
lations between the estimated parameters, which 
allows us to get sufficiently accurate estimates of 
heat conductivity (dry) (standard deviation: 0.1 
W/(m оС)) and specific heat (standard deviation: 20 
kJ/(kg оС)). 
  
Figure 6 shows the comparison between measured 
and calculated temperatures after calibration.  
 
Based on the inversion of 38 laboratory experiments 
on rock samples from a well that penetrated the 
volcanogenic reservoir at a depth between 2580 and 
2795 m, an average value of heat conductivity (dry) 
of 1.44 W/(m оС), and an average specific heat of 850 
kJ/(kg оС) was obtained. According to the Rautman 
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function, the saturated rock has a thermal conductiv-
ity of about 1.88 W/(m оС) (1.44 dry rock + 0.44 
water contribution). 
 

  
Figure 6.  Comparison between measured and 
calculated temperatures after iTOUGH2-EOS3 cali-
bration of the heat test: crosses: observational data 
(laboratory test #18); line: calculated temperatures.   
 
Relative Permeabilities and Capillary Pressures 
Laboratory measurements of relative permeabilities 
of five Triassic volcanogenic reservoir rock samples 
suggest that the van Genuchten model is appropriate 
for the water phase, with a residual water saturation 
between 0.2 and 0.5, whereas Corey’s model can be 
conveniently used to describe the NAPL relative 
permeability with residual NAPL saturation between 
0.3 and 0.4 (see Figure 7).  
 

 
Figure 7. Experimental data (filled circles) and van 
Genuchten fits of NAPL and water relative perme-
abilities vs. water saturation Sw of rock samples from 
the volcanogenic reservoir (depth of sampling: 2640 
m). Van Genuchten and Corey parameters: IRP=7, 
RP1=0.76 (λ), RP2=0.23 (residual water saturation), 
RP3=1, RP4=0.4 (residual NAPL saturation)). 
 

Laboratory measurements of capillary pressures of 
126 Triassic volcanogenic reservoir rock samples 
suggest that the van Genuchten model (IСP=7, 
CP1=0.4438, CP2=Slr=0.22, CP3=1/P0=1.50E-05, 
CP4=Pmax=50 bar, CP5=Sls=1.0) can reasonably 
match the experimental data (Figure 8). 
  

 
Figure 8. Experimental data (filled circles) and van 
Genuchten approximation (thick blue line) of 
capillary pressures laboratory tests of rock samples 
from Triassic volcanogenic reservoir. Van Genuchten 
parameters: ICP=7, CP1=0.4438, CP2=Slr=0.22, 
CP3=1/P0=1.50E-05, CP4=Pmax=50 bar, 
CP5=Sls=1.0). 
 
A laboratory study shows a strong relationship 
between the initial and residual NAPL saturation.  
 
Note that West Siberian reservoirs are generally 
characterized by hydrophobic properties, caused by 
high feldspar fractions of the minerals (Matusevich et 
al., 2005). This means that positive oil/water capil-
lary pressures (Pc(o-w)= Pc (g-w)- Pc (o-w) > 0) keep 
the reservoir oil-wet. According to Matusevich et al. 
(2005), positive capillary pressures may reach 5.6 
bars under some reservoir conditions, reducing the 
efficiency of oil recovery from the matrix by water 
flooding.   

NUMERICAL MODELING OF NAPL DEPOSIT 
FORMATION IN VOLCANOGENIC ROCKS 

Model Setup 
TOUGH-based numerical modeling was used to 
understand NAPL formation and distribution in the 
reservoir. First, a 3D numerical model of the 
reservoir was developed, covering a volume of 10 × 
8 × 3 km3, discretized by a rectangular 10 × 8 × 30 
grid. This model covers the area shown on Figure 4. 
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The uppermost layer of the model (#30) was 
assigned at fixed state condition (10 bars, 5oC), 
which corresponds to conditions approximately 
100 m below land surface, where mean annual 
pressures and temperatures are maintained. The 
bottom layer of the model (#1) includes sources 
(potential upflow zones, where positive mass flow 
rate and enthalpy are assigned), sinks (potential 
downflow zones, where negative mass flow rates are 
assigned), and conductive heat flow sources in all 
elements of the bottom layer. 
 
Regional lithologic characteristics used as input data 
for the numerical model are summarized in Table 1. 
These data were obtain based on core studies and 
correspond to matrix properties of the reservoirs.  
The model zonation is illustrated in Table 2.  
 
The volcanogenic reservoir is characterized by 
double-porosity properties identified based on the 
Fracture Micro Images (FMI) study, with an average 
vertical fracture spacing of FS=26 m, average 
fracture aperture of 0.3 mm (range 0.17–0.5), and a 
fracture volume fraction of FV=3.17×10-5. 
Corresponding fracture permeability ranges from 
0.23 to 1.59 darcy (assuming a parallel plate model). 
Nevertheless, a single-porosity model based on 
matrix properties was used as a first modeling 
approach. 
 
Table 1. Regional lithologic characteristics: ρ: grain 

density, φ: porosity, k: permeability, λ: heat 
conductivity, SH: specific heat. 

 
Geological 
index 

ρ 
kg/m3 

φ k    
mD 

λ     
W/m/
оС 

SH  
kJ/kg/ 
оС 

K2-Q 
caprock 

2700 0.35 0.1 1.1 800 

К1-2  aquifer 
J-K1 caprock  
J aquifer 

2700 0.20 0.19 1.2 900 

Tr volcano-
genic 
reservoir 

2620 0.16 1.0 1.8 1000 

Base layer 2800 0.02 0.1 2.1 1000 
 

Table 2. Model zonation. 
 
Geological 
index 

Lithology Model 
layers 

Eleva-
tions 

m.a.s.l. 

Do-
main  
## 

K2-Q 
caprock 

aleurite, 
clays 

26-40 -1450, 
-50 

K2Q_1 

К1-2  
aquifer  
J-K1 
caprock        
J aquifer 

Sand- 
aleurite 

14-26 -2650,     
-1450 

JK__1 

Tr 
volcano-
genic 
aquifer 

Lavas, 
clastolavas 
tuffs and 
breccias 

11-16 -2950,     
-2450 

TR___ 

Basement  1-10 -3950,     
-2650 

BASE1 

 

Inverse iTOUGH2-EOS1 Modeling 
Inverse iTOUGH2-EOS1 modeling was used to 
estimate heat and mass flows and permeabilities 
(base conductive heat flow, permeabilities of J-K1 
and K2-Q units, upflow rate and enthalpy, and 
downflow rate).  Model calibration was based on 41 
temperature and 20 pressure calibration points. A 
natural-state run was performed for 106 years. 
Modeled and measured data matched relatively well, 
with a mean temperature deviation (bias) of -0.3оС, a 
temperature standard deviation of 5.6оС, and a mean 
pressure deviation of -0.03 bar, a pressure standard 
deviation  of 8.9 bar (3% of absolute value). The 
uncertainty of some parameter estimates is rather 
high, most likely due to over–parameterization, 
which leads to strong correlations, specifically 
between mass flows and the permeability of the K2-Q 
unit. The best estimates values are: base conductive 
heat flow: 50.2 mW/m2; permeabilities of the J-K1 
and K2-Q units: 0.19 mD and 0.0011 mD, 
respectively; total upflow rate: 3.6 kg/s with enthalpy 
of 558 kJ/kg; downflow rate: 3.6 kg/s.  
 
Figure 9 shows the corresponding pressure and 
temperature distributions at -2550 m.a.s.l. Upflow 
and downflow in the model are the same, indicating 
that a circulation pattern exists in the basement of the 
volcanogenic reservoir, despite of recharge 
boundaries specified on the top of the reservoir.  
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Figure 9. iTOUGH2-EOS1 natural-state modeling: 
temperature and pressure distributions at -2550 
m.a.s.l. Black filled circles indicate wells; grid size is 
1 km. 

T2VOC ( direct iTOUGH2 -EOS10) Nat ural-State 
Modeling 
Model Setup 
T2VOC (forward iTOUGH2-EOS10) modeling was 
used to reproduce the NAPL distribution in the 
volcanogenic reservoir, based on initial conditions 
obtained by the previous iTOUGH2-EOS1 modeling. 
The following scenario was used: 75.6×109 kg (0.24 
kg/s during 10,000 years) of NAPL was injected into 
the reservoir through the base upflow zones, 
following 90,000 years of water upflow.  
 
Van Genuchten relative permeability and capillary 
pressure functions were used with the parameters 
values above mentioned. Oil-wet positive capillary 
pressures were assigned directly in T2VOC by 
adding one line in the code: PC = -PC at the end of 
the van Genuchten part of SUBROUTINE PCAP.  
 
Modeling Results 
NAPL phase saturations vs. reservoir exploration 
data are shown in Figure 10. The modeled NAPL 
distribution appears as a region with an So range from 
0.05 to 0.35 inside the zone of 45–55% NAPL phase 
saturation revealed by exploration. Low NAPL-phase 
concentrations are seen in the north-east of the 
modeling area, which corresponds to the downflow 
zone. 
 
Although this modeling example is probably not a 
real history of NAPL accumulation under specific 
reservoir conditions, nevertheless it shows the 
conceptual possibility of NAPL deposit accumulation 
in clays overlaying a Triassic rhyolite tuff reservoir 
fed by NAPL bearing upflows from buried volcanic 
vents (Figure 11).  
 

 
Figure 10. iTOUGH2-EOS10 natural-state modeling 
vs. exploration data at -2550 m.a.s.l: modeled NAPL 
phase concentrations are shown as filled grey 
contours; exploration data NAPL phase 
concentrations (in %) are shown as red line;. grid 
size is 1 km. 
 

 
 

 
 
Figure 11. Cross section of the West Siberian basin 
(from V.A. Kiryukhin, 2005) with added schematic 
indication of Triassic volcanogenic reservoir and 
possible circulation patterns along former volcanoe 
vents. 1–7: hydrogeochemical zonation: 
mineralization < 1 g/l (1), 1-3 g/l (2), 3-10 g/l (3), 
10-35 g/l (4), 35-70 g/l (5), 70-150 g/l (6), 150-375 
g/l (7); 8: hydrogeochemical zone boundaries; 9: 
geoisotherms, oC; 10: lithological boundaries; 11: 
water filled volcanogenic reservoir;12: NAPL filled 
volcanogenic reservoir; 13: separated water 
downflow channels; 14:  NAPL bearing ascending 
fluid channels; 15: clay caprock units; 16: faults.  
 
Future Study 
We plan to extend the model domain to include the 
entire field, making a short-term study of the natural 
state conditions of the Rogozhnikovsky reservoir to 
understand the existing NAPL body dynamics under 
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the current temperature distributions and upflow-
downflow conditions.    
 
In parallel to this, a more detailed model approach for 
different exploitation scenarios is needed. This study 
should include well-by-well grid generation, taking 
into account double-porosity properties, spatial 
distributions of reservoir parameters (such as matrix 
porosity, permeability, initial NAPL saturations) as 
confirmed by extensive geophysics well logging, 
seismo tomography and FMI, as well as extensive 
core petrophysical studies. NAPL production and 
water production history matching is also planned. It 
would be necessary to consider in a more rigorous 
way the effects of brine properties (density, viscosity) 
that are functions of salt concentration. Future 
drilling locations and how to improve the efficiency 
of NAPL recovery from oil-wet volcanogenic 
reservoir conditions remain the primary challenge.  

CONCLUSIONS 

1. Based on analyses of hydrothermal reservoirs in 
recent volcanic areas, a conceptual model of NAPL 
reservoir formation in old volcanogenic formations 
was hypothesized. It was assumed that these 
reservoirs may use former volcano vents buried under 
sedimentary basins as channels of ascending NAPL-
bearing fluids. 
 
2. iTOUGH2-EOS3 modeling was used to estimate 
heat properties of the volcanogenic formation based 
on laboratory heat tests on 38 rock samples. 
iTOUGH2 inversions show the possibility of 
simultaneously estimating heat conductivity (dry) and 
specific heat with reasonable accuracy. Mean heat 
conductivity (dry) of 1.4 W/moC and specific heat of 
850 kJ/kg oC were obtained. 
   
3. Conceptual iTOUGH2-EOS1 natural-state 
modeling based on measured pressure-temperature 
calibration data is an effective way to verify deep 
seated circulated mass flow conditions, base 
conductive heat flow and permeabilities. However, 
just three of the six estimated parameters are 
independent enough for accurate estimation. The 
best estimates are: base conductive heat flow: 50.2 
mW/m2; permeabilities of the J-K1 and K2-Q: 0.19 
mD and 0.0011 mD, respectively; total upflow rate: 
3.6 kg/s with an enthalpy of 558 kJ/kg; downflow 
rate: 3.6 kg/s. 
 
4. Conceptual T2VOC (forward iTOUGH2-EOS10) 
modeling was used to demonstrate the possibility that 
oil  deposits accumulate in clay overlaying Triassic 
volcanogenic reservoirs, fed by NAPL-bearing 
upflows from buried volcanic vents.   
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ABSTRACT 

Geohydrologic model uncertainties include 
permeability, boundary, and initial conditions. We 
present some examples of using information other 
than pressure data to constrain a geohydrologic 
model. The initial model was constructed using 
information from surface geology and a few 
boreholes. Inversion analysis of pressure data implied 
the existence of a low-permeability cap rock. We 
then used river flow data and temperature data from a 
hot spring as a basis for estimating the recharge flux, 
which suggested that the overall permeability of the 
modeled area could be one order of magnitude larger 
than that of the base model. Next, we simulated a 
saltwater washout process and compared the 
simulated salinity distribution with the salinity data 
from a borehole. We found that a better match to the 
salinity data is obtained if the increase in 
permeability is taken up by the fault zone rather than 
uniformly by the entire model. A smaller-scale match 
to the temperature, pressure, and density profiles 
from two boreholes indicated that there was a low-
permeability fault in between the two boreholes. 

1.  INTRODUCTION 

It is very difficult to characterize a large body of 
heterogeneous rock sufficiently, and to build a 
reliable groundwater flow model, particularly when 
the rock is fractured, which is most often the case. 
Available hydrological data are often limited and 
insufficient, both spatially and temporally. It is 
extremely challenging to scale-up detailed small-
scale measurements and to predict and verify large-
scale behavior. Unless there is an underlying known 
property that extends over scales, measurements 
conducted at a certain scale can only be used to 
describe the processes at the same scale. Some 
geostatistical tools may be used to predict the range 
of the model outcome. However, the more 
heterogeneous the rock is, the larger the uncertainty 
becomes. 

Building a geohydrologic model of a large area 
involves many uncertainties from various sources, 
from the conceptual model to the input parameters. 
Model uncertainties include material parameters such 
as permeability and porosity. Often overlooked are 
boundary conditions and initial conditions. The most 
important element of a reliable model is the correct 
conceptual understanding of the geohydrologic 
processes within the area, which comes only after a 
long progression of model building, with much trial 
and error. Although model uncertainties originating 
from different modeling approaches have been 
addressed (e.g., Ijiri et al., 2009), uncertainty studies 
applied to actual field sites are limited. Most 
numerical models have implicit limitations that may 
lead to uncertainties that are inconspicuous and are 
seldom discussed. Many numerical models do not 
consider all the physical processes involved, which 
may or may not be necessary. A complete THMC 
(thermal, hydrological, mechanical, and chemical) 
simulation is very challenging and a subject of 
intense research at present. There are multiple 
reasons for this, including the difficulty in estimating 
the initial conditions and specifying the constitutive 
equations (such as the porosity-permeability 
relationship) that are applicable at a practical scale, in 
addition to the scarcity of relevant data. 

The conditions at the outer boundaries of numerical 
models need to be specified all around, although they 
are usually immeasurable in practice. Therefore, they 
are often chosen for the convenience of modeling. 
The surface boundary conditions are often set to be a 
constant flux condition. Observations that can be 
made in the field are often severely limited in type, 
space, and time. One type that can be relatively easily 
observed is pressure, which can involve uncertainties 
of its own, such as gauge drift and borehole short-
circuiting due to packer leak. To measure pressure at 
depth, we need to drill deep boreholes, which is very 
expensive. As a consequence, only a limited number 
of boreholes are drilled. Furthermore, the locations 
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where boreholes can be drilled are often limited for 
reasons such as physical accessibility.  

Ideally, tests should be designed to directly stress the 
system at the scale of interest, so that the observed 
response is the result of the averaging of the inherent 
properties up to that scale. However, this is difficult 
if the scale is over a kilometer or more. Moreover, in 
a very active tectonic environment like that of Japan, 
faults exist ubiquitously, which greatly affect the 
hydrology around their vicinity. Correct 
characterization of large faults is crucial in building a 
reliable geohydrologic model.  

Large-scale groundwater flow models are typically 
calibrated to the steady-state pressure head data. An 
inversion scheme can be used to search for optimum 
parameters. However, we rarely have enough head 
data, and furthermore, head data alone are not 
sufficient for building a reliable model. Therefore, it 

is very important to utilize all available relevant data 
to constrain model uncertainties. In this paper, we 

Figure 1. Location of Horonobe Town (after 
Yamasaki et al., 2004) 

Toyotomi Hot Spring 

  
Figure 2.  Horonobe Town (top, the yellow area in Figure 1) and the Horonobe URL 

area (below, broken square). Also shown are the borehole locations and 
the geology (after Ota et al., 2007). 
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show a progressive model improvement, in which 
information other than pressure data, such as 
temperature and salinity data, are used to constrain a 
hydrologic model to help reduce uncertainties in the 
conceptualization of a large heterogeneous rock 
formation, using the data from the Horonobe 
Underground Research Laboratory in Japan during 
the ground-surface-based initial investigation phase. 

2. HORONOBE SITE 

The Japan Atomic Energy Agency (JAEA) is 
constructing an underground research laboratory 
(URL) in Horonobe Cho, Hokkaido (Figure 1), to 
study physical and chemical processes deep 
underground and to develop technologies that may be 
applied to future geologic disposal of high-level 
radioactive waste elsewhere in Japan (Ota et al., 
2007). At the Horonobe URL, eleven deep boreholes 
(HDB-1to HDB-11) have been drilled, with depths 
ranging from 470 m to 1020 m (Figure 2). After 
various investigations, loggings, and pressure tests 
were conducted, each borehole was isolated by 
packers into several intervals, and the pressure was 
monitored. 

3. GEOHYDROLOGIC MODEL 

Groundwater in the Horobobe area in general is 
expected to flow from the higher hills in the east to 
the Japan Sea in the west. Based on the information 
obtained from early boreholes, geologic, and 
geophysical surveys, Imai et al. (2002) constructed a 
hydrogeologic model of the Horonobe area. The 
original mesh of Imai et al.’s model was in a finite 
element model (FEM) format, which was converted 
to that of integrated finite difference (IFDM) for 
simulations using TOUGH2 (Pruess et al., 1999). 
Figure 3 shows the geohydrological model used for 
the simulations. Heads observed in the boreholes 
show an increase with depth, which can be caused by 
several sources, including the topography, geostatic 
load or gas generation. The initial version of the Imai 
et al. model shown in Figure 3 failed to reproduce the 
observed head data. 

3.1 Static head inversion 
Ito et al. (2004) attempted to assess whether the 
topography and permeability structure alone can 
explain the high heads at depth, by changing the 
input permeabilities. To match model predictions to 
observed data, modelers often employ a trial and 
error approach, in which forward model runs are 
repeated numerous times by adjusting input 

Figure 3. Numerical grid (top), EW (left) and NS (right) cross section of the geohydrological model of the
Horonobe area showing the borehole locations, surface elevation (top plot), and geological 
formations (bottom plots). The model is 40km×40km×5km centered on the Horonobe URL area 
shown in Figure 2. 
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parameters. This approach is often useful, because it 
gives the modeler insights into which parameters are 
more important relative to one another. However, it is 
often very tedious and difficult to conduct in a 
systematic manner. Ito et al. (2004) used iTOUGH2 
(Finsterle, 1998; 2008), which solves the inverse 
problem by automatically calibrating a TOUGH2 
model against observed data. 
 
By assuming the existence of a low-permeability cap 
rock, Ito et al. (2004) showed that the high heads at 
depth can be explained. They also examined the 
influence of fault properties on the observed data. In 
one model, the fault is assumed to have a sandwich 
structure, with a low-permeability core and high-
permeability damaged zones on both sides. In another 
model, the fault was assumed to be a simple low-
permeability structure (base case). The head at 
greater depth diverged between the two fault models 

(Figure 4). Because there were no data available from 
the depth, the results were inconclusive regarding the 
structure of the fault. Table 1 shows the calibrated 
values of permeabilities, which we call the base case. 

3.2 Use of River Flow Data 
One of the important but very difficult parameters to 
estimate for a geohydrologic model is the surface 
boundary condition. This is especially true when the 
model area is very large, i.e., several tens of square 
kilometers. One approach is to use river flow data, if 
there is a river that runs across the area of interest, 
preferably forming a basin. Ito et al. (2004) used the 
data from the Teshio River, which flows from east to 
west within the modeled area, to estimate the 
recharge rate, by taking the difference of the average 
monthly flow rate between two measurement 
locations that are approximately at the east and west 
end of the area. 

Table 1. Permeability values of the base case 

Geological 
Period 

Epoch Model Units 
Hydraulic 

Conductivity 
(m/s) 

  Surface  2.0E-06 

Quatenery  Quaternery Sediments 1.0E-06 

Pliocene Yuuchi F. 1.0E-07 

Low permeability zone 6.3E-11 

Koetoi F. 1.0E-09 

Wakkanai F. 1.0E-10 

Neogene 
Miocene 

Masuhoro F. 5.0E-10 

Cretaceous  Cretaceous rock 1.0E-11 

 Oomagari Fault core 1.0E-10 
Faults 

 Nukanan Fault core 1.0E-10 

 
Figure 5 shows the calculated difference between the 
two locations for flow rates less than 50 m3/s, which 
is assumed to be the maximum base flow rate. Based 
on the figure, the flow-rate difference is 
approximately 5 m3/s, considered to be closely 
related to the recharge rate in the area. However, note 
that the variance is very large; thus, it should only be 
considered as approximate. The 5 m3/s recharge rate 
for the area translates to roughly 80 mm/year of 
recharge for the entire area. Using data from much 
smaller sub-basins in the area, Kurikami et al. (2008) 
estimated the recharge rate to be from 64 mm/year to 
283 mm/year, or approximately from 5% to 20% of 
the annual average rainfall of 1,400 mm/year.  
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The model calibrated to the measured heads 
described in the previous section calculates only 8 
mm/year of recharge. Calibration to head values 
alone is only sensitive to the relative contrast (ratio) 
of the permeability of each layer and not to the 
absolute values of permeability. Therefore, 
permeability values can be multiplied by a constant 
value for all layers and still maintain the same 
goodness of fit for the steady-state head analysis. 

3.3 Hot Spring Data 
Adjacent to the north of Horonobe Town is Toyotomi 
Onsen, a hot spring (see Figure 2). Hot spring water 
has been produced since the 1920s from a depth of 
~800–900 m. The water temperature is reportedly 
around 42ºC (Toyotomi Onsen, 2009). We use 
TOUGH2 with the EOS3 module to simulate coupled 
heat and fluid flow. The bottom boundary condition 
is set at a constant heat flux of 20 mW/m2 with no 
fluid flow. The top boundary condition is set at 
atmospheric pressure with 10ºC, the annual average 
temperature of the area.  
 
Figure 6 shows a comparison of the steady-state 
temperature profiles when the permeability of each 
layer in the model is multiplied by a constant value. 
Also shown in the figure is the approximate depth 
and temperature of the hot-water production zone for 
the hot spring (double-headed arrow). As can be seen 
from the figure, the case with ten to twenty times the 
permeability of the base-case model matches the 
temperature of the production zone best.  

 

3.4 Use of Salinity Data 
Salinity distribution in groundwater may yield some 
clues as to how the groundwater has evolved. High-
salinity water is encountered at depths in HDB 
boreholes. It is believed that the study area was once 
under the sea before it rose to its present state. The 
land mass was initially saturated with saltwater, but 
as a result of rainfall, which recharges fresh water 
into the ground, the saltwater has been gradually 
washed out, particularly near the surface. We model 
the saltwater washout process by using TOUGH2 
with the EOS7 module to simulate nonisothermal, 
density-driven, single-phase flow. As the initial 
condition for the salt concentration, we assume that 
the entire model is saturated with seawater (3.2% salt 
concentration). By setting the top boundary condition 
at atmospheric, recharge of fresh water takes place 
from the surface. The boundary conditions are much 
the same as in the previous case, with the strength 
and pattern of freshwater recharge a function of 
permeability and topography. 
  
Figure 7 shows the simulation results after 2.5 Ma: 
(a) the case with 10 times larger permeability than the 
base case, and (b) the case in which the permeability 
of the fault zone is 100 times larger than the base 
case, while the rest of the permeabilities are kept the 
same as the base case. The latter still allows a similar 
amount of total recharge (~50 mm/year), but the flow 
is localized to the fault zone. The high-permeability 
fault model is consistent with the finding by Ishii et 

Figure 6.  Modeled temperature profile at Toyotomi 
Hot Spring for various permeability 
multipliers. The arrow indicates 
approximate temperature and depth of the 
source of Toyotomi Hot Spring.
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al. (2006), who suggested deep intrusions of fresh 
water along the Omagari Fault based on the AMT 
(audio-frequency magnetotelluric) surveys. 
 

 
Figure 8 shows a comparison of the salt 
concentration and the temperature data from HDB-1 
with the simulation results. It should be noted that the 
data were collected shortly after the drilling and may 
not reflect true in situ conditions. The model with 10 
times larger permeability than the base case matches 
reasonably well with the temperature data after 2.5 
Ma, but does poorly against the salt concentration 
data. The permeability appears to be too large, and 
the freshwater washes out the salt too quickly. The 
high-permeability-fault case matches reasonably well 
with the temperature and salt concentration data. 
Note that 2.5 Ma is approximately the age of the 
study area. 

 

4. FAULT ZONE CHARACTERIZATION 
Geothermal gradients or temperature profiles are very 
sensitive to, and thus useful in, estimating water 
percolation fluxes in the subsurface (e.g., Wu et al. 

2004; 2007). In particular, temperature profiles near a 
fault are often used to assess fault properties (Fairley 
and Hinds, 2004a, 2004b; Heffner and Fairley, 2006; 
Doan, 2007). Wu and Karasaki (2009) used the 
measured temperature data to estimate both flow rate 
and flow directions in two HDB boreholes at 
Horonobe (Figure 1). It is suspected that a fault or a 
set of faults exist at the Horonobe site, one of which 
is the Omagari Fault as shown in Figure 3. The HDB 
boreholes at the site are packed off into several 
monitoring intervals using packers. Pressure and 
temperature are monitored in each interval. Figure 9 
shows the temperature profiles along the HDB 
boreholes. As the figure shows, the temperature 
profile along HDB-7 is different from that of other 
boreholes—slightly concave upward, generally 
indicating colder groundwater flowing downward. 
The other profiles are all concave downward, 
indicating that warm groundwater may be flowing 
upward. 

 
 
Wu and Karasaki (2009) used the TOUGH2 code 
with the modified EOS3 module to simulate 
nonisothermal flow of single-phase water with 
density dependence on mineral compositions, in 
addition to pressure and temperature in the two wells, 
HDB-7 and HDB-8. For each layer, the most recent 
permeability value based on borehole tests was used. 
The basic assumption was that the system is at 
steady-state conditions for water flow, solute 
transport, and heat flow. Aqueous mineral 
concentration distribution was assumed at steady 
state as a function of depth only for each well. The 
water density is correlated to mineral compositions 
by extrapolating and interpolating the measured 

Figure 7.  Salt concentration distribution after 2.5
Ma for the cases: (a) ten times the base
case permeability, and (b) high
permeability fault. Fresh water intrudes
deeply along the faults. 
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Figure 8.  Saltwater washout simulation results. 
Markers denote measured data along 
HDB-1. Blue colored lines are for the 
case with 10 times the base 
permeability. Red lines are for the high 
permeability fault case. 
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mineral compositional data from the two wells, and 
its dependence on pressure and temperature. 
 
Figure 10 shows the simulated temperature profile. A 
downward flow of 3 mm/year matches the HDB-7 
data, and an upward flow of 6 mm/year matches 
HDB-8 data. Note that the two wells, HDB-7 and 
HDB-8, are close to each other, with HDB-8 further 
inland. Head values in HDB-8 are ~10 m higher than 
those in HDB-7. Comparing the simulation results 
with the data indicates different flow directions, i.e., 
flow at HDB-8 is upwards (discharge) and flow at 
HDB-7 is downwards (recharge). This finding 
indicates a likely fault separating the two boreholes, 
with the fault behaving as a closed boundary or low-
permeability barrier to flow across it. Figure 11 
shows a conceptual model of groundwater flow 
crossing a fault zone. A similar model was proposed 
by Bense and Kooi (2004) for Peel Boundary Fault in 
The Netherlands. The Figure 11 model most likely 
applies to the Omagari Fault zone: upward flow 
along the damage zone east of the fault (HDB-8) and 
downward flow along the damage zone to the west 

 

(HDB-7)—and overall higher head in HDB-8 than in 
HDB-7.  

Figure 11.  Conceptual model of fault zone flow 

5. SUMMARY AND DISCUSSION 
In this paper, we presented (through some examples) 
the use of information other than pressure data to 
constrain a geohydrologic model. The initial model 
was constructed using information on surface 
geology and from a limited number of boreholes. The 
inversion analysis of pressure implied the existence 
of a low-permeability cap rock. We then used river 
flow data and temperature data from a hot spring for 
estimating the recharge rate. The estimated recharge 
rate was ten times larger than the original model had 
calculated, which suggested that the overall 
permeability of the model may be one order of 
magnitude larger than that of the base model. Next, 
we simulated the saltwater washout process and 
compared it with salinity data from a borehole. We 
found that a better match to the salinity data is 
obtained if the increase in permeability were taken up 
by the fault zone rather than assigning larger 
permeability uniformly to the entire model. At a 
smaller scale, we conducted a 1D simulation and 
matched the temperature, pressure, and density 
profiles from two boreholes. We found that there may 
be a low-permeability fault in between the two 
boreholes. A conceptual flow model across a fault is 
proposed. Table 2 summarizes the model evolution. 
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Inclusion of additional processes in a geohydrologic 
model, such as heat and salt transport, requires 
additional parameters and may actually increase 
uncertainty. For example, heat-conductivity and heat-
flux data are needed, in addition to the usual 
hydrologic parameters. Although the initial saltwater 
distribution is unknown, the model assumes that the 
rise and formation of the present-day Hokkaido 
Island happened instantaneously. However, when a 
model successfully matches temperature and salinity 
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Figure 10.  Simulated temperature profile along 
HDB-7(top) and HDB-8(bottom) for 
various downward (top) and upward 
(bottom) flow rates
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data in addition to pressure data, the model may be 
deemed more reliable than a model constructed by 
simply extrapolating or upscaling small-scale 
observations. This is because pressure, temperature, 
and salinity data reflect the results of the natural 
averaging process that takes place at a large scale and 
over a long time duration. Thus, we believe that we 
now have more enhanced understanding of the large-
scale geohydrologic processes at the Horonobe Site. 
 

Table 2. Summary of geohydrologic model evolution 

Section 
No. 

Data Used 
(Additional) 

Processes 
Modeled 

Findings 

3.1 
Hydraulic 
head 

Groundwater 
flow 

Low 
permeability 
layer 

3.2 
River flow 
rate 

Groundwater 
flow 

Larger 
recharge rate 

3.3 
Hot spring 
data 

Groundwater 
and heat flow 

10× larger 
overall 
permeability 

3.4 
Fluid salinity, 
temperature 
profiles 

Groundwater, 
brine, and 
heat flow 

Localized fault 
zone 
permeability 

4 

Pressure, 
temperature, 
salinity 
profiles 

Groundwater 
flow, heat, 
mineral 
composition 

Flow direction 
and flux in 
fault zone 
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ABSTRACT 

Various attempts have been made to model flow in 
tight gas and shale gas systems. However, there is 
currently little consensus regarding the impact of 
molecular diffusion on flow behavior over time in 
such systems. 

The composition of gas produced from tight gas and 
shale gas reservoirs varies with time. The main driver 
behind this phenomenon is the selective desorption of 
gases from the surface of the kerogen in the case of 
shale.   

However, a secondary but important driver is the 
fractionating effect of the reservoir rock itself. Pore 
throat diameters on the order of molecular mean free 
path lengths will create an exaggerated slip-flow-like 
condition. When this condition prevails, Darcy’s law 
can no longer be used without adjustment. Florence 
et al. (2007) proposed a ‘microflow’ model for 
effective permeability correction that correctly 
represents flow in the Knudsen and transitional flow 
regimes. 

In this study, we implement the microflow model into 
a fluid flow modeling tool based on the TOUGH+ 
family of codes. We examine the behavior of the 
microflow correction on gas composition in ultra-
tight rock. We show that for very small average pore 
throat diameters, lighter gases are preferentially 
produced at concentrations as high as double what 
would otherwise be expected. 

Our contributions include a new, fit-for-purpose 
numerical model, based on the TOUGH+ code, 
capable of characterizing flow behavior in 
hydraulically fractured horizontal wells. This model 
includes a demonstration of a “microflow” model for 
fluid flow in micro- and nanoscale porous media. 

INTRODUCTION 

Background 
 
The composition of gas produced from wells in ultra-
tight gas reservoirs varies with time. In shale gas 
reservoirs possessing high organic content, the 

gradual change in produced gas composition is 
attributed to preferential desorption of different gas 
species at different rates. For example, carbon 
dioxide will desorb from kerogen more readily than 
methane, so at earlier times the concentration of 
carbon dioxide in the produced gas will be higher, 
and will gradually taper off (Gao et al., 1994). 
 
However, this is not the only explanation for the 
change in gas composition. Shale gas and tight gas 
reservoirs can possess a high degree of heterogeneity 
and widely varying porosity distributions. The 
kerogen content in shale can be considered to provide 
an entirely separate porosity system (Clarkson et al., 
1999). 
 
The pore throat dimensions of these porosity systems 
can vary widely, potentially ranging from 10 nm to 
50 µm.  The distribution of pore throat sizes will vary 
reservoir by reservoir. 
 
According to the theory of gas kinetics, the mean free 
path is defined as the mean distance a molecule in a 
gas will travel before interacting with another gas 
molecule. When the mean free path is comparable to 
the pore throat size, a continuum flow assumption is 
no longer fully valid, and Darcy’s law cannot be used 
without modification. 
 
The ratio of the mean free path over the feature 
length, in this case the pore throat diameter, is 
expressed as the Knudsen number, 
 

char
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……………………………………...(1)

 

 
For Knudsen numbers less than 0.001, Darcy’s law 
remains valid. For Knudsen numbers more than this 
value, an effective permeability must be computed 
that corrects for the “microflow” effect.  
 
In this work, we implement the “microflow” model 
proposed by Florence et al. (2007) into a numerical 
model based on the TOUGH+ family of reservoir 
simulators to examine the effect of microflow 
phenomena on multicomponent gas flow. 
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Mathematical Development 
 
The flow regime of Knudsen flow, similar to the idea 
of gas slippage, occurs when the mean free path of 
the gas molecules is on the order of the average pore 
throat radii. The mean free path of a molecule in a 
single-component gas can be computed by  
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Figure 1 demonstrates the effect of pressure on mean 
free path for various gases. 
 

 

Figure 1. Effect of pressure on mean free path of 
various gases. 

This is how the mean velocity of the molecule is 
computed. The mean free path of a molecule in a 
single-component gas is conceptually the ratio of the 
distance traveled divided by the volume of 
interaction, 
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However, this method of computing the mean free 
path leaves out the important consequences of gas 

mixtures. The average velocity of a molecule in a gas 
is  
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The use of a single average velocity is inappropriate 
for a gas mixture, where each species in the gas 
possesses a different average velocity as a function of 
molar mass. Therefore, we must compute the average 
velocity of a gas molecule in a gas mixture. 
 
The relative velocity between two gas particles is 
expressed as 
 

relrelrel vvv  
………………………………..(5)

 

 
where 
 

21 vvvrel
 

…………………………………....(6)
 

 
So, taking the magnitude of the relative velocity 
vector, 
 

   2121 vvvvvrel
 

…………………...(7) 
 
algebraically rearranged, 
 

222111 2 vvvvvvvrel
 

………….....(8)
 

 
Since we are not truly examining individual 
molecules but rather the average properties of the 
statistical ensemble of the gas, we take the averages 
of the terms: 
 

222111 2 vvvvvvvrel
 

…………….(9)
 

 

Since 1v  and 2v  (the average velocity vectors for 
two different gas particles) are random and 
uncorrelated, their dot product equals zero. Thus, the 
formula for average velocity reduces to simply 
 

2

2

2

1 vvvrel 
………………………….....(10)

 

 
where the average velocities of the two species are in 
fact different, computed from Equation (4). 
 
For one gas species in a multicomponent gas mixture, 
the “volume of interaction” term of the expression is 
modified to 
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The  term can be modified by a perfect gas law 

approximation, 
vin
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Rather than relying on a perfect gas assumption, we 
can use the more accurate density computation for 
density of a gas from an equation of state already 
intrinsic to our numerical implementation,

 






ni i

iA
ii M

XN
vvdd

v

,1

22

11

1
1 




………..(13)

 

 
 
We now have a method by which to characterize the 
mean free path of a single gas species in the 
multicomponent gas within our system. Thus, we can 
now examine the ramifications of different mean free 
paths on gas flow in porous media with microscale 
features. The dimensionless Knudsen number will 
identify the severity of the non-Darcy “slippage” 
effect. 
 

char
n L
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…………………………………….(14)

 

 
For Knudsen numbers smaller than 0.01, the 
assumption of “continuum flow” is valid and Darcy’s 
law can be used unmodified. Knudsen numbers in the 
realm of 0.1 qualify as slip flow and can be 
characterized by the Klinkenberg correction to 
acceptable accuracy. Kn of around 1.0 qualify as 
transitional flow, which is less strongly characterized 
by the Klinkenberg correction, and Kn greater than 
10 exhibit free molecular flow, which is dominated 
by diffusion effects (i.e., any parameterization by 
“viscosity” and “permeability” no longer has a 
meaningful physical interpretation). Figure 2 shows 
the impact of pressure on Knudsen number for 
various pore throat sizes. 
 

 

Figure 2. Effect of pressure on Knudsen number for 
various pore throat sizes and gases 

In fact, it is likely that flow through shale will exhibit 
all of the above regimes and Knudsen numbers. 
 
Klinkenberg demonstrated the approximately linear 
relationship between measured permeability and 
inverse pressure: 
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The gas slippage factor is regarded as constant in the 
flow regime where the Klinkenberg approximation is 
valid, and is related to the mean free path 
 

r
c

p
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……………………………………..(16)

 

 
This gas slippage factor is related to the beta term via 
 

5.0















k
bK

…………………………..…..(17) 
 
While this beta-form of the Klinkenberg 
approximation is simple and convenient for the 
purposes of numerical simulation due to its 
computational simplicity, a more robust, rigorously 
developed “microflow” model has been proposed by 
Florence, et al. (2007), which is valid for all flow 
regimes in porous media, from free-molecular flow 
through continuum flow, though not verified and 
probably invalid in high-rate inertial (Forchheimer) 
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flow regimes. The basis of this model is to adjust the 
theoretical permeability to an “effective” 
permeability through use of the Knudsen number: 
 

   






  Kn

KnKnKnkka 1

4
11 

………..(18) 
 
The function α is a rarefaction coefficient parameter, 
a dimensionless adjustment parameter of the form 
 

   2
1

1
0 tan

2 cKncKn 



………………..(19)

 

 
This formula, Equation (18), will vary the “effective” 
permeability experienced by each individual gas 
species, due to the fact that each gas species in the 
mixture will have a different mean free path and thus 
a different Knudsen number. Implementation of this 
theory will enable modeling of the “fractionating” 
effect of reservoirs with extremely small pores, 
wherein smaller molecules flow preferentially faster 
than larger ones. Figure 3 shows the impact of 
various pore throat dimensions on adjusted 
permeability for various gases. 

 

Figure 3. Effect of various pore throat dimensions 
on adjusted permeability for various 
gases at varying pressure 

 
 

MODEL DESCRIPTION 
 
The vast majority of shale gas and tight gas wells are 
stimulated via hydraulic fracturing. Typical 
completion strategies for these reservoirs involve 
either a vertical well with a vertical bi-wing hydraulic 
fracture, or a horizontal well with multiple transverse 
hydraulic fractures. At early times, the flow character 
is dominated by linear inflow into the fractures.  
Gradually, the flow regime passes through transition 
stages into an elliptical flow regime. To capture the 
character of the early and late end-member behaviors, 
linear grids and radial grids are employed. 
 
A Peng-Robinson equation of state is used to model 
the gas density as a function of pressure. Gas 
viscosity is modeled by the Chung et al. (1988) 
method. Isothermal conditions are assumed because 
with a very low flow rate of gas, the effect of Joule-
Thompson cooling will be minimal. 
 
For all cases, flow from a fracture face was simulated 
for a period of 2 days through 1µD rock. The molar 
initial composition of each gas component is equal, 
i.e., all molar gas compositions are initially one-third.  
The initial reservoir pressure was 145 psia, and the 
fracture-face pressure was 14 psia.  Porosity is 10%. 
A sensitivity analysis was performed on the pore 
throat radius. 
 

Table 1. Sensitivity parameters. 

Initial 
Reservoir 
Pressure

Fracture 
Face 

Pressure

Pore Throat 
Radius

(psia) (psia) (m)

Case 1 145 14.5 5.00E‐06
Case 2 145 14.5 5.00E‐07
Case 3 145 14.5 5.00E‐08
Case 4 145 14.5 5.00E‐09  

 

RESULTS 

 
The pressure transient progresses less than 0.8 meters 
in any given case, as shown via the purple line in 
Figure 4. According to these sensitivities, the gas 
deviation from the expected (initial) gas composition 
is plotted in Figure 4. 
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Figure 4. Results of sensitivity analysis; deviation of 
gas composition from initial gas 
composition, with pressure transient 

 
These results satisfy our expectation that methane 
will flow more quickly than propane and ethane with 
decreasing pore throat diameter. In the 10 nm pore 
throat diameter case (corresponding to a pore radius 
of 5.0e-9m), the methane composition at the fracture 
face is 1% less than expected, since this region has 
already been evacuated of methane while the relative 
concentration of ethane and propane remains high. 
 
The shape of the pressure transient is strongly 
impacted and somewhat distorted by the small pore 
throat effects. This nonlinearity presents obstacles to 
numerical convergence. Furthermore, this sharper 
pressure transient and may explain the sharp decline 
in production rate seen at early times in ultratight gas 
reservoirs. 
 
Through the short duration of production simulated, 
the gas composition in the produced gas stream 
remains relatively constant in a given case. The 
simulation time in these cases has not progressed 
long enough to demonstrate a strong change in gas 
concentrations over time in a given case. However, 
between cases, the composition of the produced gas 
varies dramatically. Figure 5 shows the variation of 
gas composition in the gas produced from each of the 
sensitivity cases. 

 
Figure 5. Variation of produced gas mole fraction 

with pore throat radius 
 
 
With the very small pore throat sizes, the 
composition of methane in the produced gas stream is 
as high as 68% by mole, despite the fact that only 
33% by mole of the gas in the pores is methane. If 
this concept is scaled up to examine reservoir-scale 
behavior, it becomes clear why only methane is 
produced from ultratight reservoirs—the other gas 
species are left behind. 

CONCLUSIONS 

Decreasing pore throat size is shown to accelerate 
production of lighter, smaller gases at the expense of 
heavier ones.  Pore throats of 10 nm diameter cause 
the produced gas to contain more than twice the 
concentration of methane than would be expected 
without microflow adjustment. 
 
The lighter gases are shown to deplete from the near-
fracture region more quickly than heavier gas 
species. Correspondingly, the rate and degree of 
propagation of the pressure transient into the 
reservoir is increased by the microflow adjustment 
caused by smaller pore throats. 
 
Implementation of the microflow permeability 
adjustment model into a robust fluid flow modeling 
tool demonstrates (a) promise for future work in 
predicting compositional change with time in 
ultratight reservoirs and (b) potential utility in 
sampling changes in gas composition with time in 
these reservoirs, in order to better characterize the 
rock properties. 
 
This model provides a strong basis for future work, 
such as to incorporate a desorption model and 
simultaneously model multicomponent desorption 
and multicomponent microflow-adjusted gas flow. 
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SYMBOLS AND ABBREVIATIONS 

  mean free path 

p  average pressure 

T  temperature 
  viscosity 

R  ideal gas constant 
M  molecular mass of gas molecule 

v  mean velocity of a molecule in a gas 
d  effective molecule diameter 
t  time of flight 

vn  number of molecules per unit volume 

1v  the average of component number 1 rmsv

1  the mean free path of component number 1 

iv  the average of the ith component rmsv

id  the molecular diameter of the ith component 

AN  Avogadro’s number, 6.02e23 

iX  mass fraction of component i in the gas mixture 

  total density of the gas mixture 

i  partial density of the gas mixture 

n  the total number of present gas components 
i  the gas component index 

nK  Knudsen number 

charL  characteristic length of flow geometry (average 

pore throat diameter) 

k  permeability to liquid 

ak  measured permeability 

Kb  gas slippage factor 
c  approximately 1 
r  effective pore radius 
  rarefaction coefficient parameter, dimensionless 

1c  a constant valued at 4.0 

2c  a constant valued at 0.4 

0  a constant valued at 
15
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ABSTRACT 

Over a five-year period (2003–2007), water from the 
California State Water Project was applied at a 
selected site through surface spreading in an attempt 
to recharge the underlying aquifer in the San 
Gorgonio Pass area in southern California. Prior to 
long-term application of water, a study was 
conducted (1997–2003) by the U.S. Geological 
Survey to determine the suitability of the site for 
artificial recharge. The hydrogeology of the 
unsaturated zone was characterized and 
conceptualized by integrating results from surface 
geophysics, borehole instrumentation, and laboratory 
analyses of core and cuttings. In 2004, a modeling 
study was published that predicted artificial recharge 
would not occur in the aquifer for more than 5 years, 
due to the existence of a perching layer that would 
impede the downward flow of water, causing lateral 
flow and loss of water downgradient to a permeable 
fault system at the model boundary. Continuous 
monitoring of the water level in the perched zone 
showed rising and falling water levels corresponding 
to increases and decreases of surface-applied water.  
Near-continuous monitoring of the water level at the 
water table showed a water table rise at between 3.75 
years and 4.5 years since the initiation of surface 
application of water. Using the known application 
rate, the rise and fall of the water level at the perched 
layer and the approximate arrival time to the water 
table, the hydrologic properties in the existing 3D 
TOUGH2 model were modified to best match the 
new data. The only required changes were to increase 
the permeability of the perching layer by about 60%, 
and add a specific gravel layer above the perching 
layer to limit the rise of the perched water observed 
in the field data. The resultant increase in 
permeability reduced the overall flow of water down-
gradient from the original model, so that all applied 
water recharged the aquifer within the modeling 
domain. 

INTRODUCTION 

Artificial recharge using water from the California 
State Water Project by surface spreading is being 
applied in the San Gorgonio Pass area of southern 
California, which is about 137 km east of Los 
Angeles (Figure 1). In the early 1990s, the San 

Gorgonio Pass Water Agency (SGPWA) constructed 
spreading ponds near Little San Gorgonio Creek 
(Figure 1, inset) for the purpose of recharging the 
underlying aquifer using water from the California 
State Water Project. By 1995, the SGPWA had 
conducted its first feasibility study by applying local 
water for 50 days to determine infiltration rates and 
percolation rates through the unsaturated zone (Boyle 
Engineering Corporation, 1992; Shaikh, 1995).  Prior 
to long-term application of water, a study was 
conducted (1997–2003) by the U.S. Geological 
Survey in cooperation with SGPWA to determine the 
suitability of the site for artificial recharge (Flint and 
Ellett, 2004). Since 2003, water from the California 
State Water Project has been applied at the site at 
various rates to recharge the underlying aquifer. (This 
report uses data from November 2002, when a small 
prewetting experiment was conducted, through 
December, 2007.) 
 
The hydrogeology of the area has been described in 
previous studies by Bloyd (1971), Boyle Engineering 
Corporation (1990, 1992, 1993a, 1993b), and Rewis, 
and others (2005). The site is bound to the north by 
the Banning fault and to the south by the Cherry 
Valley fault zone (Figure 2). Underlying the site is a 
series of Quaternary alluvium layers dipping 5 
degrees to the south, with a restrictive zone at 
approximately 70 m that perches water from natural 
recharge occurring under Little San Gorgonio Creek 
(Figure 1, inset). The regional water table is ~185 m 
deep. Alluvial deposits that comprise the unsaturated 
zone underlying the spreading basins include younger 
surficial deposits (Qy), older surficial deposits (Qo), 
very old surficial deposits (Qvo), and the upper 
member of the San Timoteo beds (Qsu) (Figure 2). In 
general, the surficial sedimentary materials (Qy, Qo, 
and Qvo) within the study area consist of interlayered 
sand and gravel deposits, with intermittent layers of 
clay, silt, and fine sand that become more compacted 
with depth. Unit Qsu consists of sand and gravel 
layers that are locally cemented into beds of 
sandstone and conglomerate. 
 
In the original modeling study of Flint and Ellett 
(2004), the unsaturated zone hydrogeologic system 
was characterized and conceptualized by integrating 
results from surface geophysics, borehole 
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instrumentation, and laboratory analyses of core and 
cuttings samples. Details of the integrated approach 
are provided in Ellett (2002) and are mentioned only 
briefly here. In addition to characterization, this 
approach was designed to allow an efficient transition 
to monitoring the effects of artificial recharge (AR) 
by way of repeat geophysical surveys and continuous 

observations from the borehole instrumentation.  
Repeat geophysical surveys are ongoing and are still 
being analyzed to determine whether they are clearly 
effective in resolving changes in subsurface water 
storage. The focus of this paper is to evaluate the 
long-term performance of the borehole 
instrumentation collected subsequent to analysis by 
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Ellett (2002) and update our analysis of the 
observations to assess the performance of the original 
unsaturated zone model of Flint and Ellett (2004) in 
predicting the effects of artificial recharge. 

EVALUATION O F THE  CH ARACTERIZA-
TION AND MONITORING APPROACH 

Borehole instrumentation at two locations proved 
particularly useful in this analysis: Test Well #3, 
located directly at the spreading pond area; and Test 
Well #5, located near the channel of Little San 
Gorgonio Creek north of the Banning Fault (Fig. 1 
and 2). Test Well #3 provides observations on 
changes in soil-matric potential and temperature 
below the spreading ponds (Figure 3; Pond 1 at the 
bottom through Pond 5 at the top of the figure) using 
heat dissipation probes (HDP; Flint and others, 2002) 
and advanced tensiometers (AT; Hubbell and Sisson, 
1998). Test Well #5 yields data on natural recharge 
derived from ephemeral stream flow in Little San 
Gorgonio Creek. Figure 4a-d shows the time series of 
soil-matric potential, and Figure 5 shows temperature 
from select depths, both at Test Well #3.  
Measurements from AT have proven to be reliable 
and robust over the 9 years of 

continuous operation (gaps in data sometimes 
occurred from loss of data logger power). Some HDP 
heating elements have failed, however, leading to 
loss of soil-matric potential measurements at various 
depths over time. Despite problems with some of  
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the heating elements, the HDP thermocouple 
measurements of soil temperature have all performed 
well during this study. The agreement between the 
HDPs and ATs are relatively good and track 
reasonably well, but differ slightly (Figure 4c, d), 
likely due to calibration errors and hysteresis of the 
matrix material in the HDPs. One advantage of the 
ATs is their ability to show positive head in the 
formation when it does occur (Figure 4c). 
 
The migration of the AR wetting front is depicted in 
Figure 6, based on the arrival time observed by the 
HDPs and ATs at various depths. A small volume of 
7,400 m3 was applied to the ponds in November 2002 
to provide an initial wetting of the system. The 
infiltration of this pulse was tracked by the 

instruments throughout 2003 with a vertical pore-
water velocity of ~4 m month-1. Cumulative AR 
volumes began in earnest in August 2003 (Figure 6), 
and a clear response in the perched water level was 
observed in the AT at 72 m depth by January 2004, 
leading to a velocity of approximately 15 m month-1.  
A comparison of water-level variability in Pond 2 
versus changes in water level of the perched system 
indicates that the system now responds quickly, with 
a lag time of only ~1 month between land surface and 
the perched aquifer (Figure 7). The lack of water 
level in Pond 2 in the first four months is caused by 
the water being delivered exclusively to Pond 1 
(Figure 3) rather than being distributed evenly over 
the five ponds, which was done for the remainder of 
the recharge application. 
 
The observed wetting-front arrival below the 
perching layer at the 80 and 87 m depth below land 
surface (bls) HDPs indicates that the pore-water 
velocity has been reduced significantly to ~2 m 
month-1, due to the low hydraulic conductivity of the 
perching layer. Arrival at the 145 m depth bls AT in 
October 2006 also indicates a vertical velocity of ~2 
m month-1.  The effect of a reduced water flux below 
the perching layer can also be seen in the temperature 
data (Figure 5) where the deeper instruments have 
not been warmed by the convective transport of heat 
through the perching layer. (Note that small shifts are 
artificial effects caused by changes in the data logger 
power supply.) 
 
Water-level variability was measured in the perched 
aquifer system relative to the regional aquifer system 

at Test Well #3, which showed a general decline 
(Figure 8) from January 1999 to September 2006, but 

334 of 634



 - 6 - 

  

showed significant rise by May 2007 (power to the 
transducer was unintentionally off between 
September 2006 and May 2007). Arrival of the AR 
wetting front at the water table was estimated to have 
occurred in January 2007 (based on extrapolation, 
because the AT pressure transducers had lost power 
during that time span). The arrival time observed by 
the water-level pressure transducer led to a calculated 
pore-water velocity below the perched layer roughly 
twice as fast as the velocity calculated from the HDPs 
(i.e., the greater slope shown in Figure 6). The 
discrepancy between these rates is attributable to a 
number of factors. First, since water pressure fronts 
are sensed over long ranges, the water-level rise 
observed at Test Well #3 does not have to correspond 
to an arrival of recharge water at that specific 
location. The variability in water volumes applied to 
specific ponds and subsurface heterogeneity would 
contribute to this effect. Second, the emplacement of 
HDPs down the borehole requires a backfill material, 
and this has previously been shown to cause a lag in 
the instrument response, owing to the fact that water 
must flow from the formation through the backfill 
material before the sensor can observe any changes 
(Ellett, 2002). Finally, a major runoff event occurred 
in January 2005 that contributed natural recharge 
below the stream channel. Measurements at Test 
Well #3 are sensitive to such events, even though the 
borehole is located some distance away from the 
channel (Ellett, 2002). Observations from Test Well 
#5 showed small changes in matric potential with 
increasing depth (Figure 9a) and a small change in 
slope when water level was rising at about 37 m 
(Figure 9b) , indicating that the natural recharge pulse 
is apparently far smaller in magnitude than the 
observed response at Test Well #3 (Figure 8). 

Estimating Recharge Flux and Conductivity of the 
Perching Layer 
Moisture content measurements from core samples 
and moisture retention characteristics reported in 
Ellett (2002) provided an estimate of 0.15 m3 m-3 for 
the mean volumetric water content of the profile at 
Test Well #3. Using this estimate, we converted the 2 
m month-1 pore-water velocity into an estimate of 0.3 
m month-1 for the water flux below the perching 
layer. Another method for estimating the drainage 
flux through the perching layer involves the rate of 
decline in the water level of the perched system 
during periods of minimal infiltration. This decline is 
caused by a combination of vertical drainage and 
lateral flow; therefore, this method provides an esti-
mate of the upper bound of the drainage flux. From 
Figure 8, the rate of decline in water level over such 
periods is generally around 1 m month-1. Assuming a 
specific yield of 0.25 results in a calculated water-
flux estimate of 0.25 m month-1; notably consistent 
with the estimate based on the wetting-front migra-
tion. 
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In the original study from 1999 to 2002, water flux 
below the perching layer was estimated by three 
separate methods to be ~0.03 m per month-1. The 
corresponding hydraulic conductivity of the perching 
layer was calculated from Darcy’s law using a mean 
hydraulic gradient of 2 m m-1 across the perching 
layer (0.015 m month-1). With the rise in the perched 
water level from 2 m above the perching layer (at 
74.5 m) to almost 12 m (Figure 8), the mean hydrau-
lic gradient during the period of 2004–2007 was 
increased by a factor of 6 relative to the earlier period 
(12 m m-1 versus 2 m m-1).  Thus, if the earlier analy-
sis were correct, we would expect the flux estimates 
in the current study to be roughly 6 times the esti-
mates from the 1999–2002 period, or ~0.18 m month-

1. Instead, we have obtained estimates of 0.25–0.3 m 
month-1, indicating that the vertical hydraulic 
conductivity of the perching layer in the UZ model 
will likely need to be increased by a factor of around 
1.5 to match the new observations now available. 

ARTIFICIAL RECHARGE MODELING 

The numerical model used in this and the prior study 
(Flint and Ellett, 2004) was developed using 
TOUGH2, an integrated finite-difference numerical 
code (Pruess et al., 1999). The prior study used the 
equation-of-state model EWASG (Battistelli et al., 
1997) to simulate the flow of heat, air, water, and 
dissolved components (NO3, which is associated with 
septic tank leach fields in the area). To simplify the 
modeling approach, the equation-of-state module 
EWASG was replaced with EOS9, which only 
calculates the saturated and unsaturated flow of 
water. The increase in computing speed allowed us to 
do multiple simulations for relatively small cost and 
allowed faster automatic calibration of the TOUGH2 
model through inverse modeling using iTOUGH2 
(inverse TOUGH2; Finsterle, 2007). The geometry of 

the site requires a three-dimensional  recharged water 
through the alluvial fan deposits (north to south), as 
well as lateral flow of natural recharge (generally east 
to west) from the nearby approach because of down-
dip migration of stream.  The modeling domain is 
~2.5 km (east to west) by 1.25 km by 185 m and 
contains more than 50,000 grid elements. Vertically, 
the model was divided into seven layers (Table 1). 
Layer 1 represents Qy, Layers 2 through 4 represent 
Qo, and Layer 5 represents the perching layer at the 
top of Qsu (Table 1). The north and south lateral 
contact of Qo and Qvo, Layers 5 and 6 represent 
Qvo, and Layer 7 represents the bottom of Qvo, and 
boundaries of the model are located along faults and 
are assumed no-flow boundaries. The east and west 
boundaries represent the edges of the alluvial basin 
where they encounter the mountain block. The 
bottom boundary is the water table, the upper 
boundary is specified flux. The surface flux is 
temporally and spatially variable, depending on the 
artificial recharge scenario, and the location and 
amount of streamflow, septic tank return flow, and 
natural recharge from precipitation. 
 
The model was developed using hydrologic 
properties measured in the laboratory or estimated 
from laboratory data (Table 1; Ellett, 2002).  Model 
parameters were further refined to better simulate 
field data of temperature, matric potential, and 
perched water levels. The details of the calibration 
and applications are presented in detail by Flint and 
Ellett (2004) and will not be presented here. It should 
be noted that in the original paper, Flint and Ellett 
(2004), assumed the perching layer to be 2 m thick 
with a hydraulic gradient of 2 m m-1, which yielded a 
hydraulic conductivity of 0.35 m yr-1 that calibrated 
well to the other borehole data. A revised estimate 
based on reanalysis of the historic data using

 
Table 1. Alluvial deposits and corresponding layers and properties used in unsaturated zone model. 

 See Fig. 2. 
 In the original model this unit layer was 2 m thick; it is now 1 m thick and was moved 2 m deeper in the profile. 

(Model Layer 4 was extended by 2 m and the start of Layer 6 was moved 1 m deeper, and the original saturated 
hydraulic conductivity was 9.57E-4 m d-1.) 

van Genuchten 
Parameters 

 
Alluvial 
Deposit  

 
 
Model  layer 

 
 

Depth Interval 

 
 
Porosity 

 
Saturated Hydraulic 

Conductivity m α 
  (meters)  (m d-1)  (1 Pa-1) 
Qy 1 0 -  24 0.345 1.01E+00 0.270 1.84E-04 
Qo 2 24 -  36 0.278 1.63E+00 0.367 1.84E-04 
Qo 3 36 -  39 0.278 9.83E-01 0.245 1.84E-04 
Qo 4 39 -  73 0.278 2.33E+00 0.440 1.84E-04 
Qvo  5 73 -  74 0.350 1.53E-03  0.130 1.03E-04 
Qvo 6 74 - 106 0.350 6.78E-01 0.398 1.69E-04 
Qvo-Qsu 7 106 - 198 0.304 5.93E-02 0.301 1.63E-04 
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a 1 m thick perching layer and the 2.0 m hydraulic 
gradients provided an estimate of ~0.15 m yr-1. This 
difference is indistinguishable compared to the earlier 
estimate using the limited field data available for the 
original study. Because the actual thickness of the 
perching layer is unknown, the absolute value of 

hydraulic conductivity cannot be known, but needs to 
be consistent with the thickness of the perching layer 
used in the model and calibration to additional data 
collected since the original study was published. The 
new model discussed in this paper uses the revised 
lower permeability and thinner layer thickness to 
maintain the match to the estimated 0.35 m yr-1 fluxes 
determined in the earlier study (Ellett, 2002; Flint and 
Ellett, 2004). 
 
The application rate of water in the recharge ponds 
was used as a specified flux at the surface—starting 
with the original archived model, modified with the 
corrected perching layer thickness of 1 m (reduced 
from 2 m) and a corrected saturated hydraulic 
conductivity of 0.092 m yr-1 m (reduced from 0.35).  
The time of simulation was for an equivalent time 
period of November 2002 through December 2007 
(Figure 6) using monthly time steps. The modified 
conditions (although equivalent hydrologically for 
the base conditions) resulted in a higher increase in 
the rise of the perched water than was measured in 
the field (Figure 10). The permeability of the 
perching layer was increased by a factor of two, 
three, and four times the original permeability, 
showing less rise in the height of the perched water 
(Fig. 10) matching the field-measured water levels 
better than the original model. 
 
As noted earlier, the arrival of the wetting front to the 
water table and subsequent rise of the water was not 
detected by field instrumentation. However, the field 
data gives us a window of when the water would 
have reached the water table (Figure 8; water table 
rise started between September 2006, when the 
transducer lost power, and May 2007, when the 
transducer power was restored). The original model 
reached steady-state recharge at the water table after 
September 2007, well after water table rise was under 
way (Fig. 8 and 11). The change in permeability of 
the perching layer also resulted in earlier arrival 
times at the water table (Figure 11). 
 
Doubling the permeability of the perching layer 
resulted in steady-state recharge to the water table 
around mid-October 2006, which is consistent with 
the estimated arrival time between September 2006 
and May 2007.Three times and four times the 
original permeability resulted in a steady-state 
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recharge to the water table in April 2006 and June 
2006, respectively, several months earlier than our 
best estimate. Measurement of water table rises 
associated with artificial recharge may be delayed if 
the point or area of recharge is somewhat removed 
from the instrumentation. Based on this possibility, 
and the height of the perched water, our best estimate 
of the permeability of the perching layers is about 60 
percent higher than the original model. A new 
concept is now being developed after doing a more 
detailed analysis of the cumulative application of 

water that was compared to the height rise of the 
perched water (Fig. 12). The analysis shows an 
apparent limit to the rise of the water at about 60 m 
bls. There was a fairly steady application rate 
between January 2004 and July 2004, and October 
2005 and August 2006, with a consistent rise of the 
perched water until March 2004 and January 2006, 
respectively, when it flattened out within 60 m of 
land surface. An evaluation of the textural data shows 
an apparent sand and gravel layer at this location (60 
m bls). This layer was contained in Model Layer 4 
(Table 1), because it was not considered a major 
factor to the downward migration of water. When 
that layer was explicitly incorporated into the model, 
(although preliminary and not included in the table), 
it had the effect of limiting the height rise of the 
perched water by allowing lateral spreading to occur 
and re-infiltrate the underlying layer when the 
perched water reached that height. The saturated 
hydraulic conductivity of the perching layer was 
increased to 1.6 times the original conductivity to 
provide the best match between the simulated height 
of the perched water level and the measured data 
(labeled as 1.6Times K + gravel zone; Figure 12), as 
well as reaching the water table within the prescribed 
time (Figure 11). Additional data are continuing to be 
collected at the site and will be analyzed with this 
concept in mind over the next year. 
 
The perching layer caused the wetting front to spread 
out and move downgradient (Figure 13); however, all 
of the water applied to the surface is either still in the 
unsaturated zone in the modeling domain or has 
reached the water table. The application rate over the 
period of study (2003–2007) was ~2,200 m3 day-1, or 
an average of 0.11 m day-1 over 12 ha. The recharge 
at the water table is ~0.011 m day-1 over 120 ha, or 
about a 10:1 spreading due to the perched layer (and 
other minor restrictive layers in the profile).  

SUMMARY AND CONCLUSIONS 

Over a five-year period (2003–2007), 3.5 million 
cubic meters of water from the California State Water 
Project was applied through surface spreading to 
recharge the underlying aquifer in the San Gorgonio 
Pass area in southern California. Travel through the 
unsaturated zone was impeded by a low-permeability 
perching layer that delayed the recharge to the 
aquifer. Near-continuous monitoring of the water 
level at the water table showed a water table rise at 
between 3.75 years and 4.5 years since the initiation 
of surface application of water. Using the known 
application rate, the rise and fall of the water level at 
the perched layer and the approximate arrival time to 
the water table, the hydrologic properties in the 
existing 3-D TOUGH2 model were modified to best 
match the new data. The only required changes were 
to increase the permeability of the perching layer by 
60% and add a higher permeability gravel layer 
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above the perching layer to limit the rise of the 
perched water.  Due to the presence of the restrictive 
layer, the original model predicted that over ten 
percent of the applied water would be lost down 
gradient and not recharge the underlying aquifer.  
The resultant increase in permeability from this 
analysis reduced the overall flow of water down-
gradient, so that all applied water recharged the 
aquifer within the modeling domain. 

ACKNOWLEDGMENTS 

The San Gorgonio Pass Water Agency and Jeff 
Davis, General Manager, supported this work and 
provided the water application data used in the 
numerical simulation. 

REFERENCES 

Falta, R. W., K. Pruess, I. Javandel, and P. A. 
Witherspoon, Density-driven flow of gas in the 
unsaturated zone due to the evaporation of 
volatile organic compounds, Water Resour. Res., 
25(10), 2159–2169, 1989. 

Bloyd, R.M., Underground storage of imported water 
in the San Gorgonio Pass area, southern 
California,  USGS Water-Supply Paper 1999-D, 
U.S. Geological Survey, Washington, D.C., 
1971. 

Ellett, K.M., Hydrologic characterization of the deep 
vadose zone of the San Gorgonio Pass area for 
artificial and natural recharge analysis, M.S. 
Thesis, University of California, Davis, 138 p., 
2002. 

Finsterle, S.. iTOUGH2 User’s Guide, Rep. LBNL-
40040, Lawrence Berkeley Natl. Lab., Berkeley, 
CA., 2007. 

Flint, A.L., G.S. Campbell, K.M. Ellett, and C. 
Calissendorff, Calibration and temperature 
correction of heat dissipation matric potential 
sensors, Soil Science Society of America Journal, 
66:1439-1445, 2002. 

Flint, A.L. and K.M. Ellett, The role of the 
unsaturated zone in artificial recharge at San 
Gorgonio Pass, California, Vadose Zone Journal  
3:763-774, 2004. 

Hubbell, J.M. and J.B. Sisson, Advanced tensiometer 
for shallow or deep soil water potential 
measurements, Soil Science 163(4):271-277, 
1998. 

Pruess, K., C. Oldenburg, and G. Moridis, TOUGH2 
User’s Guide, Version 2.0, Report LBNL-43134, 
Lawrence Berkeley Natl. Lab., Berkeley, CA., 
1999. 

Rewis, D.L., A.H. Christensen, J.C. Matti, J.A. 
Hevesi, T. Nishikawa, and P. Martin, Geology, 
ground-water hydrology, geochemistry, and 
ground-water simulation of the Beaumont and 
Banning storage units, San Gorgonio Pass area, 
Riverside County, California, U.S. Geological 
Survey Scientific Investigations Report 2006-
5026, 173 p., 2006. 

Shaikh, A., R.B. Bell, M.E. Ford, and S.P. Stockton, 
Feasibility of recharge by surface spreading, vol. 
II in A.I. Johnson and R.D. Pyne, eds., Artificial 
recharge of ground water: American Society of 
Civil Engineers, New York, p. 159-167, 1995. 

  

339 of 634



PROCEEDINGS, TOUGH Symposium 2009 
Lawrence Berkeley National Laboratory, Berkeley, California, September 14-16, 2009 

 - 1 - 

TOUGH2 SIMULATION OF CAVERN CREATION USING 
ACID DISSOLUTION OF LIMESTONE 

 
Ron Falta, Department of Environmental Engineering and Earth Sciences, Clemson University 

Geoff Chambers, Department of Environmental Engineering and Earth Sciences, Clemson University 
 
 
 

ABSTRACT 

The seasonal nature of natural gas demand 
results in a cyclical variation in natural gas 
prices, and occasional shortages. Natural gas is 
normally delivered to consumers through 
pipelines with very little storage 
capacity. Increasing the capacity to store natural 
gas can improve both the economics and the 
deliverability of the product. Current natural gas 
storage facilities primarily consist of deep saline 
aquifers and mined caverns in salt domes. An 
alternative storage method could involve the 
creation of large (~60,000 m3) caverns in low-
permeability limestone formations using acid 
mining. The fact that large parts of the 
Northeastern and Midwestern US are underlain 
by these types of formations at depths of 1,000 
to 3,000 m makes this idea potentially attractive. 
 
We developed a fully coupled, implicit 
TOUGH2 module to simulate cavern creation in 
limestone formations using hydrochloric acid 
(HCl) injection. The reaction between the HCl 
and the limestone produces calcium chloride 
(CaCl2), water, and carbon dioxide.  

2HCl + CaCO3 = CaCl2 + H2O + CO2 

As the reaction proceeds, CaCl2 dissolves in 
water to form a dense brine, while the CO2 will 
either dissolve in the brine or exist as a separate 
supercritical phase. To develop the TOUGH2 
module for this process, we modified the ECO2 
version of EWASG (Pruess and Garcia, 2002).  
The key modifications consist of replacing the 
NaCl component in ECO2 with CaCO3, adding 
HCl and CaCl2 as additional mass components, 
and including the equilibrium acid limestone 

dissolution reaction. The reaction between the 
acid and the limestone in each gridblock is 
assumed to be instantaneous and complete.  

Because the limestone replaces NaCl in ECO2, 
the model porosity is initially set equal to 1, and 
the limestone porosity becomes one minus the 
solid phase saturation. In this way, as the 
limestone dissolves, the solid saturation 
decreases, and an open cavern forms. Fluid flow 
in the open cavern is approximated by Darcy’s 
law, using a very large intrinsic background 
permeability. The permeability reduction factor 
is specified to be a power function of the 
apparent porosity, so that at high solid 
saturations (~.9 to .99), realistic limestone 
intrinsic permeabilities are present. Mass 
transfer between the open cavern and the cavern 
walls is approximated by a first-order mass-
transfer reaction using a diffusion-like 
conductance term and the concentration 
difference between the rock and the cavern. A 
nonreactive version of this mass-transfer 
approach was used to successfully simulate a 
large salt cavern dissolution experiment. 

The acid dissolution model was used to explore 
different strategies for creating caverns using a 
single borehole. These strategies involved 
injection of HCl at one depth, with production of 
the CaCl2 brine and CO2 at other depths. Two 
approaches appear to be feasible: one in which 
low strength acid is injected, and in which the 
resulting CO2 is dissolved in the brine; and one 
in which high-strength acid is injected, and a 
separate supercritical CO2 phase is produced.
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ABSTRACT 

Isotopic measurements are a commonly employed 
tool in the characterization of groundwater flow 
paths, residence times, and water-rock interactions in 
a variety of systems (e.g., Johnson et al., 2000).  For 
example, many soluble species are unevenly 
distributed between solid and liquid phases of unique 
isotopic compositions, resulting in detectable shifts in 
the isotopic ratios as a result of minor amounts of 
dissolution.  Analytical models have been applied to 
treat isotopic ratios under a variety of reactive 
transport regimes (e.g., Johnson and DePaolo, 1994; 
1996; 1997a). While these models are capable of 
identifying important constraints on the physical and 
chemical properties of hydrologic systems, they are 
fundamentally limited by simplifying assumptions 
that neglect the relationships between specific 
mineral assemblages, reactive surface areas, reaction 
rates, and flow field characteristics. Treatment of 
isotopes within reactive transport modeling has been 
shown to improve upon existing analytical models 
and expands our ability to infer hydrologic processes 
(e.g., Singleton et al., 2004). 
 
Using TOUGHREACT (Xu et al., 2006) we evaluate 
further the isotopic exchange and water-rock 
interaction of strontium in fractured rock that was 
investigated by DePaolo (2006) using analytical 
solutions. Strontium isotopes are treated as explicit 
constituents in the fluid and mineral phases, as well 
as considering advective and diffusive transport.  
Initial flow model and chemical input parameters are 
based on DePaolo (2006). A single porosity flow 
field serves as a reference model for the dual porosity 
case, in which advective flow is confined to fractures 
evenly spaced between blocks of porous material.  
Exchange between the fluid in the fracture and fluid 
in the matrix pores is limited to diffusive transport, 
offering the opportunity to demonstrate the 
relationship between element-specific diffusive 
reaction lengths, reaction rates, and fracture spacing 
in comparison with the analytical solution presented 
by DePaolo (2006). Results indicate proper 
implementation of the isotopic constituents in 
TOUGHREACT and illustrate more realistic 
treatment in comparison with the analytical solution.  
Results provide valuable information on subsurface 
hydrologic and geochemical characteristics such as 

fracture spacing and reaction rates, and further 
demonstrate the utility of incorporating isotope ratios 
into a time-dependent, multicomponent reactive 
transport model. 

INTRODUCTION 

Explicit treatment of multiple isotopes in a reactive 
transport model presents a novel means of chemical 
and hydrologic analysis. Isotopic ratios for a given 
mineral, aqueous, or gaseous species incorporate 
information about the sources and process history of 
that phase associated with, but distinct from, species 
concentration. For example, many soluble species are 
unevenly distributed between solid and liquid phases 
of unique isotopic composition, resulting in 
detectable shifts in the isotopic ratios as a result of 
minor amounts of dissolution or precipitation.  
Isotopic characteristics such as sensitivity to minor 
exchange rates and individual signatures of unique 
isotopic sources have been applied to characterization 
of flow paths, advective and diffusive transport, 
mineral dissolution and precipitation rates, ion 
exchange, evaporation/condensation rates, biological 
activity, and available mineral surface areas (Lasaga, 
1984; Blattner and Lassey, 1989; Bickle et al., 1995, 
1997; Johnson and DePaolo, 1997a, 1997b, Johnson 
et al., 2000; Massmann et al., 2003; Conrad and 
DePaolo, 2004; Maher et al., 2006; Singleton et al., 
2006). However, the majority of such analyses have 
required the assumption of a single porosity system 
in order to quantify residence times, transport rates, 
and reaction rates from isotopic data. Often this 
assumption represents the single largest source of 
error in the estimate (Manning and Solomon, 2004) 
or conversely, when unreasonable values are 
obtained, is cited as evidence for a more complex 
permeability distribution (Thomas et al., 1996; 
Scanlon, 2004). 
 
Interpretation of isotopic data using a single porosity 
assumption incorporates errors both in the estimated 
value of porosity and in the difference in isotopic 
effects anticipated under more complex flow regimes.  
In a dual porosity system, the contrast in transport 
and residence times between fast flow path and pore 
waters may result in differences in their associated 
isotopic ratios and the mixing between them.  
DePaolo (2006) presents a simplified analytical 
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solution to the effects of single and dual porosity 
systems on isotopic ratios of Sr and O in a fractured 
media. Our research further evaluates these effects 
using TOUGHREACT to include the influence of 
specific mineral assemblages and associated time-
evolving reaction rates and reactive surface areas in 
both single and dual porosity systems. The study also 
serves to verify proper incorporation of isotopes in 
the TOUGHREACT code against an analytical 
solution. 

PROBLEM DESCRIPTION 

DePaolo (2006) presents a steady-state solution for 
isotopic effects in a saturated, advective system with 
unique water and matrix isotopic ratios. A single 
porosity reference model is compared to a simplified 
dual porosity system consisting of parallel fractures 
evenly spaced between blocks of porous matrix 
(Figure 1).  The isotopic ratios of the pore fluid are a 
function of the reaction rate with the host media (R) 
and diffusion of fracture fluid along the walls of the 
block. Fracture water-isotopic ratios are influenced 
by advection, dispersion, and diffusion of pore fluid 
along the walls of the fracture. Diffusion along 
fracture walls is the only mechanism by which 
fracture and pore fluid communicate. 
 

 

Figure 1. Conceptual model of simplified dual 
porosity system. Fluid flows along 
parallel fractures of width d evenly 
spaced between blocks of porous media of 
width b. The starting fluid and pore water 
isotopic ratios are rf and rs, respectively. 
The central media block illustrates two 
potential distributions of isotopic ratios in 
the pore water with distance away from 
the fracture. 

Thus, the characteristic length scale for diffusive 
mixing in the pore fluid is defined as (DePaolo, 
2006): 
 

Ld =
Di

Rm MKi

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

1/ 2

                    (1) 

 

where Di is the aqueous diffusivity of element i, Rm is 
the bulk reaction rate for the solid phase, M is the 
mass ratio of solid to fluid, and Ki is the distribution 
coefficient of solid to fluid for element i. The 
distribution of isotopic ratios in the pore fluid is a 
function of the ratio between Ld for a given element 
and b, the spacing between fractures. When this ratio 
is large, the difference between fracture and pore 
fluids is minimal, while small values indicate the 
reaction rate between the solid and pore fluid is fast 
in comparison to diffusion from the fracture wall, 
creating a larger gradient in isotopic ratios with 
distance into the block (Figure 1). 
 
There are multiple simplifying assumptions 
incorporated into the analytical solution.  First, the 
system is assumed to have evolved to steady state, 
with unique isotopic compositions in the incoming 
fracture water and pore fluid.  Similarly, the isotopic 
composition of the solid phase does not evolve with 
time.  Second, the porous media is treated as 
monomineralic and equal in rates of dissolution and 
precipitation with the pore fluid, such that no net 
change in porosity occurs.  This assumption also 
implies that the concentration of a given element in 
the pore fluid does not vary as a result of interaction 
with the host rock. Third, the effects of dispersion in 
the fracture fluid are ignored, so that the only factors 
influencing variation in the fracture-fluid isotopic 
ratio are advective transport and diffusion along the 
fracture walls. 

MODEL DESCRIPTION 

Simulations were performed using the 
TOUGHREACT nonisothermal multiphase 
geochemical reactive transport program (Xu et al., 
2006).  Input parameters for both the single and dual 
porosity models were taken directly or adapted from 
DePaolo (2006) (Table 1).  For the single porosity 
reference model, both a monomineralic and a 
multimineralic system were considered.  In the 
monomineralic case, the porous media was composed 
of an anorthite with a mole fraction of 0.4% Sr 
substituting for Ca. In the multimineralic version, the 
initial solid phase was composed of 13.2% volume 
fraction potassium feldspar, 29.9% albite, 34.3% 
quartz, and 10% anorthite with the same mole 
fraction of Sr as the monomineralic model.   
 
The single porosity models were run over a 200 m 
long grid composed of 1 m3 blocks. Fluid velocity 
was established by setting constant pressure heads at 
the boundaries. The dual porosity model was 
constructed as a 50 m long grid.   
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Table 1. Parameter values 

Parameter Value Units 

Temperature 25 ºC 
Fluid velocity 1 m/yr 
K dist. coeff. 35  
Solid/fluid density 2.6  
Matrix porosity 0.01  
Permeability 6.51x10-12 m2 
Disp. Coeff. 0.01 m2/yr 
Solid bulk reaction rate 2.5x10-5 yr-1 
Initial 87Sr/86Sr of fluid 0.7092  
Initial 87Sr/86Sr of the solid 0.7032  
 

One-cubic-meter gridblocks were subdivided based 
on the multiple interacting continua (MINC) process. 
Flow was confined to a 0.1 m width, while the rest of 
the block was divided into nested gridblocks, with the 
largest volume at the center and progressively smaller 
shells extending to the fracture.  This subdivision 
allowed for analysis of the pore fluid chemistry with 
distance from the fracture wall. Pressure heads were 
set at both ends as in the single porosity model, and 
the system was run with no reactive transport to 
initialize the pressure distribution throughout the 
nested grid system prior to starting the geochemical 
simulation. 

Each simulation was run for 200 years to establish a 
steady-state solution for comparison to the DePaolo 
(2006) solution. A no-flow simulation was conducted 
to determine the equilibrium chemical composition of 
pore water in the host media. Inlet water chemistry 
was set equal to that of the pore fluid, except for 
adjustment to the Sr values, to establish a unique 
isotopic ratio (Table 2). Sr isotopes were defined 
explicitly in the thermodynamic database, such that 
fluid phase and anorthite Sr were divided into 87Sr 
and Sr’, which accounted for the remainder of the Sr 
isotopes. Using this method, the isotopic components 
summed to the total concentration of Sr, thus 
preserving stoichiometry in the mineral assemblage.  
Stontium-86 was back-calculated from Sr’, based on 
the natural abundances of 84Sr, 86Sr and 88Sr. From 
this, the appropriate ratio of 87Sr to Sr’ could be 
calculated to establish a required 87Sr/86Sr ratio for a 
given total concentration of Sr 
   

Table 2. Initial fluid concentrations 

 

In order to match the assumptions of the DePaolo 
(2006) analytical model as closely as possible, 
porosity was set as a constant, regardless of 
dissolution and precipitation reactions. The kinetic 
rate constant and specific surface area of anorthite 
were calculated to match the reaction time constant 
specified in the analytical model. 

RESULTS AND DISCUSSION 

Single Porosity Model 

The monomineralic simulation consisting of a pure 
anorthite porous media equilibrated rapidly and 
showed no appreciable adjustment in the Sr isotopic 
ratio of the fluid away from 0.7092. The model was 
adjusted to allow kaolinite precipitation in an attempt 
to keep the fluid undersaturated with respect to the 
anorthite, but this made no appreciable difference.  It 
was concluded that a multimineralic system was 
required to maintain anorthite dissolution as is 
assumed in the DePaolo (2006) analytical model. 

The multimineralic single porosity system showed 
evolution to a steady-state profile similar to that of 
the DePaolo (2006) analytical model (Figure 2).  
Multiple secondary species were allowed to form in 
the simulation.  This resulted in the precipitation of 
predominantly Si and Al species, keeping the 
saturation with respect to anorthite low and allowing 
the solid phase 87Sr/86Sr ratio to influence the fluid 
isotopic composition.   

Aqueous species Concentration (mol kg-1)

H+ 2.6x10-6 

Ca2+ 1x10-10 

Na+ 1x10-10 

SiO2(aq) 1x10-10 

K+ 1x10-10 

AlO2
- 1x10-10 

Sr’ (pore water) 6.06559x10-5 
87Sr (pore water) 4.56075x10-6 

Sr’ (inlet water) 6.06918x10-5 
87Sr (inlet water) 4.52484x10-6 
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Figure 2. Single porosity models: (A) DePaolo (2006) analytical solution and (B) the TOUGHREACT solution 
including evolution to the steady-state profile 

 

The final 87Sr/86Sr value of the fluid phase at the end 
of the 200 m grid was 0.7038, as opposed to a value 
of 0.7041 in the DePaolo (2006) model.  The steady-
state profile generated by the TOUGHREACT simu-
lation shows a sharper drop to the final fluid isotopic 
value than the analytical solution. This difference is 
attributed to the change in fluid Sr concentration and 
associated decrease in volume fraction anorthite over 
the course of the TOUGHREACT simulation (Figure 
3). In the analytical solution, the distribution coeffi-
cient between fluid and solid Sr concentrations is 
constant, and under the assumption that solid phase 
Sr does not change, this constraint leads to a constant 
fluid phase Sr concentration.   

In the TOUGHREACT simulation, the concentration 
of Sr in the fluid increases by a factor of roughly 7 
times, with the most pronounced increase occurring 
at early time. As the simulation proceeds, the amount 
of anorthite per unit volume decreases due to 
dissolution, and the increase in aqueous Sr becomes 
more gradual across the domain.  This increase in 
aqueous Sr from mineral dissolution serves to 
partially swamp the influent aqueous 87Sr/86Sr value, 
leading to a final fluid 87Sr/86Sr value closer to the 
mineral ratio than the analytical solution, and also 
decreasing the distance along the flow path required 
to reach this value. 

 

Figure 3. Single porosity multimineralic simulation (A) total Sr (mol L-1) in the fluid phase (B) cumulative change 
in anorthite (mol/m3)

A B

A B
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A potential means of bringing the TOUGHREACT 
solution closer to that of the analytical solution is 
adjustment of the fluid chemistry and addition of 
specific minerals, to set up a system in which excess 
Sr is “scrubbed” from the fluid through precipitation.  
While this may be an instructive exercise, the 
simulation presented here represents a more realistic 
situation and emphasizes the fact that under 
appropriate conditions, the analytical solution 
underestimates the influence of the solid-phase 
isotopic ratio due to the assumption of constant 
concentration. Furthermore, despite the decrease with 
time, the overall depletion in the anorthite reactive 
surface area is minimal, indicating that the amount 
dissolved is small and thus the reaction rate is staying 
approximately constant during the simulation, in 
accordance with the analytical model. 
 
Dual Porosity Model 
The 200-year steady-state results of the dual porosity 
simulation are plotted to show variation in the pore 
fluid isotopic ratio with distance away from the 
fracture (Figure 4).  The final 87Sr/86Sr ratio at the end 
of the 50 m domain in the fracture fluid is 0.7062, as 
compared with a value of 0.7035 in the analytical 
solution under these conditions. The ratio of Ld 
(Equation 1) to b (the spacing between fractures) is 
0.2. Under this flow regime, the same final fluid 
87Sr/86Sr ratio as the single porosity system would 

require a much larger reaction rate, because the fluid 
in the fracture is in contact with a much smaller 
amount of the solid, and obtains the majority of 
influence from the solid-phase 87Sr/86Sr through 
diffusion in the pore fluid. Within the porous 
medium, fluid does not advect and correspondingly 
takes on an isotopic ratio closer to the solid phase.   
 
In this system, the influence of increased Sr 
concentrations in the fluid is partially offset by the 
decreased contact between advecting fluid and the 
solid phase, as well as establishment of a mixing 
zone in the pore water close to the fracture. At the 
inlet, the 87Sr/86Sr values of the fluid with distance 
into the porous matrix are quite comparable between 
the TOUGHREACT and analytical models; however, 
the final 87Sr/86Sr of the fracture fluid is closer to the 
influent value in the TOUGHREACT simulation.  
Just as the fracture fluid is exposed to less anorthite 
per unit area than the single porosity model, the fast 
advection and limited surface area also impede the 
precipitation of secondary minerals, bringing the 
fracture fluid closer to saturation and diminishing the 
influence of the solid phase. Again in the analytical 
solution changes in Sr concentration and saturation 
with respect to the dissolving phase are not 
considered, in this case resulting in an 87Sr/86Sr closer 
to the solid-phase value. 
 

 

 
 

Figure 4. Dual porosity models with Ld/b=2 (A) DePaolo (2006) analytical solution showing the isotopic ratio at 
steady state in the fracture and in the pore fluid at a distance of 0.1, 0.2 and 0.5 m into the adjacent 
porous media block.  (B) TOUGHREACT simulation showing the steady state (200 yr) fracture fluid 
isotopic ratios and pore fluid at distances of 0.105, 0.23 and 0.495 m into the adjacent porous media 
block.
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CONCLUSIONS AND FUTURE RESEARCH 

Using the TOUGHREACT program, we have 
simulated strontium isotopic exchange between a 
solid and a through-flowing fluid of unique 87Sr/86Sr 
ratios based on the analytical model of DePaolo 
(2006). The results indicate good agreement between 
the analytical and numerical solutions, particularly in 
light of the many differences in the scope and 
approach of these methods. These results suggest 
proper implementation of Sr isotopes as explicit 
species in the TOUGHREACT framework. 
 
The principal differences between the DePaolo 
(2006) model and the TOUGHREACT simulations 
are based on the simplifying assumptions necessary 
to obtain the analytical solution. In the 
TOUGHREACT code, mineral dissolution and 
precipitation were allowed to occur as a function of 
saturation state with corresponding variations in 
aqueous chemical concentrations and abundance of 
dissolving phases. This treatment illustrates a more 
realistic scenario than the analytical solution, and 
shows that the difference in the apparent isotopic 
ratio of the fluid phase between single and dual 
porosity systems is even more pronounced than 
suggested by the analytical model. This result yields 
important implications for the use of isotopes as tools 
to identify hydrologic and geochemical properties 
such as reaction rates, recharge rates, and residence 
times. Furthermore, it provides a strong argument for 
analysis of isotopic data within a more complex 
numerical reactive transport program, one that can 
take into account the influence of time-evolving 
parameters and mixing of unique waters in a 
heterogeneous system. 
 
The DePaolo (2006) model also presented results for 
oxygen isotope variation in single and dual porosity 
flow fields. Implementation of oxygen isotopes is 
somewhat more complex than those of strontium, 
because of mass-induced fractionation effects under 
transport and exchange regimes. Preliminary 
implementation of oxygen isotopes in the 
TOUGHREACT simulation indicates that good 
results can be obtained by establishing explicit 16O 
and 18O waters independent of the bulk H2O solvent.  
Oxygen and strontium isotopes in the DePaolo (2006) 
model were demonstrated as an example of two 
isotopic systems with very different Ld values, 
leading to large differences in the distribution of each 
isotopic ratio within the fracture and pore fluids. The 
author suggested that using two such isotopic systems 
may provide enough data to back out information on 
fracture spacing. Application of this idea to 
appropriate sites, such as seawater flow in fractured 
basalt, should provide the opportunity to test this 
hypothesis using a more realistic numerical model. 
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ABSTRACT 

Monitoring of geophysical and geochemical observ-
ables at the surface plays a main role in the under-
standing of—and the hazard evaluation of— active 
volcanoes. Measurable changes in these parameters 
should occur when a volcano approches eruptive con-
ditions. Hydrothermal activity is commonly studied 
as an efficient carrier of signals from the magmatic 
system. As the magmatic system evolves, the 
amount, temperature, and composition of magmatic 
fluids that feed the hydrothermal system change, in 
turn affecting the parameters that are monitored at the 
surface. Modeling of hydrothermal circulation, as 
shown in the past, may cause measurable gravity 
changes and ground deformation. In this work, we 
extend our previous studies and increase the number 
of observable parameters to include gas temperature, 
the rate of diffuse degassing, the extent of the 
degassing area, and electrical conductivity. The 
possibility of nonmagmatic disturbance needs to be 
carefully addressed to ensure a proper estimate of 
volcanic hazard. 

INTRODUCTION 

Volcanic hazard assessment is a major challenge in 
all countries where large communities reside near 
active volcanoes. The safety of the population 
requires that at any time, an appropriate alert level is 
achieved as eruptive conditions approach. This task is 
particularly complicated when long repose times 
elapse between subsequent eruptive events, and the 
unrest can last for decades before the actual eruption 
takes place. In this case, the state of volcanic activity 
needs to be carefully monitored in order to detect 
signals related to magma movement toward the 
surface. The fluids that feed fumaroles and hot 
springs in active volcanoes are a fundamental 
resource available for volcanic surveillance. In a 
volcanic region, a fraction of discharged fluids 
generally derives from magma degassing. If the 
magmatic source changes in time, because of a new 
material supply in the magma chamber or other 
differentation processes, the volatiles could also 
change, affecting both the composition and flow rate 

of fluids at the surface. Observed changes are gener-
ally caused by a complex interaction between the 
magmatic system and hydrothermal fluid circulation. 
Several changes in monitored parameters may be 
associated with the hydrothermal system rather than 
with the degassing magma, and may occur as the 
fluids ascend through porous rock.  
 
High temperatures and pore pressures acting on 
porous rock can be responsible for ground deforma-
tion (Bonafede, 1991; Todesco et al., 2004; Hurwitz 
et al., 2007; Hutnak et al., 2009; Rinaldi et al., 
2009a). Hydrothermal fluids can also influence self-
potential and electrical resistivity, since these quanti-
ties depend on fluid flow pattern, temperature, and 
phase saturation. Through measurements carried out 
in various volcanic regions, many authors have 
inferred the main features of fluid circulation in the 
underground (Zlotnicki and Nishida, 2003; Finizola 
et al., 2004; Aizawa et al., 2009; Revil et al., 2008). 
The distribution of liquid-dominated, two-phase, and 
gas-dominated regions also determines the subsurface 
distribution of the fluid density. Changes in relative 
size or in the position of these regions can produce 
measurable gravity signals (Todesco and Berrino, 
2005). Other studies have inferred the effects of fluid 
circulation as a fault lubricant and as a trigger for 
low-frequency seismic events (Bianco et al., 2004). 
Results also indicate that the amplitude of the 
observed changes mostly depend on the supply rate 
of magmatic fluids (Todesco, 2009). However, the 
state and properties of the degassing magma are not 
the only source that generates and influences the 
observable signals. Recent results highlight the role 
of rock properties in controlling the evolution of the 
parameters measured at the surface (Rinaldi et al., 
2009b).  
 
Since magmatic and hydrothermal processes may 
cause similar effects, the interpretation of signals 
collected at the surface is not always unequivocally 
constrained. A simultaneous analysis of different 
geophysical and geochemical observables is a sound 
approach for interpreting monitoring data and to infer 
a consistent conceptual model.  
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In this work, we extend our previous studies and 
increase the number of observable parameters to 
include gas temperature, the rate of diffuse degassing, 
and electrical conductivity. Following a well-estab-
lished approach, we first simulate the evolution of the 
hydrothermal system and then compute the observ-
ables in a postprocessing calculation. The simulation 
of hydrothermal fluid circulation is based on a 
conceptual model previously developed for the 
Campi Flegrei (Chiodini et al., 2003; Todesco et al., 
2004; Todesco and Berrino, 2005): the hydrothermal 
system is fed by fluids of magmatic origin and an 
unrest phase is simulated as a period of increased 
magmatic degassing. We quantify and compare the 
evolution of the considered observable parameters 
after a generic period of unrest. Note that we do not 
intend to reproduce the history of a particular system. 

MODELING THE HYDROTHERMAL FLUID 
CIRCULATION 

Hydrothermal fluid circulation is here simulated 
using the TOUGH2 code (Pruess et al., 1999), which 
is a multipurpose simulator describing the coupled 
flow of heat and multiphase and multicomponent 
fluids through a porous material.  
 
In this paper, we consider water and carbon dioxide 
as fluid components. The 2-D computational domain 
is 10 km wide and 1.5 km deep (Figure 1), and 
discretized into 2,580 elements (radial dimensions 
from 25 to 3196 m and thickness from 5 to 25 m). 
Bottom and side boundaries are impervious and adia-
batic. Atmospheric conditions are fixed along the 
upper boundary, which is open to heat and fluid 
flows. Figure 1 also show the properties of the porous 
medium used in the simulation, kept constant during 
the simulation. The shallow hydrothermal circulation 
is driven by the injection of a hot mixture of water 
and carbon dioxide. The inlet of hot fluids, placed at 
the bottom of the domain near the symmetry axis, is 
150 m wide and discharges a mixture at a 
temperature of ~ 600 K. 
 
As described in previous work (Chiodini et al., 2003; 
Todesco et al., 2004), this prolonged activity of the 
fluid source generates a wide two-phase plume, with 
a shallow single-phase gas region (Figure 2). The 
plume is characterized by high temperatures (contour 
in Figure 2) and is pressurized with respect to the 
hydrostatic gradient. 
 
Initial conditions are obtained by simulating a long-
lasting (thousands of years) injection of magmatic 
fluids. The prescribed flow rate at the inlet (1,000 
tons/day of CO2 and 2,400 tons/day of H2O) reflects 
the data collected at the Campi Flegrei caldera and 
corresponds to a CO2/H2O molar ratio of 0.17 
(Chiodini et al., 2003). 

  
Figure 1. Computational domain and rock proper-

ties used in the hydrothermal fluid circu-
lation. Fluid inlet is placed at the bottom 
near the symmetry axis. Symbols are: Φ 
porosity, κ permeability, ρR rock density, 
C rock specific heat, D rock thermal 
conductivity.   

 
Figure 2.  Gas volumetric fraction (color) and 

temperature distribution (contour) after 
the long-lasting injection of fluids. Two 
single phase gas zones are present in the 
domain (in red): near the inlet, and at 
shallow depth near the surface. 

We are interested in the effects of a generic unrest to 
geophysical and geochemical observables. The unrest 
is simulated as a period (20 months) during which 
both the input of magmatic fluids and the CO2 
content increase (Table 1). The fluids are injected at 
the same, constant input entalphy, corresponding to a 
temperature of 600 K. The unrest period is followed 
by a longer quiet period (100 months), during which 
the mass flow rate at the inlet returns to the initial 
lower values. 
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Table 1. Inlet conditions during the unrest and the 
following quiet period. The enthalpy does 
not change during the simulation and 
corresponds to a temperature of ca. 600 K. 

 CO2 

(ton/day) 
H2O (ton/day) Molar ratio

Quiet 1000 2400 0.17 
Unrest 6000 6100 0.40 
 
The imposition of a larger discharge rate during the 
unrest is accompanied by pressure buildup and 
temperature changes. Also, the two-phase plume 
changes its shape and composition, owing to the 
different composition of injected fluids and the fact 
that pressure and temperature changes may enhance 
or reduce water evaporation. Detailed descriptions of 
the effect of the unrest on the two-phase plume can 
be found elsewhere (Rinaldi et al., 2009a, 2009b; 
Todesco, 2009; Todesco and Berrino, 2005; Todesco 
et al., 2003, 2004).   

GEOPHYSICAL AND GEOCHEMICAL 
OBSERVABLES 

As pointed out before, hydrothermal systems can 
generate a wide range of signals. Some observable 
parameters are directly related to fluid circulation and 
appear in the TOUGH2 output. Among these, we 
take into account in this work the amount and 
temperature of gas discharged at the surface. For 
other geophysical observables, a simple calculation is 
required. For example, it is possible to compute the 
compositional changes, considering the CO2/H2O 
molar ratio of the emitted gas. Such a calculation is 
made considering the average value of the molar ratio 
in the single-phase gas zone near the surface (Figure 
2). Other observables can be derived from the 
TOUGH2 output, but require some postprocess 
calculation. Below, we present a background theory 
for electrical conductivity and gravity changes and 
ground displacement.  

Background on Electrical Conductivity 
Two main electrical conductivity mechanisms 
characterize the water-saturated porous medium. The 
first one is caused by the fluid flow inside the pore, 
through electromigration of anions and cations into 
the connected pore space. A second conduction 
mechanism occurs at the pore water-mineral 
interface, caused by a migration of the weakly 
adsorbed counterions (usually cations). We do not 
account for the effect of the electrical conductivity 
inside the grains, since measures performed on dry 
samples show very negligible values (Revil et al., 
2002).  
 
In this work, we follow the formulation of Revil et al. 
(1998) that takes into account the different behavior 

of different charge carriers: cations and the anions. 
This formulation is based on the “Hittorf transport 
numbers,” which are the fraction of electrical current 
carried by the cations and anions in the free electro-
lyte. Similarly, it is possible to specify these numbers 
for surface conduction. Hittorf numbers are basically 
related to the ionic mobilities of the ions, and the 
electrical conductivity is given by combining the 
definitions of these numbers. Considering a solution 
with pH range 5–8, the counterions are mostly 
cations and the electrical conductivity is given by: 
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where F = φ-m is the electrical formation factor and 
represent the classical Archie’s law, confirmed by 
several works; φ is the medium porosity; and m is the 
cementation exponent. Since the commonly observed 
range of the cementation factor in rock is 3/2 < m < 
5/2, it is a good approximation to set m = 2.  σf is the 
electrical conductivity of the pore fluid (in Sm-1); 
depending upon the salinity of the fluid. t(+) is the 
Hittorf number for the cation in the electrolyte and 
represents the electrical current carried by the cations 
(Revil et al., 1998). ξ  is the ratio between the surface 
electrical conductivity (σS) observed at the water-
mineral interface and the pore fluid electrical conduc-
tivity (σf ), observed in the pores. 
 
The surface electrical conductivity can be written as a 
function of the distribution of the charge density per 
unit pore volume QV (in Cm-3) and of the ionic mobil-
ity of the cations β(+)

f  (in  m2s-1V-1): 
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In the case of fluid with NaCl, the ionic mobility is 
β(+) = 5.19·10⎯8 m2s-1V-1 as shown by Revil et al. 
(1998). In the case of ξ << 1, as for high-salinity 
fluids, the electrical conductivity for a saturated 
porous medium can be approximated as follows: 

 
( ) )3(1

)( Vf Q
F ++= βσσ

 

Since there is no brine in our modeling of 
hydrothermal fluid circulation, we assume σf = 0.1 
Sm-1, to enhance the effect of the overall conduc-
tivity. This value is a good choice in the range of 
pure water conductivity (0.01 Sm-1) and water with 
high salinity (1 Sm-1). 
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The above formulation is valid for a saturated 
medium, but hydrothermal areas are often character-
ized by the presence of two immiscible or two-phase 
fluids occupying the pore space of the medium. The 
case we develop below is valid for two-phase fluids: 
the liquid phase is the electrolyte wetting the mineral 
grains and the gas-phase is considered an insulating 
fluid. Considering the formulation for the saturated 
medium, the influence of the gas-phase upon 
electrical conductivity can be taken into account 
introducing the transformation proposed by Waxman 
and Smits (1968):   
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where n is the saturation (or second) Archie exponent 
(generally n = m) and Sw is the pore volume space 
fraction occupied by liquid phase. A pore completely 
saturated in the liquid phase will have Sw = 1.  
Considering m = n = 2, the electrical conductivity as 
a function of the water saturation is given by: 
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The presence inside a pore of a gas phase (like water 
vapor or CO2), considered nonwetting and insulating, 
will increase the electrical conductivity at the pore 
surface. 
 
For a variety of rock types, there is a strong relation-
ship (Jardani and Revil, 2009) between the charge 
density per unit pore volume (QV) and the permeabil-
ity of the medium k, expressed in m2: 

)6(log82.02.9log 1010 kQV ⋅−−=  

A strong connection between these two parameters is 
valid since there exists a dependence of both on the 
specific surface area of the porous material. 
 
Typically, as shown in several paper (Revil et al., 
1998; Roberts, 2002; Vaughan et al., 1993), the elec-
trolyte and surface conductivities are temperature 
dependent. From laboratory measurements (Revil et 
al., 1998), a linear temperature dependence is valid, 
both for the ionic mobility and for the brine conduc-
tivity: 
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where T0 is the reference temperature (300 K), and 
the coefficients αf ≈ 0.023 K-1, and α(+) ≈ 0.037 K-1 
are temperature independent.  

Gravity Changes and Ground Displacement 
As pointed out by Todesco and Berrino (2005), 
changes in average fluid density generate a detectable 
gravity signal. The effect of a density changes on 

gravity is evaluated as a sum of the contribution of 
each gridblock of the computational domain. Todesco 
and Berrino (2005) calculate the vertical component 
of gravitational attraction on the surface at the 
symmetry axis as: 

)8(3L
zGVg fz ρ∆=∆

 

where G is the gravitational constant, V is the 
gridblock volume, ∆ρf its average fluid density, z its 
depth, L2 = r2 + z2 its distance from the top of the 
symmetry axis, and r is the gridblock radius.  
 
The vertical ground displacement is calculated using 
a mathematical model based on the linear theory of 
thermo-poro-elasticity and a system of distributed 
equivalent forces. (A full description of the displace-
ment arising from hydrothermal circulation can be 
found elsewhere—Rinaldi et al., 2009a.) Each 
gridblock is considered as a potential source of defor-
mation; then, the final displacement can be computed 
as a sum of the contribution of each element of the 
grid. Considering as observation point the symmetry 
axis at the surface, we have for each block: 
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where ∆θ = ∆p/H + αs∆T represents the dilatation 
(compression) of the grid element. V and z are the 
volume and depth of the element. R is the distance of 
the observation point from the element. We use the 
following mechanical properties: 1/H = 1/K - 1/K's is 
the Biot's constant (K = 5 GPa is the isothermal, 
drained bulk modulus and K's = 30 GPa is the bulk 
modulus of the solid constituent), µ = 2 GPa is the 
rigidity, ν = 0.25 is the Poisson's ratio, and αs = 10-5 
K-1 is the volumetric expansion coefficient. 
 
Other approaches for ground deformation computing 
can be found elsewhere (Hurwitz et al., 2007; Hutnak 
et al., 2009; Todesco et al., 2004). In this work, we 
consider variation computed with respect to the initial 
steady-state condition. 

RESULTING OBSERVABLES 

In this section, temporal evolution and radial distri-
bution of several observables deriving from the 
simulated hydrothermal fluid circulation will be 
analyzed. 

Electrical Conductivity 
We use Equation (5) to compute the electrical 
conductivity for each gridblock. The result is an elec-
trical conductivity map over the entire domain, 
although a real measurement generally does not reach 
a depth of 1.5 km. Even if such a measurement were 
possible, the results are often biased, since a highly 
conductive layer (such as clay) may underestimate 
the conductivity in a deeper layer. However, we can 
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evaluate the electrical conductivity effect deriving 
from changes in water saturation and temperature at 
depth. 
 
Since we are interested in studying the effect of a 
disturbance, we calculate the electrical conductivity 
with respect to the initial steady-state value, rather 
than the absolute values. Figure 3 shows the electrical 
conductivity changes at the end of the unrest period 
(20 months of simulation).   

 
Figure 3. Changes in electrical conductivity (S/m) 

at the end of the unrest period (20 
months).  

The conductivity map presents some negative 
changes at depth (up to –0.015 S/m) near the inlet of 
magmatic fluids. Here, the gas phase, arising from 
the increased degassing, replaces the water-fluid 
phase. However, the temperature increases near the 
fluid source, beyond which there is also little increase 
in conductivity (0.001–0.002 S/m) at 400 m from the 
symmetry axis. The displaced fluids move toward the 
surface, after which we observe an increase in 
conductivity (up to 0.005 S/m) at shallower depth. 
Since most changes in temperature and water satura-
tion happen at the border of the two-phase plume, 
electrical conductivity changes mainly at that loca-
tion. Some minute changes occur inside the plume, 
which can explained by considering the small front of 
condensation (for positive changes) or evaporation 
(negative changes). 
 
The electrical conductivity changes at the end of 
simulation are shown in Figure 4. Also, in this case 
the changes are mostly confined to the border of the 
plume; however, at the end of the simulation, the 
two-phase plume is larger, and we observe mainly 
negative changes (-0.005 S/m). Some positive varia-
tions (0.002 S/m) are still present at shallower depth, 
caused by fluids movements, and at depth near the 
inlet, where heating persists at the end of simulation. 

Figure 4. Changes in electrical conductivity (S/m) at 
the end of the simulation (120 months).  

Temporal Changes 
Analyzing the temporal trend of observable changes 
is essential for hazard evaluation. The temporal 
evolution of ground displacement, calculated at the 
surface on the symmetry axis, is shown in Figure 5 
(line). Displacement presents an uplift at the begin-
ning of the disturbance, as soon as the injection rate 
at the inlet is increased. Uplift reaches the maximum 
value (9 cm) at the end of the event. The quiet period 
is characterized by a slow subsidence that reflects the 
lower inflow of magmatic fluids at the inlet. The 
minimum ground elevation (-1 cm) is reached at the 
end of the simulation.  
 
Figure 5 also shows the temporal evolution of the 
gravity changes caused by changes in average fluid 
density (dashed line). A positive trend characterizes 
the changes in gravity at the beginning of simulation, 
due to an increase in the average fluid density. The 
maximum value (40 µGal) is reached at the end of 
the unrest (20 months). As the simulation continues, 
the average fluid density declines, because the 
average gas fraction increases within the system. 
Then, gravity reaches a minimum value of -160 µGal 
at 80 months. Afterward, liquid water flows back 
toward the two-phase plume, after which the gravity 
changes begin again. When the simulation is over, a 
negative change of -100 µGal is still present. 
 
The temporal evolution for the CO2/H2O molar ratio 
and the emission temperature of the discharged gases 
at the surface are shown in Figure 6. The ratio is 
calculated as an average value of the shallow single-
phase gas zone. When the disturbance begins, the 
molar ratio does not suddenly change, because the 
injected fluids spent some time before reaching 
shallower depth. The CO2-rich fluids injected during 
the disturbance period reach the surface (and modify 
the gas composition observed) only after a character-
istic time, which depends on the flow rate at the 
source, the system geometry, and the rock perme-
ability (Todesco, 2009).  
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Figure 5. Temporal evolution of vertical ground 

displacement (line) and gravity changes 
(dashed line) at the symmetry axis. 
Shaded area represents the unrest period. 

The CO2/H2O molar ratio (Figure 6, line) reaches its 
maximum value (0.33) after 32 months of simulation. 
Afterward, the CO2 content declines again, reflecting 
lower enrichment during the quiet period. At the end 
of simulation, the molar ratio reaches a value lower 
than steady-state. 
 
Changes in emission temperature of discharged gas 
are also associated with the disturbance, despite their 
very low magnitude. The temporal evolution (Figure  
6, dashed line) shows two local maximum. The first 
one corresponds with fluid arrival at the surface; it 
occurs at the same time (32 months) as the CO2/H2O 
molar ratio maximum. A second maximum is 
attained at a later time (about 80 months), 
corresponding to an average heating of the system 
(see Rinaldi et al., 2009a). 
 

 
Figure 6. Temporal evolution of molar ratio 

CO2/H2O (line) and temperature of 
discharged gas (dashed line). Shaded 
area represents the disturbance period. 

Radial Changes 
Radial pattern are also important in the observables 
analysis, since it would be useful to infer the extent 
of degassing zones. The degassing area can be easily 
related to the amount of discharged gases at the 
surface, but radial patterns in gravity changes may 
also play a role. 
 
Figure 7 shows the radial distribution of the 
discharged gases and the gravity changes. The figure 

is plotted at 32 months, which is when the CO2/H2O 
molar ratio reaches its maximum value. From the 
amount of gas (Figure 7, line) we infer that the 
degassing area is about 500–600 m from the symme-
try axis. We note that the maximum amount of 
discharged fluids (4 kg/s) is very low if compared 
with the amount of fluids injected at the inlet during 
the disturbance (140 kg/s).   
 
Gravity changes are related to density changes, then, 
since these occur mostly at the border of the two-
phase plume, a maximum (or minimum) in gravity 
changes will arise at a radial distance corresponding 
to the surface extension of the plume. Figure 7 
(dashed line) shows a maximum of 150 µGal at a 
distance of about 600–700 m from the symmetry 
axis, almost the same value we can infer from the 
total gas flow. 
 

 
Figure 7. Radial distribution of gravity changes 

(dashed line) and amount of discharged 
gases at the surface (line) at t = 32 
months, that is when the molar ratio 
CO2/H2O reaches its maximum (Fig. 6). 

The same analysis can be done at the end of the 
simulation. The results are much the same, as shown 
in Figure 8. The magnitude of total gas flow is one-
half that of the disturbance period (2 kg/s), and we 
observe a very strong variation in gravity changes: 
the minimum value is about -500 µGal, due to a large 
quantity of gas near the surface. 
 

 
Figure 8. Radial distribution of gravity changes 

(dashed line) and amount of discharged 
gas at the surface (line) at the end of 
simulation (120 months). 
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Figure 9 shows the radial distribution of ground 
displacement calculated at different times. At the end 
of the disturbance (20 months, line in figure), the 
pattern of deformation looks like that of a Mogi-type, 
point source. The maximum uplift is right above the 
source and deformation vanishes within 4 km from 
the  symmetry  axis.  A  different  pattern  of 
deformation characterizes the subsidence. With time, 
changes in pressure and temperature become 
shallower along the border of the plume, then some 
spikes in displacement develop at 500-700 m from 
symmetry axis (Fig. 9, dashed line). At the end of 
simulation (Fig. 9, dot line), minor subsidence affects 
the axial region, and vertical displacement is mostly 
confined within 2 km from the symmetry axis. 
 

 
Figure 9. Radial distribution of vertical ground 

displacement at different time: 20 months 
(line), 40 months (dashed line) and 120 
months (dot line). 

 
 
CONCLUSION 

Here we have presented an analysis of several 
geophysical and geochemical parameters. We have 
calculated the observables arising from changes in 
fluid circulation. The evolution of the hydrothermal 
system was simulated with the TOUGH2 numerical 
code (Pruess et al., 1999).  
 
The evolution of the observables after a generic 
period of disturbance has been quantified and 
compared. Results show that increasing the fluid 
injection rate in our system (by a factor 3.5) results in 
measurable variations of surface signals. 
 
The disturbance leads to a maximum uplift of the 
order of 10 cm, gravity changes up to 500 µGal and 
changes in electrical conductivity of the order of 10-2 
Sm-1. Changes in geochemical parameters were also 
observed, such as CO2/H2O molar ratio, total gas 
flow at the surface and emission temperature of the 
discharged gas. 
 
The studied parameters do not show always the same 
temporal evolution. Ground displacement and gravity 
changes react suddenly at the higher injection of 
magmatic fluids at the inlet, after which we can 

easily discern when the disturbance is over. Other 
signals reach their maximum values after a charac-
teristic time, depending on the flow rate at the source, 
the system geometry, and the rock permeability. 
 
The evolution of the two-phase region over the entire 
simulation is associated with a complex pattern of 
variation along the surface, with peak values charac-
terizing the edges of the plume. The extension of 
degassing area may subsequently be used as a 
benchmark for the measurements. Such an approch 
should emphasize the range of variations for several 
geophysical observables, such as electrical 
conductivity, gravity changes, and ground uplift.   
 
An important result of this work is the analysis of the 
total gas flow through the ground surface. Although 
most of the observables present changes of the same 
order of magnitude as the observed variation, the 
values we found for the gas flow are underestimated 
compared to the measured changes in a real volcano, 
such as La Solfatara Volcano in the Campi Flegrei 
caldera (Italy). Such behavior may be explained by 
higher degassing at the bottom. However, the higher 
the fluid injection, the larger the observed signals at 
the surface. This difference in total gas flow may also 
mean that we are overestimating the gas dissolution 
in water, or that the gases may not redistribute in 
system in the same way we are simulating. 
 
Although system properties and conditions strongly 
influence the calculated changes, our results support 
the importance of hydrothermal fluids in the surface 
changes of several geophysical and geochemical 
observables. 
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ABSTRACT 

Ongoing research is examining the feasibility of 
using carbon dioxide (CO2) as an alternative to water 
for the working fluid in geothermal energy capture. 
Utilizing CO2 may permit more widespread 
implementation of geothermal power systems and has 
the benefit of negative greenhouse gas emissions 
through CO2 sequestration. We present numerical 
simulations of coupled CO2 fluid flow and heat 
transfer in geothermal reservoirs under conditions 
relevant for geothermal electricity generation. In 
particular, we examine reservoir cooling and pressure 
changes under a variety of CO2 injection/production 
scenarios and reservoir characteristics. 
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ABSTRACT 

The interaction between magma and groundwater can 
play a pivotal role in volcanic eruptions. The location 
and style of this interaction is strongly affected by 
both the local and regional geological structures. By 
creating TOUGH2 models based on interpretations of 
magnetic data, and comparing model outputs with 
self-potential and CO2 profiles, we were able to 
identify small-scale sealing faults dipping at 60° that 
redirect upward fluid flow. On a more regional scale, 
convection within the saturated zone along a 3– 4 km 
fault on the flank of the Masaya Volcano can explain 
the diffuse degassing patterns seen at the surface. 
TOUGH2 models therefore allow us to improve 
understanding of the volcano-hydrologic system, its 
surface expressions, and its dominant controls, an 
understanding vital for improved eruption 
forecasting. 

INTRODUCTION 

Interaction between magma and groundwater is an 
important process in active volcanoes (Hurwitz et al., 
2003). If magma heats groundwater directly, an 
initial phreatic eruption may occur before magma 
reaches the surface (e.g., Connor et al., 1996). In 
contrast, boiling of groundwater may create a 
hydrothermal system that can be in nonexplosive 
equilibrium with quiescently degassing magma for 
extremely long periods of time (Ingebritsen et al., 
2006). Alternatively, direct interaction between 
groundwater and magma may result in violent 
phreatomagmatic eruptions (Morrissey et al., 2000). 
The Masaya Volcano in Nicaragua provides a natural 
laboratory for studies of long-term magma-
groundwater interaction, because it is characterized 
by persistent, open degassing and a relatively shallow 
water table.  
 
Synthesis of different datasets is necessary to provide 
a complete view of a shallow hydrothermal system, 
even on a local scale. Here, we create TOUGH2 
models (Pruess, 1991) of the subsurface in an 
actively degassing area on the flank of Masaya 
Volcano, from interpretation of transient 
electromagnetic soundings (MacNeil et al., 2007) and 
magnetic profiles. We compare surficial model 

outputs with CO2 fluxes and self-potential (SP) 
measurements to deduce localized structures at 
Masaya Volcano. SP is a useful, if complex, indicator 
of fluid flux, because a negative SP anomaly is 
created by recharge of meteoric water (Sasai et al., 
1997), and conversely, the interaction between 
moving pore fluid and the electric double layer at the 
pore surface generates an electric potential that 
causes a positive SP anomaly (Overbeek, 1952). CO2 
flux is a direct measure of flow of one component of 
fluid and may therefore be used as a proxy for the 
energy of the system (Chiodini et al., 2005). In low-
temperature systems, this fluid generally results from 
boiling of the hydrothermal aquifer, although the 
porous medium through which the gases travel 
significantly affects the surface outflux (Chiodini et 
al., 1998; Evans et al., 2001; Lewicki et al., 2004).  
 
We also created TOUGH2 models to attempt to 
understand the volcano-hydrologic system on a more 
regional scale. These models allow us to identify 
possible sources for diffuse degassing (fumarole) 
patterns observed within a 3–4 km fracture zone on 
the flank of Masaya Volcano. We can therefore 
determine configurations of the heat source at depth, 
valuable in understanding how the groundwater and 
magmatic systems are interacting and where. This, in 
turn, can greatly help in forecasting future volcanic 
eruptions, their magnitude, and their location. 

MASAYA VOLCANO 

Masaya Volcano is one of the most persistently 
active volcanoes in Central America (McBirney, 
1956; Stoiber et al., 1986; Figure 1). It is located 
within 20 km of Managua, the capital city of 
Nicaragua, an area with over 2 million inhabitants. 
Large, explosive Plinian eruptions within the last 
6,000 years (Williams, 1983; Wehrmann et al., 2006) 
have shown that it has the potential to impact 
Managua residents, their property, and their water 
resources (Johansson et al., 1998; MacNeil et al., 
2007). The currently active (Santiago) crater has been 
the site of constant degassing since 1993 (Duffell et 
al., 2003; Stix, 2007) and has the largest reported 
noneruptive gas flux at any volcano (Stoiber et al., 
1986; Horrocks et al., 1999; Burton et al., 2000; 
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Duffell et al., 2003). Gas flux and composition from 
the vent are very consistent (Horrocks et al., 1999) 
and imply a magma body of approximately 10 km3 
(Walker et al., 1993). The subsurface is highly 
fractured (Walker et al., 1993; Rymer et al., 1998; 
Williams-Jones et al., 2003). 
 

 
Figure 1. Aerial photograph showing the location of 

the study area on the flank of Masaya 
volcano. The dashed line represents the 
inferred fracture zone (Lewicki et al., 
2003). Fumarole zones are highlighted by 
black circles. The inset is a map of the 
location within Nicaragua. 

There is a subtle NE-trending fracture system 
extending 3–4 km from the summit crater to 
Comalito cinder cone, and beyond (Figure 1;  
Lewicki et al., 2003; Pearson et al., 2008). Elevated 
SP, CO2 flux, and temperature suggest that this 
fracture zone is approximately 100 m wide. At least 
three distinct low-temperature (~65°C) fumarole 
zones occur along the fracture. The fumarole next to 
the Comalito cinder cone has some of the highest 
known carbon dioxide fluxes from low-temperature 
fumaroles, and the gases retain a magmatic 
component (Lewicki et al., 2003; St-Amand, 1998). 
This fumarole responds to changes in volcanic 
activity at the summit vents (Pearson et al., 2008).  
 
These observations suggest that the hydrothermal 
system at Masaya Volcano is isolated within the 
Masaya caldera complex and is in equilibrium with 
the magmatic system. Vaporization of groundwater is 
on the order of 400 kg s-1 (Burton et al., 2000) and 
creates a hydrologic gradient about Santiago crater 
that causes flow of groundwater toward the volcano. 
The depth to the groundwater table is almost 250 m 
at Santiago crater and shallows to 50 m at Comalito 
cinder cone as a subdued reflection of topography 
(MacNeil et al., 2007). For the fumaroles along the 
fracture zone to respond to volcanic activity, this 
hydrologic system must be perturbed. 
 

MODELING 

The grid 
We used the Petrasim interface to TOUGH2 to create 
models that simulate the interaction of a 
groundwater-air mixture with magmatic heat. We 
applied EOS3, using air as a simplified 
approximation of a magmatic gas heat source. The 
models comprised 900 cells over a regular 30×30 
grid. As the data we were attempting to replicate 
were collected along profiles, we used only two 
dimensions, a reasonable assumption for the fault 
system. To represent fluid flow through a vertical 
fracture, we took advantage of the TOUGH2 code's 
ability to include the effect of gravity, and the 
negative z-direction corresponded to depth. The y 
direction was one unit cell width. Other parameters 
(Table 1) were inferred from previous studies by 
Chiodini et al. (2005), MacNeil et al. (2007), or are 
typical values for fractured basalt. The models were 
run for an infinite number of time steps over 3 x 109 
s, or approximately 250 years, the last time that the 
fracture zone saw surface eruptive volcanic activity, 
and therefore a major change in its configuration. 
 

Table 1. Parameters used in TOUGH2 models. 

Parameter Value Units 

Density 2000 kg/m3 
Porosity 0.3  
Wet heat conductivity 1.49 W/mC
Specific heat 840 J/kgC 
Permeability of fumarole rock 1 x 10-13 m2 
Permeability of fault 1 x 10-300 m2 
Permeability of fractured rock 1 x 10-10 m2 

LOCALIZED MODEL OF FUMAROLE ZONE 

Magnetic profiles collected over a 150 m×100 m area 
at the middle fumarole zone on the flank of Masaya 
Volcano reveal a positive magnetic anomaly to the 
NW of the study area and a negative one to the SE 
(Figure 2a). Given that these are normally 
magnetized basalts of moderate magnetization, 
modeling shows that this could be explained by at 
least one dipping fault within the fumarole zone 
(Pearson et al., 2009 submitted; Figure 2a,b). SP and 
CO2 profiles show an increase moving towards the 
SE, and then a rapid decrease (Figure 2b,c). One fault 
dipping at 60° would result in just one very high, 
single peak in both datasets, in contrast to the more 
gradual, and more numerous, peaks observed in the 
data. Therefore, TOUGH2 was used to create a more 
detailed model, where the effects of both 
groundwater and volcanism could be included to 
attempt to better replicate the data. 
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Figure 2. Geophysical data used to develop 
boundary conditions for Tough2 models. 
a) Observed magnetic anomaly (red dots) 
and calculated magnetic anomaly (solid 
line) used to infer geologic structure 
shown in (b). b) Light grey is a shallow, 
more permeable scoria layer. Arrows 
suggest the direction of fault slip in the 
layer below. c) SP profiles collected in 
2004. d) SP (blue) and CO2 (green) 
profiles measured nearby in 2006. e) 
Surface gas flux output from Tough2 
model. 

Method 
To replicate the inferred faults within the fumarole 
zone, we included a second rock type that was 
relatively impermeable and created a barrier at 
approximately 60° to the surface. Although faults are 
generally seen as conduits, they can also serve as 
barriers to flow (Caine et al., 1996; Fairley ey al., 
2003; Marler and Ge, 2003). We propose that mineral 
precipitation, clay zones, and gouge along the faults 
have caused them to inhibit flow. Since all of the data 
collected were a reflection of the shallow system, 
only the vadose zone down to 250 m was considered. 
This was replicated by an equal mixture of air and 
water, with a single layer of air at the top to represent 
the surface. Different mixtures of air and water, and 
stratified variations in the proportions of each, were 
also modeled. Five hundred meters was encompassed 
in the models to cover the 100 m wide fault zone and 
the surrounding rock. The other boundary and initial 
conditions can be seen in Table 2. 
 
 

Table 2. Conditions used in TOUGH2 models. 

Parameter Fumarole zone Fracture zone 
Length 500 m 3400 m 
Depth 250 m 3400 m 
Bottom BC 100°C 

1.037 x 105 Pa 
50% air 

100°C 
3.29 x 107 Pa 
100% water 

Top BC (fixed) 20°C 
1.013 x 105Pa 

100% air 

20°C 
1.013 x 105Pa 
100% water 

Vertical walls No flow No flow 
Initial conditions 20°C 

Atmospheric 
pressure 
50% air 

20°C 
Hydrostatic 

pressure 
100% water 

 
The heat source below the fumarole zone is 
unconstrained. Other than the fact that magmatic 
gases are detected, nothing is known about the heat 
source and whether it is (a) magma directly below the 
fracture zone; (b) hot gases flowing from the crater; 
or (c) heat being transferred from the crater through 
the saturated zone. Therefore, we modeled three 
different bottom boundary conditions to represent 
these, all at 100°C: (a) heat injection; (b) air injection 
with an enthalpy of 1.509×105 J/kg; (c) water 
injection with an enthalpy of 2.676×106 J/kg. Rates 
of injection were determined experimentally by 
comparison with measured surface temperatures and 
gas fluxes. 

Results 
All of the models result in gases rising toward the 
surface and water sinking to the bottom (Figure 3).  
Since the temperatures are fixed at the top and the 
injection cells are at 100°C, the temperature profiles 
all look very similar. Fluid flux increases moving 
through the footwall toward the fault zone, becomes 
negligible in the fault zone, and increases again 
moving toward the next fault. Across the second 
fault, there is no fluid input at depth in the model, and 
a convection zone is developed in the hanging wall, 
which has much lower flux rates than those 
associated with rising hot fluids.  
 
When heat is injected into the system at 1 J/s (Figure 
3a) the maximum temperature is 90°C, and there is 
some circulation of water toward the faults. Air 
injection at 1×10-5 kg/s results in a maximum 
temperature of 42°C, but all of the water is driven out 
of the base of the model. Water injection at 5×10-7 
kg/s results in a maximum, basal temperature of 
100°C (Figure 3b). Both water and air rise towards 
the surface, but their flow is redirected along the 
faults. For both types of mass injection, higher rates 
result in unstable models. 
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Figure 3. TOUGH2 model outputs showing 
injection of energy into an air-water 
mixture, with 2 relatively impermeable 
faults dipping SE at 60°. Black arrows 
represent gas flux, and gray arrows liquid 
flux. (a) heat injected at 1 J/s; (b) water 
injected at 5 x 10-7 kg/s.  Gas flux is 
scaled by a factor of 200 and 500 
respectively for comparison. 

A thin, more permeable gravel layer, as suggested by 
magnetic modeling, inhibits and complicates flow 
very shallowly. With varying proportions of air and 
water, the circulation of water varies, but the gas flux 
at the surface remains essentially unchanged. When a 
stratified mixture of air and water is used to replicate 
the vadose zone, with all water at the bottom 
decreasing gradually to no water at the surface, flow 
at the surface is inhibited, and small pockets of air 
become trapped within convection cells of water at 
depth. 

Discussion 
The TOUGH2 models show an increase in gas flux 
moving towards the faults, with a decrease over them 
(Figure 3). This is in excellent agreement with the SP 
and CO2 profiles (Figure 2). Therefore, low-

permeability fault models of the area appear to be 
supported, with more than one relatively 
impermeable fault dipping at 60°. These seal upward 
flow and redirect it along the underside of the fault. 
 
The TOUGH2 models provide some constraints on 
the temperature source at depth. If air or another hot 
gas is injected, water is driven out of the base of the 
model, essentially drying out the system, which we 
do not observe. Injecting heat into the base of the 
model does result in feasible temperatures and the 
correct geometry of gas flux. This could correspond 
to very shallow magma, something that is unlikely in 
this system, or conduction of heat from the saturated 
zone. When hot water is injected into the shallow 
system, representing transfer of heat through the 
saturated zone, the surface gas flux again has the 
correct geometry, and the flux is twice that of 
injecting heat. This therefore seems more likely. To 
confirm the heat source and rates, drilling would be 
necessary, because the maximum temperature and 
water circulation at depth vary between the two 
models. 
 
The magnetic model suggests a shallow scoria layer 
with a higher permeability. Our model shows that this 
does not produce the observed surface gas flux. 
Therefore, a distinct shallow layer, if present, must 
have a much more gradual permeability boundary 
with the host rock below. Varying the proportions of 
air and water within the system does not make a 
significant difference to surface gas flux; thus, we 
cannot use soil-moisture-content data to further refine 
the models. However, the TOUGH2 models show 
that air content is not systematically increasing 
approaching the surface, which is not likely anyway 
because of inhomogeneities within the subsurface. 

REGIONAL MODEL OF FRACTURE ZONE 

The distance between the Santiago Crater and the 
Comalito Cinder Cone along the fracture zone is 
approximately 3,400 m (Figure 1), and TEM 
soundings have detected the water table at between 
51 and 59 m depth (MacNeil, 2007). The three 
fumarole areas are spaced irregularly along the 
fracture zone. There are two primary ways to focus 
these gases along the fracture: (1) localized heat 
sources at depth; or (2) convection along the fracture. 
Field observations provide some clues as to which is 
the more likely mechanism, but TOUGH2 models 
help to refine these theories.  

Method 
We created models using the parameters in Table 1 
and conditions in Table 2, with variable injection 
along the bottom boundary. Since the depth to the 
heat source is unknown, a square grid of 3,400 m was 
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used for simplicity for models of the saturated zone. 
All models were homogeneous. 
 
Two different models were tried to replicate localized 
heat sources at depth. The first included only the 
vadose zone, with depth down to 55 m and length of 
3,400 m. This was similar to the fumarole models, 
with an equal mixture of air and water, but a layer of 
air at the surface. Water was injected at 100°C at 
three points along the bottom. The other model 
injected heat at 3 distinct points at the bottom of the 
saturated zone. 
 
To see if convection occurs and could produce the 
configuration of heat and gas flux observed along the 
fracture, we created a uniform heat source along the 
bottom boundary.  Heat was injected at different rates 
along the bottom of the saturated zone with a cell 
temperature of 100°C.  

Results 
When hot water is injected into the bottom of the 
vadose zone at 1 kg/s, hot plumes rise directly to the 
surface (Figure 4). However, this only occurs when 
the other cells of the bottom boundary condition are 
fixed at 20°C. When they are allowed to vary 
naturally, heat dissipates. When heat is injected at 
three distinct points into the base of the saturated 
zone at 20 000 J/s, three plumes develop with a 
maximum temperature of 74.5°C. Higher rates result 
in hotter plumes, and lower rates result in plumes that 
are too cool or do not even reach the surface. 

 

Figure 4. TOUGH2 model output showing hot water 
injected into a homogeneous air-water 
mixture to try to recreate the three 
fumarole zones observed from vadose zone 
circulation. Water (gray arrows) and gas 
(black arrows) rise along plumes and sink 
between them. 

Injecting heat at 1667 J/s uniformly along the base of 
the model results in convection within the system. 
This creates three distinct zones of elevated 

temperature and fluid flux (Figure 5). The maximum 
temperature is 65°C. Variations in injection rate 
result in differences in maximum temperature and in 
the number of plumes created. 

 

Figure 5. TOUGH2 model output showing heat 
injected uniformly along the base of the 
saturated zone. Three plumes still arise. 

Discussion 

Causes of fumarole zones 
TOUGH2 models reveal that the most likely source 
for the three distinct fumarole zones is convection 
within the saturated zone. If the base of the vadose 
zone is kept cold in all but three zones, the elevated 
surface fluid flux and temperature could be a simple 
reflection of variations in fluid flux at depth. 
However, even given this unlikely scenario, CO2 
surveys at the fumarole zones on the flank of Masaya 
Volcano show that all three zones have fluxes of 
between 2,000 and 2,255 g m-2 day-1 that are 
remarkably consistent over extended periods of time. 
It is unlikely that all three zones would have entirely 
separate sources but the same surface gas fluxes. 
When the saturated zone is included, a comparison 
with the convective model shows that although three 
distinct sources create three plumes of heat and gas 
flux, the more simple uniform heat source also does. 
Therefore, it is more likely that there is one source, 
and that convection within the saturated zone is 
causing the fumarole zones observed at the surface. 
 
With a constant heat source at depth, convection can 
develop in groundwater or in gases above the water 
table. The development of convection cells depends 
on the Rayleigh number, in porous media given by 
[Zhao et al., 2003]: 

 ( )
0

0
2

0

µλ
βρ HTkgc

Ra p ∆
=  [1] 

Substituting values appropriate for Masaya Volcano, 
found in Table 3 (Chiodini et al., 2005, MacNeil et 
al., 2007, and Zhao et al., 2003): 
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The Rayleigh number is 0.13 for gases within the 
vadose zone. The critical Rayleigh number is given 
by [Zhao et al., 2003]: 

( )[ ]
( )223

222
232 1

HH

HH
Ra D

critical

π+
=  

( ) ( )[ ]
( ) ( )223

2
13

222
23

2
133 1

HHHH
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where H1 is the length of the fracture, H2 is its 
thickness, and H3 its height. In this case the fracture 
is 100 m long, 3,400 m wide (as we are studying 
circulation dynamics along the fracture and not 
across it) and the depth to the water table (taken as 
the limit of the circulation regime) is 55 m. The 
critical Rayleigh number is 3.8×104 for the 2D case 
and 55 for the 3D case. Therefore, gases circulating 
within the vadose zone in the fracture will not advect. 
Even including a 50% mixture of water, the Rayleigh 
number is 8.8×103, and so heat will be transferred by 
conduction rather than advection. If the saturated 
zone is included, the Rayleigh number is 1.6×105. 
However, the critical Rayleigh number drops to 40 
for the 2D case and 1.2×104 for the 3D case. 
Therefore, convection will readily occur within a 
saturated zone 3,400 m×3,400 m with a temperature 
difference of 80ºC across it. 
 
Table 3. Properties used in Equation (1). Where 
there are two values listed, the first is for water and 
the second for steam. 

 Parameter Value 
water / steam 

Units 

λ0 Thermal 
conductivity 

1.43 W/m°C 

H Depth to Water 
Table 

55 
 

m 

k0 Intrinsic 
Permeability 

1x10-10  m2 

cp Specific heat  4185 / 2000  J/kgK 

ρ0 Fluid density  1000 / 0.6 kg/m3 

β Thermal 
expansion 
coefficient 

2x10-4 / 7x10-4 

 
K-1 

µ Dynamic 
viscosity 

1x10-3 / 1.2x10-5 Ns/m2 

The effect of permeability 
Permeability is an extremely important factor in 
controlling fluid flow in faulted volcanic terrains 
(Todesco, 1995; Caine et al., 1996; Evans et al., 
2001; Manzocchi et al., 2008). In our models, a 
homogeneous fracture is assumed, with a 
permeability of 1×10-10 m2. If the lower permeability 
of the fumarole zone is used, it inhibits flow and 
prevents convection. However, it is likely that the 
bulk permeability is higher in this fracture than it is 
within the fumarole zone, where surrounding, 
unfractured rock is also included in the models. Caine 
et al. (1996) show that the response of fluid flux also 
depends on geometry of a fault or fracture zone. 
Where the damage width of a fault is negligible 
compared to its total width, strain is localized and 
flow is inhibited. In contrast, a damage width close to 
the total width of the fault causes strain to be evenly 
distributed and the fault to act as a conduit. It is 
therefore entirely possible that (in addition to 
permeability variations) the geometry of the fault and 
fracture zones is causing the difference in fluid flow. 
 
There is some evidence, both conceptual and 
observational, for lateral heterogeneities along and 
within the fracture. Magnetic and GPR measurements 
suggest that there are faults within the 100 m wide 
fracture zone at various points along its length, which 
may seal or channel flow, and that the fracture 
dimensions vary along its length. Previous work by 
Méheust and Schmittbuhl (2001) and Neuville et al. 
(2006) have shown that fracture roughness can 
enhance or inhibit flow, but have not shown it to 
cause the strength of fluid flux variations that we 
observe at Masaya. As seen in the fumarole 
modeling, faults can focus flow into an area, but do 
not prevent flow on the scale seen at Masaya. 
Permeability can vary by several orders of magnitude 
within a fault (Manzocchi et al., 2008), and can form 
low-permeability zones with channels of high 
permeability (Marler and Ge, 2003; Fairley et al., 
2003), but to create three distinct and comparatively 
strong zones of elevated flux at the surface, very 
specific heterogeneities would be required. The fault 
and fracture systems at Masaya Volcano are more 
extensive and less focused, suggesting that although 
heterogeneities are playing a role in channeling 
groundwater and gas flow, they are not the dominant 
factor. 

CONCLUSION 

TOUGH2 models are in excellent agreement with 
geophysical observations suggesting that within the 
central fumarole zone at Masaya Volcano, there are 
multiple shallow faults dipping at 60°. These faults 
channel flow through the hanging wall and inhibit 
flow across the faults to the footwall. TOUGH2 
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models show that flow of hot gases does not cause 
the temperature or fluid flux distribution observed, 
and therefore flow of hot water or heat from the 
saturated zone is the most likely cause of our surface 
observations. Magnetic models suggest a distinct, 
shallow, more permeable layer but TOUGH2 models 
show that this would inhibit gas flow and not result in 
the surface fluid flux distributions we observe. 
Therefore, a much more gradual change in 
permeability must occur across the different layers. 
 
Within the fracture zone linking the active crater with 
the fumarole zones, TOUGH2 models show that 
convection within the saturated zone can create 
distinct fumarole zones, even with a constant, 
uniform heat source at depth. The three fumarole 
zones observed at Masaya Volcano may therefore be 
the result of injection of heat at 1667 J/s into the base 
of a 3400 m deep saturated zone, causing convection 
within the saturated zone.  
 
TOUGH2 models are found to be a powerful tool to 
improve understanding of the hydrothermal system at 
both the regional and the local scales, particularly 
when combined with geophysical measurements. 
Knowledge of the geological controls on fluid flow 
help us to understand any changes in fumarole 
activity in relation to changes within the volcanic and 
hydrologic systems as a whole. 
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ABSTRACT 

The history of geothermal modeling is briefly 
reviewed, using a TOUGH2 model of Wairakei (New 
Zealand) as an example. The historical review 
provides the context for the development of a “wish 
list” for improvements in modeling technology. 
Matters discussed include: wellbore-reservoir 
interaction, surface features, groundwater levels, 
model calibration, very deep systems, fluid rock 
interaction, front-tracking, boiling zones, and 
chemistry. 

GEOTHERMAL MODELING 

The history of geothermal modeling goes back to the 
early 1970s (see O’Sullivan et al., 2001 and 2009, for 
more details). The starting point for the acceptance of 
numerical modeling by the geothermal industry was 
the 1980 Code Comparison Study (Stanford 
Geothermal Program, 1980). In that study, several 
geothermal simulators, including SHAFT79 (a 
predecessor of TOUGH2), were tested on a suite of 
six problems. The University of Auckland had an 
entrant in the Code Comparison Study that performed 
quite well, but we realized that the flexible grid 
structure and the ability to easily add new equations 
of state offered by MULKOM (the replacement for 
SHAFT79) made it superior to our code, and we have 
remained enthusiastic users of MULKOM and then 
TOUGH2 since the early 1980s. 
 
Our modeling studies of Wairakei began in the early 
1980s, at first with simple models (Blakeley and 
O’Sullivan, 1981, 1982), but by the late 1980s we 
had set up general 3-D models (see O’Sullivan et al, 
2009). Most of the modifications we have made to 
TOUGH2 have resulted from our efforts to build 
bigger and better models of Wairakei. For example, 
we found that the original linear equation solver in 
MULKOM (MA28) could not handle a model with 
more than about 500 gridblocks. We therefore 
introduced conjugate gradient solvers (see Bullivant 
et al., 1991), which allow much larger models to be 
run. Conjugate gradient solvers were introduced into 
TOUGH2 at LBNL (Moridis and Pruess, 1998) and 
elsewhere at about the same time. We also carried out 
some work on the thermodynamics routines COWAT 
and SUPST to speed them up considerably.  
 
Because of our interest in the Ohaaki geothermal 
system, which has high gas content, we developed an 

equation of state (EOS) for mixtures of water and 
CO2 (Zyvoloski and O’Sullivan, 1980; O’Sullivan et 
al, 1985). This became EOS2 in MULKOM, but was 
replaced in 1997 by an improved version developed 
by Battistelli et al. (1997). 
 
From the mid 1980s until the present time, our model 
of Wairakei has grown from a small 3-D model of 
301 gridblocks to large complex models of 10-30 K 
gridblocks (O’Sullivan and Yeh, 2007). This 
achievement was made possible by the effectiveness 
of TOUGH2, but the process has shown up areas 
where more research needs to be carried out and 
where further advances in modeling technology are 
desirable. These are discussed below. 

WELLBORE – RESERVOIR INTERACTION 

For modeling the future scenarios of geothermal 
systems, it is usual to operate each production well 
on deliverability, so that the production rate falls off 
as the pressure of the reservoir feed block declines. 
The simplest version of the deliverability formula 
available in TOUGH2 is 

 

( )wb
r ppPI

k
q −= β

β

β
β ν

 (1) 

 
Here, qβ is the mass production rate, krβ is the relative 
permeability, νβ is the kinematics viscosity and Pβ is 
the block pressure, all for phase β. PI is the 
productivity index, discussed in detail by Pruess et al. 
(1999), and Pwb is the flowing bottomhole pressure. 
 
One of the difficulties with using (1) is the fact that 
for a fixed wellhead pressure, Pwb varies with the total 
mass flow qm and the flowing enthalpy hf. To 
accurately deal with this issue, it is necessary to 
couple a wellbore simulator with a reservoir 
simulator. This approach was taken by Hadgu et al. 
(1995) and Bhat et al. (2005), but has not been 
generally adopted, probably because the maximum 
time step permitted is likely to be controlled by 
wellbore processes and to be impractically small. 
 
An alternative approach introduced by Murray and 
Gunn (1993) and also implemented in TOUGH2 
(Pruess et al., 1999) is to generate a table of flowing 
bottomhole pressures defining the function below: 
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),,;,( wwhfmwb rzPhqfP =  (2) 

 
In TOUGH2, this formula is implemented by an 
interpolation scheme based on tabular data pre-
calculated with a wellbore simulator and read for a 
separate data file. We have used both (2) and a 
simplified version in the form 
 

),,;( wwhfwb rzPhfP =  (3) 

 
This is implemented by reading in a table of values of 
Pwb vs hf and using interpolation. The main use we 
have made of (3) is in ensuring that production wells 
in our Wairakei model are switched off when the 
feedzone enthalpy drops below 763.1kJ/kg (180°C). 
 
A second difficulty with using (1) is that in many 
cases, geothermal wells have more than one 
feedzone. Again, the only way to model this situation 
accurately is to use a coupled wellbore-reservoir 
simulator. TOUGH2 offers an approximate method 
for modeling multifeed wells by means of the 
following formula for calculating the wellbore 
pressure in layer l+1  from that in layer l: 
 

)(5.0 111,, +++ ∆+∆+= l
f

ll
f

llwblwb zzgPP ρρ  (4) 

 
Here, g is the acceleration of gravity and f

lρ   is the 
flowing density in the well opposite layer l. The 
method used for calculating f

lρ  is described by 
Pruess et al. (1999). The wellbore pressure at the 
deepest layer must be prescribed. At present the 
multifeed option cannot be combined with a rate and 
enthalpy-dependent Pwb defined by (2). 

CONTROL OF PRODUCTION WELLS 

We have introduced some minor modifications of the 
standard deliverability option in TOUGH2. The first 
option allows for the fact that a geothermal well may 
be operated in throttled state initially and then opened 
up over time. To represent this situation, the mass 
flow is calculated using 
 
 ),min( maxqqq delvm =    
 
Here, qdelv is the mass flow calculated using (1), 
assuming that the well is fully open, and qmax is the 
target maximum flow. The flow restriction can be 
applied either to the total mass flow or to the total 
steam flow. 
 
For most geothermal projects, as the total production 
from a group of wells falls away, make-up wells are 
introduced. We have included the automatic 
introduction of make-up wells as an option in 
TOUGH2. A group of wells is given “DMAK” as a 
well-type, the current wells are given a positive PI, 

and the make-up wells are given a negative PI. The 
total mass flow (or steam flow) is compared with a 
target value, and when the total falls below 95% of 
the target, a make-up well is added. This process 
leads to a somewhat “saw-tooth” mass flow (or steam 
flow), oscillating above and below the nominated 
target. It would be useful to introduce a more 
sophisticated version of this make-up system that 
would produce a more constant total mass flow (or 
steam flow) and can handle the shutting down of 
make-up wells, if the reservoir pressure recovers as a 
result of the effects of injection or the condensation 
of steam zones. 
 
Other options that would make TOUGH2 easier to 
use in simulating production for geothermal systems 
are: to be able to assign a particular well to a named 
separator, to be able to use a complex time schedule 
for wells on deliverability, and to be able to specify 
the separation process for each well (e.g., single 
flash, double flash, or binary plant). These options 
are not essential in terms of their effect on the 
reservoir behavior, but they would make it easier to 
carry out simulations of complex future scenarios 
without having to stop and restart the simulation 
several times. 

LARGER, DEEPER MODELS 
Almost all models of geothermal systems do not 
include the whole of the large-scale convective 
system. Thus, the base boundary condition must 
include some input of very hot water, corresponding 
to the upflow zone of the convective plume. It would 
be better to make the model large enough so that the 
whole convective system is contained in the model, 
and then the permeability structure would have to be 
compatible with the flow and temperature structure.  
We have recently moved somewhat in this direction 
with our model of Wairakei-Tauhara by adding extra 
layers, so that it is now 4 km deep. Probably more 
layers, extending the model down to 6–7 km, should 
be added and a larger area included. 
 
The use of deeper models leads to the need for a 
thermodynamic EOS that can handle higher pressures 
and temperatures. We have implemented the IAPWS-
97 thermodynamic formulation (Wagner et al., 2000), 
including the supercritical capability valid for 
pressures up to 100 MPa and temperatures up to 
800˚C (Croucher and O’Sullivan, 2008). This 
improvement allows for models of high temperatures 
and pressures to be used, provided that the fluid can 
be approximated as pure water. It would be very 
useful for models of other fields (such as Ohaaki and 
Ngawha) to have an EOS for mixtures of water, 
carbon dioxide, and sodium chloride that is accurate 
for temperatures and pressures ranging from 
atmospheric up to supercritical (pure water) 
conditions. This would require the extension of the 
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range of validity of the ECO2N fluid property 
module (Pruess, 2005). 

 
Another EOS option that is required for modeling 
“gassy” geothermal fields such as Ohaaki and 
Ngawha, particularly in a carbon-conscious world, is 
one that can handle mixtures of water, air, and carbon 
dioxide. We have used a five-component EOS that 
can handle a mixture of water, methane, and air 
(broken down into its major components of N2, O2 
and CO2) for modeling coalbed methane extraction. 
Dropping the methane from this EOS would provide 
one possible approach, but the resulting module 
would include one more component than is really 
necessary. 

MODEL CALIBRATION 

The greatest challenge facing the geothermal 
modeling community is improvement in model 
calibration techniques. The calibration process 
involves two stages (O’Sullivan et al., 2001, 
Mannington et al., 2004). 
(i) Natural State Modeling 
(ii) History Matching 
 
In natural state modeling, the permeability structure 
and location of the deep inflow are guessed, and then 
a simulation of the model to steady state is carried 
out. This steady state is assumed to be the natural or 
pre-exploitation state of the geothermal system that 
has developed over geological time (a concept that is 
open to some debate). Then the natural state 
temperature and the location of the surface outflows 
are compared to the measured data. If the match is 
not satisfactory, then adjustments are made to the 
permeability structure and deep inflows, and the 
process is repeated, possibly many times. 
 

 
 
Figure 1. Natural state temperatures in one well for 

the Wairakei model (data - blue symbols, 
model - red line) 

Once a reasonable natural-state model has been 
obtained (see Figure 1 for example), the results are 
used as the initial conditions for a simulation of the 
production and injection history, with the measured 

mass flows being assigned to the appropriate model 
blocks. Then the pressure and enthalpy changes 
predicted by the model are compared to the data, and 
adjustments are made to the permeabilities and 
porosities to improve the model (Figures 2 and 3). 
 

 
Figure 2. Pressure decline in the western borefield 

for the Wairakei model (data - blue 
symbols, model - red line) 

 
Figure 3. Enthalpy changes for one well in the 

Wairakei model (data—blue symbols, 
model—red line) 

The process described above is appropriate for a 
convective geothermal system where the fluid is 
moving in the natural state. It is not so useful for 
warm water systems or hot dry rock systems, where 
conduction is the only heat-transfer mechanism and 
the reservoir fluid (hot water) does not move. 
 
In hot water systems, the reservoir does not boil 
during production, and the production enthalpy does 
not change. However, in systems like Wairakei and 
Mokai (New Zealand), there is considerable boiling, 
and enthalpy changes are very useful for model 
calibration. 
 
We have used three calibration techniques: 
(i)   Manual calibration 
(ii) Inverse modeling with iTOUGH2 (Finsterle, 

2007abc) 
(iii) Statistical sampling methods (Cui et al., 2007)  
 
Suggestions for improving these methods will be 
discussed below. 
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Improved Manual Calibration 
The basic idea of manual calibration is to determine 
where the model fit to the data is worst, and then to 
adjust the model structure to improve the fit. This is a 
slow process, because after each adjustment of the 
structure, the model must be re-run (possibly both the 
natural state and history match), and the results re-
checked against the data. In some cases, it may not be 
obvious which reservoir parameters should be 
adjusted to improve the model, and then the skill and 
experience of the modeler can assist the process. 
 
To speed up manual calibration and to make it less 
dependent on the modeler, an “expert system” 
approach may be useful—and this is one of our 
current research themes. The idea is to codify the 
various strategies followed by a modeler and to apply 
them in a systematic fashion. For example, in a 
natural state model, if block I is too hot, then the 
following steps should be followed: 
 
(i) Check flow directions for all connections 

between block I and other blocks. 
(ii) For flows into block I, if the neighboring block J 

is hotter, then decrease the permeability of block 
J. If block J is colder than block I, then increase 
the permeability of block J. 

(iii) Repeat for all blocks sending fluid into block I. 
 
Several rules of this kind are currently used by 
modelers, but need to be formalized. There are many 
challenges to overcome in order to make such an 
expert system work, and there are several 
unanswered questions. For example: will it converge 
to a good solution in a reasonable time? It is worth 
noting that simple iterative methods for the numerical 
solution of Laplace’s equation, that have some 
similarities with the process described above, have a 
convergence rate that is dependent on the choice of a 
relaxation parameter. 
 
Another problem with the process discussed above is 
the local nature of the adjustments proposed. In some 
cases it may be necessary to change the permeability 
over quite a large section of the model, in order to 
change the flow pattern sufficiently to achieve the 
required temperature change. In principle, it would be 
possible to track all streamlines entering the block in 
question and to adjust permeabilities along the 
streamlines.  
 
With a scheme for local adjustment of permeabilities, 
based on fitting relatively sparse downhole 
temperatures, there is the problem of deciding 
whether to make a local or a global change. For 
example, if the rule suggests that rock-type IGNIM 
should have its horizontal permeability increased in 
block J, then should this change be implemented in 
all blocks with IGNIM as a rock-type? Or should a 

new sub-rock-type IGNIX with a higher horizontal 
permeability be assigned to block J? Possibly both 
options should be tried, and the new rock-type 
IGNIX should only be accepted if it produces a 
substantially better result. That is, there should be 
some penalty discouraging fragmentation of the rock-
types. 

Improved Inverse Modeling 
The basic idea of the inverse modeling approach, 
available through iTOUGH2 (Finsterle, 2007abc) for 
example, is to solve a nonlinear optimization 
problem. The unknowns are selected model 
parameters, and the objective function is the sum of 
squares of the difference between the model results 
and given data. What distinguishes inverse modeling 
of geothermal reservoirs from more traditional 
nonlinear optimization problems is the complexity of 
the calculation for the objection function, i.e., 
through the forward problem, which requires a 
TOUGH2 simulation.  
 
The iTOUGH2 code is a very comprehensive 
package. It offers several optimization methods 
(Gauss-Newton, Levenberg-Marquardt, Downhill 
Simplex, Simulated Annealing, Grid Search) and 
very complete sensitivity analysis. Similar 
functionality has been achieved with the FEHM 
geothermal simulator (Zyvoloski, 1992) and the 
PEST inverse modeling code (Doherty, 2005). 
However, unanswered questions remain. Some are 
general and relate to the use of nonlinear least 
squares (see Fox, 2009). These will be discussed 
further in the next section.  
 
Other problems are more specific to the application 
of iTOUGH2 to the calibration of geothermal 
models. In general, we have found iTOUGH2 to be a 
very useful tool for improving models that are 
already quite good. Conversely, if a model is not 
already fitting the data well, iTOUGH2 will probably 
not produce a model that is much better. 
 
The difficulty with using iTOUGH2 (or any inverse 
modeling code) in calibrating a geothermal model is 
the choice of the variable parameters. At one 
extreme, each block in the model could be assigned 
different x, y, z permeabilities and porosities. This 
would result in a huge number of unknown 
parameters and is currently impractical. The simpler 
approach, and that which is usually used with 
iTOUGH2, is to assign a relatively small number of 
rock-types and then use the permeabilities and 
porosities of a subset of these rock-types as the 
parameters to be optimized. (See for example, Porras 
et al., 2007, Kiryukhin et al., 2008.) However, even if 
the optimal values for all parameters, for all rock-
types, are determined by iTOUGH2, the resulting 
model is probably not going to be the best possible. 
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It might be possible to produce a better model by 
subdividing the zone assigned, say, to rock-type 
IGNIM into two new zones, labeled IGNIA and 
IGNIB, for example. Then iTOUGH2 could be re-run 
optimizing the parameters for IGNIA and IGNIB 
independently. We have had some success with this 
technique, but what is required is a more systematic 
approach with, say, an outer XiTOUGH2 code that 
controls the re-assignment of rock-types and calls 
iTOUGH2 to optimize parameter values for each new 
rock-type structure. 

Statistical Sampling 
As mentioned above, there are some fundamental 
problems with inverse modeling based on a least-
squares-errors approach (see Fox, 2009). One 
difficulty is that a global optimum or even a local 
optimum found by a nonlinear optimization 
technique may not be a “good solution,” in the sense 
that the optimal parameter values may not be what a 
reservoir engineer expects or finds acceptable. What 
is really required is to identify a region of the 
multidimensional parameter space where good 
solutions are likely to be found. The statistical 
sampling tool for doing this is the multichain Monte 
Carlo (MCMC) technique (see Cui et al., 2006). The 
trouble with MCMC is that it requires a very large 
number of samples to be taken, or, in the context of 
geothermal modeling, a very large number of forward 
runs of TOUGH2 have to be carried out. 
 
We have applied MCMC to calibrating a simple 
single-layer model using data from an extended test 
of a geothermal well. This is the same problem 
previously investigated with iTOUGH2 by Finsterle 
et al. (1997). We have also applied MCMC to a 
model of the Mokai geothermal system with some 
success. After two weeks of computation, the best 
natural state model produced by MCMC matches the 
downhole temperatures slightly better than the 
manually calibrated model. 
 
Further advances with the MCMC technique are 
required to make it practically useful for calibrating 
geothermal models. Currently, we are investigating 
the use of a hierarchy of models ranging from a 
coarse grid to a fine grid, and we are investigating 
parallel rejection algorithms. As with inverse 
modeling techniques (e.g., iTOUGH2), MCMC is 
ideal for implementation on a cluster of computers in 
a distributed memory configuration. In the future, it 
may be possible to use a cluster of multicore 
processors, each running a parallelized version of 
TOUGH2 (see Moridis et al, 2008, Zhang et al, 
2009). 
 
None of the three methods discussed above can 
presently automatically deliver a well-calibrated 
model of a geothermal field. 

FLUID-ROCK INTERACTION 

At present, subsidence is a significant concern at the 
Wairakei-Tauhara geothermal field (Allis et al.,              
2009). To model subsidence, we have used 
temperature and pressure charges calculated with 
TOUGH2 as input for a rock-mechanics simulation 
using the ABAQUS package (ABAQUS, 2003).                    
We had some success in matching the occurrence of 
the subsidence bowls (see Yeh and O’Sullivan, 
2007). The results for the Wairakei bowl are shown 
in Figure 4. 
 

 
 
Figure 4. Model results for the Wairakei subsidence 

bowl. 

The methods we have used for linking TOUGH2 and 
ABAQUS are very similar to those used by Rutqvist 
and Tsang (2003) and Pruess et al. (2004) for linking 
TOUGH2 and FLAC. The main problem to be dealt 
with is the interpolation of temperature and pressure 
data from the block-centered TOUGH2 grid onto the 
finite element grid used by ABAQUS. Although we 
have used a finer grid for the ABAQUS model than 
for the TOUGH2 model, at Wairakei the pressure and 
temperature changes are quite uniform over a large 
area, and therefore interpolation on to a finer grid is 
not difficult. 
 
More challenging coupled fluid-rock interactions 
need to be modeled. For example, modeling the 
spreading of a fracture zone created by hydraulic 
fractures as part of a hot dry rock (or EGS) project is 
a problem that needs to be solved. Planners of EGS 
projects need to be able to calculate the size and 
permeability of the fractured zone created by 
hydraulic fracturing. The FEHM code includes some 
fluid-rock interaction capability that was used in a 
study of the Hijiori hot dry rock site (Tenma et al., 
2008). 
 
Some interesting studies of mass transfer through the 
ductile zone, below geothermal systems, have been 
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carried out by Fussels et al. (2009) and Regenauer-
Lieb et al. (2009).  

NUMERICS 

As models get larger and more complex, the demand 
for improved computational speed and more accuracy 
follow. As pointed out by Pritchett (2007), processing 
power has increased dramatically, and its cost has 
decreased considerably. One feature of the present 
scene is the advent of cheap multicore computers, 
with quad-core computing becoming almost standard. 
Even 16-core machines are now relatively 
inexpensive. The new development of parallel 
versions of TOUGH+ (Zhang et al, 2009) will be able 
to take advantage of these new multicore machines. 
Distributed memory clusters may not be so effective 
for parallelizing TOUGH2, but are very useful for 
speeding up iTOUGH2.  
 
The accuracy of the integrated finite difference or 
finite volume approach used in TOUGH2 is 
inevitably of low-order accuracy. We have achieved 
good results with an Euler-Lagrange approach for a 
2-D single-phase flow (Croucher and O’Sullivan, 
2004), but more work is required to implement it for 
two-phase flow and for general 3D flow. The 
implementation of an Euler-Lagrange approach in 
TOUGH2 would require some restriction on the 
choice of block structures. Probably finite element 
style grids would have to be used.  
 
It would be very useful to be able to more accurately 
represent the expansion and contraction of boiling 
zones in geothermal systems. There are various 
“front-tracking” methods that might work, but again 
would probably require some restrictions on the 
design of the computational grid. 
 
In various geothermal models that we have set up, we 
have used “bad” grids with two small blocks joining 
one large block and relatively poorly conditioned 
block structures. Pruess and Garcia (2000) showed 
how to improve computational accuracy when 
joining a coarse grid to a fine grid, but their work 
only considered simple grid structures. More research 
is required to generalize this approach for complex 
grids. 
 
Mesh generation remains an issue for complex 
models. For 2-D models, triangulation can always be 
achieved, and in 3-D a general tetrahedral grid can be 
created. But better tools are still required for creating 
well-conditioned grids containing mostly 
quadrilaterals in 2-D or their equivalent in 3-D. 

NEAR SURFACE BEHAVIOUR 

In our model of Wairakei, we incorporate the 
unsaturated zone by using an air-water EOS and 

extending our model up to the ground surface. Some 
other geothermal models take the water table as the 
top of the model. Our approach works satisfactorily, 
but does not track the movement of the water table 
very accurately, since the minimum layer thickness is 
50 m. It would be useful to be able to handle the 
water table in a geothermal model similarly to the 
way unconfined aquifers are included in groundwater 
models. 
 
A more sophisticated approach is required as the 
surface where P = Patmospheric may be partly boiling. 
Nevertheless, having the top surface of a model, 
either water or steam, able to move up or down 
through a gridblock would be a very useful advance 
in accurately representing near-surface behavior, 
such as the development of large areas of steaming 
ground.  
 
Similarly, improved models of surface features such 
as hot springs and geysers would be useful. We have 
carried some modeling studies of these surface 
features (see Sapatdji et al., 1994), but we have not 
coupled these local models with our large-scale 
reservoir models. Currently, we use the DELV option 
to represent the hot springs as wells on deliverability, 
whose flow drops off as the pressure and/or enthalpy 
of the feed zone declines. 

SUMMARY 

We would like to be able to run bigger and better 
models of geothermal fields; we would like to be able 
to calibrate them better and more quickly; and we 
would like the models to be able to incorporate more 
complex reservoir behavior. Some of these aims can 
be met with current techniques, but others require 
more research. 

1. Improved computation speed. The TOUGH+ 
code offers parallel computation as an option. All that 
is required is the development of a 
“TOUGH+Geothermal” in addition to the existing 
TOUGH+HYDRATE version (Moridis et al., 2008) 
and the TOUGH+CO2 version (Zhang et al. 2009). 
The development of a TOUGH+Geothermal module 
should not be not a difficult task. 

2. Improved calibration methods. All three of the 
calibration methods discussed above (manual, inverse 
modeling, statistical sampling) require further 
research to make them work well. 

3. Improved numerics. Our highest priority item in 
this category is the tracking of the movement of the 
water/steam table. This is probably achievable, and 
Euler-Lagrange methods could probably also be 
implemented in TOUGH2. We are less optimistic 
about implementing general front tracking into 
TOUGH2. 
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4. New EOSs. There are no fundamental 
impediments to the development of EOS modules 
that can handle mixtures of water and CO2 (and 
perhaps NaCl) over a wide temperature and pressure 
range, although working out the details could be time 
consuming (e.g., Kissling et al., 2005). 

5. Fluid-rock interaction. The problem of 
predicting the spread of a fracture zone in an HDR 
(EGS) project is challenging. More research is 
required. 
 
We hope by the next TOUGH Symposium, we and 
others will have made progress on some of the topics 
discussed above. 
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ABSTRACT 

We have developed both conceptual and 3-D 
numerical models for the porous-medium Guantao 
(Ng) geothermal reservoir. These models used 
TOUGH2 software and were based on the natural 
state and production history of the study area, which 
covers an area of 532.86 km2 in the Tanggu region, 
Tianjin, China. Mass flow and temperature histories 
of 20 production wells were simulated, primarily by 
adjusting well productivity indices and the 
permeabilities of the various rock types. Relatively 
good agreement was obtained between the measured 
and computed pressure profiles. 
 
Pressure and temperature distributions of the porous 
Ng reservoir were projected for a single production 
pattern for the next 5 years, based on history 
matching simulations. The influence of different 
reinjection rates on reservoir pressure, temperature, 
and water level were studied.  The results showed 
that the annual average water level drop for the entire 
study area is 3.4 m, and the annual average  
temperature drop is 0.1°C over 5 years under a single 
production pattern (no reinjection). The annual 
average water level drop is projected to be ~1.3 m 
under a 60% reinjection rate and 0.2 m under a 100% 
reinjection rate, after make-up wells are added, which 
constitute a doublet with the existing production well.  

1.  INTRODUCTION 

The Neogene porous medium geothermal reservoir in 
Tianjin has been explored for many years (Wang and 
Zhu, 2003). Especially in the Tanggu area, large-
scale reinjection has been carried out, owing to its 
longer exploitation history, advanced development, 
and the long-term dynamic monitoring at the Guantao 
(Ng) geothermal reservoir. Therefore, the study of a 
doublet system has been emphasized for the part of 
the Tanggu district that is our study area, which 
possesses typical pilot characteristics. This study area 
is located east of the Tanggu district in Tianjin. The 
overall size of this area is 532.86 km2, with a 
centralized exploitation area of 160 km2. Twenty 
production wells have been explored there since 
2005, but as of yet no reinjection wells have been 
developed (Gao and Zeng, 2006). 

2. CONCEPTUAL MODEL OF THE 
GEOTHERMAL SYSTEM 

The study area crosses the depression of Beitang and 
Banqiao. The Beitang depression connects the 
Panzhuang uplift in the west with the boundary of the 
Cangdong fault, adjacent to the Ninghe River uplift 
in the north with the boundary of the Hangu fault. It 
connects the Banqiao depression in the south with the 
boundary of the Haihe River fault. Generally, the 
buried depth of the bedrock top surface is shallow in 
the west, whereas deep in the east, the thickness of 
Cenozoic ranges from 1300 to 5000 m (Zeng and Li, 
2007). The Cangdong and Haihe faults have the 
greatest seismic impact on the Tanggu region. The 
study area is in the Huanghua Depression. A 
significant amount of data on subsurface pressures 
and temperatures, flow rates, and fluid enthalpy has 
been collected on the Tanggu geothermal field. 
Temperature and pressure measurements were made 
in wells under static conditions to estimate initial 
formation temperatures. These data provided the 
basic information needed to define initial, 
undisturbed, reservoir conditions. The conceptual 
model of the Ng geothermal reservoir in Tanggu is 
depicted in Figure 1. 

 
Figure 1. Conceptual model of Tanggu geothermal 

reservoir 
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3. NUMERICAL MODEL OF POROUS 
MEDIUM GEOTHERMAL RESERVOIR 
 
3.1 Numerical model 
A three-dimensional, porous-medium, numerical 
model was developed for the geothermal reservoir. 
The natural-state model was calibrated by matching 
the temperature profiles of 20 wells. The initial 
measured data were used in history matching and to 
analyze reservoir performance. The TOUGH2 
(Pruess, 1987) simulator, which automatically 
estimates parameters of the reservoir, was used in the 
natural-state and history-matching simulations. 
Finally, the AUTOUGH2 (O’Sullivan, 2000) code 
was used to predict the performance of the reservoir 
under various assumed exploitation scenarios. 

3.2 Parameters of the mathematic model 

3.2.1 Initial conditions 
Considering the relationship between the water-level 
drop of geothermal fluids and water-temperature 
changes in the wellbore, the geothermal reservoir 
pressure was used as the initial condition for the 
calculation, which seems reasonable, since water 
level varies with the density of geothermal fluids. 
Assuming that the fluid temperature changes linearly 
with the depth of geothermal wells, the geothermal 
reservoir pressure can be calculated by Equation (1): 
               )( shgP −= ρ                            （1） 
where p, ρ, g, h, and s are reservoir pressure, density 
of geothermal fluids, gravitational constant, well 
depth,  and water level, respectively.  
 
The Ng geothermal reservoir pressure as measured in 
October 2005 was taken as the initial pressure field 
(Figure 2). Calculation of the temperature field 
mainly focuses on predictions of the further 
exploitation of the Ng geothermal reservoir. Thus, the 
temperature field under the current production state is 
taken as the initial temperature field (Figure 3).     

 
Figure 2.  Initial pressure distribution of study area 

in Ng geothermal reservoir 
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Figure 3. Initial temperature distribution of the study 
area in the Ng geothermal reservoir  

3.2.2 Boundary conditions 
According to the local geological data, the Ng 
geothermal reservoir is stable, and is hardly affected 
by the surrounding fractures. Based on the conceptual 
model of the Ng geothermal reservoir, the eastern and 
western parts of the study area are set as impervious 
boundaries, while the northern part is set as a 
recharging boundary and the southern part as a 
discharging boundary. It can be calculated that the 
mass flow of recharging and discharging are 89.64 t/h 
and 84.1 t/h, respectively.    

3.2.3 Parameter of the Ng geothermal reservoir 
 

Table 1.  Numerical model parameters of the Ng 
geothermal reservoir 

Temperature (ºC) 55 
Thickness (m) 950-1300 

Permeability (10-12 m2) 0.1-0.8 

Porosity 0.25 

Rock grain density (kg/m3) 2109 

Rock grain specific heat 
(J/kg ºC) 

958 

 
 
 

Cap rock 

Formation heat 
conductivity (W/m ºC) 

1.5 

Permeability (10-12 m2) 0.8-1.0 

Porosity  0.27-0.33 

Rock grain density (kg/m3) 2103 

Rock grain specific heat 
(J/kg ºC) 

909 

 

Ng 
geothermal 
reservoir 

Formation heat 
conductivity (W/m ºC)  

1.6 

 
The simulation is mainly focused on fitting the 
dynamical monitoring data of 20 production wells 
that have been explored since 2005. Related reservoir 
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parameters could be adjusted reasonably by fitting 
the pressure of the geothermal wells—and 
permeability and porosity are important parameters in 
determining the reservoir pressure (Zhu and Zhang, 
1996). The pressure drop is also constrained by the 
reservoir thickness and water mass flow. Judging 
from the parameters that undergo changes in the 
iterative simulation process, the reservoir pressure 
drops quickly under lower permeability, smaller layer 
thickness, and greater water mass flow. Table 1 
provides the key numerical model parameters.  

3.2.4 Meshmaker 
For modeling purposes, the study area was assumed 
to be a rectangular prism 25 km long, 21.3 km wide, 
and 2.1 km deep. Figure 4 shows a plan view of the 
computational grid. The model has two horizontal 
layers ranging in thickness between 150 m and 1,100 
m. Each layer has 700 gridblocks and 1112 nodes, 
their horizontal dimensions varying from 500 m×500 
m to 2,000 m×2,000 m. The geothermal well is in the 
center of the model, covering an area of 500 m×500 
m, with gridblocks of the smallest horizontal size 
within the model. Calculation time was divided into 
heating and nonheating periods, and the time step 
was set to 10 days during numerical simulation. The 
codes Mulgeom and Mulgraph (O’Sullivan and 
Bullivant, 1995) were used as pre- and postdata 
processors, and the mass flow of each production 
well is based on in situ utilization and measured data 
from Nov. 2005 to Dec. 2007. 

 
Figure 4.  Plan view of the computational grid 

4. SIMULATIONS OF GEOTHERMAL 
EXPLOITATION AND REINJECTION  

4.1 History matching simulations 
History-matching simulations began in Nov. 2005, 
and a total of 20 production wells were modeled. 
Figure 5 compares the measured and simulated 
pressure for four representative production wells 

(TG07, TG17, TG28, TG23). The corresponding 
mesh number can be seen in Table 2. We can see that 
the simulations agree well with the monitoring data. 
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Figure 5.  Comparison of measured and simulated 

pressure for four wells 
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Table 2. Corresponding mesh number of the four 
production wells 

Production well TG07 TG17 TG28 TG23 

Corresponding 
mesh number 

186 381 387 433 

 

4.2 Pre diction of pre ssure and tem perature field 
under single production pattern 
 
The pressure and temperature distribution of the Ng 
geothermal reservoir for the next 5 years are 
simulated based on the current exploitation state. 
Figures 6 and 7 give the pressure predictions of the 
four wells and the pressure distributions of the Ng 
geothermal reservoir without reinjection, 
respectively. 

4.2.1 Pressure prediction 
As shown in Figures 6 and 7, the pressure for the four 
wells will decrease over the next 5 years if there is no 
reinjection in the study area. The average annual 
water level drop is 3.4 m over the entire area, 
amounting to a maximum 4.1 m in the central area. 
 

0 365 730 1095 1460 1825 2190 2555 2920

16.2

16.4

16.6

16.8

17.0

17.2

17.4

17.6

17.8

18.0

18.2

18.4

18.6

18.8

P
 (M

Pa
)

Time (day)

       TG07
 Measured
 Simulated
 Prediction

 

0 365 730 1095 1460 1825 2190 2555 2920

14.8
15.0
15.2
15.4
15.6
15.8
16.0
16.2
16.4
16.6
16.8
17.0
17.2
17.4
17.6
17.8
18.0

P
 (M

Pa
)

Time (day)

       TG17
 Measured
 Simulated
 Prediction

 

0 365 730 1095 1460 1825 2190 2555 2920
15.8

16.0

16.2

16.4

16.6

16.8

17.0

17.2

17.4

17.6

17.8

18.0

P
 (M

Pa
)

Time (day)

       TG23
 Measured
 Simulated
 Prediction

 

0 365 730 1095 1460 1825 2190 2555 2920
13.8

14.0

14.2

14.4

14.6

14.8

15.0

15.2

15.4

15.6

15.8

16.0

16.2

16.4

16.6

16.8

P
 (M

Pa
)

Time (day)

       TG28
 Measured
 Simulated
 Prediction

 
Figure 6. Pressure predictions for the four 

production wells over the next 5 years 
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Figure 7. The pressure distribution of the Ng 

geothermal reservoir in 2012 
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4.2.2 Temperature prediction 
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Figure 8. Temperature prediction for the two 

production wells in 5 years 

Figure 8 shows the temperature drop for wells TG17 
and TG28, which is around 0.1° over the next 5 years. 
Figure 9 gives the temperature distribution of the Ng 
geothermal reservoir in 2012; there is only a slight 
change compared to the initial temperature field, 
which can be neglected. 
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Figure 9.  Temperature distribution of Ng 
geothermal reservoir in 2012 

4.2 Future scenario simulations 

4.2.1 Scenario 1 (60% reinjection with 350C injected 
water)  
In this scenario, the present-day production scheme is 
maintained. The objective is to investigate the 
pressure drawdown over the next 5 years. 
Corresponding reinjection wells, which are set in the 
periphery of the geothermal zone (Zhu, Wang and 
Lei, 2006), are added to the existing production wells 
at a distance of 800 m, based on the current 
exploitation state, which constitutes doublet wells 
with the ratio of mass flow of production to 
reinjection being 1:0.6. The separated water is 
reinjected at 35 0C.  

4.2.2 Scenario 2 (100% reinjection with 35 0C 
injected water)  
In this case, it is assumed that the reinjection rate is 
increased to the same as the production rate in order 
to further analyze the influence of reinjection on 
geothermal reservoir pressure. 

4.2.3 Results of the predictive simulations 
Results for the two scenarios are presented in Figures 
10 and 11. Figure 10 shows that even though 
reinjection rate is not very large, the pressure 
drawdown of production wells slows down compared 
to the single production pattern after 5 years of 
operation. Well pressure for TG17 in the year 2012 
will rise from 14.93 MPa without reinjection to 15.03 
MPa with 60% reinjection, the equivalent of 
decreasing the annual water-level drop from 3.8 m to 
1.8 m. Similarly, well pressure for TG28 will rise 
from 14.12 MPa without reinjection to 14.22 MPa 
with 60% reinjection, the equivalent of decreasing 
the annual water-level drop from 3.3 m to 1.3 m. In 
the entire study area, average water level increases 
10.6 m in 5 years over the non-reinjection water 
level, i.e., the annual water level increases 2.12 m. 
 
Figure 11 shows that the well pressure drops for 
TG17 and TG28 become slower than Scenario 1. 
Well pressure for TG17 further increases to 15.10 
MPa with 100% reinjection in the year 2012, 
equivalent to decreasing the annual water-level drop 
from 3.8 m to 0.4 m. Similarly, well pressure for 
TG28 increases to 14.28 MPa with 100% reinjection, 
equivalent to an annual water-level drop of 0.1 m. 
Note that dynamic balance in the reservoir could be 
retained through Scenario 2. Considering the entire 
study area, the average water level increases 16.2 m 
in 5 years over the non-reinjection water level, i.e., 
the annual water level increases 3.24 m. 
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Figure 10.  Pressure prediction of two wells with 60% 

reinjection 
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Figure 11. Pressure prediction of two wells with 

100% reinjection 

5.  CONCLUSIONS 

The results of numerical simulation can be 
summarized as follows: 

1) A three-dimensional numerical model has been 
established for the Ng porous-medium 
geothermal reservoir in the Tanggu district, to 
simulate both its natural state and production 
history using the software TOUGH2. 

2) Mass flow and discharge enthalpy histories of 
20 production wells were automatically 
matched, primarily by adjusting well 
productivity indices and the permeabilities of 
the various rock types. Relatively good 
agreement was obtained between the measured 
and computed pressure profiles.  

3) When there is no reinjection in the study area, 
the pressure of the Ng reservoir decreases over 
the next 5 years; the average annual water level 
drop is 3.4 m over the entire area, amounting to 
a maximum 4.1 m in the central area. The 
temperature of the Ng reservoir drops ~0.1°C in 
the next 5 years. This tiny variation can be 
neglected. 

4) When the reinjection rate is 60%, the pressure 
drawdown of production wells slows down 
compared to the single production pattern.  
After 5 years of operation, the well pressure for 
TG17 rises from 14.93 MPa to 15.03 MPa, 
equivalent to decreasing annual water-level drop 
from 3.8 m to 1.8 m. Similarly, the well 
pressure for TG28 will rise from 14.12 MPa to 
14.22 MPa, equivalent to decreasing annual 
water-level drop from 3.3 m to 1.3 m. The 
average water level for the whole study area 
increases 10.6 m in 5 years compared to the 
water level under a single production pattern, 
i.e., the annual water level increases 2.12 m. 

5) When reinjection rate further increases to 100%, 
well pressure for TG17 rises to 15.10 MPa by 
the year 2012, which is the equivalent of an 
annual water level drop of 0.4 m. Similarly, well 
pressure for TG28 rises to 14.28 MPa, the 
equivalent of an annual water-level drop of 0.1 
m, almost retaining the dynamic balance in the 
reservoir. Considering the entire study area, the 
average water level increases 16.2 m in 5 years 
over the water level under a single production 
pattern, i.e., the annual water level increases 
3.24 m. 
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ABSTRACT 

The Hengill Area is an important energy source for 
Reykjavík and the surrounding area, both for 
electricity and space heating. Two production fields 
are located in the area; Nesjavellir and Hellisheiði, 
and two other potential production fields are believed 
to be in the area.  
 
We present numerical calculations of the entire 
Hengill Area, conducted using TOUGH2/iTOUGH2 
software. The model contains nine layers consisting 
of 966 elements each. Geological survey data, down-
hole measurements used to simulate the natural state 
of the system in the model, and production data from 
the fields have been used to calibrate the model 
parameters. 
 
The model has been used to predict how production 
will affect the geothermal fields. Information 
gathered throughout the production history, such as 
drawdown and changes in enthalpy, have been used 
to revaluate the size and production capacity of the 
production fields. Different production scenarios, 
such as production with and without reinjection, have 
been simulated. The model simulations have also 
been used to estimate the capacity of potential future 
production fields. 

INTRODUCTION 

The Hengill Area is located 20 km southeast of 
Reykjavík. It consists of the Hengill Central Volcano 
and fracture zones northeast and southwest of Mt. 
Hengill. A topographic map of the area is shown in 
Figure 1. The present production fields are 
Nesjavellir in the northwest part of the area, and 
Hellisheiði in the southwest part. The Nesjavellir 
Field has been in use since 1980; the Hellisheiði 
Field since 2006. 
   
Two potential future fields exist in the Hengill Area; 
the Bitra field and the Hverahlíð field. Three 
exploration wells have been drilled in each of these 
fields, and three additional exploration wells are now 
(July 2009) being drilled in the Hverahlíð field. 
 
A wealth of data is available to simulate the behavior 
of the present production fields. The geology has 
been studied extensively (Sæmundsson, 1967; 
Sæmundsson and Friðleifsson, 2003; Franzson et al.,  

 

Figure 1. A topographic map of the Hengill Area 
showing the locations of present and 
potential production fields. Well heads 
are depicted as black dots, directional 
drilled wells as black lines, and fissures 
as comblike lines.  The coordinates are in 
the local Icelandic system ISNET. The 
inset shows the location of the area in 
SW-Iceland. 

2005) and geophysical surface measurements, mainly 
resistivity measurements, have been used for 
exploring the distribution of the geothermal activity 
(Árnason and Magnússon, 2001). Using geological 
survey and surface geophysics only, one has a 
relatively uncertain knowledge of the distribution of 
the temperature anomaly. 
 
Numerous wells have been drilled in the current 
Nesjavellir and Hellisheiði production fields. Direct 
measurements of temperature and pressure have 
resulted in a comprehensive picture of the 
temperature anomaly of the fields. In the other parts 
of the Hengill area, such as Bitra and Hverahlíð 
fields, surface exploration with direct measurements 
in a few exploration wells will have to suffice in 
order to build a conceptual model of the system. 
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An existing large-scale TOUGH2/iTOUGH2 3D 
reservoir model has been developed to simulate the 
effects of production within the geothermal areas of 
the region (Björnsson et.al. 2006). That model, used 
to simulate production scenarios in the Nesjavellir 
and Hellisheiði fields, has been recalibrated using 
production data from Nesjavellir field (Björnsson, 
2007), and is now considered to accurately predict 
the behavior of that field. 
 
In recent years, several new wells have been drilled 
in the Hellisheiði field. Data acquired from down-
hole measurements in the new wells has yielded 
accurate information on formation temperature and 
initial pressure of the Hellisheiði field. 

THE CONCEPTUAL MODEL 

The conceptual model of the area is based on its 
geology and estimated formation temperature. For 
Hellisheiði and Nesjavellir, the formation 
temperature is well known, due to numerous wells 
that have been drilled there. The formation 
temperatures of Bitra and Hverahlíð are not as well 
known, and therefore one has to rely on geological 
and geophysical surveys.   
 
As mentioned above, a copious amount of new data is 
available from new wells in the Hellisheiði field.  
These data have changed our perception of the 
geothermal activity in the Hengill Area and 
challenged previous notions of a heat source under 
Mt. Hengill that feeds both the Hellisheiði and the 
Nesjavellir fields (Franzson et al, 2005).    
     
The formation temperature profile at the depth of 
1,000 m below sea level is depicted in Figure 2. The 
hottest formation temperature is found in the 
Nesjavellir Valley and in a relatively narrow belt in 
Hellisheiði. Local hot regions can also be seen in 
Hverahlíð and Bitra. There appears however, to be a 
local minimum in the formation temperature in the 
center of the area near Mt. Hengill.  
 
The formation temperature in vertical cross sections 
in the Hellisheiði field are depicted in Figure 3 (The 
locations of the cross sections are shown in Figure 2.)  
As can be seen in the sections, the eastern and the 
northern boundaries of the Hellisheiði Field are 
characterized by an inverted temperature gradient.     
 
Judging from the formation temperature distribution, 
we propose four separate heat sources in the area.  
The heat stems from intrusions in the crust and a 
deeper magma chamber. Here, it is assumed that hot 
fluid (low quantity with high enthalpy) is injected 
from below into the upper 2.5 km of the system. 

 

Figure 2: Formation temperature at 1000 m below 
sea level. The formation temperature is 
estimated from down-hole measurements. 

 
The location of the heat sources are depicted in 
Figure 4.  Shallower intrusions are also believed to 
provide heat to the system as well. The permeability 
of the formation is expected to be lower in the 
fractured zones, with these low permeability zones 
surrounded by higher permeability. The location of 
lower permeability is also shown in Figure 4.   

NUMERICAL SIMULATIONS 

Setting up the model 
Numerical calculations based on the conceptual 
model were performed using the TOUGH2/ 
iTOUGH2 software suite. The model consists of 9 
layers having 966 elements, i.e., the total number of 
elements is 8694. The stratification of the model can 
be seen in Figure 5. The model is a square of size 
100×100 km. Elements of the model at the core of the 
Hengill Area are shown in Figure 6. The inset in 
Figure 6 shows the model's location in SW-Iceland. 
 
Boundary conditions of the model are assigned so 
that the top and bottom layers are maintained at 
constant pressure and temperature (referred to as 
“inactive”).  The volume of the outermost elements is 
large compared to active part of the model, 
effectively making them “inactive.”   

381 of 634



 - 3 - 

  

 
Figure 3: Vertical sections showing formation 

temperature calculated from downhole 
measurements.  The white lines show the 
wells (the data points) used for 
calculating the temperature. Boundary 
condition is 5°C surface temperature and 
temperature of 500°C at 5 km depth. The 
locations of the sections are shown in 
Figure 2.   

 
Temperature of the top layer is fixed at 15°C and the 
pressure at 10 bar. Temperature of the bottom layer in 
the vicinity of existing wells was estimated from the 
downhole measurements. Elsewhere it was set to 
265°C, assuming a temperature gradient of 100°C/km 
and temperature of 15°C in the top layer. 
 
Net mass flow under natural conditions is only 
through the top and bottom. The bottom layer has low 
permeability. It is, however, high enough to allow 
limited amount of fluid to flow in and out, thus 
simulating flow of fluid from, and to, lower parts of 
the system.  
 

 

Figure 4: Conceptual model of the Hengill Area. 
Higher permeability is depicted with blue. 
That zone is expected to follow more or less 
the fracture zones. The heat sources are 
depicted as red.  

Inactive upper layer simulates precipitation and the 
interaction of the geothermal system with the cold 
ground water system. Hot water can enter the 
groundwater, where it is washed away, and 
groundwater can flow into the geothermal system. 
The cap rock of the hot geothermal system has, 
however, a very low permeability, which limits flow 
between the groundwater and the geothermal system. 
 
Knowledge of the lower parts of the system is scarce.  
The bottom of the deepest well is ~3,000 m under sea 
level. Most of the wells are significantly shallower, 
extending to ~2,000 m below sea level or higher. The 
range of depth is further limited by the difficulties in 
simulating the behavior of supercritical fluids.   
 
Interaction of the model with deeper parts of the 
system is simulated through a fixed bottom 
temperature and heat sources in the H-layer (the 
second deepest layer). Both heat and hot fluid is 
injected into the H-layer in areas shown in Figure 6.  
The injected heat simulates heat flow from cooling 
intrusions. The injected hot fluid has high enthalpy 
and simulates the fluid that comes from lower parts 
of the system. 
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Figure 5: The stratification of the model.  The top of 
the model is 400 m above sea level and 
the bottom at 2500 m below sea level. 

 
Another possibility for simulating the interaction of 
the model to the part below its range is to assign 
higher permeability to the subregions of the assumed 
heat and mass sources in the bottom layer. Pressure 
differences will drive the flow from and to the bottom 
layer, thus simulating the interaction of the upper 
geothermal system with its deeper roots.   
 
This method of having permeable bottom areas has 
also been tested with the model. So far, it has not 
given as encouraging results as the method of 
injecting hot fluid and heat at fixed rate into the 
system.   

Natural State 
The natural state of the model is defined as the steady 
state without production. To reach a steady state, the 
entire model is given a temperature gradient of 
100°C/km, and a fixed pressure and temperature in 
the top and bottom layers. The heat- and mass 
sources in the second deepest layer (the H-layer) then 
drive the system until it has reached equilibrium.   
The model is taken to be in a steady state when the 
time step of each iteration exceeds 10,000 years.

 

Figure 6. The elements in each layer in the center of 
the model. The colored areas show the 
elements where heat is introduced into the 
bottom of the model. The yellow elements 
are where hot fluid is introduced into the 
H-layer of the system. The inset shows 
how the whole model is located in SW- 
Iceland. 

  
Calibrating the parameters 
Permeability of the inner part of the system (i.e., the 
blue areas in Figure 4) is set high in layers E, F, G, 
and H. The upper layers of the system (B and C) are 
assigned low permeability, as are the top and bottom 
layers of the entire model. The areas surrounding the 
core of the system are given low permeability. 
 
Injection of heat into the H-layer is set to a relatively 
low value.  Mass of the injected fluid is set to ~1 kg/s 
per element, and the enthalpy is set to ~1500 kJ/kg.  
The steady state of this initial guess is then compared 
to measured values of formation temperature and 
initial pressure.   
 
iTOUGH was used to fit the natural state of the 
model to the measured initial pressure and formation 
temperature.  In Figure 7, calculated temperature (Tc) 
and pressure (Pc) are compared with formation 
temperature (measured temperature) Tm and initial 
(measured) pressure (Pm).  The Tm and Pm are taken 
to be estimated values of formation temperature and 
initial pressure at the depth of the center of each layer 
in each well (excluded are Layers A and I). These 
values are compared with calculated values in the 
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elements that have their center closest to the well in 
the corresponding layer.    
 
The dots in both graphs in Figure 7 are concentrated 
on the y=x line. Temperature values are somewhat 
scattered, especially for the intermediate values.  The 
pressure values are more concentrated on the x=y line 
than the temperature values. In the calculations, 
pressure values for each layer do not vary much 
within a layer, as can be seen in Figure 7b. 
 
Some work might still be done on the model in order 
to improve the agreement between measured and 
calculated values. The correlation is, however, 
relatively good. The correlation coefficient for 
temperature and pressure are 0.93 and 0.98, 
respectively. 
 
The model was further calibrated using production 
data.  A production history of Nesjavellir goes back 
to the 1980s. Due to this long production history, the 
model can be well calibrated there. The production 
history in Hellisheiði goes back to 2006. This is a 
short production history, making it difficult to 
improve the calibration significantly. The parameters 
of interest when calibrating the model using 
production data are mainly enthalpy of the fluid and 
drawdown. The drawdown depends on porosity and 
permeability, and can be used to calibrate these 
parameters. 
 
Although it is more challenging to simulate the 
enthalpy of the fluid, it is included in the iTOUGH 
objectivity function, but its contribution is given 
lesser weight. 
 
There are numerous methods for simulating the 
behavior of the wells in TOUGH2 (Pruess et al., 
1999). We however, used the simple method of 
controlling the production rate. By monitoring the 
pressure in the feeding zone, the production rate was 
controlled in such a way that the pressure did not 
drop below a predefined value. It should be noted that 
we are working with a fractured medium, and the 
behavior of the well and its vicinity can be quite 
complicated. 

 
Figure 7: Comparison of measured and calculated 

variables.  In (a) the calculated temperature 
(Tc) is plotted as function of measured 
temperature (Tm).  In (b) calculated pressure 
(Pc) is compared with measured pressure (Pm).  

 
  
The Calculated Natural State 
The formation temperature measured in each well 
provides an incomplete picture of the distribution of 
the temperature anomaly, due to limited spatial 
resolution of measured data points. A simulation 
calibrated by using the downhole data gives a much 
broader picture of the temperature anomaly, in 
particular the shape of the convection cells and the 
flow therein. In Figure 8, the calculated formation 
temperature in the same cross sections as in Figure 2 
and Figure 3 is shown. Calculated fluid flow is also 
depicted in Figure 8. Both the AA' cross section from 
the northern part of the Hellisheiði Field and the BB' 
section in the southern part of that field have a 
reversed temperature gradient at a depth below 
~1,000 m b.s.l. This reversed temperature gradient is 
most likely caused by convection of the fluid in the 
formation. Using the simulation, it is also possible to 
predict (to some extent) what the temperature 
anomaly looks like in the vicinity of the drilling field.  
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Such predictions are helpful when deciding upon 
future exploration.    
 
The shape of the temperature anomaly in the southern 
part of the Hellisheiði field is particular interesting 
(see Figure 8, section BB'). The most powerful wells 
are drilled near the western edge of the temperature 
anomaly—a very steep edge. These wells are drilled 
in mostly hyaloclastite bedrock, which has relatively 
high porosity and low matrix permeability (Frolova et 
al. 2005). However, the hyaloclastite formation has 
numerous fractures, which govern its permeability. 
The formation is extremely hot, and the wells drilled 
therein yield a high enthalpy fluid. 
 
East of the high temperature in the hyaloclastite 
formation is a more permeable formation. The 
temperature there is lower, and the wells drilled there 
have lower enthalpy and an observed reversed 
temperature gradient. 
 
From the simulation, it is evident that the reversed 
temperature gradient east of the hot heat source is due 
to convection.  The simulation also predicts that a hot 
resource could be found at shallower depths east of 
the present drilling field. The policy in recent years 
has been to drill always deeper wells, and these wells 
have often gone through a hot formation into a cooler 
one. Drilling shallower wells into the hot shallow 
resource, without drilling through it, might result in 
higher enthalpy of the fluid.  It will, in any case, 
result in less drilling cost.      
 

Model Prediction  
The main emphasis of the revision work for the 
Hengill Area model has been on Hellisheiði.  The 
Nesjavellir Field is already well calibrated in the 
older version of the model, due to the long production 
history of the field. However, the conceptual model, 
on which it is based, is not entirely correct, as 
mentioned earlier. Limited information was available 
on the formation temperature of the Hellisheiði Field 
when the older version of the model was calibrated.  
The soundness of earlier assumptions has been called 
into question. 
The present production at the Hellisheiði Field is 210 
MWe (4 x 45 MWe high pressure units and a 30 MWe 
low pressure unit).  330 kg/s of steam at 9 bar-a are 
needed to drive the high pressure units.  By flashing 
water from the steam-water separators from 9 bar-a to 
2 bar-a, steam is obtained for the low pressure unit. 
 

 

Figure 8: Formation temperature and flow in natural 
state as calculated by the model. The locations 
of the sections are shown in Figure 2. 

  

 
Figure 9: Number of well used during the production 

time 
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Figure 10: Enthalpy and production in the during the 
production time 

In the simulations presented here, the aim was to 
extract mass from the system, which yielded 330 kg/s 
of high pressure steam. The water from the separators 
was enough to obtain the necessary amount of low 
pressure steam. For practical reasons, it is not always 
possible to obtain enough water for the low pressure 
steam production. The capacity of the current 
pipelines from the most productive parts of the field 
is still limited, which makes it preferable to use them 
to carry steam from wells that yield high enthalpy 
fluid, in order to maintain energy throughput. The 
power plant and the pipeline system are still under 
construction, and therefore it was assumed here that 
the transport of fluid is not an obstacle.    
 
Reinjection of waste water was also simulated in the 
model.  A total amount of 430 kg/s was injected into 
the southern and western edges of the field; the 
enthalpy of the injected water was set to be 504 
kJ/kg.   
 
To maintain constant enthalpy and minimize 
drawdown, new wells were introduced during the 
production time. The feed zones for most of the new 
wells were placed relatively shallow or in layers D 
and E. Because the temperature is close to the boiling 
point in the center of the production field, one can 
expect a higher proportion of steam in the upper 
layers when the pressure drops—thus, producing 
from the shallower layers yields higher enthalpy 

 
Figure 11: Drawdown in layer E in year 2040. 

  
Figure 12: Temperature change of layer E in 2040   
 
 
Figure 9 shows the number of wells used during the 
production time. During the simulations, 22 existing 
wells were used and 18 wells were introduced. On 
average, the new wells yielded 18 kg/s. The average 
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enthalpy of the extracted fluid is shown in Figure 10.  
Total flow from the system, along with the amount of 
high pressure steam (9 bar-a) and low pressure steam 
(2 bar-a), are plotted versus time in Figure 10. The 
enthalpy of the fluid increases at the beginning of 
production. It is assumed to reach a maximum in the 
year 2012, after which it begins to decreases. By 
introducing new wells with higher enthalpy, as 
discussed above, the average enthalpy can be kept 
around 1,500 kJ/kg. 
 
There is a significant drawdown in the field due to 
production. In Figure 11 the drawdown in layer E 
(the layer where most wells have their feed zones) is 
shown. The pressure has dropped by more than 20 
bar in the active area of the field by the year 2040.  
 
In Figure 12, the temperature change in layer E in 
year 2040 is shown. The temperature has decreased 
by more than 20°C in the active area of the field. As 
mentioned earlier, the formation temperature in the 
central part of the production field is close to the 
boiling point. The pressure drop during production 
causes the fluid to boil and thus lowers the 
temperature of the formation. Flow from the edges of 
the system due to pressure drop and reinjection also 
cool the system. Ultimately, both the drawdown and 
the cooling of the system will have a significant 
effect on productivity by year 2040. 

CONCLUSIONS 

In recent years, numerous new wells have been 
drilled in the Hengill Area, southwestern Iceland. 
Most of the wells have been drilled in the Hellisheiði 
field. In light of recently acquired data from the new 
wells, a previously proposed conceptual model had to 
be revised.   
 
Work has been undertaken to build a new conceptual 
model and consequently update the previously 
existing numerical model. In the new conceptual 
model, the geothermal fields in the Hengill Area are 
driven by separate heat sources located below the 
system, rather than a common heat source, as 
previously assumed. The revised model has been 
calibrated according to data from production histories 
and downhole measurements, with the aim of 
restructuring and simplifying the model.  Presently, 
the model simulates fairly well the formation 
temperature and the initial pressure of the area. 
  
Most emphasis has been on estimating the production 
capacity and sustainability of the present power 
production in Hellisheiði. According to the 
calculations presented, the Hellisheiði field can 
sustain a production of 330 kg/s of high pressure 
stream till 2040.  By then, the drawdown and cooling 
of the field will have to be considered in the 
operation plan for the power plant. 

These calculations are ongoing.  The next steps will 
be to investigate more production scenarios, and 
recovery scenarios, in the Hellisheiði Field. The 
model also must be recalibrated according to the 
production data from Nesjavellir. 
 
Two potential production fields, Hverahlíð and Bitra, 
are in the model. A provisional model prediction for 
the Hverahlíð field will soon have to be made, due to 
present interest in building a new power plant there. 
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ABSTRACT 

In the creation of an Engineered Geothermal System 
(EGS), a reservoir is hydraulically stimulated by 
injecting water into wellbores under high pressure. 
This enhances permeability in marginally conduc-
tive fractures that are optimally oriented and criti-
cally stressed for shear failure. The objective of the 
hydraulic stimulation process is therefore to create a 
high-surface-area heat exchanger within the reser-
voir. Currently, no methods exist for characterizing 
the newly created fracture surface area, which is 
critical for estimating the success of the hydraulic 
stimulation and the performance of the incipient 
reservoir. In this paper, we present a computational 
technique for calculating the near-wellbore fracture 
surface area by inverting data from a single-well 
injection/backflow tracer test involving a thermally 
reactive tracer.  
. 
INTRODUCTION  

The accurate measurement of fracture surface area 
within a geothermal system is a complex problem 
that needs further study, as currently no methods 
exist for characterizing the newly created fracture 
surfaces after a hydraulic stimulation. Providing 
onsite measurement, driven by computer-modeling 
technology, would benefit the geothermal industry 
by supplying the information needed to estimate the 
success of an ongoing stimulation through fracture 
characterization. Using such a method would give 
more control to field engineers and may end up 
decreasing cost and improving well longevity.  
 
This problem will be addressed by modifying 
current tracing technologies commonly utilized 
during the development of a geothermal field.  
Stemming from existing tracer application, tracer 
pairing can be used for fracture characterization 
based on their physical properties. By selecting a 
pair of candidate tracers with different thermal decay 
kinetics, it will be possible to determine the newly 
created fracture surfaces after a hydraulic stimula-
tion. This can be accomplished using both numerical 
techniques and the produced break through curve 
from a backflow injection.  
  

The tracer pair is best formed using one conservative 
tracer and another that expresses thermal instability 
with first-order decay kinetics. Commonly used 
geothermal tracers that fit these requirements for 
simulation are Rhodamine WT and Fluorescein, 
which have both been well studied. Their thermody-
namic constants are published and are often 
approved for tracer testing. These tracers make a 
good theoretical pair due to the conservative behav-
ior of Fluorescein and the first-order decay of 
Rhodamine WT at geothermal temperatures.  
  
The process begins with the continual injection of 
the tracer pair at fixed concentrations into the 
wellbore. After a shut-in period of arbitrary length, 
the well is produced and the concentration of each 
tracer measured at regular intervals to determine 
dilution degree. Since the two tracers have similar 
geometric and weight properties, they will experi-
ence similar adsorption and diffusion within the 
near-wellbore space. The thermally unstable tracer, 
Rhodamine WT, is produced with a lower concen-
tration relative to the amount of thermal decay 
experienced. The amount of thermal decay can be 
considered proportional to the available surface area 
for heat transfer and to fracture surface area of 
contact. 
  
The fracture surface area that would produce the 
tracer and thermal outputs measured in the injec-
tion/backflow experiment will work with standard 
inversion techniques (including, for example, 
iTOUGH2). If the input data are sufficiently 
constraining, only the calculated fracture-surface 
area could produce the measured tracer and fluid-
temperature data, allowing this procedure to be 
utilized to determine the fracture-surface area that 
would produce the measured temperature increase. 
Although the overall objective is to provide a tool to 
determine the change in fracture surface area adja-
cent to single wells during a hydraulic stimulation, 
the proposed technique will also provide the starting 
point for measuring inner-reservoir fracture surface 
area in the future.   

 

388 of 634



  

 - 2 - 

NUMERICAL METHOD 

A 2D reactive transport model was developed using 
TOUGHREACT. This generic reservoir model 
simulates an eighth portion of the wellbore. Space is 
approximated by discretizing a specified area into 
equal dual porosity/dual permeability Cartesian 
zones with Dirichlet boundary conditions. The 
reservoir domain is balanced at 200°C, and system 
pressure was set above the vapor pressure to keep 
this model in the liquid phase. Fracture surface area 
was adjusted by changing the parameters using a 
dual porosity/dual permeability model. The main 
variable used to vary fracture surface area through-
out each simulation was fracture spacing, which is 
proportional to the fracture density of a reservoir 
system. This model will demonstrate how an 
oppositional tracer pair changes in concentration 
throughout a range of fracture densities. 
   
The method used was iterated over several fracture 
spacing values within the dual porosity/dual perme-
ability module MINC. After a steady state was 
reached, the candidate tracer pairs were injected 
simultaneously at equal concentration. Thermal 
decay kinetics for both arbitrary tracers were chosen 
to match the model based on balancing computa-
tional cost and resolution, which best illustrates this 
method. The tracer pair, along with geothermal 
water, was injected for 4 days followed by a prompt 
7-day shut-in. After 11 days, this model predicted 
that the arbitrary tracer pair had a sufficient concen-
tration gradient to illustrate this method. At this 
time, a production well was established at the injec-
tion site, and flow was reversed using a rate compa-
rable to the injection.  This paper shows the relation-
ship between changing fracture surface values and 
tracer product concentrations during the backflow 
injection reservoir system test (push-pull method).  
  
RESULTS AND DISCUSSION  

The curves were produced by modeling the concen-
tration of an arbitrary tracer pair throughout the span 
of the backflow injection test.  Tracer concentrations 
were measured at the injection, shut-in, and produc-
tion points of the test. Using this schema, the curves 
below were created by varying fracture surface area 
settings within TOUGHREACT’s dual porosity/dual 
permeability model. To study a wide range of frac-
ture densities, the fracture spacing values chosen 
were 50, 100, 175, 250, and 400 m, while other 
parameters remained constant.  The model depicted 
in Figure 1 illustrates the relationship of the concen-
tration of two arbitrary candidate tracers over time at 
different fracture spacing. 
 

 
Figure 1. Arbitrary tracer pair concentration 

evolution over time.  Measurements were 
taken in the fracture space near injec-
tion. 

 
From this figure, it is clear that fracture density 
affects tracer concentration during a backflow injec-
tion test when thermal decay is a major contributor 
to the overall kinetics of a modeled tracer. The 
general trend can be seen in the “Less Stable Tracer” 
plots. The physical process is best described by the 
relationship of fracture spacing to temperature 
gradient. Primarily, as fracture spacing increases, 
fracture density decreases. This causes the tempera-
ture gradient to decrease, which is directly propor-
tional to tracer decay over time.  
  
It is important to notice the difference between the 
conservative and less stable tracers. While the less 
stable tracer changes more rapidly in concentration, 
the conservative tracer generally remains constant, 
and its concentration is practically independent of 
fracture density. This suggests the conservative 
tracer serves as a good control variable and provides 
a good background contrast for measuring fracture 
density when this model is later inverted. 
   
This trend can also be characterized by measuring 
concentration difference between the tracer pair.  
Figure 2 shows this relationship. Here, the concen-
tration of the conservative tracer is simply 
subtracted from the concentration of the less stable 
tracer.  
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Figure 2. Conservative tracer minus less stable 
tracer over time. Measurements were 
taken in the fracture space near injec-
tion. 

 
This graph illustrates that as systemic fracture spac-
ing is decreased, the difference between the tracers 
becomes larger. This graph shows a convergence in 
concentration at the beginning and end of the simu-
lation. This is a direct function of both the kinetic 
properties chosen and the characteristics of the 
injection and production sink and source in the 
model.  
 
The temperature gradient change between the differ-
ent degrees of fracture spacing is illustrated in 
Figure 3 below. 
 

 
 
Figure 3. Temperature (°C) over time. Measure-

ments were taken in the fracture space 
near injection. 

 
This graph illustrates that as global fracture spacing 
is decreased, the transmissibility between the 
fractures and the matrix is increased. In this process, 
heat transfer becomes more involved at the 
fracture/matrix interface for lower spacing (i.e., heat 
loss reduced by an increased rate of heat transfer 
from the hotter matrix to the colder fracture).  There-
fore, during the 4-day injection period, temperature 
drop in the fracture happens at a much slower rate 

for 50 m spacing compared to 400 m spacing.  This 
is also seen at day 11 when the production begins.  
 
In the next case, 3 simulations were run at 50 m 
fracture spacing.  The thermal decay kinetics of the 
conservative tracer were held constant, while the 
decay kinetics of the less stable tracer were varied.  
The kinetic values for the less stable tracer were 
chosen as outlined in Table 1.  
 
Table 1. Kinetic thermal decay values chosen to 
compare sensitivity  

Model # Kinetics of Conserva-
tive Tracer 

Kinetics of Less 
Stable Tracer 

1 Same as in Figures 1-3 Same as in 
Figures 1-3 

2 Same as in Figures 1-3 Slightly Faster 
than Figures 1-3

3 Same as in Figures 1-3 Slightly Slower 
than Figures 1-3

 
Figure 4 shows the outcome of this simulation, and 
the results are shown in difference in concentration 
of the conservative tracer and the less stable tracer.   
 

 
 

Figure 4. Conservative tracer minus less stable 
tracer over time. Only the Thermal 
Decay Kinetics of the Less Stable Tracer 
are varied. Measurements were taken in 
the fracture space near injection. 

 
This figure illustrates that when the less stable tracer 
is chosen to have more sensitivity to temperature, 
the difference between the conservative and less 
stable tracer becomes larger. This suggests that in a 
field experiment, several variations of thermally 
unstable tracers can be used in a reservoir, depend-
ing on the physical properties. In addition, it may be 
possible to use more than two tracers to gather 
information about fracture density. 
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CONCLUSION  

Using dual tracers and a novel computational 
method, it is possible to relate changes in tracer 
concentration to changes in fracture surface area. As 
previously stated, this method provides a convenient 
measurement for fracture characterization from a 
hydraulic stimulation. Using a conservative tracer as 
control due to its thermal stability, a less thermally 
stable tracer will provide contrast based on the 
available surface area for heat transfer. When only 
thermal decay is considered, changes in the amount 
of heat exchange between the matrix and fractures 
will be shown by the increased decay of a less stable 
tracer.   
 
The figures above show the effect of tracer concen-
tration by changing the effective fracture surface 
area. When the effective surface area is increased, 
transmissibility increases, and thermal energy is able 
to propagate faster from the matrix to the fractures. 
The result of this increase is a lower tracer concen-
tration in response to a higher temperature gradient 
for a higher fracture surface area.   
 
Currently, much work is being done to prepare this 
model for inversion. As discussed in both the 
abstract and the introduction, it would be very bene-
ficial to use a backflow injection tracer profile to 
determine how the overall fracture surface area is 
changing during a stimulation event.     
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ABSTRACT 

We established conceptual and mathematical models 
for a porous geothermal reservoir (study area of 
532.86 km2) in Tianjin, China. As part of this project, 
history matching simulations were carried out for 2 
years using TOUGH2. The results fit well with the 
measured data. Based on this observation, reservoir 
pressures and temperatures were further studied with 
doublet well distances ranging from 700 m to 250 m, 
under reinjections of (respectively) 60% and 100% of 
the separated water. The results indicated that the 
pressure of production wells increased slightly with 
decreasing doublet-well distances—because the 
funnel formed during production and reinjection 
processes interacted with each other as the well 
distances were reduced, and the injected cold water 
compensated for the pressure drop of the production 
well.  
 
However, as expected, the reservoir temperature did 
not change when the well distance varied from 700 m 
to 350 m: injected cold water would have little 
influence on the production wells due to the larger 
flow resistance that exists in porous reservoirs. Also, 
most reinjection wells do not work during the 
nonheating period. The geothermal fluid could 
exchange heat sufficiently with the injected cold 
water, and accordingly, the cold front moves slowly 
and prolongs the thermal breakthrough. When the 
well distance further decreased to 250 m, the 
reservoir temperature visibly changed because of heat 
breakthrough. It could thus be concluded that the 
distance between the reinjection and production wells 
should be more than 250 m to avoid thermal 
breakthrough. Future work should involve further 
mesh subdivision, pressure and temperature modeling 
between production and reinjection wells, and funnel 
compensation effect analyses. 

1  INTRODUCTION 

Tianjin City is located in the north-central part of the 
North China Basin.  This region is rich in porous 
medium geothermal resources from the Neogene rock 
system.  The annual production rate is 1.5 × 107 m3 
(Gao and Zeng, 2006), about half of the geothermal 
production rate of the entire city.  Porous geothermal 
reservoirs are commonly found in China, and 

remarkable achievements have been made in resource 
protection, large-scale reinjection tests, and research, 
based on its longer exploitation history and advanced 
development. Given this, the results from studies of 
reinjection into a porous medium geothermal 
reservoir in Tianjin could significantly promote 
sustainable geothermal development in other regions 
of China. 
 
The study area— an area 532.86 km2 in size, with a 
centralized exploitation area of 160 km2—is located 
east of the Tanggu district in Tianjin. Twenty 
production wells have been explored within the Ng 
geothermal reservoir since 2005, although no 
reinjection wells have yet been developed. All of the 
twenty wells were artesian at the beginning of 
exploitation, with static water levels close to the 
surface, and the initial runoff direction was from the 
northeast to the southwest, with gentle slopes. 
However, great changes have occurred in the original 
flow field due to different production rates in various 
regions. A drawdown funnel has formed in some 
high-production-rate areas and is still expanding, 
which has resulted in the runoff of geothermal fluids 
from the periphery to the center of Tianjin City. 

2  GEOLOGICAL SETTING 

2.1 Geological characteristics 
The study area crosses the Beitang and Banqiao 
depression, The Cangdong and Haihe faults, the main 
faults in the area, have a strong local effect. The 
Cangdong fault lies in the western part of the study 
area, at the boundary of the Huanghua depression and 
the Cangxian uplift. The Cangdong fault strife is 
NNE-trending, inclined to SEE-trending. The angle 
of inclination ranges from 30o to 60o, which 
possesses the characteristics of a syngenetic fault and 
succession (Zeng and Li, 2007). The Haihe fault 
starts west of Zhuo in Heibei Province, runs along the 
path of Yongqing to Tianjin and the Tanggu District, 
and finally extends eastward to Bohai Sea along the 
Haihe River. The length of this fault on land is about 
180 km. The Haihe River fault strife is NWW-
trending, inclined to SSE-trending, with an 
inclination angle steep in the upper segment and 
gradual in the lower one. The Haihe Fault controls 
the sediment of the Paleocene Formation, which is 
the boundary of the Beitang and Panqiao depression. 
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2.2 Geothermal reservoirs. 
There are two well-developed Neogene geothermal 
reservoirs in the Tanggu District, the Nm and Ng 
Group. Four wells in the Nm group reservoir were 
drilled in the Tanggu District by the end of 2007; 
their annual production rate is about 24.9 x 104 m3, 
with static water level of 62–72 m and annual water-
level drawdown of 1.2 to 1.6 m (Lin and Wang, 
2007). Taking Well TG13 as a representative well, its 
static water level was 71.37 m in December 2007, 
with average annual water-level drawdown of about 
3.09 m from 2004 to 2007. 
 
Up until the end of 2007, 35 wells (including one 
reinjection well) have been drilled in the Huanghua 
depression, where no Ng group reservoirs exist. The 
total annual production rate was 291.3×104 m3, the 
instantaneous production rate of a single well was 40 
to 90 m3/h, and the static water level was 70 to 90 m. 
Water level drawdown was 0.26 to 7.0 m, while the 
biggest dynamic water level was 107.83 m, which 
occurred in Well TG17. From Figure 1, we can see 
that geothermal wells are concentrated west and east 
of the Tanggu District, where two funnels have been 
formed, and the static water level decreases 
gradually.  

 

Figure 1. Isoline map of static water level in Ng 
reservoir in Tanggu district in 2007 

2.3. Conceptual model of the geothermal system 
According to our analysis of geothermal heat sources, 
reservoir, cap rock, fluid recharge, and run off 
conditions, we established a conceptual model of the 
geothermal system, based on the local geological 
conditions, which are mainly comprised of heat 
source, heat transfer, and the formation of geothermal 
resources, as shown in Figure 2. 

 
Figure 2. Conceptual model of the Tanggu 

geothermal reservoir 

3  PARAMETER DETERMINATION  

3.1 Basic mathematical model 
Thermal breakthrough time needs to be estimated 
under different doublet well distances, i.e., the time 
from the initial injection until a significant cooling is 
observed in a production well. The mass conservation 
equation (Zhu and Wang, 2004) is: 
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where subscript 1, subscript v, F, qp,, ρ, Φ, and S 
are liquid phase, vapor phase, vector of mass matrix, 
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where s, u, G, Q, V, and Qu are solid phase, internal 
energy, energy matrix, energy, volume of reservoir, 
and external energy, respectively. 
 
Equations (1) and (2) are related to one- or two-phase 
filtrations in a porous medium, where the rock matrix 
and fluid are considered to be in local thermal 
equilibrium. For a block of microvolume Vn of the 
field, the transfer equation (5) of mass and energy 
can be interpreted by Equations (3) and (4): 
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3.2 Rock types 
The Nm Group reservoir has rich thermal fluids. 
Light grayish green, yellow-powder sandstone and 
siltstone with medium sand are the primary water 
rocks, the average porosity being 33%. On the other 
hand, siltstone is the main lithology of Unit I of the 
Ng Group reservoir, including mudstone and sandy 
mudstone. Their average porosity is 27%–38%. In 
this area, Unit III of the Ng group is the dominant 
production reservoir; rock type is glutenite with a 
porosity of 20%–38% and permeability of (0.75-
1.88) × 10-12 m2. 

3.3 Boundary conditions  
According to the local geothermal survey data, the 
Ng Group reservoir develops stably and is hardly 
ever affected by the ambient fractures. A water-level 
map of 2007 showed that the water level in this area 
gradually increased from the north to the south side. 
A funnel has formed in the central production area, 
but obvious runoff characteristics did not show up on 
either the east or west side. Therefore, the eastern and 
western parts of the study area were set as impervious 
boundaries, while the northern part was considered 
the recharging boundary and the southern part the 
discharging boundary. 

3.4 Grid system 
For simulation purposes, the study area was assumed 
to be a rectangular prism 25 km long, 21.3 km wide, 
and 2.1 km deep. Figure 3 shows the plan view of the 
computational grid. The model has two horizontal 
layers ranging in thickness between 150 m and 1,100 
m. Each layer has 780 gridblocks, their horizontal 
dimensions varying from 250 m × 250 m to 2000 m × 
2000 m. The geothermal well is in the center of the 
model, covering an area of 250 m × 250 m, which 
contains the gridblocks with the smallest horizontal 
size. Calculation time was divided into heating and 
nonheating periods, and the time step was set to 10 
days during simulation. The codes Mulgeom and 
Mulgraph (O’Sullivan and Bullivant, 1995) were 
used as pre- and post-data processors. The mass flow 
of each production well was given based on in situ 
utilization. Measured data was from Nov. 2005 to 
Dec. 2007. 

 
Figure 3. Plan view of the computational grid 

3.5 Model calibration 
The simulation is mainly focused on fitting the 
dynamic monitoring data of 20 production wells that 
have been explored since 2005. The related reservoir 
parameters could be adjusted reasonably by fitting 
the pressure of the geothermal well. The 
AUTOUGH2 code (O’Sullivan, 2000) was used to 
predict the performance of the reservoir. Permeability 
and porosity are key parameters in determining the 
reservoir pressure (Zhu and Zhang, 1996). The 
iteratively changing parameters show that the 
reservoir pressure drops quickly under the lower 
permeability, the smaller layer thickness, and the 
greater water mass flow (Wang and Zhu, 2003). 
Table 1 gives the numerical modeling parameters. 
 
Table 1. Parameters of numerical model for the Ng 

geothermal reservoir 

Temperature ( 0C) 55 

Thickness (m) 950-1300 

Permeability (10-12 m2) 0.1-0.8 

Porosity 0.25 

Rock grain density 2109 

Rock grain specific heat 958 

 

 

 

Cap rock 

Formation heat 1.5 

Permeability(10-12 m2) 0.8-1.0 

Porosity 0.27-0.33 

Rock grain density 2103 

Rock grain specific heat 909 

 

Ng 

geothermal 

reservoir 
Formation heat 

conductivity (W/m. 0C) 

1.6 
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3.6 History matching simulations 
History matching simulations started from Nov. 
2005. Two representative production wells (TG07 
and TG17) were selected for modeling the water-
level and temperature changes over 2 years. Figures 4 
and 5 show the fitting of the simulated and measured 
curves of the two wells. We can see that the 
simulations agree well with the monitoring data.  
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Figure 4. Comparison of measured and simulated 

pressure for Well TG07 
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Figure 5. Comparison of measured and simulated 

pressure for Well TG17 

4 SI MULATIONS OF PRESS URE AND 
TEMPERATURE OF N G RESERVOIR FOR 
DIFFERENT WELL DISTANCES 

4.1 Simul ation of temperature for diffe rent well 
distances 

4.1.1 Comparison of temperature for different well 
distances 
Assuming the reinjection rate is 60% of production, 
and the injected water temperature is 35 0C, we 
simulated the temperature change for TG07 and 
TG17 with a variety of doublet well distances 
(Figures 6 and 7). 
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Figure 6. Temperature drop for Well TG07 under 
60% reinjection rates 
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Figure 7.  Temperature drop for well TG17 under 

60% reinjection rates 
 

When the reinjection rate is further increased to 
100% of the production rate,, and the injected water 
temperature remains at 35°C, similar temperature 
changes for TG07 and TG17 are obtained, as shown 
in Figures 8 and 9, respectively.  
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Figure 8. Temperature drop for well TG07 under 

100% reinjection rates 
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Figure 9. Temperature drop for well TG17 under 

100% reinjection rates 

It can be seen from Figures 6 and 7 that when the 
water temperature of TG07 and TG17 decreases 
2.5°C, 5 years later when the doublet well distance is 
700 m, the annual temperature drop is 0.5 0C, which 
is larger than that of the fracture reservoir. 
Considering the formation characteristics of porous 
medium reservoirs, its channel develops poorly, and 
radial flow recharge is dependent on hydraulic 
gradient. Much injected cold water will result in the 
reduction of temperature of water stored in the pore, 
which induces not only longer restoration time, but 
also the obvious temperature drop in geothermal 
fluid—that is the reason why the temperature drop in 
a porous reservoir is larger than that in a fractured 
reservoir.  
 
Figures 8 and 9 show that when the reinjection rate is 
equal to production rate, and the injected water 
temperature is kept at 350C, the declining trend of 
water temperature is similar to Figures 6 and 7, but it 
drops slightly more. This is because when the doublet 
well distances are reduced to some extent, the 
injected cold water would have a significant impact 
on the water temperature in a production well. Under 
those conditions, the bigger the mass flow of injected 
water, the lower the water temperature of the 
production well. 
 
In Figures 6–9, we can also see no significant change 
of water temperature in TG07 and TG17 occurs when 
the doublet well distance gradually decreases from 
700 m to 350 m. This is because the porous reservoir 
has a larger porosity, and the flow resistance of 
injected cold water is more substantial. Thus, water 
flows slowly, which has little influence on the 
production wells. In addition, most reinjection wells 
do not work during nonheating periods, which give 
injected cold water enough time to absorb the heat 
stored in the rock and exchange heat sufficiently with 
the geothermal fluid. Accordingly the movement of 
the cold front slows down and the thermal break 
through is prolonged significantly.  
 

However, as the doublet well distance is further 
reduced to 250 m, an obvious drawdown of water 
temperature occurred in both TG07 and TG17 over 
3–5 years. This is because the flow channel between 
injected cold water and geothermal fluids shortens at 
that time, even though the pore channels in the 
porous reservoir are not as good as those of the 
fractured reservoir. The mixed frontal area of cold 
and hot fluids would arrive at the production well 
after 3–5 years. Thermal breakthrough occurs and 
results in a sharp decline in geothermal fluid 
temperature. 

4.1.2 Comparison of well temperature for the same 
well distance 
A comparison of the water temperature for TG07 
under 60% and 100% reinjection rates for the same 
well distance—with the temperature of the injected 
cold water 35°C—is shown in Figures 10 to 13. 
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Figure 10.  Water temperature prediction for the well 
distance of 700 m 
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       Figure 11. Water temperature prediction for the 
well distance of 500 m 
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Figure 12.  Water temperature prediction for the well 

distance of 350 m 
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Figure 13.  Water temperature prediction for the well 
distance of 350 m 

Figures 10 to 13 give the comparison of water 
temperature of TG07 under 60% and 100% 
reinjection rate for the same well distances. It can be 
seen that when the well distance is 700 m, the 
injected water temperature has almost no impact on 
the temperature of geothermal fluids. However,  
decreasing the well distance and the injected water 
temperature results in lower geothermal fluids 
temperature. Compare to the condition of 60% 
reinjection rate and 35°C injected water. If the 
reinjection rate is raised to 100% whereas the 
injected water temperature is unchanged, the 
temperature differences are 0.01°C , 0.10°C, 0.18°C, 
0.46°C in sequence, corresponding to the well 
distances of 700 m, 500 m, 350 m, and 250 m.  

4.2 C omparison of pre ssure for di fferent w ell 
distances 
Figures 14 and 15 show the simulated pressure 
predictions under 60% reinjection rate and 35°C 
injected cold water for TG07 and TG17, respectively. 
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Figure 14.  Pressure prediction for well TG07 
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Figure 15.  Pressure prediction for well TG17 

We can see from these figures that the pressure for 
Wells TG07 and TG17 increases slightly as the 
doublet well distances decrease gradually, This is 
because both production and reinjection wells have 
their own funnel effect, which interact with each 
other as the well distance is reduced. Under these 
conditions, the injected cold water could compensate 
for the pressure drop in the production well, and the 
pressure of the reinjection well slightly declines 
accordingly. The smaller the well distance, the 
greater the funnel compensation effect. Therefore, the 
pressures in production and reinjection wells could 
compensate for each other and eliminate the mutual 
funnel effect at a certain well distance, if there is a 
good flow connection between them. Future work 
should be aimed to further subdivide the mesh, model 
the change in pressure and temperature fields 
between production and reinjection wells, and 
observe the funnel compensation effect. 

5. CONCLUSIONS 

The following conclusions can be drawn based on the 
above simulations: 

1) A three-dimensional numerical model has been 
established for the Ng porous-medium 
geothermal reservoir in the eastern Tanggu 
district, with TOUGH2 used for modeling the 
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production history over 2 years. The results 
showed that simulated data agree well with the 
measured data.  

2) When the reinjection rate and injected cold 
water temperature are 60% and 35°C, 
respectively, the annual water temperature drop 
for Well TG07 and TG17 is 0.5°C with the 
doublet well distance of 700 m. This is because 
the flow channel in the porous medium reservoir 
develops poorly, and large amounts of injected 
cold water would result in a decrease in the 
temperature of water stored in the pores— 
inducing not only longer restoration time, but 
also an obvious temperature drop in geothermal 
fluids.  

3) When the reinjection rate is increased to 100% 
of the production well, and injected water 
temperature is kept at 35°C, the water 
temperature drop for Wells TG07 and TG17 
increases. This is because the injected cold 
water significantly affects water temperature in 
production wells under those conditions. The 
bigger the mass flow of injected water, the 
lower the water temperature of the production 
well. 

4) When the doublet well distance gradually 
decreases from 700 m to 350 m, no significant 
change in water temperature occurs in Wells 
TG07 and TG17. This is because the flow 
resistance of injected cold water in a porous 
reservoir is large, and the injected cold water 
has little influence on the production wells since 
the water flows slowly. In addition, most 
reinjection wells do not work during non-
heating periods, which helps the injected cold 
water exchange heat sufficiently with the 
geothermal fluids, and accordingly, the cold 
front moves slowly and prolongs the thermal 
breakthrough. 

5) When the doublet well distance is further 
reduced to 250 m, water temperature obviously 
drops in Wells TG07 and TG17 after three and 
five years, respectively. This is because the flow 
channel between injected cold water and 
geothermal fluids shortens when the mixed cold 
and hot fluids arrive at production well, and 
thermal breakthrough occurs, resulting in a 
sharp decline in geothermal fluid temperature. 

6) The pressure in Wells TG07 and TG17 slightly 
increases as the doublet well distances gradually 
decrease. This is because the funnels formed 
during production and reinjection processes 
interact with each other as the well distance is 
reduced. The injected cold water compensates 
for the pressure drop in the production well. The 
smaller the well distance, the greater the funnel 
compensation effect.   

7) Future work should include further mesh 
subdivision, pressure and temperature modeling 
between production and reinjection wells, and 
funnel compensation effect analysis. 
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ABSTRACT 

Verification of two numerical tools, TOUGH2-EOS5 
module and CODE_BRIGHT, is carried out through 
three benchmark cases, including a 1D hydro-gas 
(HG) case, a 2D axi-symmetrical HG case with a 
constant hydrogen production rate, and a 2D axi-
symmetrical thermo-hydro-gas (THG) case with 
time-varying heat and gas production rate. These 
benchmark cases for modeling the gas-driven 
migration of pore water under the combined effects 
of high gas pressure and high temperature are based 
on the Belgian multibarrier repository design for 
disposal of high-level waste (HLW). Comparisons 
between numerical results demonstrate that these two 
numerical tools give quite similar results in all three 
benchmark cases, thus providing evidence for the 
validity of these tools in solving HG and THG 
problems. The differences in the results obtained by 
two modeling tools are also analyzed. 

INTRODUCTION 

Within a geological disposal facility located in a 
formation with an extremely low permeability, 
accumulation of gas originating from the anaerobic 
corrosion of ferrous materials, microbiological 
degradation, and other gas generation processes may 
lead, for certain waste forms, to the buildup of gas 
pressure (Rodwell, 2000). Also, vitrified HLW and 
spend fuel (SF) release significant amounts of heat 
due to radioactive decay. Investigation of the gas-
driven migration of aqueous-born contaminants under 
the combined effects of high gas pressure and high 
temperature in the multibarrier system is expected to 
become an increasingly important element of future 
safety cases for geological repositories in clay 
formations. Numerical models and tools will be 
critical in adequately understanding such complex 
systems. Through benchmark calculations and 
analyzing differences in the results obtained by using 
different modeling tools, proper application of the 
software and increased understanding of the kernel 
features can be assured.  Confidence in simulation 
results will thereby increase. 
 
Both TOUGH2 and CODE_BRIGHT are extensively 
used in evaluating nuclear waste disposal facilities. 
TOUGH2, developed primarily at Lawrence 
Berkeley National Laboratory (LBNL), can model 
multiphase and multicomponent flow by means of the 

integral finite difference technique (Pruess, 2004). 
CODE_BRIGHT is a finite element code developed 
by the Technical University of Cataluña (UPC), 
Spain, for calculating displacements, liquid pressure, 
gas pressure, temperature, and salt content for 
boundary value problems in saturated or unsaturated 
soil (Olivella et al., 1996). 

 
Figure 1. Schematic diagram of the Belgian disposal  
concept for vitrified HLW. (a) longitudinal section 

through a disposal gallery (b) Cross-section view of 
supercontainer (Wacquier et al., 2009) 

  

(a) 

(b) 
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The present Belgian disposal concept, referred to as 
"supercontainer" and under development since 2004,  
considers an engineered waste package entity in 
which the vitrified waste canister or spent fuel 
assemblies are placed. Figure 1 schematically 
illustrates a longitudinal and cross section of a 
vitrified HLW disposal gallery.  
 
The supercontainer design for vitrified HLW 
considers disposal of two vitrified AREVA canisters 
in a watertight cylindrical carbon steel overpack 
fitted into a prefabricated concrete buffer. The 
cylindrical cavity between the overpack and the 
buffer will be filled with liquid mortar or similar 
cement-based filler, called 2nd phase concrete. After 
eight supercontainers are placed in a row along the 
disposal gallery, cementitious material will be 
backfilled between supercontainer and disposal 
gallery liner. Supercontainers will be placed such that 
sections of about 30 m length will be backfilled. 
 
The underground disposal facility is assumed to be 
located at a reference depth of 220 m in a horizontal 
plane approximately in the middle of the Boom Clay. 
It will include spatially separated sections for 
ILW/HLW/SF. The inner diameter of the disposal 
galleries is about 3 m. The length of the disposal 
galleries depends on the waste type and its 
volumetric inventory, but is limited to 1,000 m for an 
individual gallery. The distance between the disposal 
galleries varies from 50 m to 120 m, depending on 
the heat emission of different types of waste. 
 
Boom Clay is a marine sediment deposited about 30 
My ago. At the Mol-Dessel nuclear site, the Boom 
Clay lies 186–289 m belowground. The Boom Clay 
layer is slightly dipping into the north-north-eastern 
direction with a slope of about 1–2% and increasing 
thickness with water-bearing sand layers situated 
above and below (Wemaere et al., 2008). Owing to 
its very low hydraulic conductivity (about 10-12 m/s) 
and the weak hydraulic gradient (about 0.02 m/m), 
the migration of liquids, dissolved gases, and other 
solutes in the undisturbed Boom Clay formation is 
dominated by diffusion (Marivoet et al., 1997). 
 

THEORETICAL BACKGROUND 

Mass and energy balance equations solved by 
TOUGH2 and CODE_BRIGHT can be written in the 
general form 

n
Vn

k
n

k

Vn
n

k dVqddVM
dt
d

n

∫∫∫ +Γ•=
Γ

nF        (1) 

where Mk presents mass of component k (i.e., water, 
air components, solutes, etc.) or energy per volume;  
Fk denotes mass flux of component k or heat flux; qk 
is sinks/sources. 
 

All the important constitutive laws used in solving 
the mass- and energy-balance equations implemented 
in the benchmark cases are listed below. 
 
1) Water retention curve — the van Genuchten model 
(1980) is chosen for both codes, here expressed in 
terms of the effective saturation Se. 
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where Sl is liquid saturation; Slr and Sls are residual 
and saturated saturation of liquid, respectively; Sgr 
and Sgs are residual and saturated saturation of gas, 
respectively; Pg and Pl are gas and liquid pressure, 
respectively; P0 and λ are fitting parameters and P0 is 
normally taken as air entry pressure. Parameter λ 
corresponds to the shape parameter m in the original 
van Genuchten formulation. 
 
2) Intrinsic permeability, kin, is assumed to be 
isotropic and constant in both codes. 
 
3) Relative permeability—Corey's theory is chosen 
for both codes. 

4Ŝkrl =  ;  ( )( )22
rg

ˆ1ˆ1 SSk −−=      (3) 

where Ŝ  =(Sl-Slr)/(1-Slr-Sgr); krl and krg are relative 
permeability of liquid and gas phase, respectively. 
The relationship between relative permeability and 
liquid saturation is shown in Figure 2. 

 
 
4) Dissolution of hydrogen in liquid phase—Henry's 
constant varies linearly with temperature in 
TOUGH2, while it is constant in CODE_BRIGHT. 
 
5) Diffusion of dissolved gas in liquid phase—
Diffusion coefficient for dissolved gas in liquid phase, 

g
lD , in both codes are set to be constant in the 

benchmark cases. In CODE_BRIGHT, tortuosity τ   
is also set to be constant, while in TOUGH2, the 
relative permeability model is chosen for tortuosity: 

rlk00 ττττ β ==     (4) 

Figure 2. Relative permeability of Boom Clay
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6) Vapor diffusion is considered exclusively in the 
nonisothermal case (Benchmark 3). 
 
7) Gas/liquid viscosity—Viscosity of hydrogen is 
linearly interpolated as a function of temperature and 
gas pressure in TOUGH2. In CODE_BRIGHT, the 
viscosity is temperature dependent and expressed as: 

⎟
⎠
⎞

⎜
⎝
⎛

+
=

T
BAliquidgas
15.273

exp)/(µ   (5) 

 
8) Liquid density—Density of water in 
CODE_BRIGHT is temperature and pressure 
dependent and expressed as: 

( ) ( )( )000 exp TTPP llll −+−= αβρρ    (5) 
 
where 0lρ is reference liquid density at reference 
pressure Pl0 (0.1MPa) and reference temperature T0 
(0°C); β is compressibility coefficient; and α is 
volumetric thermal expansion coefficient for liquid. 
 
9) Thermal conductivity—In CODE_BRIGHT, 
thermal conductivity in Fourier's law is water-
saturation dependent and expressed as: 

( )ldaylsatT SS −+= 1λλλ    (7) 
 

where λsat and λdry are thermal conductivities of the 
dry and water-saturated porous medium, respectively; 
Sl is as defined previously. To be consistent with 
TOUGH2, λsat and λdry are given the same values and 
treated as constants.  

PARAMETERS 

All the parameters used in the benchmarks are listed 
in Table 1 (Weetjens and Perko, 2008; manual of 
CODE_BRIGHT). 

BENCHMARK 1: HG MODELING IN (1D) 

Definition of benchmark 1 
In Benchmark 1, a simple HG coupled modeling is 
carried out for a 1D problem to simulate the 
desaturation process due to gas pressure buildup 
(Figure 3). The whole domain is separated into two 
regions. Region I (x=0-0.316 m) represents the 
engineered barrier system (EBS) and Region II 
represents the host formation (Boom Clay). To 
simplify the problem, material properties of EBS are 
set to be the same as Boom Clay.  
 
There is a fixed hydrogen injection rate at the left 
boundary of the system to simulate gas production as 
a result of anaerobic corrosion of the carbon steel 
overpack (corrosion rate is assumed to be 1µm/year). 
Fixed gas and liquid pressures are prescribed at the 
right boundary to represent undisturbed far-field 
conditions. The entire domain is initially saturated 

Table 1. Parameter set used in the benchmarks  

porosity η  
(m3/ m3) 

0.397 (Boom Clay)   
0.104 (Lining/concrete buffer) 
0.300 (2nd phase concrete/ backfill) 

Specific heat Cs(Jkg-1K-1) 1100 (Boom Clay)  800 (others) 
Thermal 

conductivity 
λT 

(Wm-1K-1) 
1.0 (2nd phase concrete/backfill) 
1.7 (others) 

Sls 1 
Slr 0.012 (Boom Clay)  0.2 (others) 
λ 0.355 (Boom Clay)  0.43 (others) 

Water retention 
curve 

P0 (MPa) 2.83 (Boom Clay)  0.5 (others) 

Intrinsic 
permeability kin (m2) 4.6×10-19(Boom Clay and concrete 

buffer)  4.6×10-17(others) 

Sgr 0.174 (Boom Clay)  0.2 (others) Relative 
permeability Slr 0.2 (Boom Clay)  0.25 (others) 
Diffusion of 
dissolved gas 

g
lD (m2/s) 5×10-10 (realistic value) 

A (MPa·s) 8.8×10-12 Gas viscosity 
(CODE_BRIGHT) B (K) 0 

A(MPa·s) 0.21×10-11 Liquid viscosity 
(CODE_BRIGHT) B (K) 1808.5 

Ρl0 (kg/m3) 1002.6 
β (MPa-1) 4.5×10-4 Liquid density 

(CODE_BRIGHT) α (°C-1) -3.4×10-4 
Henry's constant 

(CODE_BRIGHT) KH (MPa) 7215 (equivalent to 0.00077moles 
(H2)/(kg (H2O)×bar) at 25°C 

 
with a saturation degree of 1 and with a gas pressure 
of 0.1 MPa. Due to the excavation and backfilling of 
the tunnel, initial liquid pressure is set to 0.1 MPa in 
Region I to reflect near-field depressurization during 
construction, while hydrostatic pressure conditions of 
2.3 MPa are assumed (220 m in depth) in Region II. 
Thermal effect is not considered in Benchmark 1, and 
the temperature is assumed to be 25°C over the entire 
domain.  Five observation points are selected within 
the domain; their positions are listed in Figure 3. 
 
In CODE_BRIGHT, gas and liquid pressures are 
outputted at each node, while liquid saturation is 
outputted for each element averaged from the 
element nodal values. In TOUGH2, all the results are 
outputted at the center of the volume element. In this 
benchmark, observation points are chosen to be node 
positions in CODE_BRIGHT, while center-of-
volume elements were chosen in TOUGH2. 
 

 

Results of Benchmark 1 
Time evolutions of gas/liquid pressure and gas 
saturation up to 100,000 years at five observation 
points are compared for the two codes in Figure 4. 
Because TOUGH2 does not output gas pressure 

Left boundary:
Fixed gas influx  
= 3.2×10-11kg/s/m (gallery)
No water flow

x
10 m 

Right boundary:
Fixed gas/liquid pressure 
Pl=2.3MPa, Pg=0.1MPa 

Figure 3. Schematic diagram of benchmark 1 

3 4 II 
1 2I

1: x=0.007m  2: x=0.36m  3: x=3.6m  4: x=5.7m  5:x=9.54m

5
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explicitly for saturated materials, comparisons 
between gas pressures are carried out only under 
unsaturated conditions. As illustrated in Figure 4, 
results from the two codes are quite similar before 
3,000 years, when the gas pressure front reaches the 
right boundary (marked by B). The codes describe 
the process of resaturation and desaturation in a very 
similar manner.  
 
When two-phase flow starts, gas pressure and gas 
saturation obtained by CODE_BRIGHT start to 
exhibit oscillations (after the transitional point A). 

This may due to the rapid decreasing relative liquid 
permeability defined in Corey's theory. When the gas 
pressure front reaches the right boundary, results 
from CODE_BRIGHT show an abrupt increase of 
gas pressure due to the sharp transition between an 
unsaturated element and the saturated boundary 
condition prescribed at the right boundary. The 
application of volume elements and the finite 
difference method makes results from TOUGH2 
much more stable in such a situation.  
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Figure 4. Comparison of time evolutions of gas, liquid pressure and gas saturation at five observation points 

between two numerical tools in Benchmark 1

Gas pressure front reaches 
the right boundary 

Hydrostatic pressure 
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B
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It is not surprising that gas saturation, and hence gas 
pressure at Point 5, is quite different for the two 
codes. In CODE_BRIGHT, the saturation is averaged 
from nodal values within the element of 8.81 
m<x<9.542 m, while in TOUGH2, the output value is 
the central value of the element of 9.084 m<x<10 m. 
Obviously, the latter has a higher liquid degree than 
the former, which corresponds to a lower gas 
pressure/saturation.  
 
BENCHMARK 2: HG MODELING (2D) 

Definition of Benchmark 2 
Benchmark 2 is defined based on the current Belgian 
disposal concept for vitrified HLW (Figure 1(a)) 
under isothermal conditions. This case involves 2D 
modeling of two-phase (liquid and gas) flow with 
constant hydrogen production.  
 
The disposal gallery lies 220 m deep in Boom Clay 
and consists of five materials: 2nd phase concrete, 
concrete buffer, cementitious backfill, gallery liner 

and Boom Clay. Due to symmetrical conditions, only 
half a supercontainer (one canister) and 
corresponding Boom Clay volume is modeled as 
illustrated by the shaded area in Figure 1(a). use of a 
cylindrical geometry of gallery and supercontainer 
further simplifies the problem into a 2D axi-
symmetrical problem by neglecting the effect of 
gravity on gas/liquid flow (Figure 5). The parameter 
values for different materials used in the simulation 
are given in Table 1.  
 
The model domain has a vertical extension of 40 m. 
Fixed gas/liquid pressures are assigned on the top as 
illustrated in Figure 6 to represent the unaffected 
boundary in the far field. Gas influx generated due to 
the corrosion of the overpack is applied uniformly on 
the interface of waste and 2nd phase concrete in 
CODE_BRIGHT, and distributed uniformly among 
all the volume elements of the 2nd phase concrete in 
TOUGH2. The total gas generation rate relative to 
one vitrified HLW canister is 0.475 mol/year, which 
is equivalent to 1.187×10-11 kg/s/m2 (overpack). The 
other boundaries are assumed to be impermeable to 
gas and liquid flow under symmetric conditions. 
Thermal effect is not considered in Benchmark 2, and 
the temperature is assumed to be 15.7°C in the whole 
domain.  
 
Initially, in Boom Clay, hydrostatic conditions with a 
water pressure of 2.3 MPa at the repository level are 
assumed (brown color in Figure 6). Operation of 
deposal galleries under almost atmospheric 
conditions results in an initial liquid pressure of 0.1 
MPa in the EBS, including gallery liner, cementitious 
backfill, concrete buffer, 2nd phase concrete (grey 
colour in Figure 6). In the repository period taken as 
the start of the calculation, the entire domain is set to 
be initially saturated with a degree of saturation of 1 
and with initial gas pressure equal to 0.1 MPa.  
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Figure 5. Conceptual model of Benchmark 2
(not to scale) unit: m 

Position of observation points 
Point 
No. material X(m) Y(m) 

1 2nd phase concrete 0.675 0.291 
2 Concrete buffer 0.675 0.491 
3 Cementitious backfill 0.675 1.2462
4 Gallery liner 0.675 1.632 
5 Boom Clay 0.675 2.4752
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Figure 6. Initial and boundary conditions
(unit: MPa) 
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The whole domain is meshed with a total of 2997 
linear quadrilateral elements and 3116 nodes in 
CODE_BRIGHT, and discretized with 3160 volume 
elements in TOUGH2. Five observation points are 
selected in the entire domain; their positions are 
listed in the table of Figure 5.  
 
Results of Benchmark 2 
 
Time evolutions of gas/liquid pressure and gas 
saturation up to 20,000 years at five observation 
points are compared for the two codes. As illustrated 

in Figure 7, both codes give quite similar time 
evolutions for gas and liquid pressures. Two-phase 
flow is limited in the region within concrete buffer by 
the end of 10,000 years. When two-phase flow starts, 
the same phenomenon as in Benchmark 1 appears, 
namely that gas pressure and gas saturation obtained 
by CODE_BRIGHT show oscillations at the 
transitional point, while they are quite smooth in the 
results obtained by TOUGH2. This is especially 
apparent in the gas saturation evolution plot. 
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Figure 7. Comparison of time evolutions of gas, liquid pressure and gas saturation at five observation points 
between two numerical tools in Benchmark 2 
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BENCHMARK 3: THG MODELING (2D) 

Definition of Benchmark 3 
Benchmark 3 is defined using the same conceptual 
model as in Benchmark 2, but extended by coupling 
with heat transport.  Heat is generated by radioactive 
decay of the vitrified HLW embedded in the super- 
container and decreases with time. Due to the  
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Figure 8. Comparison of time evolutions of gas, liquid pressure and gas saturation at five observation points 
between two numerical tools in Benchmark 3
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dependency of corrosion rate on temperature, time- 
varying gas production rate is assumed in Benchmark 
3 (Weetjens and Perko, 2008). In the numerical 
simulation, hydrogen and heat influx are simplified 
as piecewise linear functions (Figure 9) and applied 
uniformly along the interface of waste and the 2nd 
phase concrete in CODE_BRIGHT. In TOUGH2, the 
thermal source is distributed uniformly in the waste 
matrix, which is given a much higher thermal 
conductivity of 40 Wm-1K-1 to assume a fast 
homogeneous heat spreading. 

Results of Benchmark 3 
Time evolutions of gas/liquid pressure and 
temperature up to 10,000 years at five observations 
points are compared for the two codes. As shown in 
Figure 8, the codes produce comparable results. 
Increase of liquid pressure in the first five years is 
due to the thermal expansion of water. Its time scale 
is consistent with time evolution of temperature. The 
differences between liquid pressures mainly come 
from different definitions of the dependency of liquid 
density on temperature. From the liquid pressure 
curves of CODE_BRIGHT, it can be clearly seen that 
there are many oscillations before the appearance of 
the hump, which may be due to calculation instability. 
There is a good correspondence between temperature 
results, but CODE_BRIGHT gives a much smoother 
curve compared to TOUGH2. 

CONCLUSIONS 

Two numerical tools, TOUGH2 and 
CODE_BRIGHT, are mutually verified through three 
benchmark cases based on the most recent Belgian 
repository design: (1) HG coupled modeling for a 1D 
problem; (2) HG coupled modeling for a 2D axi-
symmetrical problem; and (3) THG coupled 
modeling for a 2D axi-symmetrical problem. 
Comparisons between numerical results demonstrate 
that these two numerical tools produce similar results 
in all three benchmarks. The minor differences 

between results obtained from the two numerical 
tools result in part from different discretizing 
methods and numerical techniques, and in part from 
several different constitutive laws. 
 
CODE_BRIGHT is very sensitive to convergence 
parameters. During the calculation, convergence 
problems were sometimes encountered. The results 
reflect sharp oscillations at some critical points, while 
results from TOUGH2 are much more stable except 
for temperature. 
 
Although both numerical tools can be used to 
simulate coupled multiphase flow problems, the 
results show that TOUGH2 is more stable and 
efficient in modeling two-phase flow problems. The 
advantage of CODE_BRIGHT is that it has 
provisions for solving mechanically coupled 
problems, and is easier to be implemented with self-
defined constitutive laws.   
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ABSTRACT 

After closure of an underground nuclear waste 
repository, the decay of radionuclides within the 
repository will elevate temperature, and the bentonite 
buffer will resaturate by water inflow from the host 
rock. The perturbations from these thermal and 
resaturation processes are expected to dissipate 
within a few hundred years. Here, we investigate 
coupled thermal-hydro-chemical processes and their 
effects on the short-term performance of a nuclear 
waste repository located in a clay formation consid-
ered by Nagra, Switzerland. Using a simplified 
geometric configuration and abstracted hydraulic 
parameters of the clayey formation, we examine 
chemical processes, coupled phenomena, and poten-
tial changes in porosity near the waste container 
during the early thermal period. The developed 
models are useful for evaluating the effect of water 
and mineral chemistry of the buffer and host rock on 
the repository performance for future site-specific 
studies.  

INTRODUCTION 

Simulating coupled thermal-hydrological-geochemi-
cal (THC) processes in the backfill material and near-
field environment of a heat-generating nuclear waste 
repository requires site-specific and detailed infor-
mation to assess the coupled processes and their 
impact at any particular site, and to develop engi-
neering designs. Before moving into site-specific 
investigations, we explore general features and issues 
representing characteristics that are common and 
essential for many such systems. The present study is 
not related to any particular site. However, the 
geometric configuration and the hydraulic parameters 
and mineralogical composition of the clayey forma-
tion are abstracted from an nuclear waste repository 
concept considered in Switzerland (NAGRA, 2002). 
The reference design for canisters to be stored in a 
repository for spent fuel and high-level waste 
(SF/HLW) involves a cast steel body with about 
20 cm wall thickness. The canisters are about 1 m in 
diameter and are surrounded by a 0.75-m thick 
bentonite buffer in emplacement tunnels which are 
2.5 m in diameter (Figure 1).  The repository tunnel 
is assumed to be in the water-saturated zone at a 

depth of 650 m below the land surface; the host rock 
is referred to as Opalinus Clay. 
 
It should be mentioned that the bentonite (clay) 
swelling process is not considered in this paper, 
because it is not included in the current 
TOUGHREACT simulator. The impact of clay 
swelling on porosity may be far higher than that of 
the geochemical interactions. Furthermore, the 
swelling is expected to affect the flow regime and 
retard resaturation. No redox reactions are considered 
in the simulations; the system evolves from an 
oxidizing to a reducing environment. However, here 
we concentrate our modeling analyses on the period 
of heat loading and water resaturation, and oxidizing 
conditions could prevail during this early stage.  
 

Waste 
canister 

1 m

2.5 m 

Bentonite
Tunnel wall

Bentonite

Host rock
(Opalinus clay) 

650 m depth  
from land surface

 
Figure 1.  Schematic representation of a nuclear 
waste repository with a single waste canister, 
bentonite backfill, and Opalinus Clay host rock 
(NAGRA, 2002). 

PROBLEM SETUP  

Thermal and hydrological conditions 

The present study employed a simplified model 
previously used by Senger et al. (2008) and Xu et al. 
(2008). The model is radially symmetric (Figure 1), 
i.e., it ignores the lateral no-flow boundary and 
gravity effects, which may represent general features 
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and issues related to a nuclear waste repository. The 
Opalinus Clay host rock is initially fully water-
saturated with a background pressure of 65 bar. The 
outer boundary at a radial distance of 75 m was 
prescribed with a constant pressure of 65 bar.  
 
The thermo-physical properties for the bentonite 
buffer and the Opalinus Clay host rock are summa-
rized in Table 1. These parameters were taken from 
Xu et al. (2008) and Senger and Ewing (2008). 
Senger and Ewing (2008) reported simulation results 
for a 3D model of the thermo-hydrologic conditions 
in the vicinity of a backfilled emplacement tunnel for 
spent fuel. Their purpose was to quantify the coupled 
thermo-hydrologic evolution of temperature, satura-
tion, and pressure through time, to determine poten-
tial non-uniform resaturation of the bentonite buffer, 
or potential localized accumulation of pore water in 
contact with the waste canister. The van Genuchten 
model (van Genuchten, 1980; Mualem, 1976) is used 
to describe the functional relationships between 
relative permeability and saturation, and capillary 
pressure and saturation for the different materials. 
 
Table 1. Thermo-physical parameters used for 
bentonite and Opalinus Clay in the THC model 

 Bentonite Opalinus 
Clay 

Porosity [-] 0.475 0.14 

Permeability [m2] 1 × 10-19 1 × 10-20 

Pore compressibility (α/φ)   
[Pa-1]  3.58 × 10-9 1.83 × 10-9 

Rock grain density (kg/m3) 2700 2670 

Rock specific heat (J/kg/oC) 964 946.5 

Thermal conductivity 
(W/m/oC) 1.35 2.5 

Two-Phase Parameter Model1 van Genuchten 

Residual liquid saturation [-] 0.3 0.5 

Residual gas saturation [-] 0.02 0.02 

van Genuchten parameter n [-] 1.82 1.67 

Gas entry pressure [Pa] 1.8 × 107 1.8 × 107 
1 van Genuchten (1980), Mualem (1976). 
 
 
Time-dependent heat generation from the waste 
package was specified. A large density and an initial 
temperature of 150°C were specified for the 
gridblock representing the waste package, which 
produced the temperature evolution given in Figure 
2, providing the inner boundary condition. This heat 
boundary specification was based on Figure 3.20a of 
the report of Senger and Ewing (2008), in which 
temperature reduced to about 55°C after 1,000 years. 
An initial temperature of 38°C was used for the 
remaining gridblocks of the model domain.  
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Figure 2. Temperature evolution at canister surface 

 
 
Geochemical conditions 

The initial mineral composition of bentonite and 
Opalinus Clay is given in Table 2. The MX-80 type 
of bentonite is used as the buffer material. It contains 
75% montmorillonite. Montmorillonite-Na is the 
dominant clay mineral, which is assigned to have a 
volume fraction of 75%. The mineral content of 
Opalinus Clay was assigned based on Fernández et 
al. (2006). Smectite was substituted with montmoril-
lonite in the present modeling for the portion of 
Opalinus Clay. Anhydrite precipitation was observed 
in some lab experiments for bentonite THC processes 
such as that of JNC (2000). Amorphous silica 
precipitation was reported in geothermal systems (Xu 
et al., 2004). Therefore, anhydrite and amorphous 
silica are considered here as secondary phases with 
initial volume fractions of zero, and they could be 
formed during the simulation time. 
 
Two initial water chemical compositions were used: a 
dilute water for the bentonite, and the composition 
measured for BWS-A6 water (Fernández et al., 
2006). Prior to simulating reactive transport, batch 
geochemical modeling of water-rock interaction for 
the two materials was conducted, equilibrating the 
initial water with the primary minerals listed in Table 
2 at a temperature of 38°C. A reasonably short simu-
lation time (10 years) is needed to obtain nearly 
steady-state aqueous solution compositions, which 
were then used as initial chemical conditions for 
reactive transport (THC) simulations. 
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Table 2. Initial mineral volume fractions and possible 
secondary mineral phases used in the THC simula-
tions 

Volume percent in terms 
of solid 

Mineral 
Bentonite 

 
Opalinus 

Clay 
Calcite 1.4 15.0 
Quartz 15.1 18.0 
Kaolinite 1.0 10.0 
Illite  20.0 
K-feldspar 6.5 3.0 
Montmorillonite-Na 75 10.0 
Montmorillonite-Ca  10.0 
Chlorite  10.0 
Dolomite  1.0 
Siderite  3.0 
Ankerite  1.0 
Annite 1.0  
Anhydrite 0.0 0.0 
Amorphous silica 0.0 0.0 

 
 

Reaction kinetics 

Reactive chemical-transport modeling requires not 
only a conceptual understanding of the mechanisms 
involved in the nucleation, precipitation, and dissolu-
tion of the suite of participating minerals, but also 
quantitative estimates of relevant kinetic parameters. 
In this work, a general rate expression was used, 
based on transition state theory (TST) (Lasaga et al., 
1994; Steefel and Lasaga, 1994): 
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Here, r is the kinetic rate (positive values indicate 
dissolution, and negative values precipitation), k is a 
temperature-dependent rate constant (moles per unit 
mineral surface area and unit time), A is the specific 
reactive surface area per kg H2O, K is the equilibrium 
constant for the mineral-water reaction written for the 
destruction of one mole of mineral, and Q is the 
reaction quotient. The parameters θ and η must be 
determined by experiment, but are commonly set 
equal to unity when experimental quantification is 
unavailable. The precipitation of secondary minerals 
is represented using the same kinetic expression as 
for dissolution. 

For many minerals, the kinetic rate constant k can be 
summed from three mechanisms (Palandri and 
Kharaka, 2004): 
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where subscripts nu, H, and OH indicate neutral, 
acid, and base mechanisms, respectively, E is the 
activation energy, k25 is the rate constant at 25°C, R is 
the gas constant, T is absolute temperature, a is the 
activity of the species; and n is a power term 
(constant). Notice that parameters θ and η (see 
Equation 1) are assumed to be the same for each 
mechanism, and, for reasons noted above, are set to 
unity in the present work.   
 
Mineral dissolution and precipitation rates are a 
product of the kinetic rate constant and reactive 
surface area, as represented by Equation (1). Calcite 
and anhydrite are assumed to react at equilibrium, 
because their reaction rates are rapid relative to the 
time frame being modeled. We include separate rate 
constants (k25), activation energies (E), and reaction 
order (n) for processes catalyzed by H+ or OH-. At 
any pH, the total rate is the sum of the rates from all 
mechanisms. Catalysis by H+ or OH- is considered 
only for mineral dissolution. Parameters for the rate 
law were taken from Palandri and Kharaka (2004), 
who compiled and fitted experimental data reported 
by many investigators. Parameters for montmorillo-
nite were set to those of smectite. 

If the aqueous phase supersaturates with respect to a 
potential secondary mineral, a small volume fraction 
such as 1×10-6 is used for calculating the seed surface 
area for the new phase to grow. The precipitation of 
secondary minerals is represented using the same 
kinetic expression as that for dissolution. However, 
because precipitation rate data for most minerals are 
unavailable, parameters for neutral pH rates only 
were employed to describe precipitation. Multiple 
kinetic precipitation mechanisms can be specified in 
an input file of the TOUGHREACT program (Xu et 
al., 2006), should such information become available.  

Mineral reactive-surface areas are based on the work 
of Sonnenthal et al. (2005) and were calculated 
assuming a cubic array of truncated spheres consti-
tuting the rock framework. The larger surface areas 
for clay minerals result from smaller grain sizes 
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Cation exchange parameters 

The Gaines-Thomas convention (Appelo, 1994) was 
used for cation exchange. In this convention, selec-
tivities are calculated by using the equivalent fraction 
of the exchanged cations for the activity of the 
exchanged cations. It should be pointed out that 
selectivity is a relative concept. Na+ was chosen as 
the reference. Therefore, Na+ selectivity is equal to 
one. According to this definition, a lower selectivity 
corresponds to a higher exchange capacity. A 
divalent cation is in general more strongly exchanged 
than a monovalent cation. Parameters used for cation 
exchange reactions are listed in Table 3, which were 
taken from a report by JNC (2000). The cation 
exchange capacity (CEC) for bentonite was set to 105 
meq/100g. The CEC for Opalinus Clay was assumed 
to be half of that of bentonite, or 52.5 meq/100g.   

 
 
Table 3. List of cation exchange reactions considered 
for the THC modeling (–X represents cation 
exchange sites) 

Cation exchange Selectivity  
(relative to Na+)

Na+ + 0.5Ca-X2 = 0.5Ca2+ + Na-X 
Na+ + 0.5Mg-X2 = 0.5Mg2+ + Na-X 
Na+ + K-X = K+ + Na-X 
Na+ + H-X = H+ + Na-X 

0.69 
0.67 
0.42 
1.88 

 
 

Simulations 

Four simulations were performed. The first, base-
case simulation used parameters given in Tables 1 
and 2. Mineral dissolution and precipitation rates are 
a product of the kinetic rate constant and reactive 
surface area, the magnitudes of which are highly 
uncertain and cover a wide range of values. There-
fore, two sensitivity simulations (Simulations 2 and 
3) were performed by decreasing and increasing the 
surface area by one order of magnitude from the 
base-case value. Simulation 4 includes cation 
exchange from the base case.  

The nonisothermal reactive geochemical transport 
code TOUGHREACT (Xu and Pruess, 2001; Xu et 
al., 2006) was used. This code introduces reactive 
chemistry into the multiphase fluid and heat flow 
code TOUGH2 (Pruess et al., 1999). Interactions 
between mineral assemblages and fluids can occur 
under local equilibrium or kinetic rates. Precipitation 
and dissolution reactions can change formation 
porosity and permeability, and can also modify the 
unsaturated flow properties of the rock. A broad 
range of subsurface thermal-physical-chemical 
processes are considered under various thermohy-
drological and geochemical conditions of pressure, 
temperature, water saturation, ionic strength, and pH 

and Eh. Temporal changes in porosity and perme-
ability due to mineral dissolution and precipitation 
can be considered in the model. Mineral dissolution 
and precipitation are considered under kinetic condi-
tions. Changes in porosity are calculated from 
changes in mineral volume fractions. Permeability 
changes can then be evaluated by consideration of 
several alternative models describing the porosity-
permeability relationship, including a simple grain 
model of Kozeny-Carman, as used in the present 
study.  
 
The program is run with different equation-of-state 
modules, depending on the phases and components of 
interest. Here, we use the EOS4 module to calculate 
the thermo-physical properties of the fluid mixture. 
In the EOS4 module, provision is made for vapor 
pressure lowering effects (see Pruess et al., 1999). 
Vapor pressure is expressed by Kelvin’s equation, 
which is a function not only of temperature, but 
depends also on capillary pressure, which in turn is a 
function of saturation.  

 

RESULTS  

After closure of an underground nuclear waste 
repository, the decay of radionuclides elevates 
temperature, and the bentonite buffer resaturates 
through water flow from the surrounding host rock. 
The perturbations from these thermal and resaturation 
processes induce mineral dissolution and precipita-
tion. Consequently, the porosity of the bentonite 
buffer is changed. The simulated porosity distribution 
at different times for different cases is presented in 
Figure 3. For the first three cases without cation 
exchange, porosity decreases from the initial value of 
0.475, indicating that precipitation dominates. 
Changes in porosity are larger close to the interface 
between the bentonite buffer and Opalinus Clay host 
rock, because resaturation processes carry chemical 
constituents from the host rock. Decreases in porosity 
are smaller close to the canister surface. Decreases in 
reactive surface area (rate) result in reductions in 
mineral alteration and porosity change (compare 
Figure 3b to 3a). Conversely, increases in reactive 
surface area cause increases in mineral alteration and 
porosity change (compare Figure 3c to 3a). Consid-
ering cation exchange (Figure 3d), porosity mostly 
increases, but slightly decreases close to the interface 
with the host rock; it does not change close to the 
canister surface. Overall, no significant changes in 
porosity occur during the first 1,000 years of thermal 
and resaturation processes.  
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Figure 3. Distribution of porosity in bentonite buffer 
obtained with four simulation cases 
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Figure 3 (continued). Distribution of porosity in 
bentonite buffer obtained with four 
simulation cases 

 

Montmorillonite-Na, the dominant mineral (with an 
initial volume fraction of 75%), dissolves in all four 
cases (Figure 4). Decreases in reactive surface area 
(rate) results in reductions in montmorillonite-Na 
dissolution. Conversely, increases in reactive surface 
area cause increases in its dissolution. Considering 
cation exchange results in a reduction in Montmoril-
lonite-Na dissolution. The pattern of annite dissolu-
tion is similar to that of montmorillonite-Na (Figure 
5). Calcite precipitates in most parts of the bentonite 
because its solubility decreases with temperature, but 
it dissolves close to the interface with the host rock 
supplying reactants for its precipitation close to the 
hot end of the canister surface (Figure 6). Calcite 
dissolution and precipitation is not sensitive to 
changes in surface area. K-feldspar precipitation 
occurs over the entire radial distance, with more 
precipitation close to the interface with the host rock 
(Figure 7). K-feldspar precipitation is proportional to 
changes in surface area. With cation exchange, less 
K-feldspar precipitates. Similar to K-feldspar, 
kaolinite precipitates over the entire thickness of the 
bentonite buffer, with more precipitation close to the 
interface with the host rock (Figure 8). The pattern of 
chlorite precipitation is the same as kaolinite 
(Figure 9).  
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Figure 4.  Change in volume fraction of montmoril-
lonite-Na in bentonite buffer obtained for the base 
case 
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Figure 5. Change in volume fraction of annite in 
bentonite buffer obtained for the base case 
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Figure 6. Change in volume fraction of calcite in 
bentonite buffer obtained for the base case 
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Figure 7. Change in volume fraction of K-feldspar in 
bentonite buffer obtained for the base case 
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Figure 8. Change in volume fraction of kaolinite in 
bentonite buffer obtained for the base case 
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Figure 9. Change in volume fraction of chlorite in 
bentonite buffer obtained for the base case 
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SUMMARY AND CONCLUSIONS 

A 1D radially symmetric model of a waste canister 
emplaced in a bentonite buffer in a deep repository in 
Opalinus Clay has been constructed, approximating 
general features and issues related to a nuclear waste 
repository. Using this model, mineral alteration and 
changes in porosity for the early thermal and resatu-
ration processes in a nuclear waste repository were 
examined for different cases. The following conclu-
sions can be drawn from the modeling analyses: 

The perturbations from these thermal and resaturation 
processes result in a decrease in porosity, as precipi-
tation dominates. Decreases in porosity are larger 
close to the interface between the bentonite buffer 
and the Opalinus Clay host rock, because resaturation 
processes carry chemical constituents from the host 
rock. Cation exchange indirectly affects mineral 
alteration, which in turn changes porosity. Overall, 
mineral alteration and changes in porosity during the 
1,000 years period of thermal and resaturation 
processes are not significant, and do not significantly 
affect flow and transport properties 

Montmorillonite-Na and annite dissolves throughout 
the model domain. Calcite precipitates in most parts, 
but it dissolves close to the interface between the 
backfill and the host rock, supplying reactants for its 
precipitation close to the hot end at the canister-
backfill surface. Precipitation of K-feldspar, kaolin-
ite, and chlorite occurs over the entire radial distance, 
with more precipitation close to the interface with the 
host rock.  

The preliminary modeling presented here is for a 
simplified geometric configuration and the abstracted 
hydraulic parameters and mineralogy of the clayey 
formation. However, this modeling and the sensitiv-
ity analyses were useful in identifying the role of 
some physical and chemical parameters in the altera-
tion of the bentonite buffer materials. The developed 
model may provide a useful tool for gaining a better 
understanding of the coupled chemical and physical 
processes, as well as the controlling conditions and 
relevant parameters, within a repository system. 
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ABSTRACT 

Simulations of atmospheric carbonation of concrete 
intermediate-low level waste (ILLW) disposal 
packages and concrete structural components are 
conducted to evaluate potential chemical 
degradations affecting these components during the 
operating period of a radioactive waste disposal 
repository, in a deep Callovo-Oxfordian (argillites) 
clay layer. Two-phase liquid water-air flow is 
combined with gas and diffusion processes, leading 
to a progressive drying of the concrete, gas 
displacement within the concrete, and an array of 
chemical reactions affecting the cement paste. The 
carbonation process is strongly dependent on the 
progression of the drying front inside the concrete, 
which in turn is sensitive to the initial water 
saturation and to nonlinear effects associated with 
permeability and tortuosity phenomenological laws.  
 
Results obtained with a modified version of 
ToughReact-EOS4, in order to represent realistic 
tortuosity evolution of materials (CEM-I high 
performance concrete, argillites), are presented and 
commented upon.  

AIM OF THE STUDY 

Andra (2005) has elaborated on concepts to establish 
the feasibility of a high-level waste (HLW) and ILL 
waste disposal in a deep Callovo-Oxfordian argillite 
geological formation at the Meuse/Haute Marne site 
in the eastern part of the Paris Basin. During the 
operating period within an intermediate-level long-
lived radioactive waste (ILLW) disposal zone (up to 
100 y), a number of the concrete components (waste 
package containers, lining, and disposal cell 
backfill—Figure 1) will be subject to ventilation in 
order to guarantee operating safety and contribute to 
evacuation of residual heat from low- heat-emitting 
ILLW (temperatures below ~40°C are expected). 
Ventilating air will be drawn from the surface and  
exchange water and heat with the clay host rock that 
could lead to “dry” air conditions (relative humidity 
lower than 50%). This will generate a desaturation of 
concrete components, causing atmospheric 
carbonation to develop, potentially leading to a 
progressive lowering of pH inside the cement paste. 
This could trigger corrosion of the steel 

reinforcement, which may have deleterious effects on 
the concrete. 
 
Simplified approaches have been developed to model 
atmospheric carbonation processes (Bary et al., 2004, 
2006; Thiery et al., 2007). However, a more complete 
and detailed modeling of this process is required, 
which can only be achieved with reactive transport 
tools. Preliminary simulations of carbonation 
processes performed within the framework of the 
CEA-Andra partnership were obtained in 1D 
geometry with a modified version of 
TOUGHREACT, taking into account extended 
tortuosity models of cement pastes. These 
simulations consider a complex mineralogic 
composition of cementitious and neoformed phases, 
as well as clogging processes due to 
precipitation/dissolution phenomena. 
 

 
 

Figure 1. View of the ILLW disposal cell (~250 m 
long, ~10 m diameter). The concrete 
structure is in contact with the argillites 
host-rock. The ventilated vault is 
progressively filled with waste disposal 
packages during operating (after 
Andra(2005)). 

CONCEPTUALIZATION OF ILLW DI SPOSAL 
PACKAGES AND CONCRETE STRUCTURES 

As shown by Figures 1 and 2, ILLW disposal 
components constitute a complex 3D system. That 
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being the case, the carbonation process is represented 
in this study in a simplified geometry: 
 
- For waste disposal package simulations, a 1D 

half section of the package container (section = 
0.11 m) is represented using a regular mesh of 11 
cells of 5 mm. It is assumed that atmospheric 
carbonation occurs on both faces of the 
container. Boundary conditions are represented 
by a single-phase gas medium (air) of infinite 
volume, relative humidity of 40%, and 
temperature (25°C) and pressure (0.1 MPa). 
Initial liquid water saturation of the waste 
package concrete is assumed to be 0.6. 

 

 
 
 

Figure 2. View of the ILLL waste package. The 
container has 0,11 m thick reinforced  
walls  and contains four primary waste 
drums (after Andra(2005)). 

- For concrete structures within a ILLW disposal 
cell, a 1D radial profile extending from r=3.5 m 
to r=40 m is simulated. Concrete liner and 
backfill (1.5 m thick) are in contact with an 
excavation-disturbed zone (EDZ), represented by 
a fractured zone (0.6 m thick) surrounded by a 
microfissured zone (4.5 m thick) and then an 
undisturbed argillite zone (~30 m thick). The 
mesh is progressive, from a 5 mm cell size at the 
air concrete boundary to a 1 m cell size at the 
other end of the system. The mesh includes 211 
cells. At r = 3.5 m, boundary conditions are 
similar to that specified for waste-disposal-
package simulations. At r = 40 m, constant 
pressure (4.5 MPa), temperature (25°C), and 
liquid saturation (0.98) are imposed. In the 
concrete, an initial pressure and liquid water 
saturation of respectively 0.1 MPa and 0.7 are 

assumed. In the different argillites zones, the 
initial pressure and liquid saturation are assumed 
to be respectively 4.5 MPa and 0.98. 

SIMULATED PROCESSES 

Atmospheric carbonation of concrete in unsaturated 
conditions is a complex process that involves 
intricate couplings between transport of both liquid 
and vapor water and CO2 in gas and liquid phases, 
capillary flow during drying of the concrete, and 
chemical reactions involving cement hydrates with 
CO2 dissolved in the liquid water phase. Porosity 
modification is also associated with carbonation. 
Major processes considered in this work are: 

- Darcy flow of liquid water and air, taking into 
account capillary forces and the Knudsen effect 
for gases 

- Diffusion of gaseous and aqueous species 

- Dissolution/precipitation of minerals, including 
the effect of temperature on reaction-rate 
constants 

- Feedback of porosity variations on permeability 
and capillary properties, and thus effective 
diffusion coefficients 

Drying of concrete components 
Dripping is not considered in the present model and 
exportation of water out of the concrete is caused by 
water vapor diffusion from the external boundary of 
the component towards dry ventilation air. Thus, the 
nonlinear expression of tortuosity in the water vapor 
diffusion process (Thiery et al., 2007; Baroghel-
Bouny et al., 2007) plays a key role in the initiation 
of atmospheric carbonation. For low-permeability 
concrete materials, expressions adopted for the 
diffusion coefficient are similar to the classical 
Millington and Quirk (1961) model developed for 
soils: 

b
i

a
jiji SdD ωω,,0, =  (1) 

 
where Di,j is the effective diffusion coefficient of 
component j in phase i, d0,i,j is the diffusion 
coefficient of component i in pure phase j, ω is the 
porosity, Si is the relative saturation with respect to 
phase i. Exponent b (usually from 3 to 5) plays an 
important role in the dynamics of drying, because 
water vapor diffusion strongly increases only when 
some gas-saturation threshold is reached. Because of 
the corresponding nonlinear decrease with saturation 
of the liquid-water relative permeability, a dry-fringe 
formation starts at the component boundary as soon 
as capillary flow is unable to locally compensate for 
vapor diffusion.  
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Reactive transport 
 CO2 diffuses from the single-phase gas boundary 
condition into the partially saturated pore space of 
concrete and dissolves in the pore water. Hydrates of 
the cement (mainly portlandite and CSH phases) are 
then subject to carbonation reactions, producing 
calcite and secondary minerals. A pH front 
progressively develops inside the concrete, from pH 
~8.5 in regions where carbonation is complete, to pH 
~13.3 in the unperturbed concrete. The evaporation 
of pore water also leads to the formation of Na-K-
SO4-OH brines, in which specific sulfate salts are 
likely to precipitate. 

COMPONENTS PROPERTIES 

Components involved in the simulations are a high-
performance concrete (BHP CEM-I, based on pure 
Portland cement) and argillite rock (Andra, 2005). 

Hydraulic and transport properties of components  
Tables 1 and 2 summarize the main hydraulic and 
transport properties of the considered components. 
Wetting properties and relative permeability of the 
media are expressed using the van Genuchten-
Mualem model described in Pruess et al. (1999).  
 
Table 1. Concrete and argillites hydraulic properties 

 BHP  

CEM-I 

Bulk 
Argillites 

Porosity 0.13 0.18 
Intrinsic permeability (m2) 

Water 
Gas 

 
9.5 10-20 
8 10-17 

 
4.6 10-20 
4.6 10-18 

Effective diffusion (m2 s-1) 
(Cl-, liquid phase, 25°C)  

 
9 10-12 

 
2.8 10-11 

 
van Genuchten Pr (Pa) 

 
2 106 

 
1.5 107 

 
van Genuchten n 

 
1.54 

 
1.49 

 
Klinkenberg factor (Pa) 

 
2 105 

 
2 105 

 
Table 2. Argillites EDZ hydraulic  properties 

 Fractured 
EDZ 

Microfissured 
EDZ 

Porosity 0.20 0.18 
Intrinsic permeability (m2) 

Water 
Gas 

 
9.2 10-17 
9.2 10-15 

 
9.2 10-19 
9.2 10-17 

Effective diffusion (m2 s-1) 
(Cl-, liquid phase, 25°C)  

 
3.6 10-11 

 
2.8 10-11 

 
van Genuchten Pr (Pa) 

 
2 106 

 
8 106 

 
van Genuchten n 

 
1.5 

 
1.5 

 

In these tables, materials are assigned an intrinsic 
permeability to gas larger than the intrinsic 
permeability to liquid. This feature is consistent with 
results reported in Baroghel-Bouny et al. (2007) and 
Thiery et al. (2007), who studied the drying of 
cement pastes. For argillites, a factor of 102 between 
gas and liquid intrinsic permeabilities was assumed. 
Microfissured argillites have hydraulic properties 
intermediate between those of argillites and fractured 
EDZ. 

Composition of concrete 
Concrete is composed of a mixture of aggregate 
(mainly calcite with some quartz) and cement paste. 
The model composition of the concrete (Table 3) was 
derived from data provided by Andra (2005) and 
Belarbi et al. (2006). Note that upon heating above 
40°C, the equilibrium composition of the cement 
paste is predicted to evolve, because of the higher 
stability of Katoite_Si compared to Monocarbo-
aluminate. The kinetics of this transition are 
considered to be fast. 
 

Table 3. Mineralogical composition of concrete 

Phase  

(volume fraction) 

BHP  

CEM-I 

Calcite 0.627 
Portlandite 0.050 
CSH 1.6 0.120 

Monocarboaluminate 0.02 
Ettringite 0.031 

Hydrotalcite 0.003 
Hydrogarnet-Fe (C3FH6) 0.018 

Pyrite - 
Porosity 0.13 

 
CSH 1.6 denotes a hydrated calcium silicate with a 
Ca/Si ratio of 1.6. 

Composition of argillites 
A reference composition model of argillites was 
derived from data published by Andra (2005) and 
Gaucher et al. (2006, 2007). This model is consistent 
with the pore-water chemistry of the argillite rock 
(Table 4). 
 
The siderite considered here is an ideal mixture of 
0.15 pure calcite and 0.85 pure siderite end-members. 
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Table 4. Mineralogical composition of argillites   

Phase  

(volume fraction) 

Bulk  

Argillites 

Calcite 0.263 
Quartz 0.185 
Illite 0.221 

Na-Smectite 0.02 
Ca-Smectite 0.04 
Microcline 0.056 
Kaolinite 0.009 
Dolomite 0.012 

Siderite 0.85 0.006 
Pyrite 0.007 

Celestite 0.0006 
Porosity 0.18 

 

Secondary phases 
Chemical reactions occurring at the air/concrete and 
argillite/concrete boundaries induce the precipitation 
of secondary minerals. The set of secondary phases 
considered in our simulations is summarized in Table 
5. Secondary calcite was distinguished from 
aggregate calcite, with the latter considered an inert 
phase. 
 

Table 5. Secondary phases 

Phase type 

 

Phases 

Oxides Magnetite, Amorphous silica
Hydroxides Brucite, Gibbsite 

Fe(OH)3 
Sheet silicates Sepiolite 

Zeolites Phillipsite K, Phillipsite Ca 
Laumontite, Analcime 
Gehlenite, Heulandite 

Other silicates CSH 1.2, CSH 0.8 
Straetlingite, Katoite_Si 

Sulfates, chlorides 
and other 

salts 

Gypsum, Anhydrite 
Burkeite, Syngenite 
Glaserite, Arcanite 

Glauberite, Polyhalite 
Carbonates Calcite, Nahcolite 

Others Hydrotalcite-CO3 
Ettringite, Dawsonite 

 

Kinetics of dissolution/precipitation reactions 
Reactions occurring in the air/concrete/argillite 
system cover several orders of magnitude in kinetics, 
from very fast reactions, like gypsum dissolution, to 
very slow reactions, like quartz or illite dissolution. 
Because of the greater numerical stability of 
TOUGHREACT in the kinetic mode, it was decided 
to describe all solid/solution reactions in the pure 

kinetic mode and avoid the mixed kinetic/equilibrium 
model. However, the reaction-rate constants for many 
phases, as well as the reactive surface areas, are not 
well known. A simplified approach was therefore 
adopted here, combining the best data from Palandri 
and Kharaka (2004) with information available at 
Andra on cementitious phases. 

SIMULATION TOOLS 

Thermodynamic database 
The simulations were run using the Thermoddem 
lv12 (July 2008) database, developed by BRGM 
(Orléans, France).  

Adaptation of TOUGHREACT-EOS4 
The EOS4 module (Pruess et al., 1999) was used in 
this study for describing the drying of materials like 
concrete, in which pressure-lowering effects are 
noticeable. In addition, the choice of this EOS makes 
possible the correct treatment of two-phase flow 
together with reactive transport in such materials. 
However, several adaptations of the original EOS4 
module available in TOUGHREACT Version 1.2 
(YMP Q V3.1.1 July 2006) (Xu et al., 2004) were 
necessary: 
i) An extended model for porosity/saturation-

dependent tortuosities was developed to allow 
material-generalized Millington-Quirk tortuosity 
laws as shown in Eq. (1),  

ii) An additional factor was taken into account to 
fix a distinct intrinsic material permeability with 
respect to the gas phase (see Tables 1 and 2). 

Time and space discretization 
The two-phase reactive transport process simulated 
here combines two major features: 
i) Development of a drying front from the edge of 

the porous concrete component 
ii) Transport in the gas phase of a strongly soluble 

reactive species, CO2(g) 

0,0

0,2

0,4

0,6

0,8

1,0

0 20 40 60 80
Time (years)

Fine meshing (1 mm)

Coarse meshing (5 mm)

Liquid saturation

 

Figure 3. Effect of cell size on drying dynamics: 
evolution of liquid water saturation of 
waste package container in the mesh cell 
close to the dry air boundary. 
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It was found that the dynamics of drying are 
dependent on the size of the first discretization cell of 
concrete in contact with the dry air boundary 
condition (Figure 3). A large cell size delays drying, 
owing to control of the drying by water vapor 
diffusion. Among parameters influencing the kinetics 
of drying, note the nonlinear effects of the initial 
liquid water saturation of concrete (Figure 4) and of 
the b exponent in Equation (1) (Figure 5). 
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Figure 4. Effect of initial liquid water saturation on 
drying dynamics. Evolution of liquid 
water saturation in the mesh cell close to 
the dry air boundary) (meshing with ∆x = 
5 mm). 
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Figure 5. Effect b exponent of Eq. (1) on drying 
dynamics. Evolution of liquid water 
saturation in the mesh cell close to the dry 
air boundary) (mesh with ∆x = 1 mm). 

 
In the TOUGHREACT version used here, gas-phase 
transport is not iteratively coupled to reaction 
processes. It was therefore necessary to use a 
sequential noniterative approach (SNIA) for reactive 
transport, which requires small time steps, since 
gaseous CO2 transport is a fast process (Fig. 6). It 
was therefore necessary to find a compromise in 
order to correctly describe the drying process, obtain 
sufficient detail about reaction fronts, and use the 
largest time-steps (keeping coupling errors small). 
The compromise found here was to take the smallest 
grid cells of 5 mm size; the time-step to be used then  
ranges from 10 to 50 s.  
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Distance (m)

Volume 
fraction Portlandite profile (4 y)

 
Figure 6. Effect of time-step magnitude dt on the 

spatial distribution of portlandite (BHP 
CEM-I, 25°C, 4 years). 

Running cases 
The runs were performed on a Linux workstation 
based on IntelXeon X5365 3 GHz processors. 
Duration of runs ranged from 30 to 180 days CPU to 
simulate 100 y of physical time. 

CASES 

Several conditions were explored to represent actual 
repository conditions in a schematic way, given that 
the heat source, the relative humidity of air, or vault 
ventilation may vary during realistic waste-disposal 
operations. Two cases are presented in this paper: 
- Waste package (BHP CEM-I) at 25°C, 
- BHP CEM-I components/argillite system, 

initially at 25°C and then submitted to hot 
(40°C) dry air at the concrete boundary. 
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Figure 7. BHP CEM-I waste disposal package case 

(25°C): (A): Liquid water saturation (B) 
pH (along a half section of the container 
wall) 
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RESULTS 
 
Waste disposal package test-case 
With the assumption of an initial saturation of 0.6, 
complete drying of the waste package is fast (Figure 
7a). After 10 y, the pH is depressed over a thickness 
of ~1.5 cm. The overshoot in pH, above the initial 
value of 13.25, results from a hydroxyl ion 
overconcentration caused by drying. Ionic strength 
reaches values of about 2.5 in the dried zones. In this 
range of ionic strength, the HKF model implemented 
in TOUGHREACT (Xu et al., 2004) gives fair 
estimations of activity coefficients for dissolved ions. 
Profiles for portlandite and secondary calcite (Figure 
8a) show a retreat of portlandite on a total thickness 
of ~2 cm in 10 y. 
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Figure 8. BHP CEM-I waste package case (25°C). 
(A): Calcite/Portlandite (B): CSH. (along 
a half section of the container wall) 
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Figure 9.  BHP CEM-I waste disposal package case 
(25°C) with initial saturation of 0.8. 
Calcite/Portlandite profile  

Profiles for CSH phases (Figure 8b) show a 
degradation of CSH 1.6 towards secondary phases 
(CSH 0.8, Straetlingite) and ultimately amorphous 
silica. The degradation depth of CSH 1.6 corresponds 
to the depression zone in the pH profile (~1.5 cm in 
10 y). Precipitation of small quantities of other 
secondary phases (gypsum, sepiolite, gibbsite, 
burkeite, syngenite) in the external alteration zone of 
the concrete is also predicted. If we assume an initial 
saturation of 0.8 in the concrete, the carbonation 
process is strongly delayed due to the long induction 
period prior to the development of the drying front. 
This results in carbonation depths of less than 1 cm in 
10 y (Fig. 9). 

Concrete structures/argillite test cases 

BHP CEM-I engineered barrier/argillites system at 
40°C at the air boundary 
Results obtained after simulation of 8 years are 
shown here. At this time, the temperature gradient 
(Figure 10) extends through the entire 
concrete/argillite system. Temperatures from 40°C to 
35°C are seen throughout the concrete zone. 
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Figure 10. CEM-I/Argillite case (40°C). Temperature 
profile at 8 y. 
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Figure 11.  CEM-I/Argillites case (40°C). Liquid 
saturation and pH profiles at 8 y. 

Liquid saturation in the concrete (Figure 11a) evolves 
with time due to both drying at the dry air boundary 
(r=3.5 m) and to water ingress from the host rock. 
This results, after 8 y, in a sharp desaturation front, 
extending over ~0.1 m, in which CO2 gas will be able 
to diffuse rapidly and carbonate the concrete. The pH 
profile (Figure 11b) is depressed over about 2 cm at 
the air boundary, and then shows a maximum where 
the hydroxyl ions have been concentrated by 
evaporation. 
 
A second pH front evolves around the other boundary 
of concrete, in contact with argillites, at r = 5 m. 
There, alkali and hydroxyl ions are free to diffuse 
towards the geological formation, as the medium is 
close to complete saturation. A broad pH weakening 
is therefore visible in the concrete, together with a pH 
front displaying a narrow foot (~0.1 m) inside the 
argillites. The calcite distribution near the dry air 
boundary (Figure 12a) displays a narrow peak, 
extending about 2 cm after 8 y, and a broader, low 
concentration extension over about 20 cm. The 
narrow peak corresponds to the zone of portlandite 
carbonation. The weak and broad extension seen in 
the calcite profile results from the conversion of 
monocarboaluminate into katoite Si that occurs 
around 38°C. This transformation involves 
simultaneous CSH uptake (in order to bring Si to the 
katoite) and portlandite/calcite production (in order to 
use the excess Ca and CO3 left by the 
monocarboaluminate and CSH), as can be seen in 
Figure 12 a,b. 
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Figure 12. CEM-I/Argillites case (40°C). Minerals 
profiles at 8 y. 

DISCUSSION 

The two-phase reactive transport model presented in 
this work and applied, with 1D geometry, to 
subsystems found in ventilated ILL waste disposal 
cells—gives chemically consistent results: 

- Transformation of portlandite and other cement 
hydrates to form calcite and various secondary 
products; the computed pH front matches well 
with these transformations; 

- Formation of brines and deposition of salts in the 
parts of the concrete where drying occurs. 

 
Note that the sulfate/carbonate salts predicted to 
precipitate (syngenite, burkeite) form in limited 
amounts (locally up to 0.01 vol. fraction) and were 
selected by database screening, not by experimental 
evidence. The progress and extent of these chemical 
transformations are, however, very sensitive to both 
the transport and hydraulic properties of the materials 
(concrete, EDZ, argillites). This is why a generalized 
form of the Millington-Quirk tortuosity model was 
implemented and tested—to better match the 
diffusion behavior of concrete. Results obtained 
among other cases on the waste package case 
(Figures 5 and 6) reveal that this is necessary but not 
sufficient to correctly tune the dynamics of drying, 
which are strongly coupled to carbonation. Gas 
transport in the partially saturated material is not a 
limiting process for carbonation, rather than  
solid/solution reactions and (perhaps also) gas/liquid 
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exchanges under low saturation conditions, in which 
the residual liquid phase occupies specific parts of 
the porous space (e.g., nanoporosity inside CSH 
phases). The time lag of 5 to 10 y necessary for 
drying of the 11 cm thick waste package (at 25°C) 
seems indeed underestimated when compared to 
recent experimental results obtained by Andra. Also, 
initial saturation conditions of the material will have 
some influence: if it is assumed that the initial 
saturation of concrete is 0.8 instead of 0.6, then the 
drying of the waste package would take ~50 y instead 
of about 10 y. Lower values of the liquid 
permeability of concrete may also produce a step-
wise progression of the drying front, instead of 
behavior showing rapid percolation of gas through 
the sample at some moment. Also, it is known that 
carbonation reactions are very slow in a dry material. 
However, the dependence of chemical kinetics on 
water saturation is presently not included in 
TOUGHREACT, and this effect could not be 
explored. 
 
Another salient feature of these simulations is related 
to numerical issues: the use of the SNIA approach 
could not be avoided, because gas transport is not 
coupled to carbonation reactions occurring between 
the solid and liquid phases. As a consequence, very 
small time steps had to be used to minimize operator 
splitting errors. Because the version of the 
TOUGHREACT code used here is not parallelized, 
computation duration is at the limit of what is 
reasonably achievable (1 month to 6 months CPU). 

FUTURE DIRECTIONS OF WORK 

This work will now follow three major directions: 
- Improving the reactive transport model available 

in TOUGHREACT, to be able to describe water 
production/uptake by chemical reactions and the 
effects of liquid saturation on reaction kinetics; 

- Improving material transport and hydraulic 
parameters to obtain more consistent predictions 
using the available experimental data, and then 
long- term predictions; 

- Evaluating the possibility of improving code 
performance, for example by parallelizing parts 
of the numerical algorithm, to gain at least one 
order of magnitude in computation speed. 
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ABSTRACT 

High-level and long-lived radioactive waste 
geological (HLW) disposal in the Callovo-Oxfordian 
deep clay layer, in the eastern part of the Paris Basin, 
is based primarily on the low water permeability of 
the clay host rock. This property also intrinsically 
returns to a low capacity of gas evacuation. Indeed, 
processes such as anoxic corrosion of metallic 
materials and radiolysis of organic waste will 
generate a significant amount of hydrogen over time. 
The effect of this gas on the safety performance of 
the components of the disposal system has to be 
evaluated for both the operating period and the 
postclosure period of the repository. 

In that context, numerical simulations using 
TOUGH2/TOUGH2-MP were performed on a 
vitrified waste disposal cell and its access drift, for 
the early years of the operating-phase period. The 
objective was to investigate generation and migration 
of hydrogen within and outside a vitrified waste 
disposal cell, coupled with the desaturation of the 
near field of the drift and the coupled behavior of dry 
air and hydrogen within the disposal cell. Particular 
attention was focused on the form of hydrogen 
(expressed gas and dissolved), total gas pressure 
buildup, degree of gas saturation, gas pathways, 
concentrations of gases, and the exchanges of gases 
between the disposal cell and the drift within the 
disposal cell and its near field, up to the drift.  

INTRODUCTION 

The French National Radioactive Waste Management 
Agency (ANDRA) established the feasibility of a 
deep geological disposal of high-level and long-lived 
radioactivity waste in an argillaceous formation 
(ANDRA, 2005). The repository would be built in an 
indurated clay formation at around 500 m depth. One 
question relative to the performance of this repository 
concerns the impact of the (mainly) hydrogen gas 
generated by anoxic corrosion of metallic 
components. In this paper, these questions are 
addressed for HLW disposal zone with 
TOUGH2/TOUGH2-MP simulations. The numerical 
codes are tested in several geometrical 
configurations. 
 

The general layout of the HLW disposal setup is 
shown in Figure 1. The disposal configuration 
comprises a disposal cell with waste disposal cell 
packages and some engineered components: tight 
radioprotection plug, swelling-clay sealing plug, 
concrete plug, tight protective cap, and an access drift 
with a concrete lining. 

 

Figure 1. General layout of the HLW part of the 
repository: waste disposal cells: ~40 m 
length (Andra, 2005)  

PHYSICAL PROCESSES 

During the operating period of the repository, up to 
100 years, the access drift will be ventilated and the 
surrounding rock will be progressively unloading 
and—to a certain extent—desaturating with air 
ventilation. Due to anoxic corrosion of steel 
components, hydrogen will be generated. 
 
The processes taking place during this phase are: 
 
• Aqueous phase: dissolution in the pore water 

(Henry’s law) of gases (air and hydrogen) and 
transport by diffusion/advection. 

• Gas phase: convection and diffusion of the 
different gas components (water vapor, air and 
hydrogen) in their expressed form. 

 
The two-phase flow is described with a multiphase 
extension of Darcy’s law. The flow and transport 
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processes are here considered to be under isothermal 
conditions (22°C). 
 
The TOUGH2/TOUGH2-MP module EOS7R 
(multigas component context: water/air/RN1 
component used for hydrogen) was selected for the 
different computations (Pruess et al., 1999; Zhang et 
al., 2008). The flow and transport processes are here 
considered to be under isothermal conditions (22°C). 

GEOMETRY AND PARAMETERS 

The geometry represents an axially symmetric 
simplification of an illustrative configuration of the 
disposal setup, as shown in Figure 2. The simulation 
domain has a horizontal extension of 51 m and a 
radial extension of 25 m.  
 
Waste disposal packages are not part of the 
computational domain.  Radioprotection plugs as 
well as protective caps are regarded as quite 
impermeable, so they are not included in the 
computational domain. The access drift, regarded as 
an infinite volume domain, is also not included in the 
computational domain. Distinction is not made 
between fractured and micro-fissured argillites. 
 
The void between the metallic lining and the cell 
vault and wall (EDZ), and the lining itself, are 
assumed to be a homogenized domain represented by 
interface zones of small thickness (1 cm). 
 
The main characteristic flow parameters are 
presented in Tables 1 and 2. We use the two-phase 
flow parametrization of the relative permeability and 
capillary-pressure-saturation constitutive relationship 
after van Genuchten–Mualem. Absolute permeability 
for the undisturbed argillites is considered to be 
isotropic, with a value of 2.32×10-20 m2 (geometric 
mean of values along the three principal axes). The 
absolute permeability for interface zones is three 
orders of magnitude larger in the longitudinal 
direction (10-13 m2) than in the radial one (10-16 m2). 
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Figure 2. Geometry of the computational domain 
(diagram with distorted proportions)  

 
Table 1. Hydraulic properties of the source zone, 

bentonite, and concrete  

 Source 

zone 

Bentonite 

plug 

Concrete  

plug/lining

Unit

Porosity  1.00 0.35 0.15 - 

Absolute 

permeability k 

10-13 10-19 10-18 m2 

     

van Genuchten 

Coefficient n 

No 1.61 1.54 - 

van Genuchten 

Pseudo gas entry 

pressure P0 

No 1.8 107 2.0 106 Pa 

 
 
Table 2. Hydraulic properties of interface zones and 

undisturbed argillites  

 Interface 

zones  

1 et 2  

Extended 

Damaged 

Zone 

Undist. 

argillites

Unit 

Porosity  0.10 0.20 0.18 - 

Absolute 

permeability k 

rad.10-16 

long.10-13 

10-18 2.3 10-20 m2 

m2 

     

van Genuchten 

Coefficient n 

2.50 1.50 1.49 - 

van Genuchten 

Pseudo gas entry 

pressure P0 

103 8.0 106 1.5 107 Pa 
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The rectangular mesh consists of 36,845 cells. The 
simulations are numerically demanding, since many 
different materials are taken into account at scales 
between 1 cm and several 10’s of meters. High 
contrasts in permeability (up to 7 orders of 
magnitude) and capillarity properties of the different 
materials, as well as multicomponent diffusion 
processes in both aqueous and gaseous phases, lead 
to convergence problems in the numerical schemes. 
Most of these issues are solved by adapting spatial 
discretization. The different runs are performed on a 
64-bit Linux cluster. 

INITIAL AND BOUNDARY CONDITIONS 

Initially, the rock mass is fully water saturated. The 
impact of the vertical gradient is neglected, and an 
initial pressure of 5 MPa is imposed along the upper 
horizontal boundary. Engineered components and 
interface zones are initially at the atmospheric gas-
phase pressure and partially unsaturated with air. The 
initial liquid saturations are: 70% in the interface 
zones, 75% in the bentonite sealing plug, and 80% in 
the concrete plug and lining. The hydrogen 
generation zone is initially fully air saturated at the 
atmospheric pressure.  
 
A constant atmospheric gas-phase pressure and 50% 
relative humidity (equivalent to 0.13 liquid phase 
saturation) are applied at the outer wall of the 
concrete lining. For symmetry reasons, other vertical 
boundaries are set to no-flow conditions.   
 
The simulation period is 0 to 1,200 days (early years 
of the operating period). Hydrogen gas generation is 
uniform, with a cumulated constant rate of 133 
mol/year for the entire source term zone.  

MODELING RESULTS 

Gas mass flows 

As presented in Figure 3, prior to five months, the 
concrete lining and EDZ were depressurized and 
partially desaturated with air flow coming from the 
ventilated access drift. In the meanwhile, air moved 
from the hydrogen generation zone and interface 
zones, due to their resaturation, to EDZ and concrete 
lining. Air flow direction through the access drift was 
then inverted, due to gaseous hydrogen coming into 
the EDZ, in the near-field of the access drift.  
 
From three years, there is almost no air flowing 
across the internal material boundaries.   
 

 

Figure 3. Mass flow rate of gaseous air through 
different internal material boundaries 
with time  

Gaseous hydrogen flow coming out of interface 
zones regularly increases up to twenty months and 
decreases after thirty months (See Figure 4). About 
one quarter of this flow goes to the concrete lining, 
despite the very small area of the corresponding 
internal material boundary (0.04 m2). The remaining 
hydrogen coming from interface zones mainly flows 
towards EDZ (area of 33.5 m2). Also, some gas 
accumulates in the bentonite sealing plug, up to 
twenty months, before leaving again towards 
Interface Zone 2.  
 

 

Figure 4. Mass flow rate of gaseous hydrogen 
through different internal material 
boundaries with time 

Hydrogen flow in a dissolved form coming out of 
Interface Zone 1 (opposite to the hydrogen generation 
zone) greatly increases from 1,050 days. Most of this 
gas flows in dissolved form towards the bentonite 
sealing plug (See Figure 5).  
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Figure 5. Mass flow rate of hydrogen in dissolved 
form through different internal material 
boundaries over time 

Evolution of the saturation 

Interface Zone 1 (opposite the hydrogen generation 
zone) is very quickly resaturated (within less than 
one day). After three years, the hydrogen generation 
zone is almost completely resaturated, as shown in 
Figure 6.  
 

 

Figure 6. Space evolution of the liquid water 
saturation along the hydrogen generation 
zone, at different times 

Undisturbed argillites come to partially saturated 
conditions in a very limited area, in the near field of 
the bentonite and concrete plugs (see Figure 8). 

Evolution of the gas pressure 
Despite the steady hydrogen generation, the gas 
pressure in the source zone reaches a maximum level 
of only 1.95 bars, after one year (see Figure 7). Due 
to the very high longitudinal permeability in the 
interface zones, hydrogen is quickly evacuated from 
the source zone, across Interface Zone 1.   
 

 

Figure 7. Space evolution of the gas pressure along 
the hydrogen generation zone, at different 
times 

The gas pressure peaks at 3.1 bars in the bentonite 
sealing plug, close to the radial symmetry axis (see 
Figure 8). Gas pressure in the other engineered 
components and in the EDZ does not exceed 2.0 bars. 

Evolution of the gas concentrations 

A maximal level of hydrogen concentration is 
observed in the bentonite sealing plug, as the 
maximal gas phase pressure is reached. Gaseous 
hydrogen regularly flows into the EDZ, coming from 
interface zones (See Figure 9). Initially, maximal air 
concentrations are also present in unsaturated 
engineered components. Up to 20 months, due to air 
ventilation, air concentration raises in EDZ. Then, air 
present in EDZ is progressively replaced by gaseous 
hydrogen (See Figure 9).  
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Figure 8. Spatial distribution of the gas pressure (left) and the liquid water saturation (right) (close-up around the 
engineered components and the access drift) 
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Figure 9. Spatial distribution of the hydrogen concentration (left) and the air concentration in gas phase (right) 
(close-up around the engineered components and the access drift) 
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FUTURE DIRECTIONS OF WORK 

Additional sensitivity runs will be performed by 
changing some hydraulic properties of the interface 
zones and/or engineered components. The influence 
of the hydrogen generation rate and of the relative 
humidity of the ventilation air will also be examined. 
Numerical efforts must be done to improve the time-
step management. 

CONCLUSIONS 

The objective of this study was to investigate the 
potential impact of hydrogen gas generated in the 
waste disposal packages at a high-level, long-lived 
radioactive waste geological (HLW) disposal site, in 
a deep clay formation, during the operating phase. 
We also took this opportunity to test the 
TOUGH2/TOUGH2-MP codes in a real 
multicomponent context. 
 
Numerical simulations were performed in an axi-
symmetric configuration (horizontal symmetry 
axis),for early years of the operating-phase period. 
The problem was numerically challenging, because 
many different materials were taken into account at 
scales between 1 cm and several tens of meters, with 
high contrasts in permeability and capillarity 
properties. 
 
The simulations focused on the gas transfer through 
the different internal material boundaries and the 
propagation of the gaseous components. 
 

Simulation results show that a non-negligible 
hydrogen flow is likely to take place in the extended 
damaged zone (EDZ) and in the bentonite sealing 
plug. The internal material boundary between 
interface zones and concrete lining appears to be a 
preferential pathway. The total gas-pressure 
maximum is of three bars and is observed in the 
bentonite sealing plug. This maximal value 
corresponds to hydrogen accumulation in this 
engineered component. Undisturbed argillites are not 
affected by the gas propagation. 
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ABSTRACT 

The UK Nuclear Decommissioning Authority (NDA) 
is tasked with a range of functions, including 
developing a safety case to assess the safety and 
environmental implications of a geological disposal 
facility for radioactive waste. 
 
Although current work is not specific to a particular 
geological environment, this does not preclude the 
NDA from investigating issues that will need to be 
taken into account once geological environments 
have been identified. 
 
In particular: gases will be generated in the facility; 
non-aqueous phase liquids (NAPLs) may be present 
in the waste; and secondary NAPLs may be 
generated by radiation in the facility. The effects of 
these gases and NAPLs will need to be considered. 
 
This paper summarizes recent work for the NDA to 
simulate the migration of gases and NAPLs from a 
geological disposal facility. The computer programs 
TOUGH2v2 and TMVOC respectively were used. In 
the course of this work, we made some developments 
to the way in which the computer programs are 
applied. These developments and some illustrative 
results are presented below. 

INTRODUCTION 

Geological disposal (i.e., the engineered 
emplacement of wastes in underground repositories 
at depths of several hundreds of meters) is widely 
accepted as the safe, secure and environmentally 
appropriate solution for radioactive wastes. In June 
2008, the UK government published a White Paper 
(Defra etc., 2008) which set out a detailed framework 
for the long-term management of higher activity 
wastes. This makes it clear that geological disposal is 
the way forward, based on a voluntarism and 
partnership approach1 with a local community. In 
particular, the government made the UK Nuclear 
Decommissioning Authority (NDA) the organization 
responsible for planning and delivering a geological 
disposal facility (GDF) in the UK. 

Concepts for geological disposal 
Concepts for geological disposal generally 
incorporate both engineered and natural barriers to 
radionuclide release, as part of a multibarrier 
approach to isolating radioactive waste from the 
surface environment. This is the underlying principle 
behind all international concepts for the disposal of 
intermediate level waste (ILW), high level waste 
(HLW) and spent fuel (SF). A schematic 
representation of a multibarrier approach is provided 
in Figure 1. 
 

 
 
Figure 1. Schematic representation of a multi- 

barrier approach for geological disposal 

The UK safety case for a GDF is currently at an early 
stage of development, because neither a site nor a 
design has been chosen yet. The NDA calls it a 
“generic” safety case, and the strategy to demonstrate 
safety is also termed “generic” because it must cover 
a range of possible disposal environments and facility 
designs. 

Geological environments 
The range of geological settings in the UK that could 
be suitable for hosting a GDF1 for higher-activity 
wastes is diverse. Concepts for geological disposal 
facilities in a variety of host rocks have been studied 
extensively by other countries, and it is possible to 
see how those concepts could be tailored to different 
UK waste inventories and UK geological 
environments. To demonstrate the feasibility of 
                                                           
1  The UK government is using a voluntarism and partnership 
approach to site a GDF. This means an approach in which 
communities voluntarily express an interest in taking part in the 
site-selection process that ultimately will provide a site for a GDF. 
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building a safety case in a range of geological 
settings, the NDA is using the illustrative disposal 
concept examples listed in Figure 2. 
 

 
 

(a) Higher strength rocks.  The UK ILW/LLW and 
Swedish KBS-3V concepts were selected due to the 
availability of information. 

(b) Lower strength sedimentary rock.  The Swiss concepts 
for Opalinus Clay were selected because a recent 
OECD Nuclear Energy Agency review regarded the 
Nagra assessment as state-of-the-art.  Information will 
be drawn, in addition, from: the French concept for 
Callovo-Oxfordian Clay, which has received strong 
endorsement from international peer review; and the 
Belgian super-container concept for disposal of HLW 
and SF in Boom Clay. 

(c) Evaporites.  The US concept for transuranic wastes at 
the Waste Isolation Pilot Plant (WIPP) was selected 
because of the wealth of information available from a 
licensed operating facility.  The German concept for 
HLW/SF was selected due to the availability of 
information. 

 
Figure 2. Illustrative disposal concept examples 

Gases and NAPLs 
The radioactive waste will continue to evolve, even 
after it are packaged. Some degradation processes 
will lead to generation of gas. There is a general 
consensus on the processes that will generate gas: 
corrosion; microbial action; and radiolysis 
(e.g. Rodwell et al., 2003). Corrosion of metals in 
wastes and containers will yield hydrogen; microbial 
degradation of various organic wastes will yield 
methane and carbon dioxide; radiolysis of water and 
certain organic materials in the packages will yield 
mainly hydrogen. Hydrogen will be the predominant 
gas formed; lesser amounts of methane and carbon 
dioxide will be formed. In addition, some active 
gases will be released in trace amounts, including 
tritium, carbon-14-labeled methane, and carbon 
dioxide, and radon. Finally, non-aqueous phase 
liquids (NAPLs) may be present in the wastes; and 
secondary NAPLs may be generated by radiation in a 
GDF. 
 
The possible effects of these gases and NAPLs need 
to be considered, because they could: 

• Affect the pathway by which radionuclides will 
migrate back to the surface environment; and 

• Pressurize the GDF. 
 
This paper summarizes recent work for the NDA to 
simulate the migration of gases and NAPLs from a 
GDF, and presents some illustrative results. In the 
absence of a specific geological environment, three 
example environments with contrasting properties are 
considered: higher strength rocks, lower strength 
sedimentary rock, and evaporites. 

DEVELOPMENTS 

The computer programs TOUGH2v2 and TMVOC2 
respectively were used to investigate the migration of 
gases and NAPLs from a GDF. In the course of this 
work, we made some developments to the way in 
which the computer programs are applied. These 
developments are summarized below. 

Interfaces from CONNECTFLOW to TOUGH 
CONNECTFLOW (http://www.connectflow.com/) is 
a software package for modeling groundwater flow 
and transport.  It: 
• Includes the NAMMU continuum porous 

medium (CPM) module; 
• Includes the NAPSAC discrete fracture network 

(DFN) module; and 
• Also can be used to nest NAMMU and NAPSAC 

submodels into a combined CPM/DFN model. 
 
In many geological environments, both regional-scale 
groundwater flow models and local-scale multiphase 
flow models will be developed. To avoid duplication 
of effort, we have developed interfaces between 
CONNECTFLOW and the TOUGH suite of codes 
that will allow data from a groundwater flow model 
to be re-used in a multiphase flow model.  

Generation of meshes 
CONNECTFLOW has its own mesh generator, and 
also can read in mesh files generated by third-party 
mesh generators such as FEMGV3 and GiD4. 
 
As a pragmatic way of developing a mesh generator 
for TOUGH2v2 or TMVOC, an output option was 
written that exports a mesh from CONNECTFLOW 
in a suitable format for import into the TOUGH suite 
of codes. 
 

                                                           
2  TOUGH2v2 and TMVOC are programs for simulating coupled 
fluid and heat flows for multi-component, multiphase fluid 
mixtures in porous and fractured media (Pruess, 1987; Pruess, 
1991; and Pruess et al., 1999).  They were developed by Lawrence 
Berkeley Laboratory. 
3  http://www.tnodiana.com/node/22/ 
4  http://gid.cimne.upc.es/ 
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Figure 3. 2D model region showing a GDF and rock units (after Baker et al., 1997)

Setting of permeability and porosity 
After creating a mesh, usually the next task is to 
assign the material properties (i.e., permeability and 
porosity). There are two interfaces between 
CONNECTFLOW and the TOUGH suite of codes 
that can be used to set material properties: 
 
1. The first interface reads in both a TOUGH 

MESH file and an existing NAMMU (i.e., CPM) 
groundwater flow model. The elements in the 
TOUGH mesh are given a permeability and 
porosity based on the parameterization of the 
groundwater flow model.  Figure 3 is an example 
of a TOUGH model obtained in this way. 

 
2. The second interface is used if the underlying 

groundwater flow model is a DFN. In particular, 
NAPSAC has the capability to calculate 
equivalent continuum hydraulic properties 
(i.e., permeability and porosity).  It can calculate 
the permeability tensor in individual mesh blocks 
for an arbitrary subdivision of the DFN.  
NAPSAC calculates the flows through a mesh 
block for an arbitrary head gradient, and then 
determines the six components of the 
permeability tensor that give the best fit (in a 
least-squares sense) to the flows. This capability 
originally was developed, tested, and applied by 
Jackson et al. (2000), and recently was extended 
to calculating equivalent continuum hydraulic 
properties for the TOUGH suite of codes. 

 

In the case of the TOUGH suite of codes, a new 
data block called “PERM,” which lists the 
permeability tensor for each mesh block, is 
added to a TOUGH MESH file. Some minor 
modifications were also made to the TOUGH 
source code, to read in the “PERM” data block 
and to project the permeability tensor onto each 
of the connections with an element. (An example 
of the use of this interface is given in Leung et 
al., 2009.) 

 
A refinement of the algorithm can be used to 
generate a TOUGH MINC5  file. 

Setting of initial and boundary conditions 
Finally, another interface between CONNECTFLOW 
and the TOUGH suite of codes can be used to set 
initial and boundary conditions. An output option can 
export the pressure calculated using a regional-scale 
CONNECTFLOW model to the TOUGH suite of 
codes (i.e., it writes a TOUGH INCON file). 

                                                           
5  The MINC (i.e. multiple interacting continua) model (Pruess, 
1983; Pruess, 1992) is an extension of double continuum models.  
Double continuum models assume that the flow between the 
fractures and matrix blocks is “quasi-steady” (i.e., proportional to 
the local difference in average pressure between the fractures and 
matrix blocks).  In contrast, the MINC method treats this flow in a 
fully transient way; it resolves the gradients that drive the flow by 
discretizing the matrix blocks into a nested sequence of volume 
elements. 
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Output options  
The TOUGH suite of codes has rudimentary output 
facilities. To get around this limitation, we have 
customized the FORTRAN subroutine OUT so that it 
writes out the following data: 
• Variables in a binary format for import directly 

into TecPlot3606; 
• The masses of components (e.g. in selected rock 

types) in a CSV format for import into Excel; 
• The flows of components (e.g. between selected 

rock types or across specified planes) in a CSV 
format for import into Excel; and 

• The sources of components in a CSV format for 
import into Excel. 

Job management 
Often a calculation with the TOUGH suite of codes 
will involve a sequence of simulations.  For example:  
• First, equilibration of the system; 
• Next, excavation of the facility and an 

operational phase, and 
• Finally, a postclosure phase during which the 

repository resaturates. 
 
We make extensive use of Linux scripts to manage a 
sequence of simulations. This helps to provide a 
robust audit trail. In particular, we use Perl scripts, 
with their advanced pattern-matching capabilities, to 
modify material properties, boundary conditions, 
source terms, etc. 

Enhanced precision arithmetic 
In some simulations with the TOUGH suite of codes, 
we have found it beneficial to use quadruple 
precision arithmetic to maintain accuracy. 

A bug 
The TOUGH input flag MOP(24) determines how to 
handle multiphase diffusive fluxes at interfaces. If 
MOP(24) is set to 1, then harmonic weighting of the 
separate liquid and gas-phase diffusivities is carried 
out. However, if MOP(24) is set to 0, then harmonic 
weighting of a “fully-coupled effective multiphase 
diffusivity” is carried out. 
 
We have identified a problem with the scheme when 
MOP(24) is set to 0. Specifically, in a region where 
there are two phases and one of the mass fractions 
has a minimum, then the calculation of the 
“fully-coupled effective multiphase diffusivity” will 
give unphysical results (e.g., negative diffusivites). 
Therefore, we caution against setting MOP(24) to 0. 

                                                           
6  http://www.tecplot.com/products/360/ 

GAS IN HIGHER STRENGTH ROCKS 

Gas migration models are sensitive to the details of 
the geological setting. In earlier studies of gas 
migration in “higher strength” rocks (e.g., Bate et al., 
2006; Hoch et al., 2008; Hoch, 2008), many of the 
calculations were based on a model of the Sellafield 
region (Figure 3) that was developed for the Nirex 97 
analysis (Baker et al., 1997). The NDA has used the 
setting of Sellafield to develop its understanding 
,because the site has been well-characterized. 

Some results 
The results obtained using TOUGH2v2 to model gas 
migration in a “higher strength” rock are in accord 
with the expected evolution of the system. 
 
Once the gas pressure in the repository has risen 
sufficiently (in this particular case, to a fraction of 
hydrostatic pressure), free gas is able to migrate out 
of the repository. It then moves upward through the 
“higher strength” host rock and overlying rocks until 
it comes to a low-permeability formation with a high 
gas entry pressure, the Basal North Head Member 
(Figure 4a). The gas flows beneath the Basal North 
Head Member up to the location where a major fault 
breaks the continuity of the Basal North Head 
Member. A gas pocket forms. The pressure in the 
pocket increases and ultimately overcomes the gas 
entry pressure, and free gas moves from the pocket 
into the overlying St Bees Sandstone and then 
upward (Figure 4b).  As the gas migrates, it dissolves 
in the groundwater, which is undersaturated with gas. 
 
Later, the gas follows a second pathway. The pore 
water in the repository becomes saturated with gas.  
Dissolved gas from the repository is transported 
upward in the groundwater through the “higher 
strength” host rock and overlying rocks. As the 
groundwater rises, the pressure falls, and therefore 
some of the gas comes out of solution and collects in 
a second region of non-zero gas saturation below the 
Basal North Head Member (Figure 4c). Free gas 
flows along this pathway into, and ultimately 
through, the Basal North Head Member. As this free 
gas continues to migrate, it dissolves in the 
groundwater in the St Bees Sandstone (Figure 5). 
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Figure 4. Gas saturation at: (a) 15 years post-closure; (b) 25 years post-closure; and (c) 240 years post-closure. 
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Figure 5. Mass fraction of gas dissolved in liquid at 240 years post-closure

Rock-matrix diffusion 
The conceptual model of flow in a “higher strength” 
rock is that the flow takes place in a fracture system, 
but mass can be exchanged with a matrix system.  
(The matrix acts as a storage reservoir for fluid and 
solutes.)  The MINC method (Pruess, 1983; Pruess, 
1992) treats interporosity flow in a fully transient 
way; it does so by calculating a numerical 
approximation to the gradients (of pressure, 
concentration and temperature) which drive 
interporosity flow. 
 
It is expected that some of the gas which dissolves in 
the groundwater (according to Henry's Law) will 
diffuse from the fractures into the matrix. This 
process is called rock-matrix diffusion. A simple test 
case (for which a semi-analytical solution is 
available) investigated the capability of TOUGH2v2 
with a MINC mesh to model rock-matrix diffusion 
(Hoch, 2008). 
 
Figure 6 compares the semi-analytical solution and 
the TOUGH2v2 prediction for the concentration of 
solute in a fracture. These figures show that the 
TOUGH2v2 result agrees well with the semi- 
analytical solution for this problem, although, as 
expected, there is too much dispersion in the 
TOUGH2v2 prediction. 
 
This test case identified that if rock-matrix diffusion 
is to be simulated correctly using TOUGH2v2, then a 
slightly nonstandard input of the model parameters is 
required. In particular, where usually the tortuosity of 
the fractured rock would have been specified, now 

the correct input parameter is the product of the 
fracture porosity and the tortuosity. 
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Figure 6. Comparison of TOUGH2v2 and semi- 

analytical (i.e. TALBOT) rock-matrix 
diffusion solution for profiles of 
concentration along the fracture at 
various times. 

Heterogeneity 
Results have been obtained also for a TOUGH2v2 
calculation which included variability of the 
permeability field (Figure 7). 
 
The gross features of the results are the same as those 
described in the previous subsections. 
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Figure 7. The z-component of the heterogeneous permeability field 

GAS I N LO WER STRENGTH SEDI MENTARY 
ROCK AND EVAPORITES 

Work has been carried out also on gas migration in 
“lower strength sedimentary” rock and “evaporites” 
(Hoch and Swift, 2008). This section shows some 
results for a “lower strength sedimentary” rock. 

Some results 
During the operational phase of the GDF, a region of 
drawdown develops around the vault. This region of 
drawdown continues to develop after closure. After 
closure of the GDF, the groundwater inflow to the 
vault decreases, and the pressure in the vault starts to 
increase. The pressure rises partly because the void 
volume available to the gas is reduced by water 
ingress, and partly because of the additional gas 
generated. When the pressure in the GDF has 
increased sufficiently, the pressure gradients are no 
longer high enough to prevent gas moving out of the 
vault into the host rock. Gas breaks through at the top 
boundary ~ 20,000 years after closure (Figure 8). 

Limited availability of water 
“Lower strength sedimentary” and “evaporite” host 
rocks raise some additional issues.  Specifically, the 
inflow rate of water may restrict the generation rate 
of gases. A further modification to TOUGH2v2, 
which scales back the generation rate depending on 
the relative humidity in the facility, is used for these 
simulations. 
 
 
 
 
 

 
 

 
 
Figure 8 Gas saturation (left) and mass fraction of 

gas dissolved in liquid (right) at: 10,000 
years post-closure 

NAPLS IN HIGHER STRENGTH ROCKS 

Studies of NAPL migration (Swift, 2008) have been 
undertaken using essentially the same model as for 
the gas migration calculations in “higher strength” 
rocks discussed above. The calculations have been 
carried out for a typical light NAPL using TMVOC. 
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Some results 
Migration of the NAPL shows qualitative similarities 
to the migration of gas, as expected, with the Basal 
North Head Member above the GDF providing a 
substantial barrier to migration. A NAPL phase 
evolves at this location within a thousand years, and 
then continues to build up. After several tens of 
thousands of years, small amounts have migrated past 
the barrier (Figure 9), but subsequently are dissolved 
in the groundwater, so that no NAPL phase occurs 
within 200 m of the ground surface. Some dissolved 
NAPL migrates into the top 100 m of the geosphere 
at concentrations around a hundredth of the solubility 
limit (which in any case is assumed to be very low at 
only 0.1 kg m-3). Ultimately, dissolved NAPL 
migrates out of the model region across the left 
boundary. 
 

 
Figure 9 NAPL saturation after 10,000 years. 

SUMMARY 

This paper summarizes recent work for the NDA to 
simulate the migration of gases and NAPLs from a 
geological disposal facility. It describes some 
developments to the computer programs TOUGH2v2 
and TMVOC, and presents some illustrative results. 
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ABSTRACT 

The Swiss Nuclear Safety Inspectorate is the 
supervisory authority for nuclear safety and radiation 
protection in nuclear facilities. It also supervises the 
preparations for the disposal of radioactive waste, 
which includes the review of safety assessments for 
geological repositories for all types of radioactive 
waste submitted by the Swiss implementer Nagra. In 
part, independent safety analyses were carried out 
using the code TOUGH2 (Pruess, 1999) and in 
particular the stand-alone module EOS9nT (Moridis, 
1999) to check the calculations of the implementer. 
 
To evaluate the capabilities of the code EOS9nT, a 
benchmark study was undertaken in collaboration 
with the Laboratory for Waste Management (LES) of 
the Paul Scherrer Institute (PSI). Results of four 
different codes were compared: Picnic, Frac3dvs, 
COMSOL, and EOS9nT. Picnic calculations were 
published by Nagra for a conceptual model of a 
geological repository within a feasibility study 
(project “Opalinus Clay”) (Nagra, 2002). The results 
were reproduced by ENSI with Tough2-EOS9nT and 
COMSOL (COMSOL, 2006). 
 
This report shows the conceptual model used for the 
calculations, the initial and boundary conditions, the 
simplifications and the parameters of the model. It 
explains the implementation of these elements in 
TOUGH2-EOS9nT and discusses the results of the 
calculations. 

INTRODUCTION 

In the feasibility study of Nagra, a site located in the 
geological formation called Opalinus Clay, in 
northern Switzerland, was selected. The geological 
repository would be located in the Opalinus Clay 
formation at a depth of 650 m. Canisters of about 1 m 
in diameter would be placed in the tunnels with an 
axial separation of 3 m. A bentonite backfill of 2.3 m 
diameter would be used as buffer and technical 
barrier around the canisters.  
 
The purpose of this benchmark study was to estimate 
the release and transport of radionuclides from the 

waste canister to the geosphere. The complex system 
of caverns and tunnels was simplified into a two-
dimensional (Frac3dvs, COMSOL, EOS9nT) or as a 
one-dimensional (Picnic) conceptual model.  
 
The conceptual model for the benchmark study is 
shown in Figure 1. The axial distances between 
canisters in an emplacement tunnel are conservatively 
neglected, thus reducing the calculation to a two-
dimensional problem. Symmetry considerations 
allow us to simplify the model still further: It is only 
necessary to consider one emplacement tunnel, since 
the interactions between neighboring tunnels 
(separated by a distance of 40 m) are taken into 
account by setting no-flow conditions at the 
boundaries C and D in Figure 1. The distance 
between the emplacement tunnels and the nearest 
aquifers (boundaries A and B) were set to 40 m.  
 
 

 

Figure 1. Conceptual model for the simulations 
(Kosakowski, 2004) 
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This benchmark concentrates on some critical 
radionuclides that show only a small retention in the 
different barriers of the geological repository: I-129, 
Ca-41, Cl-36, Se-79 and C-14. The release rates of 
these radionuclides (mass flow) from the steel waste 
canisters was provided in the form of a table and used 
as input for these calculations.  

MODEL FOR THE CALCULATIONS 

The different steps to prepare the model of Tough2-
EOS9nT for the calculations are described schemati-
cally in Figure 2. 
 

 
 

Figure 2. Sequential schema for the simulations 

First, a mesh is created according to the conceptual 
model specified in Figure 1. A preprocessing 
program that produces a soft transition from the 
cylindrical elements of the system close to the 
canister to the rectangular geometry outside the 
canister was necessary. After testing several 
preprocessing programs it was decided to use the 
windows program WinGridder version 2.0 (Pan, 
2001), developed by LBNL, which enabled creating 
the required cylindrical geometry—and was, besides, 
user-friendly.  

A 2D rectangle in the xy-plane with the dimensions 
indicated in Figure 1 was created. To insert the nodes 
in the cylindrical part of the geometry, namely in the 
canister and in the bentonite filling, a script was 
made with Matlab to define the exact position of such 
nodes. To define the borders between different 
materials more accurately, some nodes were located 
regularly on both sides of each border between 
different materials and very close to it. These nodes 
were implemented by means of the internal objects in 
WinGridder called “boreholes.” 

The rectangle mesh was generated with a nodal 
separation of 1 m. After node creation, the 2D-mesh 
was generated. An enlarged view of the region close 
to the canister is shown in Figure 3, with nodes 
indicated as red points, connections as red lines, and 
the Voronoi mesh as blue lines. 
 

 

Figure 3. Mesh generated with WinGridder 

The 3D mesh was generated by the standard 
procedure in Wingridder using the option “Designing 
a vertical structure.” One layer of 10 m was defined 
in the perpendicular direction. The 3D mesh was then 
revised to correct misalignments and wrong 
connections between the nodes. This structure in the 
xy-plane was then rotated to the xz-plane by 
interchanging the y and z coordinates and adapting 
the corresponding cosine of the direction of the 
connections between neighbor nodes in the CONNE 
card. 
 
Once the mesh for TOUGH2 was finished, the next 
step, as shown in Figure 2, was to enter the 
parameters of the materials, the boundary, and the 
initial conditions into the TOUGH2-EOS9nT input. 
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INITIAL AND BOUNDARY CONDITIONS AND 
PARAMETERS OF THE MODEL 

In the calculations, the bentonite backfill and the 
Opalinus Clay, assumed to be completely saturated, 
were modeled as homogeneous porous media without 
fractures. Due to the small values of the Darcy 
velocities, the dispersive transport of radionuclides 
was neglected in comparison with the diffusive 
transport. 
  
We assigned hydraulic potentials of 0 m at the top 
boundary and 80 m at the bottom boundary. This 
setup corresponds to a hydraulic gradient of 1 m/m 
and was implemented with the standard procedure in 
TOUGH2, setting inactive elements in the top and 
bottom boundary, after having defined a linear 
variation in the hydraulic gradient between the top 
and bottom boundary as initial conditions (card 
INCON). In the inactive elements, these conditions 
remained constant.  

The source term for these calculations is the release 
of radionuclides from the canister, provided in the 
form of tables for each of the radionuclides. They 
were obtained as result of previous near-field 
calculations with the STMAN suite of codes (Nagra, 
2003). These tables are reported in Sentis et al., 
(2009). In Figures 6, 7, 8, 9 and 10, the release rates 
are plotted, together with the results of the 
simulations. The source term was implemented 
differently in the codes. For example in COMSOL 
the release of nuclides from the canister were 
implemented as a boundary condition in the outer 
boundary of the canister. In TOUGH2-EOS9nT a 
small volume surrounding the canister was added to 
the geometry of the model, as shown in Figure 1. The 
source term was implemented in this volume. The 
card GENER was used with 18 volume elements. 
This card is an extension of a card with the same 
name in TOUGH2 and allows additionally inputting 
the mass fractions of the tracers. Radionuclides are 
modeled in this volume as dissolved in a unit volume 
of water. The card GENER was prepared with the 
help of a script to read the data tables and to create 
automatically all necessary parameters of the 
GENER card. The material properties of bentonite 
and Opalinus Clay are shown in Table 1 and were 
taken from (Nagra, 2002) and (Kosakowski, 2004). 

The parameters of the radionuclides used for these 
simulations are indicated in Table 2. Solubility limits 
for the radionuclides were not taken into account in 
these calculations. As seen in Table 2 from the 
radionuclides considered in these simulations, Ca-41 
and I-129 have non-zero sorbing properties in 
bentonite and Opalinus clay, whereas the other three, 
namely C-14, Cl-36 and Se-79, are considered 
nonsorbing radionuclides. Sorption is described by a 
linear equilibrium model. 

To calculate the correct effective diffusion coefficient 
in each material for a given porosity, the pore 
diffusion coefficient in bentonite and Opalinus Clay 
needs to be different in the different parts of the 
model domain. Since this is not possible within all 
codes, tortuosity was used to scale a constant pore 
diffusion coefficient to the designated effective 
diffusion coefficient. 
 
Table 1. Material parameters for the Opalinus clay 
formation and for the bentonite filling of the tunnels 
(Nagra, 2002) and (Kosakowski, 2004) 

 

RESULTS 

The next step was to create an executable of EOS9nT 
for the simulations, including some small changes in 
the EOS9nT code. Basically, these changes are 
related to the fact that the calculations extend in time 
for millions of years, and thus the time variables in 
seconds become large numbers. Similarly the 
maximum permitted number of time steps (originally 
9,999 time steps) for the simulation in TOUGH2-
EOS9nT had to be increased. The size of the time 
variables in the card TIMES was enlarged to allow 
the input of more significant figures for the time 
variables in seconds, thus increasing the precision of 
the results. The number of time variables within the 
card TIMES was also increased. Some changes were 
also made to make the format of the EOS9nT output 
more compatible with ext.f and with Tecplot (Tecplot, 
2006). 

 
For the solution of the transport equations in EOS9nT 
the conventional time-stepping method was used. The 
Laplace formulation option available in EOS9nT 
could not be used since the source term was time 
dependent, and this time dependence could not be 
described by a time function with a known Laplace 
transform.  
 

Value 
 Parameter  Unit 
Opalinus

Clay Bentonite 

Hydraulic Conductivity in 
horizontal Direction 

yx KK ,  m·s-1 1.0·10-13 1.0·10-13 

Hydraulic Conductivity in 
vertical direction 

zK  m·s-1 2.0·10-14 1.0·10-13 

Bulk density tρ  kg·m-3 2.43·103 1.77·103 

Solid density kρ  kg·m-3 2.72·103 2.76·103 

Specific storage coefficient 
sS  m-1 1·10-5 2·10-4 
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The postprocessing of the results was made with the 
help of several scripts to sum the contributions for 
each radionuclide to the total mass flow from all the 
connections on the top and bottom boundaries. The 
time-dependent radionuclide mass flow over the 
upper and lower boundaries for a time span of 10 
million years is similar in the four different codes.   
 
The results of the simulations are shown in Figures 
4–8 and were represented with the help of Tecplot 
(Tecplot, 2006). The red points represent the values 
of the source term used in the calculations.  

 
Figure 4. Geosphere release rates for Ca-41 

 

Figure 5. Geosphere release rates for C-14 

 

Small variations in the results obtained with the 
codes can be explained by differences in the 
conceptualization and because of different numerical 

methods implemented in the codes. Picnic uses a one-
dimensional approximation for the transport in the 
geosphere, while the other codes use a two-
dimensional approximation. Besides, TOUGH2-
EOS9nT uses the integral finite difference method, 
whereas Picnic and Comsol use the finite element 
method, and Frac3dvs uses both the finite volume 
and finite difference methods.  
 
 
 
 
 

 
Figure 6. Geosphere release rates for Se-79 
 

 
Figure 7. Geosphere release rates for I-129 
 
 
The maxima of the mass flow values and the times of 
these maxima are summarized in Table 3 for the 
different codes and for the different radionuclides.  
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CONCLUSION AND FUTURE TASKS 

Based on these calculations, ENSI decided to 
continue using both COMSOL and TOUGH2-
EOS9nT codes for assessing the calculations of the 
implementer Nagra within the sectoral plan in 
Switzerland that started in 2008.  
 
Future calculations will include the assessment of 
homogeneous as well as fractured media. In the 
future, calculations decay chains with several 
radionuclides could also be considered. That 
represents an advantage of TOUGH2-EOS9nT over 
the former TOUGH2 module EOS7R, which was 
limited to simulations of decay chains with a 
maximum of two radionuclides. 

 
 

Figure 8. Geosphere release rates for Cl-36 
 
 
 
Table 2. Material parameters for the different radionuclides used in this benchmark study, (Nagra, NTB 02-06) and 
(Kosakowski, 2004) 

 
 

 

Parameter  Unit Ca-41 Corg-14 Cl-36 I-129 Se-79 

Molecular diffusion coefficient D0  m2 a-1 1.75·10-2 1.75·10-2 1.89·10-3 1.89·10-3 1.89·10-3 

Decay constant λ  a-1 6.73·10-6 1.21·10-4 2.31·10-6 4.41·10-8 6.3·10-7 

Half life T½ a 1.03·105 5.73·103 3·105 1.57·107 1.1·106 

Bentonite Unit Ca-41 Corg-14 Cl-36 I-129 Se-79 

Effective porosity tφ  - 0.36 0.36 0.05 0.05 0.05 

Effective diffusion coefficient De m2/s-1 2·10-10 2·10-10 3·10-12 3·10-12 3·10-12 

Distribution coefficient for sorption Ks  m3 kg-1 3·10-3 0 0 5·10-4 0 

Tortuosity τ  - 1.0 1.0 1.0 1.0 1.0 

Opalinus Clay Unit Ca-41 Corg-14 Cl-36 I-129 Se-79 

Effective porosity tφ  - 0.12 0.12 0.06 0.06 0.06 

Effective diffusion coefficient De  m2/s-1 1·10-11 1·10-11 1·10-12 1·10-12 1·10-12 

Distribution coefficient for sorption Ks m3 kg-1 1·10-3 0 0 3·10-5 0 

Tortuosity  τ - 0.15 0.15 0.278 0.278 0.278 
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Table 3. Comparison of the maximum values of the release rates for the different codes 
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Frac3dvs Picnic Comsol Tough2-EOS9nT Nuclide 

Max. 
[mol/Jahr] 

tmax. 
[Jahre] 

Max. 
[mol/Jahr] 

tmax. 
[Jahre] 

Max. 
[mol/Jahr] 

tmax. 
[Jahre] 

Max. 
[mol/Jahr] 

tmax. 
[Jahre] 

Ca-41 2.6·10-10 6.3·109 2.8·10-10 6.3·105 2.8·10-10 6.2·105 2.8·10-10 6.2·105 

Corg-14 4.5·10-8 4.5·104 5.9·10-8 4.5·104 4.2·10-8 4.6·104 4.2·10-8 4.5·104 

Se-79 5.3·10-7 1.4·106 6.3·10-7 1.3·106 5.6·10-7 1.4·106 4.8·10-7 1.4·106 

Cl-36 1.4·10-5 3.6·105 1.9·10-5 3.2·105 1.4·10-5 3.6·105 1.2·10-5 3.6·105 

I-129 2.2·10-4 1.3·106 2.3·10-4 1.3·106 1.9·10-4 1.4·106 1.5·10-4 1.4·106 
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ABSTRACT 

In low/intermediate-level waste (L/ILW) repositories, 
anaerobic corrosion of metals and degradation of 
organic materials produce mainly hydrogen, methane, 
and carbondioxide. Gas migration in an L/ILW 
repository is thus an important component in the 
safety assessment of proposed deep repositories in 
low-permeability formations, because gas generation 
might produce excess pressures. The Swiss reference 
concept for the L/ILW repository consists of parallel 
caverns sealed off from a single access tunnel in a 
deep low-permeability claystone formation. The 
potential buildup of excess gas pressures in the 
backfilled emplacement caverns, after repository 
closure, was investigated in a series of two-phase 
flow models. In the first phase, a large-scale model 
was constructed, implementing the 3-D radial tunnel 
and cavern geometry with a simplified rectangular 
geometry. In the second phase, the potential impact 
of the detailed geometry of the engineered barrier 
system (EBS) and the associated heterogeneity inside 
the cavern was examined using detailed models of 
the repository caverns, tunnel seals, access tunnel, 
and surrounding host rock. 
 
The transient hydrodynamic conditions associated 
with the excavation of the tunnels and caverns, 
subsequent waste emplacement, and backfilling of 
the underground openings were modeled with the 3-
D models, representing partially saturated initial 
conditions at atmospheric pressures in the EBS for 
the start of the postclosure period. Gas generation 
was assumed to start under these partially saturated 
initial conditions.  
 
The simulation results from the large-scale 3-D 
repository model show that, during the early 
postclosure period, simulated pressures can vary 
significantly between different parts of the 
repository; after 1,000 years the area of Test Facility 
still has not reached hydrostatic conditions, whereas 
the repository caverns developed overpressured 
conditions associated with gas generation in the 
caverns. The simulated pressure buildup in the 
emplacement caverns remained below the fracture 
pressure of the rock for realistic assumptions. Gas 
flow was largely limited to the EBS and the 
excavation disturbed zone (EDZ), thus gas flows 

through and around the repository seal into the 
adjacent tunnel system. 

INTRODUCTION 

The National Cooperative for the Disposal of 
Radioactive Waste (NAGRA) has proposed the 
Opalinus Clay as possible host rock for a repository 
for low and intermediate-level waste (L/ILW). 
Opalinus Clay is characterized by a low permeability 
and is, therefore, an excellent barrier against 
radionuclide transport. Gas migration in an L/ILW 
repository is a critical component within the safety 
assessment of proposed deep repositories in low-
permeability formations. In L/ILW repositories, 
anaerobic corrosion of metals and degradation of 
organic materials produce mainly hydrogen and 
methane. The generation, accumulation, and release 
of these gases from the disposal system may affect a 
number of processes that influence the long-term 
radiological safety of the repository. 
 
After closure, the repository performance with 
respect to gas migration and pressure buildup will be 
affected not only by the two-phase properties of the 
EBS and surrounding host rock, but also by a variety 
of other geological, geotechnical, and waste-related 
factors. According to the generic repository concept 
(NAGRA  2008), the repository consists of as many 
as seven parallel caverns sealed off from a single 
access tunnel. Additional underground structures 
include a pilot facility, an underground rock 
laboratory (test area), a ventilation shaft, and a 
central operations area (Figure 1). To quantify gas 
migration from the L/ILW repository and to assess 
the risk of excess gas pressures developing in the 
backfilled caverns after repository closure, we 
developed a series of numerical models. 
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Figure 1. 3-D representation of the generic L/ILW 

repository with different EBS components 

For the simulation of two-phase flow in the complex 
3-D models, the parallel version of the two-phase 
flow simulator TOUGH2_MP (Zhang and Wu 2006) 
was used. The different gas components were 
represented by a single gas phase (air) using the 
TOUGH2 EOS3 module (Pruess et al. 1999). The 
development of the 3-D model geometries was 
automated using the visualization software mView 
(Calder and Avis, 2006).  

Model Designs 
The large-scale 3D model, representing the entire 
L/ILW repository, consists of 36 layers with 8329 
elements per layer, for a total of 299,844 elements. 
The horizontal discretization used nested gridding, 
allowing refinement near the underground structures 
and a coarser mesh in the far field (Figure 2). The 
vertical extent of the model includes the Opalinus 
Clay, representing the host rock formation, with the 
adjacent Lias-Keuper below and Passwang 
formations above. The underground structures 
include the tunnel, seal, and cavern elements 
surrounded by an EDZ and the host rock (Figure 2). 
 
The local-scale models include a detailed model of 
the repository seal (V4) and a 3-D model of the 
repository cavern, branch tunnel, and surrounding 
host rock. 
 
The repository seal (V4) separating the access tunnel 
from the backfilled ramp at the contact of the 
Opalinus Clay and the overlying Passwang 
Formation represents a prescribed pressure boundary 
in the 3-D model (Figure 2).  Functionally, this seal is 
intended to provide additional capacity for gas 
release from the repository while still maintaining 
low hydraulic permeability. The detailed seal 
configuration (Figure 3) was implemented in the 3-D 
repository seal model using a composite radial-
rectangular mesh (Figure 4) 
 
 
 
 

 
 

 
Figure 2. 3-D Model representation: plan view of the 
nested grid structure at the repository level (top), and 
vertical cross section parallel to the cavern axis 
(bottom). 

.  
 

 
Figure 3. Components of the repository seal (V4). 
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Figure 4. 2D XY and XZ Cross Sections of the 3D 

Repository Seal (V4) Model. 

The repository cavern model represents the detailed 
configuration of a single cavern with the adjacent 
cavern seal and the branch tunnel (Figure 5).  
 

 
Figure 5.  Geometry of the repository cavern, 
adjacent cavern  seal (V5), and branch tunnel. 

The detailed implementation of the different elements 
of the cavern and adjacent seal and tunnel sections in 
the detailed 3D cavern model are show in Figure 6. 
 
Because of the vertical symmetry plane along the 
axis of the cavern, only one half of the cavern 
geometry was implemented in the 3-D model. This 
accounts for the concrete containers with the different 
waste materials inside. The waste containers are 
separated by relatively small gaps which are 
backfilled with high-permeability mortar and are 
placed on a concrete fill of low permeability (Figure 
6). Along the cavern axis, a detailed representation is 
employed for two columns of containers ~ 4 m long. 
The remainder of the cavern is represented by a 
single, composite container and surrounding backfill 
with proper volumetric representation of the different 
materials. Perpendicular to the cavern axis, the 
detailed discretization of the different materials 
(Figure 6, bottom) is maintained. 

 

 

 

Figure 6.  Repository Cavern Model: YZ section 
along the cavern axis (top) and XZ section  
perpendicular to the cavern axis (bottom). 

Model Input 
The input parameters of the host rock units and EBS 
represented in the different models are summarized in 
terms of hydraulic and two-phase flow properties in 
Tables 1 and 2, respectively. In the large-scale model, 
the cavern is represented by a single backfill material, 
whereas the local-scale cavern model accounts for 
numerous different materials characterized by as 
much as seven orders of magnitude variation in 
permeability (Table 1). Some variability in the 
capillary strength of the different materials is 
accounted for (Table 2). 
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Table 1. Summary of hydraulic properties  
 

kh 2 Host rock [m2] 
Porosity

φ 
Compress.1Cp 

[1/Pa] 
Passwang 1.0E-17 0.10 2.6E-10 
Opalinus Clay 
(kx/kz) 

1.0E-20/ 
2.0E-21 0.12 9.7E-10 

Lias-Keuper 1.0E-20 0.10 2.6E-10 
EBS Materials: Large-Scale Model  
Tunnel 1.0E-16 0.30 1.0E-9 
Cavern 1.0E-15 0.25 1.0E-9 
Cav.Seal (V5) 1.0E-17 0.30 1.0E-9 
Rep.Seal (V4) 1.0E-18 0.30 1.0E-9 
Shaft (V3) 1.0E-20 0.40 1.0E-9 
Fac.Seal (V2) 1.0E-18 0.30 1.0E-9 
Shaft (V3) 1.0E-20 0.40 1.0E-9 
EBS Materials: Cavern Model  
Tunnel 1.0E-16 0.30 1.0E-9 
Cav.Seal (V5) 1.0E-18 0.30 1.0E-9 
Mortar-1 1.0E-12 0.30 3.3E-10 
Mortar 2 1.0E-14 0.35 2.8E-10 
Concrete (1) 1.0E-18 0.20 5.0E-10 
Concrete (2) 1.0E-19 0.15 6.7E-10 
Liner 1.0E-17 0.25 4.0E-10 
WC-Wall 1.0E-19 0.15 6.7E-10 
Waste 1.0E-19 0.20 5.0E-10 
Seal (V4) Materials: Seal Model (see Fig. 3) 
Tunnel 1.0E-16 0.30 1.0E-9 
V4(Bent/sand) 1.0E-18 0.30 1.0E-9 
V4(Trans Lay.) 1.0E-17 0.20 1.0E-9 
V4(Gravel) 1.0E-12 0.30 1.0E-9 

 
Table 2. Summary of two-phase flow parameters 

Van Genuchten Model  
Host rock P0 n Slr Sgr 
Passwang 1.0E+5 2 0.25 0.01 
Opalinus Clay 1.8E+7 1.67 0.01 0.003 
Lias-Keuper 1.0E+6 2 0.25 0.01 
EDZ(OPA) 2.0E+6 1.67 0.2 0.001 
EBS Materials: Large-Scale Model  
Tunnel 4.0E+3 2.5 0.3 0.0 
Cavern 4.0E+3 2.5 0.3 0.0 
Cav.Seal (V5) 4.0E+3 2.5 0.3 0.0 
Rep.Seal (V4) 4.0E+3 2.5 0.3 0.0 
Shaft (V3) 1.8E+7 1.82 0.01 0.001 
Fac.Seal (V2) 4.0E+3 2.5 0.3 0.0 
Shaft (V3) 1.8E+7 1.82 0.01 0.001 
EBS Materials: Cavern Model  
Tunnel 4.0E+3 2.5 0.3 0.001 
Cav.Seal (V5) 4.0E+3 2.5 0.3 0.001 
Mortar- 5.0E+2 2.0 0.3 0.01 
Concrete 2.0E+6 2.0 0.05 0.001 
Liner 5.0E+4 2.0 0.2 0.001 
Waste, Wall 2.0E+6 2.0 0.05 0.001 
Seal (V4) Materials: Seal Model  
V4Bent/Sand 4.0E+3 2.5 0.3 0.001 
V4(TransLay)  4.0E+3 2.5 0.3 0.001 
V4(Gravel) 4.0E+3 2.5 0.3 0.001 

 

Initial and Boundary Conditions 
Initial conditions in the different host rock units are 
represented by hydrostatic pressures corresponding to 
the average elevation of the regional drainage 
systems. In the large-scale model, boundary 
conditions along the top and bottom model 
boundaries are prescribed hydrostatic pressures based 
on an average hydraulic head value of 415 m, 
corresponding to the initial hydrostatic conditions 
throughout the model. Lateral boundaries are 
represented by no-flow conditions, except for the 
interface of the access tunnel with the left boundary. 
This interface represents the subcrop of the repository 
seal (V4) with the top of the Opalinus Clay, where 
the tunnel seal connects to the backfilled access ramp 
(Figure 1). In this model, the inclination of the access 
tunnel is not accounted for.  
 
In the underground structures, the initial pressure 
conditions during construction and emplacement 
were represented by atmospheric pressure conditions. 
Liquid pressure conditions correspond to the 
capillary suction pressure at the prescribed initial 
saturation. This capillary suction pressure was also 
used during the operational periods when the 
underground structures were ventilated. 
  
Operational Periods : Construction and operational 
periods were represented by prescribed atmospheric 
pressures in the caverns, which include four 
sequences prior to the postclosure period: 

I. Exploration, construction and testing phase of 
the test laboratory: open caverns for 20 years— 
assume ventilation via prescribed suction 
pressure in the tunnel. 

II. Emplacement and operation: backfilled cavern 
for 15 years—prescribed atmospheric pressures 
and specified saturation of different backfill 
material (i.e., prescribed capillary pressures at 
the given saturation). 

III. Closure Phase 1: beginning of resaturation of 
emplacement caverns, and access tunnels with 
the test laboratory remaining open for 13 years. 

IV. Closure Phase 2: beginning of resaturation of 
tunnels and test laboratory with the ventilation 
shaft remaining open for 100 years. 

V. Post closure: beginning 148 years after the start 
of the operational period.  

 
Gas Gener ation: The corrosion and degradation of 
the L/ILW waste produces mainly H2 and CH4, which 
result in gas generation rates in the emplacement 
caverns which decrease with time. According to the 
MIRAM 2005 waste inventory (NAGRA 2008), the 
“realistic” rate decreases from an initial rate of 
6.65E+4 m3 STP/a at the onset of gas generation to 
730 m3 STP/a after 1000 years, and to less than 60 m3 
STP/a after 100,000 years. The different gas 
components associated with initial unsaturated 
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condition (air) and waste-generated gas (H2, CH4) 
were represented by a single gas phase (air) using the 
TOUGH2 EOS3 module. 
 
For the large-scale model, the time-varying gas 
generation rate is equally divided into the seven 
caverns and uniformly assigned along each cavern.  
For the local-scale cavern model, the corresponding 
rates for a single cavern are assigned in proportional 
amounts to each waste container (Figure 6). For the 
repository seal model, the gas flow rate through the 
access tunnel computed in the large-scale model 
(Figure 2) was used as a prescribed flow boundary at 
the upstream boundary of the seal, representing the 
access tunnel (Figure 5).  

MODEL RESULTS 

Modeling Str ategy: The two-phase flow modeling 
of gas migration from an L/ILW repository involved 
three model configurations:  
(1) The large-scale model of the entire repository 

accounted for all the underground structures and 
the surrounding host rock and bounding 
formations (Figure 2). The focus of this model 
was to simulate the pressure buildup in the 
emplacement caverns and access tunnels, 
quantify the gas and liquid flow from the 
emplacement caverns through the EBS and into 
the surrounding host rock, and characterize the 
sensitivity of uncertain parameters on the 
pressure buildup.  

(2) The repository seal model, representing the 
different seal components, was designed to 
characterize the more detailed two-phase flow 
behavior through and around the seal. 

(3) The repository cavern model accounted for the 
detailed geometry of the different components 
inside the cavern. The focus of this model was 
to characterize the two-phase flow behavior 
associated with resaturation and migration of 
waste-generated gas from the waste container 
through the backfill and seals into the tunnels 
and surrounding host rock. In addition, the 
model should provide an effective property 
response for proper representation of the 
uniform backfill material assumed in the large-
scale model  

Large-Scale Model 
The complete 3-D cavern near-field consists of the 
EBS model and the surrounding host rock. The 
various simulation cases involving the complete 
model are described in greater detail in NAGRA 
(2008). The results of a selected set of simulation 
cases are shown in terms of the repository pressure 
buildup in Figure 7 and summarized here. The 
reference case R_CM01 assumed a low permeability 
for the Opalinus Clay of Kh = 1.E-20 m2 and kz = 
5.E-21 m2 and the lowest permeability for the 

repository seal (V4) of 1.E-19 m2. The V4 seal has 
the objective of functioning as an engineered gas 
transport system (EGTS) in case of high pressure 
built-up. The simulated pressure buildup in the 
emplacement cavern reached a peak pressure of 8.9 
MPa after 55,000 years (Figure 7). The second case 
(R_CM02) assumed an order of magnitude higher 
permeability of the repository seal (1.E-18m2) 
compared to the reference case R_CM01. This 
resulted in a peak pressure of 6.05 MPa after 2,500 
years. The effect of a greater host rock permeability 
(kh = 5.E-20 m2, kz = 1.E-20 m2) was examined in the 
case R_CM03, which resulted in a peak pressure of 
5.5 MPa after about 8,000 years (Figure 7). In case 
R_CM04, the capillary strength was reduced from 18 
MPa to 5 MPa and the residual water saturation (for 
relative permeability) was increased from 0 to 0.5. 
Case R_CM05 was modified from Case R_CM03, 
considering only the effect of the increased residual 
water saturation of the host rock and of the EDZ. An 
increase in residual water saturation for the Opalinus 
Clay from 0 to 0.5 (R_CM05) yielded a slightly 
higher peak pressure of 5.67 MPa after 7,750 years. 
The reduction in the capillary strength P0 from 18 
MPa to 5 MPa in the case R_CM04 resulted in a 
reduced pressure buildup to a maximum of 5.12 MPa 
after 2,250 years (Figure 7). All cases, except for 
Case R_CM01 (which assumed a very low seal 
permeability), yielded peak pressures below the frac 
pressure and below the inferred onset of pathway 
dilation.  
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Figure 7. Large-Scale Model: pressure buildup in 

emplacement cavern for various 
parameter combinations; the different 
runs are described in the text. 

The variations in pressure buildup at different 
locations in the underground structures are shown in 
Figure 8 for the simulation case R_CM02, which is 
characterized by higher permeability of the repository 
seal (V4 - EGTS) compared to the reference case 
R_CM01 (Table 1). The results show little difference 
in pressure buildup between the outside cavern 
(Cavern 1) and the central cavern (Cavern 4), both of 
which are characterized by early pressure increases 
from the initial atmospheric pressures to a peak 

449 of 634



 - 6 - 

  

pressure of 6.1 MPa after about 2,500 years. The 
pressure upstream of the repository seal (V4) starts 
increasing after about 200 years and reaches a peak 
pressure of 5.2 MPa after about 2,500 years. After the 
peak, the pressure response follows the pressure in 
the repository cavern at an offset of a maximum of 1 
MPa, decreasing to 0.5 MPa after 100,000 years 
(Figure 8).  The pressure buildup at the tunnel seal 
increases above the pressure in the URL, which 
indicates resaturation of the access tunnel by water 
inflow from the ramp represented by a prescribed 
hydrostatic pressure at the model boundary.  
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Figure 8 Large-Scale Model: L/ILW-Model Case 

R_CM02: pressure buildup in different 
locations of the emplacement cavern 

The spatial distributions of gas pressure and gas 
saturation for the simulation run R_CM02 are shown 
in Figure 9. The pressure distribution after 1,000 
years shows a non-uniform pressure distribution in 
the cavern and tunnels after 1,000 years as indicated 
by the differences in pressure buildup curves in 

Figure 8. The pressures in between the caverns shows 
an early buildup above hydrostatic pressure, but 
subsequently a decrease, and the main pressure 
buildup is limited to the underground structures after 
10,000 years (Figure 9, top right plot).  
 
The simulated pressure and gas saturation along the 
vertical section through a single repository cavern 
after 1,000 years indicates water displacement from 
the cavern into the surrounding host rock and through 
the cavern seal into the branch tunnel (Figure 9, 
middle and bottom plots). The corresponding gas 
saturations indicate that the lower half of the cavern 
was resaturated and the waste-generated gas 
displaced the pore water from the repository. After 
10,000 years, the water flow rates have decreased and 
much of the cavern indicates relatively high gas 
saturation. Most of the gas is migrating through the 
cavern seal into the branch and access tunnels, 
whereas the gas front into the surrounding host rock 
is limited to a few meters (Figure 9). That is, much of 
the waste-generated gas migrates through the 
repository seal (V4). Figure 10 shows the total flow 
of gas and water through the repository seal through 
time. The gas flow out of the model (at the contact 
between the seal and the ramp) starts after about 500 
years. The liquid flow is negative at early time, 
indicating inflow of water through the seal into the 
access tunnel during the continued resaturation 
during the early postclosure period (Fig. 10). After 
about 500 years, the liquid flow is reversed as the gas 
front displaces some water through the repository 
seal. The computed gas flow rate in Figure 10 is used 
as input for the detailed repository seal model, 
described below. 
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Figure 9.  L/ILW-Model Case R_CM02: 3D sections of pressure distribution after 1,000 years (top left) and in the 
repository plane after 10,000 years (top right); 2D vertical sections through a single emplacement 
cavern of pressure distributions and water fluxes (left), and gas saturations and gas fluxes (right), after 
1,000, and 10,000 years. 
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Figure 10 L/ILW-Model: Total flow (gas and liquid) 

through the repository seal (V4) 
(including EDZ) to the updip access ramp 
for Simulation Case R_CM02. 

Repository Seal Model 
The repository seal model (Figure 4) accounts for the 
detailed geometry and different components of the 
V4 seal. The operational periods, described above, 
are implemented as they relate to the seal and 
adjacent tunnel. The initial conditions for the 
postclosure phase are represented by partial 
saturation of the seal and depressurization in the 
surrounding host rock. For the simulation, all model 
boundaries are represented by a no-flow boundary, 
except for the tunnel segments, representing the 
contacts of the seal with the ramp and with the access 
tunnel. The contact of the seal with the ramp is 
represented by prescribed hydrostatic pressures. The 
tunnel segment representing the access tunnel 
accounts for the total volume of the access tunnel, 
which is assigned the prescribed gas flow rate 
computed from the large-scale model (Figure 10). 
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Figure 11. Repository Seal Model: Pressure buildup 

associated with the prescribed gas flow at 
the upstream boundary from the large-
scale model (Fig. 10).  

The results of the simulation in terms of the pressure 
buildup at different segments of the seal are shown in 
Figure 11. The simulated pressures in the access 
tunnel associated with the prescribed gas flow rate 
start to increase after about 500 years and reach a 
peak of 6.05 MPa after 4,000 years. 
The corresponding saturation distribution is shown in 
Figure 12 for different times. The top plot depicts the 
maximum extent of the resaturation of the seal, 
indicating gas saturations remaining at the upstream 
side of the seal which consists of high-permeability 
gravel. The gas started to migrate from the access 
tunnel above the fully saturated bottom portion of the 
seal. The results after 4,700 years indicate that the 
gas front reached the ramp, corresponding to the 
pressure peak in Figure 11. The results indicate that 
the gas flow is limited to the seal and adjacent EDZ 
with only a minor penetration into the host rock. 
 

 

 
Figure 12. Repository Seal Model: Gas saturation 

and gas flow along the seal (YZ Section) 
after 1000 years (top) and 4,700 years 
(bottom); the outline mesh represents the 
EDZ zone in the model.  

Repository Cavern Model 
The repository cavern model (Figure 6) accounts for 
the detailed geometry and different components of 
the cavern including a liner at the contact with the 
surrounding EDZ. In comparison, the large-scale 
model assumed a single backfill material with 
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uniform properties. Similar to the large-scale model, 
the cavern model simulates the different operational 
phases, which are used as initial conditions for the 
postclosure phase. 
 
The simulation results of the repository cavern model 
are shown in Figure 13. During early postclosure 
(after 1 year), the saturation distribution in the cavern 
indicates that, during the operational period, 
relatively little resaturation of the cavern occurs. In 
comparison, the large-scale model indicated that half 
the cavern became saturated halfway from the 
bottom. During gas generation, the gas pressures 
increased and displaced the pore water from the 
repository until most of the repository became fully 
gas saturated (Figure 9).  
 

 

 
Figure 13 Repository Cavern Model: Gas saturation 

and gas flow along the YZ Section after 10 
years (top) and 1,000 years (bottom); the 
outlined mesh represents the liner.  

The detailed model of the repository cavern indicates 
that the lower part of the repository did not 
experience a significant decrease in gas saturation. 
Only the lower part of the branch tunnel exhibited 
some resaturation prior to the gas pressure buildup 
above hydrostatic pressures. The resulting early 
buildup in the cavern pressure was significantly 
lower compared to that in the large-scale model 
shown in Figure 8. The difference in the resaturation 
of the cavern between the large-scale model (Figure 

9) and the detailed model (Figure 13) is the likely 
cause of this early pressure difference, resulting in a 
much greater initial storage volume for the 
accumulation of waste-generated gas. The differing 
resaturation behavior (being examined further) is 
likely caused by the finer discretization of the 
detailed model and/or the heterogeneity in the cavern 
materials, which included a liner with two orders of 
magnitude lower permeability than the uniform 
backfill material assigned to the entire cavern in the 
large-scale model. 
 
SUMMARY 
The numerical modeling study presented in this paper 
described a study for simulating two-phase flow 
behavior for a generic L/ILW repository in a low-
permeability claystone formation. The repository 
consists of as many as seven parallel caverns which 
are sealed off from a single access tunnel. Additional 
underground structures include a pilot cavern, an 
underground test facility, a ventilation shaft, and a 
central area. To assess the possibility of buildup of 
excess gas pressures in the backfilled emplacement 
caverns after repository closure, a large site-scale 
two-phase flow model was constructed, 
complemented by detailed models of a single 
repository cavern and of the repository seal. Whereas 
the large-scale model focused on the pressure buildup 
in the emplacement caverns and access tunnels, and 
on the overall gas and liquid flow from the 
emplacement caverns through the EBS and into the 
surrounding host rock, the detailed models of the seal 
and of the single cavern provided a detailed 
characterization of the two-phase flow associated 
with the resaturation of the repository and the 
subsequent migration of waste-generated gas, from 
the repository caverns, through the EBS, and into the 
surrounding host rock. 

ACKNOWLEDGMENTS 

This study has been performed under contract from 
NAGRA, Switzerland. 
 
REFERENCES 
Calder, N. & Avis, J.: mView User Manual, Version 

4.0, 2006. Intera Engineering, Ottawa, Canada, 
2006. 

Nagra: (Effects of post-disposal gas generation in a 
repository for low- and intermediate-level waste 
sited in the Opalinus Clay of Northern 
Switzerland. Nagra Tech. Rep. NTB 08-07. 
Nagra, Wettingen, Switzerland, 2008. 

Pruess, K., Oldenburg, C. & Moridis, G.: TOUGH2 
user's guide, 2., LBNL Report, LBNL-43134, 
Berkeley, CA., 1999. 

Zhang, K., Wu, Y.S., Ding, C. & Pruess, K.: 
TOUGH2_MP: A parallel version of TOUGH2. 
Proceedings TOUGH2 Symposium 2003, 
Lawrence Berkeley National Laboratory, 
California, 2003. 

453 of 634



PROCEEDINGS, TOUGH Symposium 2009 
Lawrence Berkeley National Laboratory, Berkeley, California, September 14-16, 2009 

 - 1 - 

ESTIMATION OF HUMIDITY DURING TUNNEL VENTILATION— SUPPORTED BY 
TOUGH2 CALCULATIONS OF LIQUID, VAPOR, AND HEAT TRANSPORT 

 
Poppei Joachim, Mayer Gerhard, Hubschwerlen Nicolas, Guillaume Pépin*, Wendling Jacques* 

 
AF-Colenco Ltd. 
Taefernstrasse 26 

5405 Baden, Switzerland 
e-mail: joachim.poppei@afconsult.com 

* ANDRA 
1-7, rue Jean Monnet 

92298 Châtenay-Malabry Cedex, France 

 
ABSTRACT 

The calculation of relative humidity in tunnels is a 
fundamental task when designing a repository 
ventilation system in a clay host rock. It requires 
complex numerical modeling of transient (forced) 
convective and conductive heat and fluid transport. 
The humidity of the tunnel air primarily depends 
(along with the meteorological conditions at the 
entrance) upon the thermal-hygric transitional 
conditions at the exposed rock surface of the tunnel 
walls. Some portions receive water influx while 
others receive heat influx from the waste already 
emplaced in other parts of the host rock. 
 
The coupling between the transport processes in the 
host rock and the transfer processes along the tunnel 
wall is treated in a simplified manner. The processes 
described by coefficients for heat (Nusselt number) 
and vapor (Sherwood number) both depend on the 
ventilation velocity (Reynolds number). We discuss 
an approach involving supportive TOUGH2 
computations for complex transport problems in the 
host rock. The results are processed and applied to 
the transient analysis of temperature and humidity 
changes in the ventilation air. 
 
Analysis of the evaporation along a tunnel wall is 
supported by a one-dimensional radially symmetric 
EOS9 model. Results from the TOUGH2 
computations with different Sherwood numbers are 
parameterized accordingly. The prevailing humidity 
along the tunnel wall is then determined with an 
iterative approach, whereby the humidity is 
controlled either by the ventilation (i.e., through the 
Sherwood number) or the leakage capacity of the 
host rock. Finally, the humidity changes in the 
ventilation air are derived from the computed 
diffusion of vapor along the boundary layer. 
 

To calculate the heat transfer into the tunnel along its 
walls, we used the results from a complex geometric 
TOUGH2 model. The model considers different 
thermophysical parameters as well as the transient 
rates of heat production by the waste. At any given 
time, the heat transfer along the tunnel wall—with 
consideration of the then-prevailing heat production 
and ventilation velocity—causes a rise in air 
temperature and a corresponding decrease in relative 
humidity. 

INTRODUCTION: CA SE DESC RIPTION A ND 
OBJECTIVES 

The French radioactive waste management agency 
ANDRA is designing an underground tunnel system 
in a clay host rock, into which it intends to emplace 
radioactive waste. Figure 1 shows a schematic 
illustration of the repository. The horizontal 
emplacement tunnels, which will be sealed after 
waste emplacement, are accessible via access tunnels 
and vertical shafts that will remain open for an 
extended operational phase. Because the access 
tunnels and shafts need to be ventilated, the prognosis 
of the expected relative humidity is an essential issue. 
The humidity of the air in the access tunnels and 
shafts depends in part on the meteorological 
conditions at the entrance, but mostly on the thermal-
hygric transitional conditions at the exposed rock 
surface in the tunnels and shaft. 
 
In principle, the heat and mass exchange processes of 
the circulating air are relatively complex. If one 
considers all the physical effects along the boundary 
surfaces, the spatial and temporal changes of the 
turbulent flow and the complete coupling of the 
thermal-hygric transport processes, the underlying 
Navier-Stokes differential equations necessitate 
complex and time-consuming models of the turbulent 
flow dynamics, i.e., computational fluid dynamics 
(CFD). 
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Figure 1. Schematic draft design of the under-

ground repository 

However, the situation analysis on the one hand, and 
the specifics of the task description on the other, 
justify conceptual considerations for the application 
of simplified solution approaches and robust 
(engineering technical) procedures. This approach 
must account for the important processes and should 
allow for comprehensive parameter variations. 
 
The full scope of the project included consideration 
of all parts of the underground repositories and also 
processes such as transient heat transfer in shafts, 
pressure losses during ventilation, condensation, etc. 
For this paper, we concentrate on those parts and 
processes subjected to TOUGH2 calculations. 

CONCEPTUAL MODEL 

Simplified Geometrical Model 
The complex system of tunnels and shafts may be 
described by a series of connected gallery sections, 
which are characterized individually in terms of 
horizontal or vertical orientation, position in the 
tunnel system, and specific thermal and/or hygric 
effects. Figure 2 shows the geometrical abstraction of 
the repository system for heat generating wastes, also 
called C-wastes. (Internationally, C-wastes are more 
commonly referred to as high-level radioactive 
wastes, or HLW.)  
 

 
Figure 2. Geometrical abstraction for the C-waste 

configuration 

The abstraction of the C-waste repository system 
consists of seven different gallery sections (see 
Figure 2): 
• Section 1: “Puits entrée d’air” is the vertical 

access shaft to the repository. Fresh air comes 
down through this gallery (corresponds to A  
B). 

• Section 2: “Galerie de liaison principale (entrée)” 
is a gallery section that conducts air to the waste 
zone. Air circulates in the main part of the gallery 
(corresponds to B  C). 

• Section 3: “Galerie de liaison secondaire (entrée)” 
is a gallery section situated in the waste zone that 
leads to C-waste access galleries. Air circulates in 
the main part of the gallery (corresponds to C  
D). 

• Section 4: “Galerie d’accès alvéole déchets C 
(entrée)” is a gallery section along which the C-
waste cells are situated and produce heat when in 
use (i.e., after heat emitting waste has been 
emplaced). Air circulates through the main part of 
the gallery (corresponds to Ea1  Ea2 or Eb1  
Eb2 or Ec1  Ec2 or Ed1  Ed2, depending on 
the condition of use of the access gallery) 

• Section 5: “Galerie d’accès alvéole déchets C 
(retour)” is a gallery section in which the air from 
the previous section is sent back to the secondary 
link gallery. During the construction phase, air  
circulates through a tube (smaller diameter). 
When the repository is in operation, i.e., after 
heat-emitting waste (C-waste) has been emplaced 
and produces heat, air circulates in a full-section 
waste gallery (corresponds to Ea2  Ea3 or Eb2 

 Eb3 or Ec2  Ec3 or Ed2  Ed3, depending 
on the conditions of use of the access gallery). 
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• Section 6: “Galerie de liaison secondaire (retour)” 
is a gallery section in which air returning from the 
previous section is sent back to a main link 
gallery. Air circulates in a tube which, in reality, 
is situated in the entry secondary link gallery, so 
the diameter is smaller than that of Section 3 
(corresponds to D  C). 

• Section 7: “Galerie de liaison principale (retour)” 
is a gallery section conducting ventilation air 
from the secondary link gallery to the air output 
shaft. Air circulates into a tube that is physically 
located inside the main link gallery (Section 2) 
(corresponds to C  G). 

• Section 8: “Puits retour d’air” is the vertical air 
shaft in which air is sent back from the repository 
to the surface (corresponds to G  H). 

 
The following discussion focuses on two important 
processes, which are described in detail to exemplify 
the approach: 
• Evaporation at the shaft or tunnel surface  
• Heat transfer at an access tunnel wall (beyond 

which waste has already been emplaced, in Figure 
2, Sections 4 and 5). 

Basic Physical Assumptions 
The task description asks for a prognosis of the 
changes in relative humidity of the circulating air at 
various locations, i.e., along different sections. The 
humidity of the air is conditioned by temperature, 
pressure, and vapor content. For this, the mixture of 
dry air and vapor is considered to be a mixture of 
ideal gases. Changes in the relative air humidity, 
along the path through the access and emplacement 
galleries and shafts, occur by way of (a) heat 
exchange of the circulating air with the surroundings 
(temperature change), (b) humidity exchange of the 
circulating air with the surroundings (change in 
water-vapor content), or (c) both processes. These 
heat- and mass-transfer processes need to be 
quantified to predict the effects on relative air 
humidity.  
 
The dependency of vapor pressure at saturation (of 
pure water vapor) on temperature can be described 
with suitable equations such as the Magnus equation, 
Antoine equation or others.  
 
The following basic assumptions are made with 
respect to convection: 
• Convective flow is forced, turbulent, and 

hydraulically and thermally fully developed. One 
consequence of this basic assumption is that the 
transfer conditions for heat and mass (humidity) 
along the fluid-wall boundary are independent of 
the location along a section and may be described 
by a set of simplified, criteria-bound equations. 

• Changes in the hygric property of the air may be 
characterized in a decoupled manner through heat 
exchange and/or humidity exchange. 

 
An essential and basic assumption for our concept of 
humidity and heat exchange (mass and heat transfer) 
is that of quasi-steady-state conditions. The transport 
of air through the sections occurs many times faster 
than all other temporal changes.  
 
It is also assumed that the source terms of heat and 
humidity at time t’ may be characterized uniquely by 
the heat generation of the container at time t’ and the 
humidity rate at time t’, respectively, and that they 
are mostly independent of the circulation system 
prior to t’.  
 
The influence of the current ventilation rate on 
transfer processes is considered through the 
dependency of the dimensionless transfer coefficients 
(Nusselt and Sherwood numbers) on the Reynolds 
numbers. For the calculation of the Nusselt number, 
we consider the empirical relations to the Reynolds 
number for fully developed turbulent flow by forced 
convection in circular tubes, with Prandtl numbers on 
the order of 0.7 (correlations are given by Kakaç et 
al., 1987). 
 
The humidity uptake of the ventilation air through 
evaporation may be described with the mass balance 
of the forced circulated air and the incoming water 
vapor. Transport of the water vapor in the boundary 
layer rock surface/air by diffusion may be considered 
in terms of a quasi steady-state application of the 
Sherwood number. For this purpose, the Lewis 
analogy for heat and mass transfer can be used. 
 
The heat transport from waste containers into the 
adjacent rock was calculated with a complex 
TOUGH2 model. A radially symmetric TOUGH2 
model was used to calculate the evaporation along 
tunnel and shaft walls. These models and their results 
are discussed below. 

HEAT TRANSFER INTO THE GALLERY DUE 
TO HEAT GENERATED BY WASTES 

Figure 3 illustrates the geometrical situation and the 
analytical task. A complex TOUGH2 model was used 
to consider the heat generated by the C-wastes and 
penetrating (retarded and reduced) the walls of the 
galleries. 
 
This model is used to calculate the transient flow of 
heat generated by wastes into the gallery under 
certain transfer conditions at the wall surface 
(representing a scale of different Nusselt numbers).  
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Figure 3. Illustration of the thermal issue: heat flow 

into the tunnel 

Thermal Model Setup 
The 3D mesh used for the simulation represents a 
section of the C-waste repository and is shown in 
Figure 4. The axis of the gallery is oriented in the x-
direction (y=0, z=0). The emplacement tunnels are 
oriented in the z-direction, and y is the vertical 
direction. 
 
For the purposes of modeling, the length of the mesh 
in the x-direction is half the distance between two 
neighboring emplacement tunnels (6.3 m). The length 
of the mesh in the z-direction is half the distance 
between two neighboring galleries (51.6 m). The 
height (y-direction) of the mesh is 4.5 m. Adjacent to 
the top elements, there is a semi-infinite domain with 
the same thermal properties as the clay host rock 
Callovo-Oxfordian (Material 1). The gallery has a 
concrete liner (Material 2) with an outer radius of 
4 m. Due to symmetry, the model represents only 
one-fourth of the cross section.  
 
In the mesh, the cross section of the emplacement 
tunnel is square. Next to the liner, there are nine 
concrete elements (z=-8.5 m) followed by six 
bentonite elements (z=-11.5 m) and one iron element 
(z=-12 m). Then follows a series of eight canister / 

remblais pairs. Each canister element (Material 4) is 
1.6 m long, whereas a remblais element (Material 5) 
is 2.4 m long. 
 
To mimic the heat transfer resistance observed at 
interfaces between a solid (rock) and air, special 
“heat transfer elements” of thickness d were inserted 
in between the liner surface and the gallery boundary. 
The thermal conductivity of those elements λHTE is 
given by their thickness d, the Nusselt number Nu, 
the diameter of the gallery D, and the heat conduc-
tivity of air λa, as follows: 
 

DdNu aHTE /λλ ⋅⋅=  (1) 
 
Thickness d was chosen to be 1 m. 
 
Material parameters are summarized in Table 1. 
 
The initial conditions were: full liquid saturation, a 
pressure of 1·105 Pa, and a temperature of 22°C for 
all elements in the mesh. The temperature in the 
gallery was kept constant by assigning very large 
volumes (1·1050 m3) to elements of Material 3. 
 
No-flow boundary conditions were used for all mesh 
boundaries except for the bottom of the mesh. There, 
a heat exchange with a semi-infinite rock layer was 
assumed in effect by selecting the “Heat Exchange 
with Confining Beds” option in TOUGH2.  
 
As each canister element in the mesh represents one-
fourth of a real canister, the time-dependent heat 
generation rates of a canister were divided by 4 and 
applied to each canister element (Figure 4). 
 

 
Table 1. Material parameters used for the TOUGH2 simulation 

Material 
Nr. 

Material name Density 
[kg/m3] 

Porosity 
[-] 

Rock grain specific heat 
 [J/(kg K)] 

Thermal conductivity 
(liquid water saturated) 

[W/(m K)] 
1 Callovo-Oxfordian 2750 0.12 1000 2.0 
2 Liner concrete  2750 0.12 1000 1.0 
3 Gallery 2750 0.12 1000 1.0 
4 Waste canister 6832 0.01 318 15.0 
5 Remblais 2750 0.25 1500 1.4 
6 Bentonite 2750 0.35 1350 1.4 
7 Iron 7850 0.01 500 35.0 
 Heat transfer 

elements 
1000 0.99 10.0 see text 

.
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Figure 4. TOUGH mesh used to simulate heat 

transfer into the gallery. (The heat trans-
fer elements between the liner concrete 
and the gallery, as well as the semi-
infinite heat exchange layer above the 
mesh, are not shown) 

Parameterization of TOUGH Results 
The results of these calculations are transient heat 
flow densities at the wall surface, which depend on 
the time after the emplacement of wastes, tw, and 
examples of transfer resistances which correspond to 
different Nusselt numbers. 
 
The fundamental curve of heat flow density through 
the wall, neglecting a contact resistance (corre-
sponding to an infinite transfer coefficient or infinite 
ventilation flow rates), Iq& , can be approximated by 
an algebraic step-function that depends only on the 
time after the emplacement of wastes tw 
 

( )wI tfq =&  (2) 
 
To honor the actual flow rate (at any given time), the 
prevailing transfer coefficient and the increasing 
radius of a cooling mantle due to ventilation, the 
following parameterization was developed. 
 
We considered a “surrogate” model consisting of a 
single-layer wall with a thermal conductivity λg. Its 
outward side is cooled with a heat-transfer coefficient 
α. In such a one-dimensional steady-state flow field, 
the relation between heat flow through a wall of 
thickness D with a contact coefficient α ( IIIq& ), and 
the heat flow without such a contact resistance ( Iq& ), 
is given by 
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We replace the thickness D of the “surrogate wall” 
with the time-dependent thermal entrance depth D 
 

vg tarD π+= 0  (4) 

 

( )g

g
g c

a
⋅

=
ρ
λ

… thermal diffusivity of rock 

tv … time after beginning of ventilation (corresponds 
approximately to tw) 
 
and fit the calculated curves of the complex 3D 
model with an “apparent” thermal conductivity for 
the rock λap in (3) and (4). Examples of this parame-
terization with the fitted value are shown in Figure 5. 
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Figure 5. Comparison of calculated (with 

TOUGH2; dashed lines) and parameter-
ized (dotted) curves of transient heat flow 
for different transfer conditions; plotted 
over dimensionless time, the Fourier 

number
2

0r
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Fo wg ⋅=  

We then use this parameterization and the “apparent” 
thermal conductivity λap to calculate for any actual 
flow field the attenuation of the heat transfer as a 
function of the flow velocity. Having the actual heat 
flow density at the wall surface, the temperature of 
the fluid in the gallery at a distance L from the 
entrance is given by 
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 (5) 
Re … Reynolds number 
V& … flow rate of ventilation 
 
The vapor pressure saturation ps(T) can then be 
calculated with the Magnus or the Antoine equation. 
Without changes in the vapor partial pressure, the 
relative humidity φ for the (heated) air changes 
proportionally to it. 

MASS TRANSFER BY EVAPORATION 

We assume evaporation to be an isenthalpic process 
by simply adding water to (humid or dry) air. The 
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flow rates of water or vapor added by evapora-
tion, wm& , generally depend on the transmissivity and 
the leakage (or seepage) capacity of the surrounding 
rock, on the duration of ventilation, and on the 
prevailing ventilation conditions (especially flow rate 
and humidity). For practical reasons, we distinguish 
for this purpose between a potential flow or leakage 
rate of the host rock (fhr) and a potential transfer rate 
at the surface, controlled by the mass-transfer coeffi-
cient or Sherwood number (fSh), both per meter length 
of the ventilated shaft or tunnel. 
 

The potential leakage (or seepage) rate controlled by 
the host rock, fhr, was calculated for well-specified 
conditions with TOUGH2 EOS9. For these calcula-
tions, any film transfer was neglected (mass transfer 
coefficient β = ∞), i.e., the boundary condition at the 
wall surface was described as a Dirichlet type by 
pressure and humidity. 

Evaporation Model Setup 
A 1D radially symmetric mesh with a total of 61 
elements was used. The parameters used to calculate 
the water flow to a shaft and to a gallery are summa-
rized in Table 2.  

 
Table 2. Modeling parameters used for water flow calculations with TOUGH2 (EOS9) 

Parameter Hostrock to gallery Hostrock to shaft 
Excavation radius [m] 3.5 (gallery) 6.0 (shaft) 
Discretization (Radius, # elements), … (3.5 m, 1), (4.0 m, 30), 

(50.0 m, 30) 
(6.0 m, 1), (7.0 m, 30), 

 (50.0 m, 30) 
Hostrock:   
  k [m2] 5.1·10-20 8·10-16 
van Genuchten parameters:    
  pae [MPa] 14.7 1.0 
  n 1.49 1.5 
  Slr, Sgr 0.01, 0.0 0.0, 0.0 
Initial liquid water pressure in hostrock 
and outer boundary 

4.5 MPa 5 MPa 

Temperature [°C] 22 
Relative humidity (liquid pressure) in 
gallery / shaft 

0.1 (-314 MPa), 0.3 (-164 MPa), 0.5 (94.5 MPa), 0.9 (14.4 MPa) 

 
 
The calculated flow rates into the gallery and shaft 
are shown in Figure 6. For the shaft, the flow rate of 
about 1 m3/(m day) is found to be independent of the 
relative humidity in the shaft and the time. Therefore, 
it may be applied for any arbitrary conditions to 
calculate the change in air humidity. 

Parameterization of TOUGH Resul ts for the  
Calculation of Actual Evaporation 
The flow rate into the gallery was more than four 
orders of magnitude smaller than the flow rate into 
the shaft. This was mainly due to the permeability of 
the host rock around the gallery, which was about 4 
orders of magnitude lower than that around the shaft. 
A slight decrease in the flow rate with increasing 
relative humidity in the gallery was observed. The 
calculated potential leakage flow into the gallery 
(without film transfer at the surface), fhr, and its 
dependency on the ventilation time tv and the humid-
ity of ventilated air could be approximated with a 
polynomial function. 
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Figure 6. Simulated flow rate from 
hostrock into gallery and shaft 

When considering a finite transfer coefficient at the 
surface, the transfer of vapor by diffusion in air, fSh, 
can be described as depending on the Sherwood 
number: 

( ) ( )[ ]mvv
m

aSh TTDShf ρρ
ϕϕ

π −
+

⋅⋅⋅= 0
0

2
 (6) 

 
and approximated (for numerical reasons) as follows 
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with the mean temperature 
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The (mass transfer) Sherwood number is defined by 

aD
r

Sh 02⋅
=
β  (7) 

with 
β   … mass transfer coefficient [m/s] 
Da … (molecular) diffusivity in air 
 
and depends on the characterization of the fluid and 
on the Reynolds number. 
 
To determine the Sherwood number, Sh, we can 
make use of the analogy of heat and mass transfer: 
Heat transfer and mass transfer are strongly analo-
gous if the Lewis number (ratio of the Schmidt and 
Prandtl numbers) is one. For air, this criterion is 
about 0.6/0.7, i.e., it is almost satisfied. In this case, 
the same equations can be used to calculate the 
Nusselt and the Sherwood numbers as functions of 
the Reynolds number, by substituting the Schmidt 
number Sc for the Prandtl number: 
 

aa DD
Sc

⋅
==
ρ
µν  (8) 

 
For the transfer of vapor to air, the Schmidt number 
Sc is about 0.6 (Kays and Crawford, 1993). 
 
We now distinguish between two different situations: 
If for fully saturated conditions of air at the surface 
(i.e., φ0=1), fSh acc. (6) is lower or equal to the calcu-
lated leakage rate, fhr with φ =φ0=1, the transfer of 
vapor is controlled by the transfer (Sherwood) condi-
tion. The transferred mass flow over a distance L is 
then 
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 (9) 
 
and the wall surface is fully saturated  φ0=1, because 
of the high leakage capacity of the host rock. 
 
If, on the other hand, the calculated transfer rate, fSh, 
with φ0=1, is higher than the potential leakage rate fhr 
with φ=φ0=1, the leakage of the host rock controls the 
transfer of vapor, and wm&  is calculated with fhr. But 
in this case, the humidity at the surface, φ0, can be 
lower than one and has to be calculated iteratively: 
 

( ) ( )000 :1 ϕϕϕϕ hrShm ffwhere =≤≤  (10) 
 
The leakage flow rates, fhr, which depend on the 
duration of ventilation and on the prescribed relative 
humidity of the ventilated air at the surface, have 
been calculated for the shaft crossing the Oxfordian 
formation (permeability=8·10-16 m2), and for the 
gallery in the Callovo-Oxfordian horizon (reference 
case kh=5·10-20 m2, kv=5·10-21 m2), and are given in 
Figure 6.  

EXAMPLE APPLICATION 

To finally calculate the evolution of the relative 
humidity throughout the tunnel system, we developed 
(1) an application taking into account the conceptual 
model with the multisection 1-dimensional geometry 
(the sections themselves are discretized), and made 
(2) an analytical computation taking into account the 
parameterized results of the TOUGH2 heat-transfer 
and mass-transfer calculations (as well as all the 
other necessary input parameters). A typical result for 
such a computation is illustrated in Figure 7 for a C-
waste repository with the waste in place. The influ-
ence of the heat-generation and mass-transfer proc-
esses can clearly be observed along the shafts and 
gallery sections. 
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Figure 7. Examples of calculated relative humidity 

of air in the sections shown in Figure 2 

CONCLUSIONS 

The relative humidity of the air in tunnels depends 
strongly on the heat and humidity transfer conditions 
at the rock surface. In the case of forced turbulent 
convection, these may be defined relatively well 
through suitable indices (Nusselt and Sherwood 
numbers), which depend on the flow velocity 
(Reynolds number). 
 
The situation is different for tunnel systems, where 
heat-generating wastes emplaced in sealed tunnels in 
the vicinity of open galleries give rise to additional 
heat transport. Another complicating factor occurs 
when fluid exchange is regulated not only by 
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convection, but also through the leakage capacity of 
the exposed rock wall. In these cases, TOUGH2 
model calculations may provide the base for a 
parameterization that may be applicable even for 
frequently changing thermal-hygric properties of the 
ventilated air.  
 
The approach presented here allows for fast approxi-
mating simulations of a variety of scenarios without 
time-consuming and complex models of the turbulent 
flow dynamics (CFD). This is advantageous, for 
example, when planning or optimizing the layout of 
facilities. Validating field investigations are currently 
being conducted in ANDRA’s underground rock 
laboratory in Bure. 
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SYMBOLS 

ag = thermal diffusivity of rock [m2/s] 
cp = specific heat capacity [Ws/kg K] 
d = model element thickness of “heat transfer 

elements” [m] 
D = thickness [m] 
Da = diffusivity (of vapor) in air [m2/s] 
fhr = leakage flow rate from hostrock [kg/(s· m)] 
fSh = (Sherwood controlled) transfer rate of 

vapor [kg/(s· m)]  
Fo = Fourier number [-] 
kv, kh = permeability (vertical, horizontal) [m2] 
L = length [m] 

am&  = mass flow rate (of air) [kg/s] 

wm&  = mass flow rate of water or vapor at the 
wall surface [kg/s] 

Mv = molar mass of vapor [g/mol] 
n = van Genuchten exponent [-] 
Nu = Nusselt number [-] 
pae = van Genuchten parameter air entry 

pressure [MPa] 
ps(T) = vapor saturation pressure [Pa] 
Pr = Prandtl number [-] 
q&  = heat flow density [W/m2] 
r0 = (hydraulic) radius [m] 
R = ideal gas constant [Ws/mol K] 
Re = Reynold number [-] 
Sc = Schmidt number [-] 
Sh = Sherwood number [-] 
Sgr = residual gas saturation [-] 
Slr = residual liquid saturation [-] 
tv = time after ventilation began [s] 
tw = time after emplacement of C-wastes [s] 
T(m) = (mean or bulk) temperature [K] 
Te = entrance temperature [K] 
T0 = wall temperature [K] 
V&  = ventilation flow rate [m3/s] 
y = coordinate or distance [m] 
 
Greek letter symbols 
α = heat transfer coefficient [W/m2 K] 
β = mass transfer coefficient [m/s] 
λa = thermal conductivity of air [W/m K] 
λap = fit parameter (apparent thermal 

conductivity due to heat production)  
[W/m K] 

λg = thermal conductivity of rock [W/m K] 
λHTE = thermal conductivity of “heat transfer 

elements” [W/m K] 
µ = dynamic viscosity [Pa s] 
ν = kinematic viscosity [m2/s] 
ρ(a) = density (of air) [kg/m3] 
ρv = density of vapor [kg/m3]  
φ(m) = (mean or bulk) relative humidity [-] 
φ0 = relative humidity at wall surface [-] 
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ABSTRACT 

The current design of a repository for high- and 
intermediate-level radioactive waste in France 
consists of a complex system of different under-
ground structures (ANDRA, 2005). For a comprehen-
sive understanding of the long-term hydraulic evolu-
tion of the entire repository, numerical nonisothermal 
two-phase flow simulations are compulsory. A 
detailed numerical model of the entire repository 
system would require a tremendous computational 
effort and pose a laborious task with respect to the 
operability of the model. To handle these difficulties, 
we have developed an innovative method for the 
efficient hydraulic modeling of a complete repository 
system and its geologic environment. The method is 
based on the following: (i) Subdivision of the reposi-
tory plane into a large number of “sectors” based on 
the position of seals and on other geometrical consid-
erations, (ii) Exploitation of existing symmetries 
(inside or between sectors), (iii) Adoption of the 
“multiplication” concept, and (iv) Connection of the 
individual sectors at the drift interfaces to form the 
entire repository model. Each sector is modeled as a 
3D block, and the entire model is computed with 
TOUGH2-MP. The method allows for a massive 
reduction in overall finite volume elements, and at 
the same time provides an adequate representation of 
the fine structures in the repository. The main charac-
teristics of the method and its application to an entire 
repository system are presented. 

INTRODUCTION 

The French agency for the management of radioac-
tive waste (ANDRA) is planning a deep geological 
repository for intermediate- to high-level radioactive 
waste in a claystone formation. One important ques-
tion related to the long-term safety performance of 
the repository is the influence of heat and gas gener-
ated in the emplacement areas on the evolution of the 
fluid pressure and saturation fields in the repository 
and the host rock (ANDRA, 2005). Of particular 
interest is the potential for overpressure in the near 
field of the repository, because this could affect the 

mechanical integrity of geotechnical and geologic 
barriers. 
  
Achieving a good understanding of the hydraulic-
system behavior of the repository requires numerical 
nonisothermal two-phase flow simulations. However, 
a detailed 3D modeling of the repository accounting 
for both the detailed structure at local scale and the 
global geometry of the gallery network would require 
a tremendous computational effort, even when using 
a high-performance code like TOUGH2-MP.  
 
In this paper, we present an innovative method for 
the efficient hydraulic modeling of a complete 
repository system and its geologic environment, 
while still accounting for the detailed geometry at 
local scale. The method is illustrated by the example 
of an isothermal two-phase flow model for the entire 
repository system and some simulation results for the 
post-operational period. 

SYSTEM DESCRIPTION 

The general layout of the repository is presented in 
Figure 1. The repository design is envisaged as subdi-
vided into three major zones: a large zone for high-
level radioactive waste (zone HA), a zone for inter-
mediate-level radioactive waste (zone MAVL) and a 
zone for infrastructure facilities and access shafts. 
Individual zones are connected through access and 
ventilation tunnels. The horizontal extent of the 
complete repository is several kilometers in width 
and length; the thickness of the host rock (Callovo-
Oxfordien Clay) is around 130 m.  
 
During the operational period (about 100 years), the 
complex network of drifts and disposal cells is 
ventilated under controlled conditions of relative 
humidity and atmospheric pressure, leading to a 
drawdown of hydraulic pressure in the near field of 
the repository, as well as to a desaturation of the host 
rock in the vicinity of the tunnels and caverns. At the 
end of the operational period, all repository structures 
are backfilled with specifically designed geomateri-
als. A set of hydraulic barriers (seals) is foreseen at 
the end of the emplacement drifts, at specific 
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locations within and between the major zones, as well 
as in the upper part of the access shafts, to hinder the 
transport of potentially contaminated fluids along the 
backfilled drifts and shafts.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. General repository layout (middle: “B-
waste”=MAVL waste, “C-waste”=HA 
waste) with close-up on MAVL disposal 
area (top), HA disposal area (bottom) and 
schematic of shaft (top left) (ANDRA, 
2005). 

During the post-operational period, the waste 
containers (in particular those with high-level waste) 
emit heat, generated as a result of radioactive decay. 
Moreover, the chemical degradation of some waste 
components produces considerable amounts of gas 
(mostly hydrogen). Both processes have a strong 
impact on the resaturation of the repository system. 
The expected time scales of the transient thermal and 

hydraulic processes until hydraulic equilibrium is 
reached were presented by ANDRA in 2005 (see 
Figure 2).  
 
 
 
 
 
 
 
 
 
 

Figure 2. Chronogram of thermal and hydraulic 
phenomena affecting the repository 
(ANDRA, 2005) 

METHODOLOGY 

The complete lifetime of the repository is considered, 
i.e. the construction of the repository, the operational 
period and the post-closure period until the original 
natural hydraulic and thermal conditions are 
retrieved.  

Modeled Processes 

During the operational phase of the repository, the 
disposal and access drifts, as well as the access and 
ventilation shafts, are ventilated, and the host rock is 
progressively depressurized and desaturated. These 
processes can be modeled as simple unsaturated 
water flow. As soon as the drifts are backfilled and 
sealed, the post-operational period begins, and the 
principal processes to be considered are: 

• Thermal dissipation into the formation (by 
convection and conduction) and an induced pore-
water pressure increase resulting in comparably 
high water fluxes. (This process begins as soon as 
the waste packages are placed into the cells.) 

• Resaturation of the backfill materials, due to the 
drainage towards the drifts and the suction of the 
backfill materials (at early times) 

• Hydrogen gas generation and gas pressure 
buildup in the backfilled repository. (This process 
begins as soon as the waste packages are placed 
into the cells.) 

• Flow of water into the host rock due to the gas 
pressure buildup (at later times). (This process 
begins as soon as the waste packages are placed 
into the cells.) 

• Dissolution of hydrogen into the pore water and 
transport by diffusion/advection. (This process 
begins as soon as the waste packages are placed 
into the cells.) 

SHAFTS 

MAVL –WASTE DISPOSAL DRIFTS 

HA –WASTE DISPOSAL CELLS 
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• Advection and diffusion in the gas phase (in 
partially saturated materials). (This process 
begins as soon as the waste packages are placed 
into the cells.) 

 
The gas-water flow is modeled as two-phase flow 
using the generalized Darcy’s law and the relative 
permeability/capillary pressure concept. Advective/ 
diffusive transport of hydrogen in the gas phase and 
the water phase is taken into account. Convective and 
conductive heat transport is also considered. Because 
of hydrogen being the dominant gas species, the 
TOUGH2-MP module EOS5 (water/hydrogen) is 
used for the computations (Pruess et al., 1999, Zhang 
et al., 2008). 

Spatial discretisation 

The simulation of the entire repository, including the 
geometrical details of the drifts, cells and shafts, 
would require a computational effort and operability 
far beyond the limits of today’s possibilities, even if 
using a parallelized code like TOUGH2-MP on a 
medium size Linux-Cluster. Our experience shows 
that for the numerical problem at hand, the computa-
tion of up to several 100,000 gridblocks (finite 
volumes) is a practicable limit. 
 
The principal idea of the new method presented here 
consists in the subdivision of the model domain, i.e., 
the repository and its host rock, including the under-
lying and overlying formations, into a number of 
individual 3D blocks, called “sectors.” Each sector is 
then modeled using a conventional TOUGH2 mesh 
that represents the detailed geometry of the key mate-
rials within this sector. The size of the sectors is 
chosen such that the influence of the lateral bounda-
ries on the hydraulic processes in the vicinity of the 
drifts is small. A sector allows the accurate local 
modeling of the gas-phase evolution in drifts and in 
the EDZs, the evolution of gas pressure, water 
pressure and water saturation in the drifts and cells, 
mass transfer from the drifts into the host rock (and 
vice versa), and mass transfer along the drifts, espe-
cially through the hydraulic barriers. 
 
To model the hydraulic behavior of the entire reposi-
tory during the post-operational period, all sectors are 
put together by means of hydraulic connections 
between the drifts present in each sector. This simple 
approach relies on the assumption that the vertical 
lateral boundaries of the sectors at some distance of 
the drifts can be considered no-flow boundaries or, in 
other words, that the capacity for lateral fluid trans-
port along the drifts outweighs (by far) that for lateral 
fluid transport in the host rock. This is in fact 
justified for usual parameter values of backfill mate-
rials and the host rock. This does not hold, however, 
for the thermal evolution of the repository, because 
the dominant heat transport process in a repository in 

a clay formation is heat conduction. Yet for sectors in 
which the lateral extent is large in comparison to the 
thickness of the host rock—which is the case for the 
current repository design—the thermal evolution in 
waste emplacement areas can be adequately modeled 
as well.  
 
The key steps of the new method are (Figure 3): 

• Subdivision of the repository plane into a large 
number of “sectors” based on the position of seals 
and on geometrical considerations (e.g., different 
drift types or dimensions). Each sector represents 
a 3D block of the geological pile (host rock and 
adjacent formations) and the repository 
components, like (for example) access drifts, 
sealed drifts, and emplacement cells. 

• The existing symmetries (inside or between 
sectors) are used to reduce the number of 
gridblocks to be computed. In addition, the 
horizontal position of drifts is changed slightly to 
create additional symmetries. 

• A “multiplying concept” is used in particular for 
the approximation of a series of emplacement 
cells along access drifts, as well as of a series of 
waste emplacement areas (“modules”; for 
example, see Figure 1). This concept has been 
justified by preliminary simulations, partly with 
detailed geometrical models, which showed that 
the pressure gradients along the handling and 
access drifts are very small. 

• Several sectors are grouped to form a “zone” (e.g. 
a unit of high-level waste or a unit of intermediate 
level waste) by hydraulic connections at the drift 
interfaces. This enables the detailed geometrical 
representation of the individual sectors inside a 
zone (e.g., emplacement cell and portion of the 
access drift for the high level waste area). 

• Interconnection of all zones at drift interfaces to 
form the model of the entire repository. 

 
This approach is very flexible, since its modular 
structure allows the modeler to compute and test 
different configurations of the repository, as well as 
spatially different degrees of spatial discretization. 
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Figure 3. Schematic of the methodology for spatial 
discretisation: Subdivision into zones and sectors, 
multiplication and connection 

Temporal evolution 
The lifetime of the repository is modeled in 3 differ-
ent phases: 

• Phase 1: Instantaneous construction of all under-
ground structures (drifts, cells, etc.) and ventila-
tion at prescribed levels of relative humidity, 
pressure and temperature. 

• Phase 2: Instantaneous emplacement of the waste 
and seals in emplacements structures. Ongoing 
ventilation in access drifts. Depending on the type 

of waste (i.e. repository area), this phase has a 
different duration which is taken into account in 
the simulation. 

• Phase 3: Postclosure phase. Instantaneous and 
simultaneous emplacement of backfill materials 
and seals in all drifts, caverns and shafts. Begin-
ning of heat emission and gas production.  

 
For Phases 1 and 2, the different sectors are modeled 
individually; for Phase 3, all sectors are connected. 

MODELING AND RESULTS 

This chapter describes the application of the method 
presented above to form a TOUGH2 model and 
shows some key results. The model is based on 
parameters, initial and boundary conditions within 
the possible value range for the envisaged repository 
as planned by ANDRA.  
 
Not all chosen parameter values conform to the refer-
ence values; hence, the magnitude of fluxes and pres-
sures presented below should not be considered as 
the reference for the HAVL-repository planned. 

Layout, Geometry, Meshes, Physical P arameters, 
and Code 

The model domain has a vertical extension of about 
2000 m, which represents the thickness of the Call-
ovo-Oxfordian Clay formation (130 m) and the over- 
and underlying formations. A schematic plan view of 
the model’s general layout with zones and sectors is 
presented in Figure 4. The four zones considered are: 
the disposal zones for high-level waste (HA and 
CU3), the disposal zone for intermediate level waste 
(MAVL), the zone containing the infrastructure fa-
cilities and the shafts (PUDE), and the zone contain-
ing the primary access drift network (GLP). The indi-
vidual zones are multiplied as follows to form the 
entire repository model: Zone HA by a factor of 4, 
zone GLP by a factor of 2, Zone MAVL by a factor 
of 2, the shafts [uw] by a factor of two. 
 
Seals are located in the repository at different loca-
tions to hinder flow along the drift system. Seals 
between groups of sectors are modeled as individual 
sectors, discretized using hexahedral bricks. Shafts 
are discretized using axially symmetric blocks. 
Typical meshes used for the majority of sectors are 
presented in Figure 5. 
 
The mesh generation and the connection of all sectors 
to form the complete model are performed using 
Python scripts, which allow a high degree of flexibil-
ity. In case of a rectangular representation of a radial 
feature, areas are scaled to the correct dimensions. 
The total number of elements in the model presented 
is about 40,000. 
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Figure 4. Schematic of a generic plan view of a part 
of the repository, with indication of zones 
(orange) and sectors (blue) 

 
Characteristic flow parameters for a selection of 
materials are presented in Table 1. They show the 
large range of permeability and capillary-pressure 
values of the different materials, which indicates the 
high degree of complexity for numerical simulations. 
The two-phase flow parameterization of the relative 
permeability capillary pressure saturation constitutive 
relationship after van Genuchten–Mualem is used. 
Simulations were conducted with TOUGH2-MP 
(EOS5) for a simulation period of 1 million years. 
Computation time was about 16 h on 6 processors. 
 

Materials
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Figure 5. Typical meshes (3D blocks) used for the 
discretisation of each sector. Profile 
through bentonite plug (top), 3D view of 
HLW access gallery (bottom). 
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Table 1. Selection of characteristic material 
parameters for the simulations 

 
Waste 

Package 
(MAVL) 

High 
performance 

cement (waste 
overpack) 

Micro-
fissured 

EDZ 

Undisturbed 
Clay 

Porosity φ [-] 0.3 0.15 0.18 0.18 
Permeability k 
[m2] 

10-15 5⋅10-19 5⋅10-18 kv=5⋅10-21 
kh=5⋅10-20

van Genuchten 
coefficient n [-] 

1.49 1.54 1.49 1.49 

van Genuchten 
pseudo gas entry 
pressure P0 [Pa] 

1⋅104 2⋅106 2⋅106 1.5⋅107 

Initial and Boundary Conditions 

The rock mass is assumed to be fully water saturated 
at the start of the simulation. A hydraulic pressure 
gradient and a geothermal gradient are established. 
At the upper and lower boundaries of the host rock, 
two boundary conditions acting simultaneously are 
imposed. The first boundary condition is a constant 
pressure boundary condition, which corresponds to 
the hydraulic heads of the aquifers above and below 
the clay formation. The water saturation is set to 1, 
the hydrogen concentration is set to 0. The second 
boundary condition consists of 1D rock piles 
representing the adjacent formations of the host rock 
with constant temperature boundary conditions at the 
end of each pile. They correspond to surface 
atmospheric conditions and geothermal conditions at 
3,000 m below ground level, respectively. The first 
boundary condition is practically impermeable to 
heat, the second one is impermeable to mass. All 
vertical boundaries are no-flow boundaries.  

Results 

Some selected results and the main characteristics are 
presented in the following figures. 
  
Figure 6: Evolution of the gas pressure inside the 
backfilled drifts located in the zones HA, MAVL and 
GLP/PUDE. In Zone HA, the pressures culminate at 
5.9 MPa in Sectors A–D and at 5.6 MPa in Sector E 
at around 5,000 years, and a second maximum at 
about the same level is reached after about 
20,000 years. The gas phase disappears in the drift of 
the HA zone after around 80,000 years. In the MAVL 
zone, a first pressure peak is observed at around 500 
years, the maximum is then reached after 10,000 
years at around 6.5 MPa, and remains at this level for 
almost one century. The gas phase disappears in the 
drift of the MAVL zone after 200,000 years. In the 
GLP/PUDE zone, a similar evolution as in the 
MAVL zone is observed.  
 

Figure 7: Evolution of the water saturation inside 
drifts located in the zones HA, MAVL and 
GLP/PUDE. The general evolution is a gradual 
resaturation that slows down after the gas pressure 
has reached its maximum values. For the MAVL and 
GLP/PUDE zones, even a slight desaturation occurs 
at times between 10,000 and 200,000 years. 
 
Figure 8: Ribbon plot of the evolution of the mass of 
hydrogen in all the zones of the repository. For the 
purpose of a better visualisation, all mass sourcing 
from Zone HA are depicted as negative values, all 
mass sourcing from zone MAVL are positive. This 
plot shows in particular the amount of mass that 
transits through the different zones of the domain. 
The amount of hydrogen mass leaving the repository 
through the shafts is small in relation to the total 
mass produced. 
 
Figure 9: Evolution of the cumulated hydrogen mass 
in sector E of Zone HA, of the cumulated outflow of 
hydrogen from sector E into the adjacent seal J (i.e. 
into the GLP zone), into the overlying aquifer 
(Oxfordien) and into the underlying aquifer (Dogger). 
In the long term, the hydrogen leaves the domain 
primarily by diffusion (as dissolved hydrogen) into 
the under- and overlying aquifers. 
 
Figure 10: Evolution of the hydrogen fluxes from 
Zone HA to Zone GLP and from Zone MAVL to 
Zone PUDE. It shows that these fluxes vanish at 
different times: First, the flux coming from zone HA 
(5 U) at around 40,000 years, then much later the 
flux coming from Zone MAVL (8 P) at around 
200,000 years. 
 

CONCLUSIONS 

A new methodology has been developed for 
repository-scale modeling of long-term hydraulic 
perturbation induced by gas and heat generation in a 
geological repository for high- and intermediate-level 
radioactive waste. It is based on the concept of 
subdivision into individual sectors, multiplication of 
sectors and (re-)connection of sectors by taking 
advantage of the symmetries in the repository layout. 
The script-based implementation enables a flexible 
and very efficient computation of the global 
hydraulic system behavior of the repository 
throughout its complete lifetime. A generic case was 
presented that demonstrates the power, flexibility, 
and computational efficiency of the developed 
method. The method can easily be applied to 
different repository layouts, and it can be run with 
geometrically more detailed submodels. It is 
currently being used in an ongoing project that 
investigates the hydraulic evolution of a realistic 
repository for different scenarios. 
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Figure 6. Evolution of the gas pressure at different 
locations in the repository 
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Figure 7. Evolution of the water saturation at 

different locations in the repository 
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Figure 8. Temporal evolution of the cumulative H2 

mass for all zones of the repository 
(including the mass leaving the clay 
formation through the under- and 
overlying formations) 
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Figure 9. Temporal evolution of the cumulative H2 

mass generated in sector E (zone HA), 
with outflow towards sector J and the 
under- and overlying aquifers 
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Figure 10. H2 fluxes between different repository 

zones (red and black curves, left y-axis) 
and relative gas generation rate (grey: 
dashed line MAVL, continuous line HA, 
right y-axis) 
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ABSTRACT 

The long-term safety of nuclear waste disposal is an 
important issue for all countries with a significant 
nuclear program. Repository disposal in deep 
geological formations is a promising option for 
managing high-level radioactive waste. The long-
term safety of such a repository relies on a 
multibarrier system, including engineered and natural 
barriers, which should be evaluated for any 
anticipated factor that could have negative 
consequences on their performance. Specifically, 
assessment of gas generation and transport is a 
necessary part of a high-level radioactive waste 
(HLW) geological disposal facility safety assessment. 
Recent reports dealing with disposal of HLW and 
spent fuel have confirmed that anaerobic corrosion, 
which produces H2 gas, will be the main contributor 
to gas production in the repository near field 
(Weetjens et al., 2006). In the case of disposal in low-
permeability plastic clay formations, such as Boom 
Clay in Belgium, it is important to assess whether gas 
production rates can exceed the capacity of the near 
field to store and/or dissipate these gases.  
 
The focus of this work is on coupling two-phase 
water and H2 gas flow with a heat source originating 
from the heat-dissipating waste. The corrosion 
process and hence the intensity of the gas source is 
temperature dependent. The heat source is time 
dependent, owing to the decaying nature of the 
radioactive material. This property, in turn, makes the 
gas generation rate time dependent as well. The case 
presented in this work couples variable gas 
generation with a time-variable heat source. Due to 
large uncertainties related to the engineered materials 
to be used, two bounding-material permeabilities are 
chosen for comparison. Results demonstrate that the 
peak pressures for the isothermal and nonisothermal 
cases do not differ considerably in the case of high-
permeability material. On the contrary, peak pressure 
differences are larger for low-permeability material, 
due to the thermal expansion of water as temperature 
increases. The analysis showed that the effect of 
pressure increase remains relatively local and should 
not affect the mechanical properties of the host Boom 
Clay formation. In the last part, we show the effect 
on hydrogen solubility at increased temperature. For 
this analysis, TOUGH2 (Pruess et al., 1999) had to be 

modified, because the solubility of hydrogen is 
tabulated up to 25°C only, whereas the temperature in 
our case reaches 90°C. The function fitted to 
experimental hydrogen solubility data as a function 
of temperature is manually inserted into TOUGH2 
source code. This increased its versatility 
considerably.    

INTRODUCTION 

Gas generation in the case of HLW geological 
disposal is in general not desirable, but due to several 
processes—including anaerobic corrosion of steel 
components, radioactive decay, radiolysis, and 
microbial activity—it cannot be avoided.  Anaerobic 
corrosion of the steel engineered barrier system 
(EBS) is deemed to be the main contributor to gas 
production (Mallants et al., 2004). The gas 
originating from the anaerobic corrosion of steel 
components is hydrogen. When the gas production is 
sufficiently slow, gas can be completely dissolved in 
water and diffused away from the source. On the 
other hand, a high gas-production rate might result in 
a pressure buildup within the facility that can have 
two possibly detrimental effects: (1) it can cause 
engineered barriers to crack, thus providing a 
potential preferential water pathway, and (2) 
potentially contaminated water can be expelled from 
the disposal facility into the host formation. Apart 
from gas production, temperature also plays a role in 
the overall assessment. Temperature change affects 
most of the physical properties, such as viscosity, 
solubility, and thermal dilatation of water and 
surrounding host rock. 
 
One of the most challenging issues in the calculation 
of such complex problems is dealing with 
uncertainties, including parameter uncertainty. The 
most sensitive parameters are the ones characterizing 
gas generation and transport and are related to EBS 
and host material hydraulic properties and to gas 
source rate (Weetjens et al., 2006). On the other 
hand, the thermal parameters of Boom Clay (Van 
Cauteren, 1994) and the thermal source evolution 
(Put et al., 1992) are much better characterized for 
the analysis of the heat transfer. For the uncertainty 
analysis of hydraulic properties and gas source, two 
bounding values are taken forward for comparison, 
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which should be descriptive enough for the purpose 
of this exercise. 
 
The intention of this paper is to combine the effects 
of gas and heat transport on pressure within the 
facility, and to identify any critical combinations of 
material properties that would lead to EBS damage 
and possibly to loss of system performance.    
 
Here, we first describe the model and its 
conceptualization, and then we provide numerical 
results for the selected calculation cases. In addition 
to the results of thermo-hydraulic couplings, the 
sensitivity of Henry's constant to temperature is also 
tested. This part represents an extension to the 
existing TOUGH2 code, in which hydrogen solubility 
is tabulated only up to 25°C. This refinement shows 
the sensitivity of pressure to hydrogen solubility.  

CONCEPTUAL MODEL 

In Belgium, the Belgian radioactive waste agency 
ONDRAF/NIRAS recently selected a supercontainer 
concept as the preferred option for disposal of 
vitrified HLW in Boom Clay. The decision is based 
on a multicriteria analysis (ONDRAF/NIRAS, 2004). 
In the reference design, every two waste canisters are 
enclosed within a carbon steel overpack. This 
overpack will be inserted into a prefabricated 
cylindrical buffer based on ordinary Portland cement, 
enclosed by a stainless steel envelope as shown in 
Figure 1. The cylindrical cavity between the 
overpack and the buffer will be filled with a concrete 
filler, called 2nd phase concrete (liquid mortar or 
similar). The top of the buffer is closed by pouring 
concrete, which forms the sealing plug. Eventually, 
the annular void between the supercontainer and the 
disposal gallery lining will be backfilled with 
cementitious material (Wickham et al., 2005). It is 
assumed that supercontainers will be placed end-to-
end (without a gap), and that the spacing between 
neighboring disposal drifts is 50 m. 

 
Figure 1. Longitudinal section of the 

supercontainer-OPC design 

Numerical model 
Based on the description above and neglecting the 
eccentricity and the mechanical support, one can 
simplify the geometry of the calculations to a 2D axi-
symmetric grid, aligned with the axis of the gallery. 
Moreover, due to vertical symmetry, the model 
geometry can be reduced to one half of a 
supercontainer. The resulting model is shown in 
Figure 2. In reality, the disposal facility is assumed to 
be placed 220 m belowground. Our model, however, 
includes only 40 m of Boom Clay above it; the 
overlaying aquifer is not included in the model. The 
interface between the top of Boom Clay and the 
overlaying aquifer corresponds to infinite mixing in 
the large and permeable aquifer. 
 

 
Figure 2. Axi-symmetrical model discretization with 

locations where the calculated primary 
values are recorded 

Initial and boundary conditions 
After supercontainer emplacement, the annular void 
spaces between the supercontainer and gallery lining 
will be backfilled with a cementitious material. 
Therefore, we assume that soon after disposal facility 
closure, all EBS will be initially at atmospheric 
pressure. A further assumption is that the pressure 
around the excavated Boom Clay remains at the 
hydrostatic pressure of 2.2 MPa. As such, the 
hydrostatic pressure is simplified in two ways: (i) 
water pressure will in reality follow the transition at 
the excavation boundaries, due to equilibration with 
an excavated tube, and (ii) hydrostatic pressure is 
constant throughout the domain, while a linear 
dependence with depth exists in reality. This 
simplification is used due to the axial symmetry of 
the model. Initially, the material is assumed to be 
fully saturated over the whole domain. This is 
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another simplification, because the Boom Clay will 
experience desaturation in the boundary layer due to 
excavation (Weetjens et al., 2008). Boundary 
conditions are as explained in Figure 3. The top 
boundary is set to a Dirichlet water pressure 
boundary condition with a value of 2.2 MPa. All 
other boundaries are Neumann pressure boundary 
conditions, also described as no-flow boundary 
conditions. Initial temperature is set at 15.7°C, which 
is the in situ temperature.     
 

 
Figure 3. Initial and boundary conditions of the 

model 

Source terms 
The nature of the problem taken forward in this paper 
is a coupled thermo-hydraulic problem. As a 
consequence, pressure and heat sources need to be 
defined. Geometrically, however, the position of 
these sources is different. While the heat is generated 
in the waste region (denoted as thermal source in 
Figure 3), the pressure source is applied as a 
volumetric source within the second phase concrete. 
By nature, the pressure source should be defined as a 
boundary source originating from the overpack 
surface corrosion. Implementation of surface sources 
is not foreseen in TOUGH2. However, due to a 
relatively high permeability and small material 
thickness, the abovementioned adjustments to the 
source do not influence the results.  

 Thermal source 
The heat produced by decay in the vitrified HLW is 
well approximated by a formula derived by Put (Put 
and Henrion, 1992). It can be written as 

  [W/tHM]i
i

i

t
Q A e

λ−= ∑  (1) 

with the coefficients Ai and λi defined in Table 1 and 
t the time after waste production (i.e., vitrification). 
Put's formula is in good agreement with calculations 
made using the ORIGEN code and independent 
results from NAGRA (2002) and JNC, (2000). In the 
following calculations, a cooling time of 60 years 
was considered. For this reason (t+60) should be used 
in Equation (1). It is assumed that the amount of 
vitrified waste in canisters due to reprocessing of the 
spent fuel is 0.75% of the initial uranium mass. The 
source is implemented into TOUGH2 code by 
distribution of total heat over all thermal source 
elements in Figure 3.  
 
Table 1. Coefficients for approximation of thermal 

source 

A1 A2 A3 A4 A5 

5021 1205 27.04 0.7576 0.1 
λ1 λ2 λ3 λ4 λ5 

3.894·10-1 2.458·10-2 1.630·10-3 6.546·10-5 0 
 

Pressure source 
There are many degradation reactions forming a 
variety of gas products. However, the dominant 
source of pressure is due to anaerobic corrosion of 
steel components and corresponding hydrogen 
production, as described above. Anaerobic corrosion 
is described here by the reaction that generates 4/3 
mole of H2 per mole of Fe, and involves production 
of magnetite, as written in Equation (2). 
 
3 Fe(s) + 4 H2O ↔ Fe3O4(s) + 4 H2(g) (2) 
 
The evolution of hydrogen generation due to 
corrosion is highly concept dependent. First, the 
corrosion rate is dependent on local chemical 
conditions. Furthermore, the corrosion rate, and 
hence the rate of hydrogen production, is directly 
proportional to the exposed surface area of the steel 
EBS components. The steel-barrier thickness 
determines the duration of the gas generation process. 
Moreover, the surface area between the steel 
components and the surrounding porous media also 
determines how effectively the hydrogen can be 
dissipated by Fickian diffusion. Thus, the interplay of 
both phenomena determines whether gas will be 
accumulated in the near field or not. The pressure 
source term assumes a temperature-dependent 
corrosion rate enabled through an application of 
Arrhenius law. Temperature evolution in the second-
phase concrete, to which the corrosion rate is linked, 
is calculated separately, because the link between 
thermal calculations and the gas source is not 
possible within TOUGH2 code. Two data points for 
the long-term uniform corrosion rate for anaerobic 
corrosion in a concrete environment (as a function of 
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temperature) were chosen from the literature: 0.1 
µm/year at 30°C and 1 µm/year at 80°C (Kursten et 
al., 2004). Based on these data, a fit to Arrhenius law 
(3) is made.  

TR

EA

eAk ⋅
−

⋅= , (3) 

 
with corrosion rate k [µm/year], fitting constant A 
[µm/year], activation energy EA [J/mole], universal 
gas constant R [J/(mole × K)] and temperature T [K]. 
The parameters EA and the constant A were solved as 
variables to fit the given data points (A=221475.4 
µm/year, EA=36153.41 J/mole). 

NUMERICAL EXAMPLES AND DISCUSSION 

As described in the previous section, the analysis in 
this paper focuses on the coupled thermo-hydraulic 
problem for two bounding values of buffer 
permeability. The variation of buffer permeability is 
for two orders of magnitude, respectively from 
4.6×10-19 m2 to 4.6×10-21 m2. The results will be 
given in terms of gas, capillary, and water pressure. 
Pressure analysis is important from the point of view 
of engineered-barrier mechanical stability and the 
host formation stability. Should the pressure 
approach or exceed the lithostatic pressure of the host 
formation, cracks could form, and further analysis 
and development of a more complex model would be 
required. The temperature is also an important factor 
that influences material properties and overall 

behavior of the system, including dilatation. Another 
important material property is water saturation 
because of its relation to corrosion effects. For now, 
gas generation is based on the assumption that the 
corrosion rate is constant regardless of the saturation, 
although they might be linked because less water 
(required for the reaction in Equation (2) is in contact 
with metal. These aspects, however, exceed the scope 
of the present paper. Desaturation is given indirectly 
in terms of capillary pressure denoted in graphs. 
Material properties used for the numerical analysis 
carried out are given in Table 2. Retention curve is 
defined by the van Genuchten (1980) formulation. 
 
The first result shown in Figure 4 is related to the 
high-permeability case with a nonisothermal source. 
After 2.5 years, desaturation begins inside the 
second-phase concrete, where the source is located. 
Gas pressure reaches its peak at 20 years. Thereafter, 
gas pressure diminishes due to a decrease in the 
corrosion rate linked to temperature decrease. The 
end of the presence of a H2 gas phase is at 
approximately 300 years. A capillary pressure 
(desaturation) is not observed at any observation 
element further from the source. This indicates the 
very localized effect of gas formation. The water 
pressure increase on the other hand is transmitted 
quickly outwards from the source. The maximal 
pressure is observed in the second-phase concrete, 
with a value of 2.85 MPa. 

 

Table 2. Material parameters applied to the calculations 

 
 

 Unit Waste Boom 
Clay 

Lining Backfill Buffer 2nd phase 
concrete 

solid density 
sρ  

kg/m3 7850 2650 2650 2650 2650 2650 

porosity η  - 0 0.391 0.104 0.3 0.104 0.3 
permeability k m2 0 4.6·10-19 4.6·10-17 4.6·10-17 4.6·10-19  

(4.6·10-21) 
4.6·10-17 

Klinkenberg parameter b MPa 0 7.0 7.0 7.0 7.0 7.0 
pore compressibility 

Pβ  
MPa-1 0 7.50·10-3 3.83·10-5 3.83·10-5 3.83·10-5 3.83·10-5 

relative permeability curve 
shape parameter λ  

-  0.355 0.430 0.430 0.430 0.430 
residual water saturation 

lrS  -  0.20 0.25 0.25 0.25 0.25 

maximum  water saturation 
lsS  -  1.00 1.00 1.00 1.00 1.00 

residual gas saturation 
grS  -  0.174 0.20 0.20 0.20 0.20 

capillary pressure function 
shape parameter λ  -  0.355 0.430 0.430 0.430 0.430 

residual water saturation 
lrS  -  0.012 0.20 0.20 0.20 0.20 

maximum water saturation 
lsS  -  1 1 1 1 1 

shape parameter α  m-1  3.47·10-3 1.96·10-2 1.96·10-2 1.96·10-2 1.96·10-2 
air entry pressure 

0P  MPa  2.83 0.50 0.50 0.50 0.50 

heat transport 
thermal conductivity 

Tλ  Wm-1K-1  1.7 1.7 1.0 1.7 1.0 

specific heat 
pC  Jkg-1K-1  1100 800 800 800 800 
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Figure 4. Pressure evolution in high-permeability 

buffer case 
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Figure 5. Pressure evolution in low-permeability 

buffer case 
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The second results are related to a low-permeability 
buffer concrete (i.e., 100x lower than that of Boom 
Clay) in combination with a heat source. In this case, 
it is expected that expanding water cannot be 
evacuated fast enough. Therefore, water expansion 
results in a high water pressure, corresponding to the 
temperature increase as indicated in Figure 5. It can 
be seen that very high water pressures exceeding 9 
MPa are calculated in the vicinity of the thermal 
source very soon after. This pressure would damage 
engineered barriers, after which our present model is 
no longer valid (i.e., cracks formed in the concrete). 
The pressure in the Boom Clay (observation point 3) 
is similar to the high permeability case in Figure 4. 
 
The last case is an extreme case, in which the heat 
source is applied in a saturated near-field 
environment. However, in the case of a low-
permeability buffer, the EBS is unsaturated for the 
time period of 20–80 years (Weetjens and Perko, 
2008). Upon saturation, the heat source term will 
already be considerably lower, and the water pressure 
increase due to water expansion would be less 
significant. 

Effect of hydrogen solubility 
Most of the parameters (e.g., diffusion and solubility) 
are temperature dependent. In the TOUGH2 code, the 
majority of the parameters are defined within the 
temperature range applicable to HLW disposal 
facility (up to 90°C), while the solubility of hydrogen 
in the pore water is defined only until 25°C, and a 
constant value is assigned for higher temperatures. 
The solubility is defined by Henry's law, which states 
that at a certain temperature, the amount of a given 
gas dissolved in a given type and volume of liquid is 
directly proportional to the partial pressure of that gas 
in equilibrium with that liquid. In the case of 
hydrogen production, the solubility defines the 
amount of hydrogen stored in water before the gas 
phase starts to form. The aim is to assess the 
influence of a more realistic temperature-dependent 
solubility, with literature values valid within the 
considered temperature range. Experimental values 
are obtained from Perry's chemical engineers' 
handbook (Perry and Green, 1984). From the 
experimental data, we derived the best fit in the form 
of function that was hard coded in the code. The best 
fit function derived is shown in Equation (4):  
 

2H(T)=a+b T+c T exp( )d e T⋅ ⋅ + ⋅ − ⋅ , (4) 
 
where constants a, b, c, d and e are defined as  
a=-6.88401×10-10, b=7.35462×10-12, c=-2.08518×10-14, 
d=8.59034×10-10 and e=1.07349×10-2. 
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Figure 6. Comparison between solubility values used 

for comparison  

Comparison between TOUGH2 formulation, 
experimental data, and fit is presented in Figure 6. 
The original formulation in TOUGH2 is obviously 
well approximated until 25°C, while major 
differences are observed at higher temperatures. 
 
Numerical results are presented for two examples 
with a variable heat source, observed at observation 
point 1 (second phase concrete). The first example is 
with a high buffer permeability (Figure 7, top), and 
the second example is with a low buffer permeability 
(Figure 7, bottom). The results from the simplified 
linear relation with cutoff (TOUGH2) are plotted 
with a dashed line, while the new results from the 
fitted function in Equation (4) are represented with 
solid lines. 
 
In the example with a high-permeability buffer 
material, differences in pressure evolution are 
negligible. Small differences are observed in the 
second-phase concrete, while no difference is 
noticeable farther from the source (not shown here). 
Larger differences are observed if a lower-
permeability buffer is simulated (Figure 7, bottom). 
The peak pressure, which in this case is due to 
thermal expansion of the pore water, is slightly 
higher and occurs slightly later. The formation of a 
gas phase (after about 3 years) occurs earlier 
compared to the original TOUGH2 implementation. 
This can be explained by the lower solubility of gases 
with higher temperatures in the fitted equation (4). 
The difference between the original (simplified) and 
the improved solubility formulation diminishes with 
the distance from the source (results not shown). 
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Figure 7. Pressure analysis for different solubility 

formulations. 

In the low-permeability case, the peak water pressure 
(due to thermal expansion of water) close to the 
overpack reaches 9.09 MPa for the simplified 
formulation and 9.16 MPa in the improved solubility 
formulation, while the peak gas pressures reached 
2.95 MPa in the simplified and 2.96 MPa in the 
improved solubility formulation.  
 
For the high-permeability case, the difference is 
negligible and limited to 0.01 MPa: the gas peak 
pressures reach 2.85 MPa for the simplified and 2.86 
MPa for the improved solubility formulation. 
 

CONCLUSIONS 

The results presented in this paper should not be 
regarded as absolute values, but rather as a sensitivity 
exercise with the intention to identify possible 
detrimental pressure conditions for the EBS and 
Boom Clay. In general, most previous analyses 
regarding an HLW disposal facility in the Boom Clay 
were carried out separately for each physical process, 
e.g., pressure analysis due to gas generation, 
temperature field due to heat generation, etc.  
 
Taking into account coupled thermo-hydraulic 
relationships when analyzing the gas issue reveals 
that, assuming given conditions, the effect of the heat 
source on the resulting pressure might be much larger 
than the hydrogen production itself. The magnitude 
of pressure increase depends tightly on the respective 
permeability of the concrete buffer. Again, it is 
important to view the results in the correct 
perspective. The conceptual model in this analysis is 
still subject to serious limitations, and should be 
subject to further refinement. In addition to gaining 
better knowledge on permeability, the following 
properties should be thoroughly investigated: the 
corrosion reaction and resulting hydrogen production 
is considered to be independent from water 
saturation. Further, desaturation does not occur only 
due to partial gas pressure increase, but also because 
of water consumption (Equation (2)). This leads to 
further desaturation and, in turn, to a decrease in 
hydrogen production. One other property observed to 
have high impact on the sensitivity is the nature of 
the retention curve. Not only do the respective 
parameters of the van Genuchten equation play a 
major role in pressure evolution—so does the type of 
retention curve definition (van Genuchten, Brooks 
and Corey, …). 
 
In general, one can conclude that, based on the 
assumed corrosion rates, a free gas will be formed 
inside the container buffer, but the effect stays 
relatively localized and the integrity of the Boom 
Clay is not threatened. Also, high pressures resulting 
from a temperature increase in the waste stay 
localized, with only a minor water-pressure increase 
observed in the Boom Clay.  
 
Implementation of an improved solubility 
dependence, valid for higher temperatures, showed 
that although the original equation expressing the 
temperature dependency of the hydrogen solubility in 
water implemented in TOUGH2 is very simplified, 
this simplification does not substantially influence 
the results. Differences, albeit small, are more 
pronounced for the low-permeability buffer case.  
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ABSTRACT 

According to the KBS-3 concept. the bentonite buffer 
is an essential part of a safe nuclear waste repository 
in the granitic bedrock, Glacial erosion of the 
bentonite buffer may occur due to potential intrusion 
of low-saline groundwater during the highly variable 
flow conditions following a glaciation period. The 
stability of the bentonite buffer is influenced by 
divalent cations, particularly pore-water calcium, 
present both in the bentonite pore water and in 
soluble minerals. As long as calcium containing 
minerals are present in the bentonite, calcium loss 
into fresh groundwater coming into contact with the 
bentonite can be replenished by the dissolution of 
these minerals. When a mineral is depleted near to 
the water flow interface, the gel may form a sol, 
which can be carried away by the groundwater flow. 
This exposes new gel to the water flow, and a steady 
state mass loss rate of the bentonite may be attained.  
  
The main focus of this modeling study is on the 
changes in composition of the cation exchangers 
before and, especially, after a glacial period. The 
bentonite composition will change, to at least some 
degree, prior to the glacial period. The system will 
therefore reach a state of equilibrium during the 
different groundwater periods prior to the glacial 
period. From the point of view of preserving the 
beneficial characteristics (density and Na- content) of 
the bentonite buffer, it is essential to estimate 
whether the Na -bentonite will ultimately transform 
into mixed Ca/Na -bentonite.  
 
The simulation results show that the colloid 
formation capacity remains low, even during the 
intrusion of glacial melt waters, since the cation 
exchanger changes from sodium to calcium one.  
 
In this PetraSim simulation, a 1-D model of the 
composition of the cation exchangers was applied 
using the Gaines-Thomas model. The RESTART 
module was applied to simulating the long-term 
effects of groundwater and glacial melt water on 
repository conditions. 

INTRODUCTION 

The assessment relates to the KBS-3 disposal concept 
in which copper canisters with a cast-iron insert 
containing spent nuclear fuel are surrounded by 

bentonite clay and deposited at saturation in granitic 
rock. Hedin (2006) A reference evolution of KBS-3 
repositories over the entire one-million-year 
assessment period is studied to gain an understanding 
of the overall evolution of the system as a basis for 
scenario selection and analysis. After closure of the 
final repository, the groundwater composition is 
assumed to change from saline to brackish during the 
period prior to infiltration by glacial melt waters. As 
a base variant for the simulation, the external 
conditions during the first 125,000-year glacial cycle 
are assumed to be similar to those experienced during 
the last Weicheselian glacial cycle (Hedin, 2006) 
 
In the Nordic region, deep underground final 
repositories for spent nuclear fuel will be affected by 
one or more glacial periods before their radioactivity 
falls to a level comparable to that naturally present in 
bedrock. The safety of these repositories relies to a 
large extent on the beneficial properties of the 
bentonite buffer surrounding the waste capsules. 
Glacial erosion of the bentonite buffer may occur due 
to the potential intrusion of very-low-saline 
groundwater following deglaciation (Hedin, 2006). 
 
The infiltration of low-saline water may affect the 
colloid formation potential of the bentonite buffer. 
Thus, the density and swelling pressures of the 
bentonite buffer may change. The stability of the 
bentonite buffer against colloid formation is 
maintained by divalent cations, particularly calcium, 
as well as groundwater, pore water, exchangeable 
cations, and certain soluble minerals. As long as 
calcium-containing minerals are present in the 
bentonite, calcium loss into fresh groundwater 
coming into contact with the bentonite can be 
replenished by the dissolution of these minerals. 
When a mineral is consumed nearest to the flowing 
water, the gel may form a sol, which can be carried 
away by the groundwater flow. This exposes new gel 
to the water flow, and a steady-state mass loss rate of 
the bentonite may be attained (Liu, 2006). 

BENTONITE BUFFER 

The chemical stability of bentonite is largely 
dependent on the divalent cation concentrations in the 
pore water contained in the bentonite. When the 
bentonite initially contains divalent cationic minerals 
of relatively high solubility, such as gypsum or 
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anhydrite, the calcium cation concentration in the 
pore water will be buffered by the dissolution of 
these minerals and exceed the critical coagulation 
concentration for montmorillonite. When these 
calcium-containing minerals are depleted by 
diffusion into the passing water, the calcium 
concentration in the pore water of the bentonite may 
drop below the critical coagulation concentration for 
montmorillonite, and the gels may disperse into the 
water as colloidal particles and be carried away by 
the flowing groundwater (Liu, 2006). 
 
As clay loss becomes extensive, the bulk density of 
the bentonite buffer will be noticeably reduced, and 
the buffer may lose some of its swelling capacity. 
The assumption of constant depth of clay intrusion 
into the fracture becomes no longer valid (Liu, 2006). 
 
Under normal conditions, the uptake of water and 
resulting swelling of the bentonite buffer is 
counteracted by the walls of the deposition hole and, 
as a result, swelling pressure develops within the 
bentonite. Possible fractures intersecting the 
deposition hole may, however, commence swelling 
without the development of swelling pressure. Thus, 
part of the buffer could transfer to the aqueous phase 
and be transported with the groundwater (Hedin, 
2006). 

MODELING 

A range of phenomena must be taken into account in 
the safety assessment of a spent fuel repository. 
Computational modeling is a useful tool for 
broadening understanding in this area. The main 
modeling interests in terms of different process 
classes of the bentonite buffer are: (i) minimization of 
hydraulic conductivity near the waste canister; (ii) 
maintaining the planned chemical conditions; (iii) 
delaying and limitation of the release of 
radionuclides; and (iv) limitations on the stresses 
acting on the canister (Olin et al., 2008). 
 
The chemical conditions in the bentonite buffer 
within the repository are affected by temperature, the 
composition of the fluids, diffusion and advection 
phenomena, the surface area of minerals, and the 
texture of porous media. In addition, thermal 
gradients from the radioactive spent fuel have an 
effect, as well as alteration of the characteristics of 
the bentonite buffer and copper canister. Because of 
the great complexity of phenomena and processes, 
the coupled models for the evolution of the bentonite 
buffer have had to be simplified. An essential part of 
the assessment concerns the quantification of both 
repository evolution and dose risk consequences 
through mathematical modeling. Other key 
requirements of the assessment include appropriately 
defined models that represent proper 

conceptualizations of the processes to be modeled, 
and quality assured input data (Olin et al., 2008). 
 
The modeling concept is the infiltration of low-
salinity glacial melt water into the bentonite buffer in 
a final deposition hole during a glacial period. The 
infiltrating low-salinity water alters the colloid 
formation potential of the bentonite buffer.  
 
In the simulation, the grids of the EOS-1 module 
model were defined using the regular division 
method. The model used 21 calculation cells 
representing screw-like hole samples to describe the 
behavior of the water-bentonite interface and 
bentonite buffer. The length of each rectangular 
calculation cell was 17.5 mm and the height and 
width 35 mm. In the parameterization, the first cell 
on the right-hand side was selected to simulate a rock 
fracture with infiltrating water. The volume of the 
first cell was also set to infinite size to represent a 
large quantity of infiltrating water. The other cells 
were selected to simulate the bentonite buffer 
material, with its cation exchange properties and 
bentonite pore water. The bentonite is assumed to be 
fully saturated, and mass transfer is diffusive in 
isothermal 25°C temperature. All aqueous species 
present were selected for the simulation. However, 
surface complexes are not taken into account in the 
current PetraSim revision 4.2.1118. Therefore, it is 
assumed that the pH buffering capacity of the 
montmorillonite is not taken into account. 
 
The transformation of the cation exchangers of the 
bentonite buffer in long-term nuclear waste 
deposition was simulated. Groundwater compositions 
in the cycles were selected according to the 
Weichselian R-scenario. 
 
Saline groundwater was at first assumed to prevail for 
the next 10,000 years following closure of the 
system. The groundwater was assumed to correspond 
to Olkiluoto’s current saline OLSO groundwater. The 
groundwater composition was assumed to become 
brackish over time due to land uplift, and the brackish 
groundwater period was assumed to last for up to 
100,000 years. Its composition was assumed to 
correspond to Olkiluoto’s current KR20 
brackish/saline groundwater. Finally, following the 
glacial period, a 1,000-year period of dilute glacial 
melt water infiltration was assumed.  
 
The exact composition and dwell times of the 
different groundwater types are relatively unknown. 
In the adjustment of the length of the time step, the 
diffusion rate is a limiting factor, since the time-step 
length should be in relation to the diffusion rate. Even 
a relatively short step causes an overflow error of the 
time and iteration step counters in the input files. 
However, since these have no effect on the output 
results, they were manually adjustable. 
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The Restart module of the PetraSim software was 
used for the simulations. This option allows the use 
of TOUGHREACT results from the end of a previous 
run, with the geological conditions used as initial 
conditions in a subsequent run. The Restart module 
was used in this simulation for the two later 
groundwaters: KR20 and glacial melt waters, after 
the initial OLSO water. (Pruess et al., 1999) 
 
The maximum time step is proportional to the size of 
a grid cell, which strongly increases the time 
calculation with increased spatial resolution. To 
ensure that the time and space discretizations produce 
a physically correct solution, the time-step size must 
at least respect a ‘‘Neumann’’ criterion: 
 

2

2
1p

Neuman

D t
N

x

∆
= ≤

∆
           (1) 

 
where Dp is the pore diffusion coefficient (Dp = τD0), 
in which (D0) has a maximum value of 1E-9 m2/s in 
the bentonite system,  and ∆x (m) and ∆t (s) refer to 
the space and time steps.  
 
The dimensionless value NNeuman is restricted by the 
condition NNeuman ≤ 1. In the current simulation, 
taking into account this criterion, a maximum time 
step of 1E6 s was allowed for spatial discretizations 
of 17.5 mm in the model. 

MODEL DATA 

The bentonite used in the simulation is Wyoming 
type MX-80 sodium bentonite. Its properties 
correspond to Posiva’s plans for the final repository 
project (Pastina, 2006). However, there is significant 
variation in the content of minor accessory minerals, 
due partly to a lack of quality demands regarding 
specific accessory minerals in many commercial 
products (Karnland et al., 2006). 
 
As Table 1 shows, the initial cation exchange 
equilibrium composition corresponds to MX-80 
bentonite in accordance with the Gaines-Thomas 
model (Hedin, 2006; Pastime, 2006). 
 
As Table 2 shows, the material properties of the 
saturated bentonite buffer correspond to the Posiva 
plans. The porosity was determined from the 
proposed dry density. The tortuosity was determined 
from the empirical relation of Ochs (2004). For 
diffusivity, free water-phase diffusivity was used.  
In this simulation, albite, calcite, cristobalite, 
gypsum, muscovite, and quartz are the primary 
minerals, and chalcedony and k-feldspar are the 
secondary minerals. The majority of the mineral 
kinetic data was derived from Palandri (2004). The 
chalcedony data was derived from Savage (2006). 

Montmorillonite acts as an inert cation exchanger in 
the simulation.  
 
Table 3 shows the accessory minerals of 
montmorillonite according to the Posiva data 
(Pastina, 2006; Hedin, 2006). The mineral volume 
fractions are derived from the mineral grain densities 
given in the THERMODDEM database (Blanc et al. 
2007). Table 4 shows the cation exchange selectivity 
parameters for the thermodynamic model (Bradbury, 
2003). Table 5 shows the assumed compositions of 
the different waters during the repository period. 
OLSO groundwater is used as the initial saline water 
(Laaksoharju, 2005), KR20 groundwater as the 
brackish/saline water (Wersin et al., 2007), and, 
finally, dilute glacial melt water (Andersson et al., 
2007). The pH values of the waters were defined 
using the H2O concentration and H+ activity value in 
accordance with the PetraSim procedure. Figure 1 
shows the glacial time scale of the modeled system. 
 

 
 

Figure 1. Glacial time scale 
 
In the adjustment of the initial pore water 
composition of bentonite according to the 
composition of the cation exchangers, the Cl- content 
of the solution is set low enough to hinder the 
formation of electrical imbalance. With this 
adjustment, the cation exchanger composition is 
derived for the desired cation formula, thus allowing 
the activity coefficients to be ignored. The initial 
composition of the pore water is consequently low, 
and the entire chemical system is balanced with low-
ionic-strength pore water. Finally, the equilibrated 
bentonite pore water is placed in contact with the 
groundwater. 
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Table 1. Composition of the cation exchanger of 
Posiva MX-80 bentonite in equivalent fractions (CEC 

= 75 meq/100 g). Pastina (2006)  

Na Ca Mg K 
0.72 0.18 0.08 0.02 

 

Table 2. Material properties of the bentonite 
bufferPastina (2006) Hedin (2006) 

Quantity Value 

Density  2,737 kg/m3 

Permeability 2.75E-21 m2 

Diffusivity 1E-9 m2/s 

Porosity  0.424 

Tortuosity 0.12 
 

Table 3. Composition of MX-80 bentonite. Pastina 
(2006), Hedin (2006) 

Mineral Volume 
fraction 

Grain 
size 

Surface area 
cm2/g 

Albite 0.0314 0.001 9.8 
Calcite 0.00303 0.001 9.8 
Chalcedony 0 0.001 9.8 
Cristobalite 0.0234 0.001 9.8 
Gypsum 0.00831 0.001 9.8 
K-Feldspar 0 0.001 9.8 
Muscovite 0.0386 0.001 151.6 
Quartz 0.031 0.001 9.8 

 

Table 4. Cation exchange selectivity parameters for 
the thermodynamic model. Bradbury (2003) 

Reaction K K 
PetraSim 

K + NaX = KX + Na+ 0.60 0.251 
Ca2+ + 2NaX = CaX2 + 2Na+ 0.41 0.624 
Mg2+ + 2NaX = MgX2 + 2Na+ 0.34 0.676 

 

Table 5. Composition, pH and ionic strength (I)  of 
groundwaters and glacial melt water (mol/l). 

 OLSO KR20 Glacial 
Na 0.21 0.11 6.5e-6 
K 5.4e-4 2.8e-4 3.8e-6 
Ca 0.1 0.03 3.3E-6 
Mg 2.3E-3 2.6E-3 4.1E-6 
Cl 0.41 0.18 2.3E-5 
HCO3 1.6E-4 5.5E-4 4.9E-7 
SO4

2 4.4E-5 2.1E-4 5.2E-7 
SiO2(aq) 4.1E-5 3.6E-4 1.7E-7 
AlO2 3.7E-8 3.7E-8 3.7E-8 
pH 
I 

7.2 
0.515 

 

7.4 
0.218 

5.8 
3.34E-5 

RESULTS 

The composition of the cation exchangers in the 
initial conditions and in the subsequent restart 
simulations with different waters and cations are 
shown as a function of the length of bentonite buffer. 
In addition, the composition of the cation exchangers 
with different waters is shown as a function of time.  

Saline groundwater (OLSO) 
 
The OLSO groundwater is Na-dominated, with a 
Na/Ca molar concentration ratio of 2.1. As Figure 2 
shows, after 10,000 years the initial Na- bentonite is 
transformed into a mix of virtually equal Na/Ca- 
fraction bentonite. 
 
In the outer areas of the bentonite buffer, the 
transformation is much more pronounced, and the 
Ca-fraction clearly exceeds the Na- fraction. In this 
area, Ca accumulates and the Na -fraction remains 
relatively constant. Due to diffusion mass-transfer 
inertia, the composition distribution is unequally 
divided in the innermost areas of the bentonite. Here, 
the Ca- and Na- fractions are relatively equal. At the 
same time, the K - and Mg- fractions decrease to 
relatively insignificant fractions. In the outer area of 
the bentonite buffer, the decrease of K and Mg 
fractions is relatively strong.  
 
Thus, according to the simulation results, the 
conditions are not favorable for the formation of 
colloids when the bentonite buffer is in contact with 
OLSO groundwater. However, bentonite of virtually 
equal Na/Ca -fraction may be prone to colloid 
formation if the repository conditions are not fully 
static.  
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10 000 yers OLSO water
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Figure 2. Equivalent fractions of cation exchangers 

with saline OLSO groundwater after 
10,000 years 

Brackish/saline groundwater (KR20) 
 
Figure 3 shows the equilibrium fractions of the cation 
exchangers with saline/brackish KR20 groundwater. 
During long-term deposition, the groundwater 
composition is assumed to change from saline to 
saline/brackish. This is a relatively long time period, 
assumed to last until the end of the next deglaciation 
period. The brackish water was assumed to most 
likely correspond to KR20 groundwater. The 
brackish groundwater, with a Na/Ca molar 
concentration ratio of 3.7, is much more highly 
dominated by Na than the saline OLSO water. 
 
By the time the infiltration of saline/brackish KR20 
groundwater commences, the preceding OLSO 
groundwater will already have been equilibrated with 
the bentonite. The KR20 results show the Ca-fraction 
to exceed the Na-fraction throughout the buffer. Their 
flattened curves indicate the stagnant conditions 
relative to their change in composition. The 
equivalent fractions of the K- and Mg-cation 
exchangers are still insignificant. The curve of Mg 
shows stagnation, whereas the curve of K is relatively 
steep with assumed unfinished mass transfer.  
 
According to the simulation results, the composition 
of cation exchangers is markedly Ca-dominated with 
brackish/saline groundwater. Thus, the probability of 
colloid formation is reduced. However, the 
simulation results with KR20 water show that the Ca-
fraction of the exchangers has as divalent cation 
dominant role, since the high Na/Ca–molar 
concentration ratio could not change the virtually 
equal Na/Ca –bentonite to Na-bentonite.  

90 000 yers KR20 water

Distance (m)

0,00 0,05 0,10 0,15 0,20 0,25 0,30 0,35

β

0,001

0,01

0,1

1

βNa 

βK 

βCa 

βMg 

 
Figure 3. Equivalent fractions of cation exchangers 

with saline KR20 groundwater after 
90,000 years 

Dilute glacial melt water  
After the glaciation period, the groundwater 
composition finally converts to dilute glacial melt 
water with a Na/Ca molar concentration ratio of 2. 
The ratio is same as in the case of OLSO. Thus, the 
Ca-fraction can be assumed to dominate the 
composition of exchangers. The deglacial melt-water 
period is relatively brief. The cation exchangers of 
the bentonite will have been equilibrated by the 
preceding waters. 
 

1 000 years post glacial water

Distance (m)

0,00 0,05 0,10 0,15 0,20 0,25 0,30 0,35

β

0,001
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Figure 4. Equivalent fractions of cation exchangers 

after1,000 years of post glacial water 

Figure 4 shows the equilibrium fractions of the cation 
exchangers with postglacial water. The simulation 
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results are relatively similar to KR20 groundwater. 
The composition of the exchangers is Ca dominated. 
The composition curves of the cations are stagnant, 
with the exception of K. The curve of K is relatively 
steep; mass transfer can thus be assumed to be 
unbalanced. However, the compositions of K and Mg 
are, in this case relatively insignificant as well. Their 
composition also remains relatively unscathed 

compared with the previous brackish groundwater 
simulation.  
 
According to the simulation results, the tendency for 
transformation of Na-bentonite into mixed Na/Ca 
bentonite remains with postglacial waters. Thus, the 
colloid formation probability remains low in the case 
of intrusion of dilute glacial melt waters. 
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Figure 5. Equivalent fractions of cation exchangers for Na, K, Ca and Mg with different waters 

 
 

483 of 634



 - 7 - 

  

 

OLSO, KR20 and Glacial

Time (a)

10-2 10-1 100 101 102 103 104 105

β

0,0

0,2

0,4

0,6

0,8

1,0

βNa 

βK 

βCa 

βMg 

 

OLSO, KR20 and Glacial

Time (a)

10-2 10-1 100 101 102 103 104 105

β

0,001

0,01

0,1

1

βNa 

βK 

βCa 

βMg 

 
Figure 6. Ion-exchanger fraction near to the 

groundwater as a function of time. Top: 
linear fractiont scale. Bottom: log scale. 
Note the log time scale for both figures. 

Cation exchanger comparison 
Figure 5 shows the equivalent fractions of the cation 
exchangers with different waters. The equivalent 
fraction of Na decreases strongly with OLSO water. 
Its values do not initially fall equally, and only at the 
end of glacial melt water period does the distribution 
appear to reach completion. The relative decrease in 
Na -fraction is high. 
 
The equivalent fraction of K also decreases strongly 
with OLSO water, but the relative drop is not as 
large. The material change curve is relatively steep. 
Mass transfer appears to remain ongoing at the end of 
the glacial period. 

Whereas the equivalent fraction of Ca also increases 
strongly during the OLSO water period, the changes 
stabilize by the end of the glacial period. The curve 
Ca -fraction flattens considerably, indicating stagnant 
conditions. 
 
The equivalent fraction of Mg decreases most 
dramatically of all during the OLSO water period. 
However, the decrease stagnates by the glacial water 
period. 

The effect of time 
 
The composition of the cation exchangers in the 
second simulation in the outer part of the buffer 
against the groundwater are shown in Figure 6 as a 
function of time. Initially, the Na- and Ca-fractions 
respectively decrease and increase relatively strongly. 
After slightly over half a year, the Ca-fraction 
exceeds Na. From here on, with all waters, the Ca-
fraction dominates at the expense of Na.  
 
The K-fraction decreases smoothly in two stages, 
reaching stagnancy within 100 years. The Mg- 
fraction undergoes a similar decrease, with changes 
in Mg-fraction reaching full stagnancy considerably 
later within 500 years.  

CONCLUSIONS 

The study simulated the changes in cation exchanger 
composition properties of Posiva’s MX-80 Na 
bentonite during long-term repository conditions. The 
groundwater compositions varied from initial saline 
OLSO, to brackish/saline KR20, and finally to dilute 
glacial melt water.  
 
According to the simulation, from the OLSO 
groundwater phase onward, Ca begins to relatively 
rapidly dominate the composition of the cation 
exchangers at the expense of Na, with the cation 
exchanger composition ultimately changing to 
correspond to mixed Ca/Na -bentonite. 
 
The subsequent brackish/saline KR20 groundwater 
and dilute glacial melt water periods have only a 
slight effect on the cation exchangers compared with 
the end of the saline OLSO groundwater period. On 
the whole, the composition of the cation exchangers 
remains dominated by Ca from the beginning of the 
OLSO groundwater period to the end of the dilute 
glacial melt water period. The Ca dominated even 
with a higher Na/Ca–molar concentration ratio KR 20 
water, due to its divalent cation charge.  
 
Correspondingly, according to the simulation results, 
the other cations in the exchangers, K and Mg, have 
an insignificant impact on the composition of the 
exchangers, with even the initial value of the 
equivalent fraction of Mg being relatively high. 
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The transformation of the cation exchangers is 
relatively rapid in the outer part of the buffer, where 
it takes less than one year for the Ca-fraction to reach 
the Na-fraction. After this, the conditions stagnate 
despite changing water conditions.  
 
The equivalent fractions of K and Mg become 
significantly low relatively rapidly. The fraction of K 
decreases relatively gradually, reaching stagnation 
within 100 years, whereas the fraction of Mg 
undergoes an initial strong decrease, reaching full 
stagnancy much later, not until 500 years. 
 
The simulation results show that the colloid 
formation capacity remains low, even during the 
intrusion of glacial melt waters, since the cation 
exchanger changes from sodium to calcium. 
However, the transformation of Na-bentonite to 
mixed Na/Ca-bentonite is most acute in the outer 
parts of the buffer. Composition differences exist in 
the bentonite buffer due to slow diffusion mass 
transfer. During the OLSO water period, at least, the 
bentonite has relatively equal Na- and Ca-fractions. A 
possible consequence of this could be susceptibility 
to colloid formation if repository conditions are not 
static.  
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ABSTRACT 

This paper presents the progress in development and 
application of TOUGH-FLAC for coupled hydro-
mechanical modeling of fractured rock masses. The 
study is part of the international collaborative 
research project called DECOVALEX (DEvelopment 
of COupled models and their VALidation against 
EXperiments in nuclear waste isolation). The current 
DECOVALEX project includes a task aimed in part 
at simulating coupled fluid flow, transport and 
mechanical deformation in a two-dimensional (2D) 
20 m × 20 m fracture network that is based on real 
data. We study this problem using three different 
model approaches based on TOUGH-FLAC and a 
discrete fracture network flow and transport 
simulator called NAPSAC. First, we use NAPSAC to 
provide a baseline flow simulation with exact 
representation of the discrete fractures. Using 
NAPSAC, we also perform a simplified coupled 
stress-flow analysis correlating fracture permeability 
to the stress field without a performing a full stress-
strain analysis. Second, we use TOUGH-FLAC and a 
fine-scale regular mesh to conduct a full coupled 
hydromechanical analysis, but with a simplified 
continuum representation of discrete fractures. 
Finally, we intend to solve the problem using a dual-
continuum representation of the fractured media in 
which NAPSAC is utilized to derive equivalent 
continuum properties. This paper describes the 
approaches and presents a few completed simulation 
results. 

INTRODUCTION 

An assessment of the performance of a geological 
disposal facility (GDF) for radioactive wastes needs 
to account for coupled thermal (T), hydrological (H), 
mechanical (M) and chemical (C) processes. 
Recognizing the importance of the topic, an 
international collaborative research project called 
DECOVALEX (DEvelopment of COupled models 
and their VALidation against EXperiments in nuclear 
waste isolation) was started in the early 1990s to 
develop and test models of coupled THMC processes 
in fractured rock. In DECOVALEX, different models 
for coupled THMC processes in fractured rock have 

been tested against data from laboratory and field 
experiments, and applied to a number of benchmark 
test cases designed to be relevant for assessment of 
the performance of an underground disposal facility 
for radioactive waste.  
 
The current phase of DECOVALEX, which is 
scheduled to run from 2008–2011, includes a task 
(Task C) aimed in part at simulating fluid flow and 
transport in a two-dimensional 20 m × 20 m fracture 
network based on real data (Figure 1). The rock mass 
will be subjected to various hydraulic gradients, as 
well as to various states of hydrostatic and deviatoric 
stress (Figure 2).  
 

20  m

20 m

20 m

20 m

 
Figure 1. 2D BMT fracture network 

 

 
Figure 2. 2D BMT hydraulic and mechanical 

boundary conditions 
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In this paper, we present the test case, our modeling 
approaches, and some initial modelling results. We 
first present our use of NAPSAC, a discrete fracture 
network (DFN) flow and transport simulator, to 
predict the variation of hydraulic transmissivity with 
stress. NAPSAC assumes one-way coupling, in the 
sense that the imposed stress field changes the 
apertures of the individual fractures, but the 
displacement of the fractures does not alter the stress 
field. This is done by imposing a macroscopic stress 
at the outer boundary of the region, after which the 
fracture apertures, and hence their transmissivities, 
are modified in response to the normal and shear 
stresses that are projected from the macroscopic 
stresses onto the individual fracture planes. Various 
forms of coupling will be investigated.  
 
We will compare the NAPSAC results with those 
obtained using a fine-scale TOUGH-FLAC model. 
This approach employs full coupling between the 
hydraulic behaviour, simulated within TOUGH, and 
the mechanical behaviour, which is handled by 
FLAC (Rutqvist et al., 2002, Rutqvist and Tsang, 
2003). In these simulations, the model domain is 
dicretized in a very fine regular continuum mesh, and 
the hydromechanical properties of each individual 
gridblock are adjusted depending on whether the 
gridblock is intersected by a fracture. Thus, we 
represent discrete features by adjusting the properties 
of the continuum element, and we may therefore 
denote such an approach as a discrete continuum 
(DC) model. Currently, we use NAPSAC to derive 
the permeability of each individual gridblock, and a 
simple reduction in stiffness and strength of elements 
along fracture traces.  
 
Finally, we also intend to use a third approach, in 
which NAPSAC is first used to compute “effective” 
properties, which are then exported to a coarse-scale 
TOUGH-FLAC model for a dual-continuum 
representation of the fractured media. Ultimately, the 
predictions of these three approaches will be 
compared and critically contrasted. 

THE BENCHMARK TEST  

The test case, denoted Task C in the current 
DECOVALEX 2011 project, consists of a 2D 
Benchmark Test (BMT) of fluid flow and transport in 
a two-dimensional fracture network based on real 
data. The model parameters, including fracture and 
matrix data as well as mechanical and hydraulic 
boundary conditions, were prescribed by the project 
coordinators (Hudson et al., 2008).   

Fracture System  
The fracture system, consisting of 7767 fractures, is 
provided for each modeling team (Fig. 1). Each 
fracture is defined by two end points and an aperture. 

The fracture lengths range between 0.5 m to more 
than 30 m. The apertures are correlated with the 
fracture lengths, following the equations described by 
Baghbanan and Jing (2007). Apertures in this fracture 
set vary between 1 and 200 microns.  

Mechanical and Hydraulic Boundary Conditions 
Fluid flow through the fracture system is driven by a 
constant pressure gradient of magnitude ∆P = 200 
kPa, imposed across the 20 m fracture network. The 
hydrostatic pressure at the centre of the model is 200 
kPa. Gravity effects are not considered. 
 
Shear stresses are induced by changing the ratio of 
the stress field applied along the vertical and 
horizontal boundaries of the fracture system. A 
uniform vertical stress of 5 MPa is specified at the 
top and bottom surfaces. A horizontal stress, with 
vertical/horizontal stress ratios of 1, 2, 3, and 5, is 
applied at the right- and left-hand side boundaries to 
induce shear within the fracture system.   

DFN MODELING USING NAPSAC 

The first set of calculations was carried out using the 
computer program NAPSAC (Serco TAS, 2008). 
NAPSAC is software to simulate flow and transport 
through fractured rock. The models are based on a 
direct representation of the discrete fractures making 
up the flow-conducting network.   

NAPSAC fracture flow algorithm 
NAPSAC can be used to simulate steady-state 
constant-density groundwater flow in a fracture 
network. The basic algorithm is very simple. 
Assuming the fracture transmissivity is related to the 
fracture aperture by the “cubic law” (Zimmerman and 
Bodvarsson, 1996), the flow in each fracture is 
determined numerically using a Galerkin finite-
element approach. Then the flow in the overall 
network is obtained by combining the flows in the 
different fractures, using the constraints that: 
 

i. The groundwater pressure is continuous 
between two intersecting fractures. 

ii. Groundwater is conserved at an intersection, 
so that groundwater which flows out of one 
fracture flows into the other. 

Full details of this algorithm are given in the 
NAPSAC Technical Summary (Serco TAS, 2008).  

Normal Stress and Aperture Coupling 
NAPSAC has built-in capabilities to calculate 
stress/aperture coupling. For example, it is noted 
from the program documentation (Serco TAS, 2008) 
that NAPSAC can model normal stress/aperture 
coupling using the following linear law: 
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where e is the aperture, e0 is the initial aperture, emin 
is the residual aperture, σ is the applied normal stress, 
σo is the initial normal stress, and kn is the fracture 
normal stiffness. 
 
For the 2D BMT, it is suggested that the 
stress/aperture coupling should be modeled according 
to the methods described by Baghbanan and Jing 
(2008). The normal stress and aperture coupling 
relationship in NAPSAC has been modified to 
comply with the specification of the 2D BMT. 
 
The stress/aperture coupling suggested by Baghbanan 
and Jing is based on a hyperbolic relation defined in 
Bandis et al. (1983): 
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where σn is the normal stress, kno is an empirical 
parameter representing the initial normal stiffness, δ 
is the fracture closure, and δm is the maximum 
possible fracture closure. 
 
The equation can be rearranged into 
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where mnono k δσ = , and non σσ /  is the normalised 
normal stress. 
 
Baghbanan and Jing (2008) assumed that the 
minimum value of mδδ /  is 0.9, when the 
corresponding value of non σσ /  is greater than 9. It 
was furthermore assumed that the critical value of the 
normalized normal stress non σσ /  is 10. 
 
Substituting this into mnono k δσ =  gives 

mncnok δσ 10/= . Substituting this back into equation 
(2) gives  

)(10 δδ
δσ

σ
−

=
m
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n    (4) 

In the present study, it is assumed that δm is related to 
the initial aperture of the fracture hi by     δm = 0.9hi . 
Substituting this into Equation (4) and rearranging 
gives the normal stress/aperture relationship that will 
be used in the model: 

nnc

inh

σσ
σ

δ
10

9
+

=    (5) 

Finally, we take σnc(MPa) = 0.487hi(µm) + 2.51, as 
used by Baghbanan and Jing (2007). 
 
Figure 3 compares the difference in coupled behavior 
between the linear relationship given by Equation (1) 

and the nonlinear one given by Equation (5), for a 50 
µm fracture, which is fairly typical for the 2D BMT 
system. The range of normal stress applied to the 
fracture network is from zero to up to 25 MPa. The 
graphs show that within the range of normal stress, 
there are significant differences in aperture using the 
two relationships. 
 
For the 2D BMT simulations, Equation (5) is used, 
instead of the linear law (1), to model normal 
stress/aperture coupling. 
 

 
Figure 3. Comparing the linear and nonlinear 
models for stress-aperture coupling  

Shear dilation 
Initially, the following strategy was suggested to 
model shear dilation. Shear displacement varies 
linearly with shear stress until slipping occurs. After 
slipping occurs, the normal displacement due to shear 
dilation of the fracture is proportional to any 
additional shear displacement after slip (see Fig. 4). 
 
After slip has occurred, shear displacement is no 
longer dependent uniquely on the shear stress. After 
shear slip occurs, according to this model, shear 
stress would not increase any further, and so shear 
displacement and shear stress no longer follow a 
linear relationship. Loading history of the fracture 
network is not defined in this project, and there is no 
way to determine the dilation without assuming 
additional parameters. 
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Figure 4. Strategy initially suggested for modeling 
shear dilation 

 
For the current 2D BMT modeling, it is assumed that 
slip does not occur between the fractures, to simplify 
the simulations. It is assumed that shear displacement 
is directly proportional to shear stress, and the 
component of dilation due to shear is directly 
proportional to the shear displacement. 

DFN model results 
First, the permeability of the 2D BMT fracture 
system for the case with no applied stress was 
calculated as kxx = 6.66×10-13 m2 and kzz = 1.06×10-12 
m2. These are the horizontal and vertical permeability 
components of the full permeability tensor calculated 
by NAPSAC. The 2D BMT fracture network was 
modeled as a 3D system with uniform thickness, so 
there will be permeability calculated in the transverse 
y-direction. The cross terms kxz and kzx are an order of 
magnitude smaller than kxx or kzz, and so the principal 
directions of the permeability tensor are very close to 
the (x,z) axes of the in-plane coordinate system.  
 
Next, the permeabilities were calculated for four 
vertical/horizontal stress ratios of 1, 2, 3, and 5. The 
results are presented in Figure 5 in the form of 
permeability normalized against the value in the 
stress-free case. At a stress ratio of 1, i.e., an isotropic 
stress of 5 MPa, the permeabilities in both the x and y 
directions have been reduced to less than one-third of 
their original stress-free values. When the stress ratio 
increases, the permeabilities continue to decrease as a 
result of further closure of fractures. Our current 
stress-vs-permeability coupling approach for the 
NAPSAC does not result in any substantial effect of 
shear dilation on permeability. 

 

 
Figure 5. Normalized permeability versus stress 
ratio. The permeability values are normalized to the 
values at zero stress.  

DC MODELING USING TOUGH-FLAC 

The second set of calculations is carried out using the 
using the fine-scale TOUGH-FLAC modeling 
approach. In this case, we discretize the 20 × 20 m 
domain in 400 × 400 gridblocks, leading to a total of 
160,000 gridblocks, each with a side length of 0.05 
m. We first explore the possibilities of modeling fluid 
flow with TOUGH2 and geomechanical processes 
with FLAC3D, before attempting to consider the 
hydromechanical coupling in TOUGH-FLAC.  

DC modeling of fluid flow in TOUGH2 
Modeling of fluid flow in TOUGH2 using a similar 
so-called quasi-explicit approach has been explored 
by Doughty et al. (2002) as well as Ito and Seol 
(2003). Doughty et al. (2002) simply assigned new 
material indicators for a gridblock intersected by a 
fracture. Special material properties, essentially 
increased permeability, was assigned for elements 
along fractures. Ito and Seol (2003) developed a 
mesh generator that adds fracture elements along a 
fracture trace with appropriate fracture-matrix 
connections and calculated gridblock interface area 
based on fracture aperture. It uses the TOUGH2 
permeability modifier factor, enabling consideration 
of a large number of fractures with different 
permeabilities. Both approaches, in particular the one 
developed by Ito and Seol (2003), would be 
applicable in the present case. However, in this study, 
we first explore the use of an existing capability of 
the NAPSAC code to calculate equivalent hydraulic 
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properties for gridblocks of continuum fluid flow 
codes.  
 
The NAPSAC capability for calculating continuum 
equivalent hydraulic properties (porosity and 
permeability) was originally developed, tested, and 
applied by Jackson et al. (1999) using the finite 
element flow and transport code NAMMU. This 
capability has recently been extended to calculating 
equivalent properties for TOUGH2. Using this 
approach, the NAPSAC can calculate the 
permeability tensor on individual blocks for an 
arbitrary subdivision of the original fracture network 
model. In the case of the very fine mesh applied in 
this study, there may be just one or two fractures (or, 
indeed, none) intersecting a gridblock. NAPSAC 
calculates the flows through the gridblock for an 
arbitrary head gradient, and then determines the six 
components of the permeability tensor that give the 
best fit (in a least-squares sense) to the flows.  
 
In the case of TOUGH2, a new data block called 
“PERM” is added to the mesh file listing the 
permeability tensor for each gridblock. Some 
modifications were made to the TOUGH2 source 
code, first to read in the "PERM" data block, and 
second to project the permeability tensor onto each of 
the connections with an element. Figure 6 presents 
the resulting permeability distribution for the initial 
aperture at stress free conditions.  
 
Figure 7 present the vertical fluid flow distribution 
along the lower boundary in the case of a vertical 
hydraulic gradient. The locations of the highest 
outflow correlate with the locations high permeability 
fractures in Figure 6.  
 

 
 
(a) 
 

 
 
(b) 
 

Figure 6. Comparison of (a) the distribution of 
NAPSAC fracture transmissivities, and (b) 
the NAPSAC-derived permeability 
distribution in TOUGH2 fine mesh model  
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Figure 7. Vertical flow distribution along the lower 

boundary for the case of a vertical flow 
gradient under uniform initial stress of 5 
MPa.  

DC modeling of geomechanics in FLAC3D 
For modeling the geomechanical behavior of the 
fractured rock mass, we represent fractures by 
softening and weakening grid elements intersected by 
a fracture trace. In this first, exploratory analysis 
testing of this model approach, the softening effect of 
an intersecting fracture trace was represented by a 
simple 1D formula considering fracture stiffness 
(Young’s modulus of intact rock) and grid size. 
Moreover, the weak elements were assigned Mohr-
Coulomb properties with a very low cohesion (1 
MPa) and a friction angle of 27 degrees. Although 
isotropic elastic and elasto-plastic models were 
applied, anisotropic fracture deformation behavior 
can still be achieved, because most substantial shear 
and normal deformation will automatically tend to 
occur, respectively, along and normal to the trace of 
weak fracture elements.   
 
Figure 8 presents the calculated volumetric strain for 
stress ratios of 3 and 5. At a stress ratio of 3, the 
volumetric strain is compressive as a result of the 
increasing compressive stress. At a stress ratio of 5, 
substantial volumetric expansion can be observed as 
areas of white contour color. These are located 
preferentially along preferentially along traces of 
shear zones observed in Figure 9. These shear zones 
do not necessarily align with pre-existing fracture 
traces, but are rather formed through the shearing of 
the intensively fractured rock mass.  
 

 
Figure 8. Calculated volumetric strain when 

increasing the horizontal stress from 5 
MPa to 15 MPa (K = 3) and 25 MPa (K = 
5) 

 
Figure 9. Calculated shear strain when increasing 

the horizontal stress from 5 MPa to 15 
MPa (K = 3) and 25 MPa (K = 5) 

Coupled fluid flow and geomechanics using  
TOUGH-FLAC 
The evolution of permeability along fractures can be 
calculated using a relationship between stress (or 
strain) and permeability for the fracture elements. In 
a first test of our approach to model fractures, we 
employ the following simple relationship between 
permeability and volumetric strain:   

  k = ko(1+ β∆εv )     (6) 
 
where ko is initial (reference) permeability, and β is a 
factor to relate permeability to volumetric strain. By 
using volumetric strain, we can consider both elastic 
fracture normal closure with associated compressive 
volumetric strain and decreased permeability, as well 
as shear dilation with associated expansive 
volumetric strain and permeability increases. 
 
In this calculation, we assumed β = 500, which 
resulted in permeability increases by as much as a 
factor of about 10,000 in zones of the highest 
volumetric strain. Using the simple correction of 
permeability, the permeability of subvertical fractures 
decreased somewhat with increasing horizontal 
stress, whereas the permeability increased  for 
fractures oriented optimally for shear. For a vertical 
hydraulic gradient, the outflow distribution changes 
with a general decrease in total flow, although the 
flow increases at certain locations as a result of local 
fracture shear.   
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Figure 10. Vertical flow distribution along the lower 

boundary for the case of a vertical flow 
gradient and a stress ratio K = 1 (green) 
and K = 5 (red)   
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CONCLUDING REMARKS 

In this paper, we presented the progress in 
development and application of TOUGH-FLAC for 
coupled hydromechanical modeling of fractured rock 
masses. For this study, we also utilize the discrete 
fracture network code NAPSAC for code comparison 
and for deriving equivalent hydraulic properties of 
the TOUGH-FLAC model.  
 
First, we applied NAPSAC to provide a baseline flow 
simulation with exact representation of the discrete 
fractures. Using NAPSAC, we also performed a 
simplified coupled stress-flow analysis correlating 
fracture permeability to the stress field without a 
performing a full stress-strain analysis. Currently, the 
simplified NAPSAC model cannot properly handle 
fracture shear reactivation. However, we are at 
present implementing an improved algorithm that can 
consider shear dilation of individual fractures 
embedded in an elastic medium.  
 
Second, we applied TOUGH-FLAC and a fine mesh 
discetization to model the coupled hydromechanical 
behavior of the intensively fractured rock mass. The 
permeability of the fine mesh elements were derived 
using NAPSAC code. The geomechanical behavior 
of the fractured rock mass was simulated in a 
FLAC3D analysis, using an equivalent fine mesh in 
which fracture elements along the trace of a fracture 
plane were assigned weaker and softer 
geomechanical properties. We tested the approach for 
the coupled analysis in which permeabilities of 
individual elements were corrected as a function of 
volumetric strain. The results of this analysis 
demonstrated how the geomechanical changes of the 
fractured rock mass affect the fluid flow distribution 
across the system in a complex way.  
 
A more detailed comparison of the two approaches is 
under way. In addition, a third approach of using a 
coarser TOUGH-FLAC mesh with equivalent 
properties derived from NAPSAC will be tested and 
compared to the above approaches. The third 
approach can be expanded and applied in 3D, and 
might eventually be the best choice for analyzing the 
coupled hydromechanical performance of large-scale 
fractured rock masses.  
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ABSTRACT 

Gas generation from corrosion of waste canisters is a 
key issue in assessing the long-term safety of a 
proposed repository for spent fuel and high-level 
waste (SF/HLW) sited in the Opalinus Clay forma-
tion of Northern Switzerland.   
 
This paper describes the development of a structured 
approach to abstracting the complex geoscientific 
models of two-phase flow through the Excavation 
Damage Zone to simplified models suitable for use 
within a Probabilistic Safety Assessment. 
 

INTRODUCTION 

Gas generation from corrosion of waste canisters and 
accumulation in the backfilled emplacement tunnels 
is a key issue in assessing the long-term radiological 
safety of the proposed repository for spent fuel and 
high-level waste (SF/HLW) sited in the Opalinus 
Clay formation of Northern Switzerland. As part of 
NAGRA’s Probabilistic Safety Assessment (PSA) 
initiative, two-phase flow of gas and water, along the 
Excavation Damage Zone (EDZ) of a Spent 
Fuel/High-Level Waste (SF/HLW) emplacement 
tunnel, was investigated within the “EDZ Converter” 
study. Previous studies of single-phase fluid flow and 
solute transport have represented flow in the EDZ 
using effective homogeneous hydraulic/transport 
properties. In contrast, gas flow along the EDZ is 
expected to be controlled by small-scale variability, 
leading to distinct gas flow channeling. 
 
This paper describes modeling studies performed in 
support of the development of an “EDZ converter” 
for NAGRA’s PSA studies. The aim is to develop a 
defendable, transparent abstraction process from 
complex, “realistic” geoscientific models to simpli-
fied models suitable for PSA. The concept of the 
“EDZ converter” is illustrated in Figure 1, showing 
the adjustable model inputs (parameter uncertainty 
and variability in the geoscientific model), a fixed 
abstraction process, and end-user outputs for PSA. 
 
The modeling concept for the “EDZ converter” 
consists of successive model abstractions, starting 
from detailed geoscientific models and ending with a 
homogeneous pipe-like representation of the EDZ, 
which is suitable for PSA purposes. The model 
abstraction process includes three different models: 

• Model 1: a discrete fracture network (DFN) 
model, which describes the EDZ to the best 
geoscientific knowledge. The DFN model is 
used for the simulation of single-phase flow 
and solute transport. 

• Model 2: a stochastic continuum model, 
which describes the EDZ by concentric 
shells around the backfilled tunnel with a 
heterogeneous continuum porous medium 
(CPM) representation. The abstracted 
stochastic continuum model is implemented 
with the TOUGH2 code (Pruess et al., 1999) 
to simulate two-phase flow in the heteroge-
neous medium. 

• Model 3: a simplified continuum model, 
which describes the EDZ using a highly 
simplified geometry e.g. concentric shell 
around the backfilled tunnel or “process 
zone” with homogeneous flow/transport 
parameters. This final abstraction uses the 
characteristic pressure and two-phase flow 
responses from the stochastic continuum 
model to calibrate the homogeneous 
hydraulic and two-phase flow parameters. 

DFN MODEL OF THE EDZ 

The overall structural model of the EDZ is shown in 
Figure 2. The model is based on results from labora-
tory tests and numerical modeling (NAGRA, 
2002a,b) together supported by results from investi-
gations at the Mont Terri Rock Laboratory (e.g., 
Bossart et al., 2004; Martin and Lanyon, 2003). The 
pronounced bedding fabric of the Opalinus Clay is 
assumed to be subhorizontal at repository depth 
(~500 m) and results in a distinctive structure with 
two large buckling zones formed by bedding-plane 
failure in the roof and floor of the excavation and 
smaller damage zones in the tunnel sidewalls 
containing unloading fractures. The buckling zones 
include subvertical shear structures that bound the 
failure zone and a kink zone shear structure in the 
central part. In addition, more highly disturbed 
bedding planes are associated with the top and base 
of each buckling zone. 
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Figure 1. Components of the EDZ converter: input side (definition of changeable attributes / experts), hardwired 
EDZ abstraction procedure and output for the end users (PSA model) 

 

Figure 2. Structural model of EDZ in Opalinus Clay: fracture families and complete network 

 

Figure 3. Realization of one variant of EDZ DFN model. Fractures colored by log10 transmissivity (m2/s) 
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The structural model has been implemented as a DFN 
model using the hybrid CPM/DFN code 
CONNECTFLOW (Hartley & Holton 2004).  Several 
variants of the structural model were identified 
(parameter variations), and multiple realizations were 
created for each variant. Figure 3 shows one realiza-
tion from one variant that was used for the TOUGH2 
modeling described in later sections. 

STOCHASTIC CONTINUUM MODEL 

The realization shown in Figure 2 was transformed 
into a continuum representation. Effective properties 
of each continuum element were calculated from the 
DFN model using the upscaling method of Jackson et 
al. (2000) implemented in CONNECTFLOW. This 
method calculates the equivalent permeability tensor 
for subregions of the DFN by fitting to the flow 
(calculated in the DFN model) across the subregion 
for differing hydraulic gradients. The consistency of 
the approach is illustrated in Figure 4, where the total 
conductance along the tunnel as calculated by the 
DFN and CPM models is compared for 10 realiza-
tions and several different continuum meshes. 

 

Figure 4. Comparison of CPM and DFN EDZ 
conductance for 10 DGN realizations and 
three different CPM meshes 

The CONNECTFLOW CPM representation was then 
converted into a TOUGH2 model. The permeability 
of each TOUGH2 element was described by a 
permeability modifier calculated as the ratio of the 
maximum principal permeability of the tensor for that 
element divided by the permeability of the undis-
turbed rock. This modifier varied from 1 to over 106 
(highly permeable regions), as shown in Figure 5. In 
addition to permeability variations, the porosity can 
be varied based on the apertures or effective hydrau-
lic aperture representation of the individual element 
blocks derived from the DFNs. 

 

Figure 5. 3D variation in permeability modifier 

The capillary pressure–saturation relationship for 
each element can be scaled by the capillary strength 
parameter (i.e., van Genuchten parameter 1/α=P0) as 
a function of permeability. A typical scaling relation-
ship between capillary strength and permeability is 
given by Leverett (1941) as:  

k

k
PP 0

0
'

0 =  

or by a cubic law function: 

3 0
0

'
0 k

k
PP =  

where P0 and k0 are the reference values of capillary 
strength and permeability, respectively, and are 
defined as material properties for the entire EDZ 
region. The reference permeability of the EDZ of k0 
= 10-20 m2 corresponds to the undisturbed host rock. 
The corresponding reference capillary strength was 
assumed to be P0 = 2×106 Pa; the reference porosity 
is φ = 0.12. Model parameters are listed in Table 1. 
 
The CPM model incorporates the DFN as heteroge-
neous distributions of representative permeabilities 
and porosities at the scale of the discretized CPM 
blocks. In theory, the variations in permeability and 
porosity could be represented by variations of the 
different parameters of the van Genuchten model. In 
a first approximation, only the capillary strength 
parameter (P0) was assumed to be a function of 
permeability using the Leverett function. All other 
van Genuchten parameters were assumed to be 
constant. 
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Figure 6. Functional relationship for capillary 
pressure (top) and relative permeability 
(bottom) for the van Genuchten/Mualem 
model.  

The range in the capillary pressure curves based on 
the range in permeability of the EDZ is shown in 
Figure 6, indicating a range of more than three orders 
of magnitude between the higher capillary pressure 
(corresponding to the reference permeability ko) and 
the lowest capillary pressure (corresponding to the 
highest permeability in the CPM model—Figure 6). 
A residual gas saturation of Sgr>0 is assumed, indi-
cating a Corey model for the gas relative permeabil-
ity curve.  
 
The model domain considered in TOUGH2 is shown 
in Figure 7, together with the two different gas injec-
tion scenarios. 
 

 

Figure 7. Schematic depiction of model domain with 
two different gas injection variants 

At the left model boundary, a 10 m thick seal of 
uniform low permeability is assumed. In the actual 
model, gas injection is along the left vertical bound-
ary (for Scenario A) or along the radial interface 
between the tunnel and the EDZ (for Scenario B). 
Constant gas injection rates were prescribed corre-
sponding to the conservative and pessimistic H2 
generation rates of 0.112 and 0.04 m3-H2/a per tunnel 
meter, respectively (NAGRA, 2002a, b).  
 
TOUGH2 simulations were performed using the 
EOS3 module for air and water. For this, the H2 gas 
generation rates were converted to the mole-equiva-
lent air-mass injection rates. Solubility of air in water 
according to Henry’s law was considered, but no 
diffusion in either liquid or gas phases was assumed. 
 
Gas migration through the EDZ, as represented in the 
CPM model, was simulated to obtain characteristic 
responses in terms of pressure buildup and gas/water 
flow through the heterogeneous CPM model. The 
two-phase flow simulation of gas migration through 
the EDZ represented by the CPM model for the two 
gas injection variants. Focus is on injection Scenario 
A, because of numerical difficulties encountered in 
the simulation of Scenario B. In addition, a second 
realization (corresponding to a different DFN model 
variant) was used for comparison of the simulated 
pressure and gas/water flow responses. 
 
Figure 8 shows the evolution of gas pressure and 
saturation within the model over the first 1000 years.  
The gas front extends farther in the vertical direction 
according to the greater extent of the higher perme-
ability EDZ. The gas saturation distributions indicate 
that the gas front reaches the downstream boundary 
after about 500 years.   
 

SIMPLIFIED CONTINUUM MODEL 

The simplified model used a radially symmetric mesh 
with the symmetry axis parallel to the cavern axis. 
The overall dimensions were the same as those of the 
CPM model. The 10 m radial extent was subdivided 
into 5 radial columns corresponding to the radial 
discretization of the CPM model. The horizontal 
dimension of the model domain (420 m) is composed 
of variable length vertical slices (5 to 20 m length) 
for a total grid size of 5×27. 
 
The simulated pressure buildup and gas breakthrough 
responses from the CPM model for Scenario A were 
used as calibration data to estimate effective proper-
ties for a simplified homogeneous model of the EDZ. 
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Gas pressure (Pa) Gas saturation (-) 

 

 

Figure 8. Gas pressure and gas saturation distribution along 3D section through the CPM model after 50, 500, 
and 1,000 years from beginning of gas injection. The scale of the pressure range changes for the 
different time steps to show the internal variation at early times. 

 

50 years
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In the first runs, only three parameters were selected 
for optimization using the inverse code ITOUGH2 
(Finsterle, 1999):  

• Radial permeability (kr) 

• Horizontal permeability (kh) 

• Capillary strength (vG: α = 1/P0) 

These parameters correspond to the variations in 
permeability and capillary strength in the CPM 
model. In subsequent runs, the following additional 
parameters were included for the optimization: 

• Porosity (φ) 

• Shape factor (vG – m) 

• Residual water saturation (Slr) 

In the CPM model, the φ, vG–m,and Slr were kept 
constant, whereby the two-phase parameters define a 
van Genuchten model for the water relative perme-
ability curve (krl) and a Corey model for the gas 
relative permeability curve based on a residual gas 
saturation of Sgr > 0. The Corey curve indicates 
significant phase interference where krl + krg < 1. In 
comparison, the Grant gas relative permeability (krg= 
1 – krl) indicates no phase interference, resulting in 
much higher gas mobility. The Grant model is 
defined by assuming Sgr = 0, which is typically used 
to represent preferential gas flow paths in continuum 
approximations of fractured-porous rocks. Sensitivity 
simulations with the homogeneous model indicated 
that a Grant krg curve is required to reproduce the 
relatively fast gas migration in the CPM model. 
 
For the inverse simulations, 50 calibration points 
were interpolated on a log-time scale from the 
simulated pressure buildup and gas flow curves (see 
Figure 9). The focus for the calibration was on the 
peak pressure response and gas breakthrough and less 
on the early-time data. In a subsequent run, water 
flow was included in the calibration (Figure 10). 
Initial model runs fitting only permeability and 
capillary strength produced a relatively poor fit to the 
pressure data, and parameter estimates did not repre-
sent a statistically valid representation of the CPM 
model. The inverse simulation was repeated with the 
additional optimization parameters. Results indicate a 
better fit of the pressure response, reproducing well 
the pressure peak (Figure 9).  
 
The estimated parameters for the homogeneous 
model are summarized in Table 2, together with 
relevant statistical information from the inverse 
simulation (Table 3). The homogeneous model 
indicates a significant anisotropy with higher EDZ 
permeability along the tunnel axis and lower perme-
ability perpendicular to the tunnel axis. The estimate 
of the vG-α parameter representing the capillary 
strength (α=1.83E-7 1/Pa or P0 = 5.47 MPa) is 
greater than the reference value of P0 = 2.0 MPa 

corresponding to the reference permeability k0 of the 
undisturbed rock (k0 = 10-20m2). The estimate of the 
vG-m parameter decreased compared to the reference 
value, causing a steeper rise in the capillary pressure 
curve and a slight reduction in the relative perme-
ability for liquid and a corresponding increase in the 
relative permeability for gas. The covariance/ corre-
lation matrix in Table 3 indicates a relatively high 
correlation between the van Genuchten’s α and m 
parameters. A positive correlation indicates an 
increase in m, and a corresponding increase in α 
would yield similar results.  
 
The estimated residual water saturation indicates a 
significant percentage of mobile water (i.e., affected 
by the gas displacement). The porosity did not 
indicate a significant change (Table 2), corresponding 
to the relatively large pore volume affected by the gas 
flow. This is to be expected during injection in 
Scenario A, which induces a piston-type flow regime 
with the total gas injected at the upstream boundary 
and discharged at the downstream boundary, repre-
sented by a 10 m thick section with the low reference 
permeability of k0 = 10-20 m2, corresponding to the 
intact EDZ in the CPM model. 
 
The results of the inverse simulations indicated a 
reasonable fit of the gas breakthrough curve, but the 
computed water flow at the downstream boundary at 
late time was noticeably higher than the rate from the 
CPM model. 
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Figure 9. CPM and fitted homogeneous model 
calculated injection pressure and gas 
flow. Fit to gas pressure and flow. 
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In the following case, the inverse simulation takes 
into account the simulated water flow in the CPM 
model as calibration points. Results indicate a poorer 
fit of the pressure response (Figure 10) compared to 
that in Figure 9. The overall pattern of the water flow 
response is reasonably well reproduced, particularly 
the general decrease after gas breakthrough, but the 
fit of the gas breakthrough curve is decreased. The 
statistical analysis indicates a relatively high sensi-
tivity of the water flow, compared to the pressure and 
gas flow, and a decrease in some of the parameter 
correlations compared to those in Table 1. Simula-
tions were also performed with higher gas injection 
rates, but are not discussed here.  
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Figure 10. CPM and fitted homogeneous model 
calculated injection pressure and gas 
flow. Fit to pressure, gas and water flow. 

Even though the inverse simulation gave a fair fit of 
the CPM model results, the statistical analysis of the 
inverse modeling indicated that the homogenous 
model is not a statistically valid representation of the 
heterogeneous CPM model (relatively large residuals 
and non-uniform residual distribution). However, the 
inverse modelling indicates sufficient sensitivity of 
the different parameters and of the different calibra-
tion data (i.e., pressure, gas flow, and water flow) to 
obtain effective parameters for a homogeneous model 
that can produce a qualitatively optimal fit of the 
responses of the CPM model. 

CONCLUSIONS 

The TOUGH2 simulation results demonstrate that the 
simulated responses (pressure and gas/water flow) 
from the CPM model can be used for the calibration 
of effective parameters for a homogeneous model. 

Overall, the calibrated parameters reproduced 
reasonably well the CPM model responses. 
 
It should, however, be remembered that the modeling 
represents the first step in development of a struc-
tured methodology for treatment of solute and water 
flow though the EDZ, and several issues were identi-
fied that need further examination.  

• The homogeneous model may be revised to be 
consistent with the effective property calculation 
used for the DFN/CPM for single-phase liquid 
flow. 

• The inverse modelling requires refinement with 
regard to the relative contribution of the different 
data sets (i.e., pressure, gas flow). 

• Further consistency checks regarding the 
observed two-phase flow behavior are needed 
between the CPM model and the homogeneous 
model.  
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Table 1. Summary of reference hydraulic and two-phase parameters 
 

K 2 kh 2 Material 
[m/s] [m2] 

Porosity C p [1/Pa] Specific 
Storage 1 

EDZ 1.00E-13 1.02E-20 0.12 1.7E-9 2.60E-06 

 

Capillary Pressure 1 Relativ e Permeability 2 Material 

Po n Slr m Slr Sgr 
EDZ 2.00E+06 1.67 0.00 0.40 0.00 0.003 
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Table 2. Best-fit parameters, standard deviations, and sensitivities for the fit to gas pressure and flow (Figure 9) 

ESTIMATED 
PARAMETER V/L/F 

INITIAL 
GUESS 

BEST 
ESTIMATE 

STANDARD 
DEVIATIONS 

 
SENSITIVITY 

    COND. MA RG. C/M OUTPUT 
OBJ. 
FUNC. 

Kr LOG10 -20.000 -20.100 0.154 0.229 0.670 706.500 37.181

Kh LOG10 -18.000 -17.900 0.148 0.268 0.554 1158.000 36.673

Por VALUE 0.120 0.110 0.001 0.013 0.054 1259.300 3853.969

Slr VALUE 0.500 0.380 0.020 0.159 0.127 200.200 350.762

vG m VALUE 0.401 0.808 0.005 0.063 0.073 646.700 6486.816

α LOG10 -6.301 -6.420 0.007 0.117 0.060 6581.100 2291.873

Inj. Pressure       128.720  

Gas Flow       10423.00  
 

Table 3. Covariance/correlation of estimated parameters for the fit to gas pressure and flow (Figure 9) 

Covariance(L+D)/Direct Correl ation(U) Matrix of Es timated 
Parameters   
 Kh Kr Por Slr vG m α 
Kh 5.25E-02 -0.51 0.199 -0.235 -0.094 0.088 
Kr -2.53E-02 7.17E-02 -0.207 0.329 0.18 -0.222 
Por 7.69E-04 1.88E-03 1.81E-04 0.932 0.966 -0.975 
Slr 2.88E-03 2.58E-02 2.04E-03 2.54E-02 -0.82 0.845 
vG m 1.24E-03 -2.26E-03 2.01E-04 3.21E-03 4.02E-03 0.996 
α -4.05E-03 -1.45E-02 -8.15E-04 -7.10E-03 5.19E-03 1.37E-02 
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ABSTRACT 

Finnish spent nuclear fuel final disposal is planned to 
be based on the KBS-3 concept (Figure 1). Within 
this concept, the role of the bentonite buffer is 
considered central. The aim of the study was to 
model the evolution of the final repository during the 
thermal phase (heat-generating period of spent fuel) 
when the bentonite is initially only partially saturated. 
There is an essential need to determine how 
temperature influences saturation and how both of 
these factors affect the chemistry of bentonite. 

INTRODUCTION 

In Finland, bentonite will be used as a buffer material 
in high-level radioactive waste disposal. Upon 
saturation with groundwater, bentonite swells and 
thus seals repository tunnels. However, the thermal, 
hydrological, mechanical and chemical phenomena 
and processes taking place in the bentonite buffer 
may change the mechanical and chemical properties 

of the bentonite. Determination of the long-term 
stability of bentonite under final repository conditions 
must be based on modeling, since empirical testing 
would require millennia to implement.  
 
In this work, we concentrate on modeling the 
temperature effects on bentonite during the thermal 
phase. However, the complexity of the in situ 
conditions and computing power limitations preclude 
models that include all processes. We are therefore 
forced to consider only simplified repository site 
models. 
 
To make the modeling more concrete, an example 
experimental case was adapted: the Long Term Test 
of Buffer Materials (LOT) A-2 parcel test at the Äspö 
Hard Rock Laboratory (HRL) in Sweden (Karnland 
et al., 2008). This experiment was modeled, and the 
experimental results have been compared with the 
model. 
 

 

 
Figure 1. The KBS-3V spent nuclear fuel final disposal concept (SKB - Swedish Nuclear and Waste Management 

Co, 2006) 
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Differences in the thermodynamic properties of 
minerals cause a redistribution of minerals within the 
bentonite. For example, laboratory tests indicate 
gypsum dissolution and anhydrite precipitation near 
the heater-bentonite interface. Incoming groundwater 
will also affect the bentonite pore water. Since these 
changes may affect the properties of bentonite, it 
must be determined whether these phenomena are to 
be taken into account in safety management. 

GOAL 

The first aim was to investigate the thermal (T), 
hydraulic (H), and chemical (C) phenomena affecting 
the bentonite. Comprehensive knowledge of the 
composition of bentonite after the thermal phase is 
crucial for estimating the long-term safety of nuclear 
waste final disposal repositories. 
 
The second aim was to improve the modeling 
capabilities at VTT (Technical Research Centre of 
Finland) to understand the bentonite evolution 
problem and to create a model that could in turn be 
used to model the final repository site, planned to be 
constructed in Olkiluoto. 

EXPERIMENT 

The LOT test experiment A2 parcel test and its 
results were used in this model as reference data (118 
Karnland, Ola 2008). In the LOT tests, relatively 
small test parcels (see Table 1) are exposed to field 
conditions at Aspö HRL. The LOT test series 
includes three test parcels with similar conditions to 
those in a Kärnbränslesäkerhet 3 (KBS-3V) 
repository, and four test parcels with adverse 
conditions. 
 

Table 1. Dimensions in LOT A2 parcel test 

Hole depth 4 m 
Cylinder diameter 0.28 m 
Cylinder height 0.1 m 
Copper inner diameter 0.1 m 
Copper wall thickness 0.004 m 
Borehole diameter 0.3+0.01 m 
Depth 450 m 
Copper tube length 4.7 m 
Hole height  8 m 
Water Pressure  1.2 Mpa 

 
The A2 parcel is an adverse conditions parcel—
adverse in this case referring to conditions that 
accelerate alteration processes (higher temperature 
and higher temperature gradient). The A2 parcel was 
placed in a vertical borehole in granitic rock. After 
approximately 5–6 years exposure, the test parcel was 
lifted and partitioned for examination. The results of 
these examinations were used as a reference. Test 
parcel dimensions were smaller compared to the 
KBS-3V deposition hole, in order to shorten the 
water saturation period, to achieve a higher 

temperature gradient over the buffer material and to 
ease the uplift of the test parcel (Karnland et al., 
2008). 
 
The standard maximum temperature limit for final 
disposal repositories is 90oC. In the A2 test, the 
maximum temperature was set to 120–150oC. A 5–
year period in these conditions covers a significant 
proportion of the thermal load in a KBS-3V 
repository with respect to kinetically controlled slow 
processes. 

Test Site Description 
The test site depth was ~450 m from the surface. The 
rock consists mainly of Äspö diorite. The A2 hole 
was 8 m deep and situated 33 m from the tunnel 
entrance. The water pressure was kept higher than the 
vapor pressure at the test temperature, and the water 
inflow rate was kept low enough to prevent piping 
erosion. Because this rate of water inflow was too 
low, it was decided to introduce external water via a 
supply hole, with water pressure into the hole ~1.2 
MPa, through titanium tubes. The test site dimensions 
are presented in Table 1, and the test parcel is 
illustrated in Figure 2 (Karnland et al., 2008) below. 
 
 

 
Figure 2. Scaled schematic drawing of the A2 test 

parcel (Karnland et al., 2008) 
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MATERIAL 

Research has shown that sodium bentonite is 
currently the most viable material for isolating 
radioactive materials, due to its multiple beneficial 
characteristics (Wersin, 2003):  
 

1. In case of canister failure, the migration of 
the majority of contaminants (radionuclides) 
is retarded almost completely, via sorption 
to the reactive clay surfaces. 

2. Bentonite’s ability to swell makes it an 
efficient barrier against contaminant 
migration.  

3. Bentonite constitutes a mechanical and 
chemical zone of protection around the 
canister.  

4. Bentonite has high thermal conductivity, 
thus serving to efficiently dissipate heat 
emitted by the waste.  

 
Bentonites (montmorillonite clays) differ by 
mineralogical composition. The type chosen for final 
repository use, MX-80, is extracted, for example, 
from Wyoming (USA) and is a commercial material 
supplied in powder form. The MX-80 material 
consists mainly of sodium montmorillonite clay with 
small amounts of quartz, tridymite, cristobalite, 
feldspars, sulfides and other trace minerals (Karnland 
et al., 2008). 

MODEL 

Modeling Concept 
The chemical phenomena occurring in the bentonite 
barrier in a disposal site depend on numerous factors, 
such as the rate of iron corrosion, the reaction 
temperature, the composition of the interaction fluid, 
the diffusion coefficients of the solutes, and the 
reactive surface area of minerals. Owing to the 
complexity of their estimation and mutual couplings, 
consideration of all of these parameters within a 
single model remains highly challenging. Certain 
simplifications must, therefore, be made. The model 
presented in this article is a simplified model, and its 
limitations as such must be recognized.  
 
It is assumed that three phases (solid, liquid, and gas) 
are present in the modeled porous medium. The basic 
component of the solid montmorillonite is assumed to 
be insoluble, but able to absorb ions and exchange 
them with solution. Precipitated minerals are 
assumed to be part of the solid phase. The gas phase 
consists of water vapor and air, while the liquid phase 
consists of water, dissolved air, and other dissolved 
species. Local equilibrium is assumed for all 
chemical reactions, excluding mineral reactions with 
kinetics. Equilibrium is a limiting case for kinetics 
when transport is slow compared to reaction rates. 

The model was created using the PetraSim user 
interface of the TOUGH2 and TOUHGREACT 
programs. The applied model is a thermo-hydro-
chemical coupled model, meaning no mechanical 
alterations and effects are considered. The purpose of 
the model was to match the results as closely to the 
experimental results as possible, and thus the time 
frame was limited to ten years (the LOT A2 parcel 
test duration was approximately 6 years).  

Modeling Program 
TOUGHREACT EOS3 was used to model the 
reactive unsaturated transport processes in 1-D, and 
the grid was pitched at uniform intervals. The model 
constructed was a simplified model. The idea was to 
simplify the real 3-D model in which the copper 
canister producing heat is surrounded by bentonite 
and a rock matrix that contains a traversing water 
conducting fracture. The model can be simplified to 
1-D because the changes in the bentonite are highest 
at the fracture location and diminish with increasing 
distance from the fracture. Thus, the worst possible 
scenario is in the fracture position. Figure 3 shows 
the model grid. 
 

 
Figure 3.  1-D grid with 80 pitched cells at uniform 

intervals 

Whereas the grid is simple, the phenomena at play 
within an actual system of this type are complex. The 
light blue cell on the left represents the heat source, 
i.e., the heat coming from the decay of spent fuel and 
the inert copper canister (1 cm). The green zone is 
granitic rock (29.5 cm) containing relatively free 
moving water. The dark blue zone is the bentonite 
(9.5 cm), which is initially partially saturated or 
virtually dry. The rightmost cell is a magnified water 
source. As such, the chemistry and water 
concentration in that cell remains constant. The 
bentonite has an initial water-mineral content and 
cation exchange capacity, and it interacts with the 
granitic Äspö groundwater outside the bentonite 
block. The copper canister is inert, exclusive of its 
heat production. 
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PetraSim version 4.1.0219 was used. A newer version 
of the PetraSim (4.2.1118) user interface, which uses 
newer versions of TOUGH2 and TOUGHREACT, is 
also available, but we were unable to produce 
consistent results with this version. The newer 
version produced a number of anomalous results, and 
the cation exchanger compositions were also 
calculated apparently incorrectly. The reasons for this 
are unclear. 

Model parameters 
The model parameters for these models were taken 
from different sources (Karnland et al., 2008), 
(Karnland et al., 2008), (Jacinto et al., 2009), (Arthur 
and Zhou, 2005) (Wersin, 2003), (Karnland et al., 
2006). Some of the parameters were approximated 
according to the data. Table 2 shows the material 
parameters, and Table 3 shows the water-retention 
parameters used. The water-retention parameters for 
the fracture were set for constant saturation of the 
rock. 
 

Table 2. Material parameters 

Parameter Bentonite 
Granite 
fracture Copper 

Pressure [Pa] NTP 1.20E+06 NTP
Cation exchange 
capacity [meq/100g] 75     
Rock grain density 
[kg/m3] 2 750 2 650 8 960
Diffusion coefficient 
[m2/s] 2.00E-09     
Wet Heat Conductivity 
[W/(mC)] 1.3 2 2
Dry Heat Conductivity 
[W/(mC)] 0.3     
Porosity 0.43 0.14 0.01
Intrinsic Permeability [m2] 3.00E-21 5.00E-11 0
Tortuosity 0.124 0.2   
Specific Heat [J/(kgC)] 2 500 784 385

 
 
Table 3. Water retention parameters: van Genuchten 

for the bentonite and Fatt&Klikoff for the granite 
fracture. 

 Bentonite Granite fracture
λ 0.338   
Slr 0.4 0.999 
Sls 1  
Sgr 0  
P0 14.12 MPa  
Pmax 140 MPa   

 
 
Besides material parameters, chemical data were 
needed for the model. Table 4 shows the bentonite 
mineral volume fractions in the model. Bolded 
minerals are inert.  

Table 4. Mineral mass and volume fractions 

Minerals 
Mass fraction 

[%]
Volume 
fraction 

Gypsum CaSO4·2(H2O) 0.17 0.0012
Anhydrite CaSO4 0.17 0.0009
Quartz SiO2  15.00 0.0897
Montmorillonite 
Na0.2Ca0.1Al2Si4O10(OH)2(H2O)10 76.00 0.4236
K-Feldspar KAlSi3O8 7.00 0.0427
Calcite  CaCO3  0.70 0.0040
Chalcedony SiO2 (crystalline) 0.96 0.0057
Sum 100 0.568
 
The mineral kinetics were taken from Palandri and 
Kharaka (2004) with the exception of chalcedony, 
which was assumed to be at equilibrium. Also, 
groundwater, bentonite pore water, and ion exchanger 
composition were needed for the initial state and are 
shown in Table 5. The bentonite pore water was 
chosen so that the ion exchanger was initially filled 
correctly (Tournassat et al., 2007).  
 

Table 5. Groundwater, bentonite pore water, and 
cation exchanger composition 

Variable 

Groundwater 
composition 
[mmol/l] 

Bentonite 
pore water 
composition 
[mmol/l] 

Cation exchanger 
composition 
(equivalent 
fractions/[meq/100g])

pH 6.9 8.62   
Na+ 100 9.972·10-4 0.808/60.6
K+ 0.28 2,79·10-7 0.009/0.675
Ca2+ 47.3 7.603·10-11 0.128/9.6
Mg2+ 2.40 3,838·10-11 0.055/4.125
Cl- 178 1·10-3   
SO42

- 4.60 traces   
HCO3

- 0,441 traces   
Al3+ traces traces   
H4SiO4(aq) traces traces   
O2(aq) traces traces   

RESULTS 

The results were fairly realistic. The obtained results 
were so numerous that they can be addressed here in 
part only. A full discussion of the results will be 
presented in a master thesis due for publication in 
August 2009 (Itälä, 2009). 

Properties 
A number of key properties were given special 
observation. Figure 4 shows the temperature and 
temperature gradient in the bentonite and part of the 
rock matrix. As one can see, the temperature gradient 
is approximately 4.7oC/cm, and the temperature 130–
85oC in the bentonite. The bentonite was shown to 
saturate within approximately one year (Figure 5), 
which correlates closely with the LOT test report 
(Karnland et al., 2008). 
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Figure 4. Temperature evolution as a function of 

distance from the copper tube, over time. 
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Figure 5. Saturation as a function of distance from 

the copper tube, over time 

Other significant properties were pH and porosity. 
The change in porosity from 0.43 to 0.431 is so small 
that it does not affect the water flow or diffusion 
velocity. The reduction in pH is due to lack of surface 
complexation and also to higher temperature, which 
increases production of OH- and H+ ions.  

Minerals 
Chalcedony is in equilibrium, and some equilibrium 
processes occur. Some calcite appears to dissolve 
near the copper (heat source) surface and gypsum 
dissolves within a couple of days. Quartz and K-
Feldspar are almost stable. The most interesting of 
the minerals was, however, anhydrite. Figure 6 shows 
the anhydrite profile. It appears that when sulfate is 
diffusing out and calcium is coming in, anhydrite 
precipitates near the rock surface. Anhydrite also 
starts to precipitate near the copper surface due to 
high temperature. 
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Figure 6. Anhydrite volume fractions as a function of 
distance from the copper tube, over time. 

Primary Species 
The main primary species affecting the system were: 
Na+, Mg2+, Ca2+, K+, Cl-, and SO4

2-. Other species 
present are not discussed here. The calcium profile 
(Figure 7) shows calcium diffusing from the 
groundwater to the bentonite.  
 

Distance from Copper tube [cm]

0 2 4 6 8 10 12

C
on

ce
nt

ra
tio

n 
[m

ol
/k

g]

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0v 
1.5 d 
26 d 
89 d 
200 d 
235 d 
1 y 
3 y
5 y
6 y 
8 y 
10 y 

 
Figure 7. Total aqueous calcium component 

concentrations as a function of distance 
from the copper tube, over time 
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Figure 8. Total aqueous chloride component 
concentrations as a function of distance 
from the copper tube, over time 
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The chloride concentration increases with saturation 
and diffusion continues, although the diffusion 
profile is slightly anomalous compared to the 
boundary conditions (Figure 8.). Both sodium and 
sulfate ions diffuse out from the bentonite, due to 
increasing sodium concentrations in the bentonite 
resulting from cation exchange reactions (Figures 9 
and 12) and an initial increase in sulfate 
concentrations caused by dissolution of gypsum 
(Figure 10). 
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Figure 9. Total aqueous sodium component 

concentrations as a function of distance 
from the copper tube, over time 
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Figure 10. Total aqueous sulfate component 

concentrations as a function of distance 
from the copper tube, over time 

Magnesium concentrations in the bentonite increase 
due to diffusion from groundwater and cation 
exchange. Potassium concentrations increase initially 
due to diffusion, but later, the direction of diffusion 
moves outwards to the rock matrix as the 
concentration in the bentonite exceeds that of the 
groundwater due to cation exchange. 

Cation Exchanger 
The cation exchanger composition changes are shown 
in the figures below as meq/100 g. It appears that 
calcium enters the cation exchanger and sodium exits 
(Figures 11 and 12). Calcium levels are, however, 
higher near the bentonite rock interface due to 
incoming calcium and, thus, the concentrations are 

not balanced equally and equilibrium is not yet 
reached. The sodium content decreases, with the 
changes greatest near the rock surface (Figure 12). 
Potassium and magnesium also exit the exchanger 
and are replaced by calcium (Figures 13 and 14). 
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Figure 11. Calcium content [meq/100g] in the cation 

exchanger as a function of distance from 
the copper tube, over time 
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Figure 12. Sodium content [meq/100g] in the cation 

exchanger as a function of distance from 
the copper tube, over time 
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Figure 13. Potassium content [meq/100g] in the   

cation exchanger as a function of distance 
from the copper tube, over time 
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Figure 14 Magnesium content [meq/100g] in the 

cation exchanger as a function of 
distance from the copper tube, over time 

 

DISCUSSION (VALIDITY) 

Whereas the majority of the results appear to be 
qualitatively correct, their validity is open to a 
number of questions. The following limitations were 
applied to the creation of the model:  
 

1. The calculation time of the model was 
limited to ten years, since the principal aim 
was to obtain calculated results that were as 
close as possible to the measured values, and 
because the LOT A2- parcel test duration 
was approximately six years.  

2. Montmorillonite was chosen as the insoluble 
solid phase with constant ion exchange 
capacity. 

3. The calculations were carried out in one 
dimension to simplify the system. The grid 
was thus created with one cell only in the y 
and z directions, and multiple cells in the x 
direction. 

 
 
The model itself also contained the following 
limitations: 

1. A major source of uncertainty is the fact that 
the model does not take into account the 
three different water types present in 
bentonite: the interlayer water, double layer 
water, and free water. The model assumes 
that all water content is accessible to solutes 
for transport and geochemical reactions. 

2. THC predicted concentrations systematically 
overestimate measured values near the 
heater and show probably sharper gradients 
than those of measured data. This is because 
the model does not take into account 
bentonite swelling/shrinkage (or water 

evaporation near the copper-bentonite 
interface). 

3. TOUGHREACT does not include surface 
complexation: protonation/deprotonation of 
surface edge sites.  

4. Even though THC processes are expected to 
alter the capillary strength parameter (1/α), 
this effect has not been included in these 
models. 

5. Diffusion coefficient is assumed constant for 
all ions and neutral molecules. 

6. Swelling and rock mechanics are not 
included. 

7. All material parameters are constant, and 
functions such as temperature cannot be 
added. 

8. The model was 1-D, whereas a realistic 
model should be 3-D. 

 
 

Furthermore, data limitations of THC modeling 
include: 
 

1. General lack of kinetic data for 
environmental and geochemical processes is 
a major drawback. Laboratory-based values 
are not necessarily applicable to the field 
situation. 

2. It is not well understood how to take handle 
a lack of equilibrium among redox couples. 

3. Reactive surface areas and grain radii of 
minerals are highly uncertain, due to lack of 
data. 

4. Uncertainties in thermodynamic data, 
especially at higher temperatures, may exist. 

5. Van Genuchten function parameters for 
partial saturation in rock and bentonite are 
not well known, and no data is given for 
different temperatures. 

CONCLUSIONS 

The results show similarity with experimental data. 
However, the results are open to question, and further 
study is needed to confirm the validity of the results. 
The parameters used should be applied to other 
modeling programs, and the results compared. 
 
Furthermore, more experimental data is needed (see 
discussion section for details). Constructing surface 
complexation in TOUGHREACT would be of key 
importance with respect to modeling the final 
repository of nuclear waste. 
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THC models could be improved by incorporating 
mechanical and geochemical coupling to account for 
porosity changes caused by swelling phenomena. 
This would lead to fully coupled THMC models 
(where M = mechanical). 
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ABSTRACT 

The program TOUGHREACT has been applied to 
predict spatial and temporal changes in the chemical 
conditions within an underground disposal facility for 
radioactive waste. The model represents a single 
waste package, which is filled with an encapsulation 
grout, placed in an underground vault, and 
surrounded by a cementitious backfill. Groundwater 
from the host rock flows into the vault and through 
the backfill. The package is assumed to be situated 
close to the upstream edge of the vault. 
 
This model has been used to examine the interactions 
between different groundwater compositions, the 
backfill, and various grout formulations. In most 
cases, the model predicts a reduction in the backfill 
porosity due to precipitation and dissolution 
reactions, particularly at the upstream edge of the 
vault. The degree to which this occurs depends on the 
groundwater composition. The groundwater flow is 
reduced significantly, which results in a high pH 
environment being maintained for longer periods 
than would have been predicted if the effects of 
changing porosity on groundwater flow had not been 
allowed for. 
 
The model also predicts that precipitation and 
dissolution reactions will occur in the grouts close to 
the interface with the backfill, reducing the porosity 
there significantly. This isolates the grouts from the 
backfill, so that the pH within the grouts is 
unchanged over an extended period. 

INTRODUCTION 

In the United Kingdom, one possible concept for 
disposing of intermediate- and certain low-level 
radioactive wastes involves the placing of grouted 
waste packages in the vaults of a geological disposal 
facility (GDF), which are then surrounded by a 
cementitious backfill. The backfill, as part of a 
“multibarrier concept” to limit the migration of 
radionuclides from the wastes, will be required to 
maintain a high pH environment (in which the 
solubility of many radionuclides will be low) for a 
long period. 
 
Formulations for a possible backfill, NRVB, and for 
a number of waste encapsulation grouts have been 
developed. 

 
The physical and chemical properties of the GDF’s 
near field will evolve as groundwater percolates 
through the facility and chemical reactions occur. It is 
important to understand these processes, so as to be 
able to predict the long-term effectiveness of the near 
field in limiting radionuclide release and migration. 

Expected evolution of pH in the backfill 
The hydrated backfill will contain a number of solid 
phases, with the exact mineral assemblage depending 
on both the formulation and the curing temperature.  
For “fresh” NRVB hydrated under typical repository 
conditions, the main components are expected to be 
alkali (i.e., Na, K) hydroxides, calcium hydroxide 
(Ca(OH)2), calcium-silica-hydrate (CSH) gels, 
calcium carbonate, and hydrated calcium aluminates.  
A significant proportion of the alkali hydroxides will 
dissolve in the initial pore water, and will condition 
the pore water to a high pH (i.e. > 13). As 
groundwater replaces the initial pore water, the 
chemistry will be dominated by the dissolution of 
Ca(OH)2 and leaching of CSH. The dissolution of 
Ca(OH)2 will maintain the high pH of the pore water 
(i.e., ~12.5) until it is exhausted, and then the pH will 
be buffered by CSH phases with a relatively high 
calcium-silicon molar ratio (Ca/Si). During this 
period, the pH is likely to drop, as the incongruent 
dissolution of CSH phases will remove calcium and 
hydroxide ions preferentially, thereby lowering the 
Ca/Si ratio and reducing the capacity of the system to 
buffer the pH. The formation of secondary minerals 
(e.g., brucite, ettringite, hydrogarnet, hydrotalcite and 
monocarboaluminate) may occur due to reactions 
between the inflowing groundwater, the backfill, and 
the wastes (especially those containing magnesium, 
sulphur, or aluminium). The secondary minerals 
could continue to buffer the pH. 

Context 
Previously, models have been developed that predict 
the long-term capacity of the near field to buffer the 
pH (e.g., Gould et al., 2001; Heath and Hunter, 
2009). These models represented the effects of both 
waste and groundwater interactions with the 
cementitious materials. However, the models were 
concerned with reactions on the scale of a vault, and 
not on the scale of a single waste package. More 
recently, reactive transport computer programs have 
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been applied to predict pH evolution on the scale of a 
waste package (Small and Thompson, 2008), and, 
even more locally, within cracks through the backfill 
(Swift et al., 2008). 
 
This paper identifies the mineral phases likely to be 
present in both the backfill and the encapsulation 
grouts at times soon after disposal, and then proposes 
a model for the evolution of the cement mineralogy, 
including the incongruent dissolution of CSH gels.  
The model was implemented using the program 
TOUGHREACT (Xu et al., 2004), and then the 
evolution of pH in the GDF was simulated over a 
timescale of 50,000 years. The model includes: 
aqueous speciation; equilibrium chemical reactions; 
and rate-dependent precipitation and dissolution 
reactions.  In addition, the model calculates changes 
in transport properties (i.e., porosity and 
permeability) due to precipitation and dissolution 
reactions; and couples the changes in transport 
properties to the groundwater flow. Thus, effects 
such as “clogging” of pores due to carbonation 
(i.e., formation of calcite) are treated in a more 
realistic manner. 

NUMERICAL METHOD 

System under consideration 
The model is of a 3 m3 box, which contains both 
waste and grout, assumed to be situated towards the 
upstream boundary of a disposal vault (Figure 1). 

 
Figure 1. Geometrical model, showing the waste 

and encapsulation grout inside a 3 m3 box 
(colored red) and the surrounding backfill 
(colored green). Because of symmetry, 
only half of the 3 m3 box is represented.  
Groundwater flows into the backfill 
across the surface X = 0. 

Groundwater from the host rock flows into the vault, 
through about half a meter of backfill, and then 

through the 3 m3 box. Because the grout has a lower 
permeability than the backfill, groundwater is 
channeled around the waste package. For simplicity, 
the steel container is not modeled. 

Geometrical model 
The 3 m3 box and its surrounding backfill were 
simulated in two dimensions using TOUGHREACT 
(Xu et al., 2004). Assuming horizontal groundwater 
flow and vertical symmetry planes (both symmetry 
planes are aligned with the groundwater flow; one 
cuts through the mid-point of the waste package, and 
the other cuts through the backfill halfway between 
adjacent waste packages), only one half of the 3 m3 
box was modeled (Figure 2). The downstream edge 
of the model was chosen sufficiently far away that it 
would not affect behavior near the 3 m3 box. 

 
Figure 2 TOUGHREACT grid, showing refinement 

of the grid all around the 3 m3 box and 
also at the upstream edge of the backfill.  
Groundwater flows into the backfill 
across the surface X = 0. 

The geometry of the model was represented using a 
grid with 456 elements. The grid was refined at the 
interface between the grout and the backfill, and also 
at the upstream edge of the backfill. When refining 
the grid, consideration was given to the implications 
of the Courant and von Neumann stability conditions 
for time-step size, and the practicalities of running 
the model over a period of 50,000 years. 

Chemical model 
The hydration phases present in an encapsulation 
grout will depend on factors such as temperature and 
age. Reactions will continue for some time after 
encapsulation of the waste, and that could affect the 
subsequent evolution of pH in the GDF. Therefore, a 
review of current understanding was carried out and 
used to derive starting compositions for both the 
backfill and the grouts. 
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Backfill composition 
The formulation of NRVB1, which involves a mix of 
ordinary Portland cement (OPC), hydrated lime 
(i.e., calcium hydroxide) aggregate, limestone flour 
and water, is designed to give a cementitious material 
with high porosity. Holland and Tearle (2003) have 
considered the probable hydration phases for various 
conditions. Using information from that study, and 
assuming aluminum is partitioned equally between 
hydrogarnet and monocarboaluminate2, led to the 
backfill composition in Table 1. 
 

Table 1. Initial backfill composition 
(volume fraction) 

Mineral Formula NRVB 

Al-ettringite  Ca6Al2(SO4)3(OH)12•26H2O 0.0375 
Calcite  CaCO3 0.1784 
Monocarboaluminate  Ca4Al2(CO3)(OH)12•5H2O 0.0338 
Si hydrogarnet  Ca3Al2(SiO4)0.8(OH)8.8 0.0194 
CSH (Ca/Si = 4)  Ca0.80Si0.20O1.20•0.80H2O 0.2343 
CSH (Ca/Si = 5.67)  Ca0.85Si0.15O1.15•0.85H2O 0.0095 
Porosity*  — 0.2000 

Un-reactive volume  — 0.2871 
* A total porosity of about 0.5 has been measured (Francis et al., 
1997) using a combination of mercury intrusion porosimetry (for 
large pores) and nitrogen desorption (for small pores).  However, 
experiments on the transport of tritiated water through NRVB 
(Harris and Nickerson, 1995) give a smaller value of about 0.2.  
This paper prefers the latter value. 

Grout composition 
Three grouts were considered: 
• 3 parts blast furnace slag, 1 part ordinary 

Portland cement (3:1 BFS/OPC); 
• 9 parts blast furnace slag, 1 part ordinary 

Portland cement (9:1 BFS/OPC); and 
• 3 parts fly ash, 1 part ordinary Portland cement 

(3:1 PFA/OPC). 
 
Typical “simplified” compositions for BFS, PFA and 
OPC were identified from the literature. 
 
It is presumed the waste will be kept in storage for a 
period of about 100 years following encapsulation, 
and sufficient water will be present to ensure 
hydration of the grout over that period. In particular, 
all of the slag, but only 90% of the fly ash (taking 
account of unreactive crystalline phases) will react. 
 

                                                           
1  NRVB is only a possible backfill material.  The use of NRVB in 
this study is due to the availability of chemical information for it. 
2  Hydrogarnet is known to be the dominant phase at higher 
temperatures, such as those likely to occur during curing, but 
becomes unstable as the temperature falls to 25°C.  
Monocarboalumionate is expected to form at lower temperatures. 

Hence, the hydration phases present in the grouts 
could be calculated. For example, in the case of the 
two BFS/OPC grouts it was assumed that: 
• Ettringite is formed, consuming available SO3. 
• “MgO” is present as hydrotalcite.  (Hydrotalcite 

is considered more plausible than brucite, which 
is not observed in slag-rich cement pastes.) 

• The remaining “Al2O3” is present as stratlingite.  
(Stratlingite is considered the most realistic way 
to account for aluminum without forming large 
amounts of gibbsite, Al(OH)3.) 

• The remaining “Ca” and “Si” form CSH gels. 
 
In the case of 3:1 PFA/OPC grout, the only 
difference was to assume that: 
• The remaining “Al” is present in the form of 

aluminum silicates with a low Al/Si ratio.  
Halloysite, Al2Si2O5(OH)4, was chosen as the 
best mineral to represent the hydration phases. 

 
These assumptions led to the grout compositions in 
Table 2. 
 
Table 2. Initial Grout Composition (volume fraction) 

Mineral 3:1  

BFS/OPC 

9:1  

BFS/OPC

3:1  

PFA/OPC

Al-ettringite  0.029 0.011 0.077 
Calcite  0.007 0.003 0.011 
CSH (Ca/Si = 1.1)  0.458 — — 
CSH (Ca/Si = 0.86)  — 0.423 — 
CSH (Ca/Si = 0.70)  — — 0.523 
Hydrotalcite  0.123 0.139 0.043 
Stratlingite  0.383 0.424 — 

Halloysite  — — 0.345 

Solid solution model for CSH 
CSH gels are amorphous, metastable, and exhibit 
incongruent dissolution with the preferential release 
of Ca. A number of approaches to thermodynamic 
modeling of these solid solution systems have been 
proposed (e.g., Bruno et al., 2007; Berner, 1988; 
Kulic and Kersten, 2001; Walker et al., 2007). 
 
Recently, Lichtner and Carey (2006) have presented 
an approach to incorporating the thermodynamics 
and kinetics of solid-solution formation into reactive 
transport models. Their approach represents the 
continuously variable solid-solution composition by a 
discrete set of stoichiometric solids that cover the 
composition range, and is combined with a kinetic 
formulation of the rates of reaction. An advantage of 
this algorithm is that modeling solid-solutions is 
similar to modeling pure mineral phases, with the 
exception of a “weighting factor” applied to the 
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reaction rates of stoichiometric solids. The algorithm 
was implemented in TOUGHREACT. 
 
Carey and Lichtner (2007) applied the algorithm to 
modeling CSH degradation, with portlandite and 
amorphous silica as end members. Unfortunately, the 
equilibrium constants Carey and Lichtner used for the 
end members (i.e., portlandite and silica) are 
inconsistent with values in the Nagra/PSI Chemical 
Thermodynamic database we use in this paper. To get 
around this problem, the fit of Carey and Lichtner 
was adjusted “by eye” to give a modified fit 
(Figure 3) consistent with the Nagra-PSI database. 
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Figure 3 Carey and Lichtner’s (2007) fit (green 

lines) of their CSH model to Chen et 
al. (2004) data and our modified fit (red 
lines) 

Groundwater composition 
Four groundwater compositions3 (see Table 3) were 
considered: 
 

Table 3. Groundwater Composition (at 25°C) 

 Saline 

(mol kg-1) 

High 

Carbonate 

(mol kg-1) 

Low 

Carbonate 

(mol kg-1) 

Clay 

(mol kg-1) 

Na 3.7 × 10-1 8.4 × 10-3 8.2 × 10-2 3.2 × 10-2 

K 4.4 × 10-3 3.8 × 10-5 2.5 × 10-4 7.1 × 10-3 

Mg 5.7 × 10-3 3.3 × 10-5 6.8 × 10-4 1.4 × 10-2 

Ca 2.9 × 10-2 8.8 × 10-5 4.8 × 10-2 1.5 × 10-2 

Sr 2.0 × 10-3 2.0 × 10-5 9.9 × 10-4 1.1 × 10-3 

Al 1.7 × 10-6 4.6 × 10-7 5.4 × 10-8 6.9 × 10-9 

C 1.0 × 10-3 2.8 × 10-3 1.6 × 10-4 3.0 × 10-3 

Si 2.5 × 10-4 1.1 × 10-4 7.6 × 10-5 9.4 × 10-5 

Cl 4.2 × 10-1 5.3 × 10-3 1.7 × 10-1 3.0 × 10-2 

SO4
2- 1.2 × 10-2 2.8 × 10-4 6.4 × 10-3 3.4 × 10-2 

pH 7.22 8.75 7.73 7.00 

                                                           
3  The use of these groundwater compositions is due entirely to the 
existence of appropriate data sets, and in no way prejudges any 
future site-selection programme. 

• The first, “Saline,” is sample DET5 from Sellafield 
borehole RCF3 (Bond and Tweed, 1995) and is a 
typical saline groundwater. 

• The second, “High Carbonate,”, is sample DET6 from 
Dounreay, and has a high concentration of carbonate. 

• The third, “Low Carbonate,” is sample DET8 from 
Dounreay and contains the lowest concentration of 
carbonate. Consequently, calcite precipitates at a 
slower rate, and the pores in the backfill do not clog. 

• The fourth, “Clay”, is from the Callovo- 
Oxfordian (COX) argillite, and has high 
concentrations of magnesium and sulfate. 

Thermodynamic database 
The thermodynamic database used in the modeling 
was derived as follows. The Nagra/PSI Chemical 
Thermodynamic database (Hummel et al., 2002), 
which has been widely applied to model cement 
chemistry, was converted to a suitable format for use 
with TOUGHREACT. Next, this database was 
augmented to include hydrolysis reactions for cement 
phases based on the thermodynamic data given by 
Lothenbach et al. (2006; 2008) and Matschei et al. 
(2007), the so-called CEMDATA07 dataset. 

Kinetic parameters 
In general, the precipitation and dissolution 

reactions were controlled by kinetic-rate expressions 
based on Transition State Theory (Xu et al., 2004). 

The kinetic parameters are shown in  

Table 4 below. 

Transport model 
The region modeled was taken to be at steady state 
initially (i.e., at time t = 0), and the temperature was 
taken to be 25°C. 
 
On the faces of the model perpendicular to the y-axis, 
the boundary conditions were taken to be no-flow of 
water or of aqueous species, because these faces 
correspond to planes of symmetry. On the other faces 
of the model, Dirichlet boundary conditions were 
specified for all of the variables, i.e., their values 
were prescribed. 
 
For all the groundwater compositions except “Clay”, 
the specified value of the pressure was equal to the 
sum of the hydrostatic pressure and a linear pressure 
gradient in the x-direction chosen to give an initial 
specific discharge of 9.0 10-11 ms-1.  (This flow is 
appropriate for a fractured, crystalline host rock.)  In 
the case of “Clay”, the host rock permeability is 
lower, and the initial specific discharge was chosen to 
be 3.2 ×10-13 ms-1. 
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Table 4. Mineral molar volumes and reaction rates 

Mineral Formula Molar Volume

(cm3mol-1) 

Reaction Rate 

(mol m-2s-1) 

Reactive Area

(m2g-1) 

Note

Al-ettringite  Ca6Al2(SO4)3(OH)12•26H2O 707 1.12 × 10-12 9.8 (1) 
Calcite  CaCO3 37 1.44 × 10-7 1 (2) 
Monocarboaluminate  Ca4Al2(CO3)(OH)12•5H2O 262 6.31 × 10-12 5.7 (1) 
Si hydrogarnet  Ca3Al2(SiO4)0.8(OH)8.8 143 1.12 × 10-12 10 (3) 
Portlandite  Ca(OH)2 33.226 2.24 × 10-8 16.5 (2) 
CSH  —  2.75 × 10-12 41 (1) 
SiO2 (am)  SiO2 29 — 1 (4) 
Hydrotalcite  Mg4Al2(OH)12CO3•3H2O 220 1.12 × 10-12 10 (3) 
Stratlingite  Ca2Al2SiO2(OH)10•3H2O 216 1.00 × 10-12 10 (5) 
Halloysite  Al2Si2O5(OH)4 100 1.00 × 10-12 10 (5) 
Brucite  Mg(OH)2 30 1.00 × 10-7 1 (6) 
Gypsum  CaSO4 73 1.00 × 10-7 1 (6) 
Monosulfoaluminate  Ca4Al2(SO4)(OH)12•6H2O 309 6.31 × 10-12 5.7 (1) 

(1) These data (i.e. rates and surface areas) are from the doctoral dissertation of Isabel B. Keller (2004), submitted to the Swiss 
Federal Institute of Technology Zurich.  Also, see Baur et al. (2004). 

(2) See Marty et al. (2009) and references therein. 
(3) Set similar to ettringite.  Also, see Marty et al. (2009). 
(4) TOUGHREACT includes a kinetic model specifically for SiO2(am), which was used in this study. 
(5) No data found.  Assumed to be similar to ettringite. 
(6) Brucite and gypsum were assumed to have reaction rates and surface areas similar to those of calcite. 

 
 
The transport parameters are shown in Table 5. 
 

Table 5. Transport Parameters 

 Backfill Grout 

Permeability 10-16 m2 10-18 m2 

Initial porosity 0.2* 0.2 

Tortuosity 0.15** 0.005*** 
* A total porosity of about 0.5 has been measured (Francis et al., 
1997) using a combination of mercury intrusion porosimetry (for 
large pores) and nitrogen desorption (for small pores).  However, 
experiments on the transport of tritiated water through NRVB 
(Harris and Nickerson, 1995) give a smaller value of about 0.2.  
This paper prefers the latter value. 
** This was calculated from the intrinsic diffusion coefficient of 
tritiated water, which has been measured to be 6.0 10-11 m2s-1 
(Harris and Nickerson, 1995), and the capacity factor, which has 
been measured to be 0.2.  The aqueous molecular diffusion 
constants are assumed to be 2 10-9 m2s-1. 
*** A typical intrinsic diffusion coefficient for both sulfate resistant 
Portland cement and BFS/OPC is about 2.0 10-12 m2s-1 (Harris and 
Nickerson, 1995). 
 
The porosity of the different materials will change 
due to mineral precipitation and dissolution reactions.  
The changes in porosity will cause changes in 
permeability, which were estimated using the 
Kozeny-Carman relationship (Xu et al., 2004). 

RESULTS AND DISCUSSION 

Detailed results are presented only for a 3 m3 box of 
3:1 BFS/OPC grout surrounded by backfill, through 
which groundwater “Saline” percolates. 
 

The predicted evolution of pH over a 50,000-year 
time scale is illustrated in Figure 4. 
 
In the region where groundwater flows into the 
model, initially the pH drops, but after 2,500 years, 
no significant change is observed. The reason for this 
behavior is a decrease in the porosity of the region 
due to precipitation of minerals, mainly of calcite 
(Figure 5, Figure 6).  As the porosity decreases, the 
flow also decreases (Figure 5). Eventually the 
backfill becomes sealed off by a layer of calcite, 
produced by the reaction of carbonate in the 
groundwater with calcium from the backfill. The 
carbonation of cement surfaces is an effect that is 
well-documented (Cowie and Glasser, 1992; Harris et 
al., 2003), and so, in this respect, the model 
predictions agree with experimental observations. In 
addition to calcite precipitation, some hydrotalcite 
formation is predicted (Figure 6). Finally, brucite and 
gypsum form at early times, but their volume 
fractions decrease after about 2,500 years, coinciding 
with a drop in the pH due to dissolution of CSH. 
 
The other region where there are significant mineral 
changes, with a corresponding decrease in porosity, is 
close to the interface between the grout and the 
backfill. In the grout, monocarboaluminate and CSH 
form as species from the calcium-rich backfill 
porewater diffuse into the grout. In the backfill, 
Al-ettringite forms as aluminium diffuses from the 
grout into the backfill 
 

513 of 634



 - 6 - 

  

 
(a) After 2 years 

 

 
(b) After 2,500 years 

 

 
(c) After 10,000 years 

 

 
(d) After 50,000 years 

 
 
Figure 4. Predicted evolution of pH over a period of 50,000 years (for groundwater with a “Saline” composition 

flowing through backfill surrounding a 3:1 BFS / OPC grout). 
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(a) After 2 years 

 

 
(b) After 2,500 years 

 

 
(c) After 10,000 years 

 

 
(d) After 50,000 years 

 
 
Figure 5 Predicted changes in porosity and groundwater flow over a period of 50,000 years (for groundwater, 

with a “Saline” composition flowing through backfill surrounding a 3:1 BFS / OPC grout). The flow 
vectors at 10,000 and at 50,000 years cannot be seen because the flow is very low. 

 

Groundwater 
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Figure 6 Predicted changes in the volume fractions of some key minerals over a period of 50,000 years (for groundwater with a “Saline” composition flowing 

through backfill surrounding a 3:1 BFS / OPC grout). 
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Variant simulations considered different groundwater 
compositions and different grout formulations. 
 
Depending on the carbonate concentration of the 
groundwater, sufficient calcite may or may not form 
in the region where groundwater flows into the model 
to clog the pores of the backfill. For example, 
although calcite forms for the “Low Carbonate” 
groundwater, it is not enough to fill the porosity over 
a period of 50,000 years.  In the case of the “Clay” 
groundwater, brucite and gypsum form as well as 
calcite. 
 
The other region where there are significant mineral 
changes is close to the interface between the grout 
and the backfill. Results have been presented above 
for BFS/OPC grouts in contact with the backfill.  For 
the PFA/OPC grout, Al-ettringite again forms in the 
backfill. In the grout, a significant fraction of the 
halloysite reacts with Ca2+ from the backfill to form 
stratlingite. This reaction occurs only close to the 
edge of the grout, and the bulk of the grout remains 
unaltered. 

UNCERTAINTIES 

There are some simplifications and uncertainties in 
the model, which mean that caution is needed when 
interpreting the results for the evolution of pH in the 
GDF. 
 
The formation of calcite in cementitious materials 
which have been exposed to carbonate has been 
observed in experimental studies, and so is likely to 
occur in the GDF. However, the TOUGHREACT 
model assumes a simple Kozeny-Carman expression 
to relate changes in permeability to changes in 
porosity. The predicted timescale for calcite to clog 
the pores in the backfill depends on this assumption, 
and therefore is uncertain. The situation is further 
complicated by the possibility that most of the 
groundwater actually may flow through cracks in the 
backfill. 
 
The reactions at the interface between the backfill 
and the grouts also are uncertain. Although predicted 
by thermodynamic modeling, some of the reactions 
may not occur. However, if the grouts do react with 
the backfill to form a low-permeability “skin,” then 
the mobility of radionuclides from out of the waste 
packages would be reduced significantly. This could 
be an important conclusion. 
 
Despite these reservations, the TOUGHREACT 
model represents a significant step forward in 
representing the effects of mineral reactions on 
groundwater flow to predict evolution of chemistry in 
the near field.  

SUMMARY 

A TOUGHREACT model has been used to examine 
the interactions between the cementitious backfill in a 
disposal facility for radioactive waste, different grout 
formulations, and various groundwater compositions. 
 
In most cases, the model predicts a reduction in the 
backfill porosity due to precipitation and dissolution 
reactions, particularly at the upstream edge of the 
vault. The degree to which this occurs depends on the 
groundwater composition. In some cases, the 
reactions seal the backfill, preventing further ingress 
of groundwater, which results in a high pH 
(i.e., pH > 12) environment being maintained 
thereafter. In other cases, the rates of groundwater 
flow are reduced significantly, which results in a high 
pH environment being maintained for longer periods 
than would have been predicted if the effects of 
changing porosity on groundwater flow had not been 
allowed for. 
 
The model also predicts that precipitation and 
dissolution reactions will occur in the grouts close to 
the interface with the backfill, reducing the porosity 
significantly there. This isolates the grouts from the 
backfill, so that the pH within the grouts is 
unchanged over an extended period. However, there 
is some uncertainty about whether the reactions that 
are assumed to occur at the interface between the 
grouts and the backfill are correct; further 
investigation is needed to validate this aspect of the 
model. 
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ABSTRACT 

The decay heat from radioactive waste that is to be 
disposed in the proposed geologic repository at 
Yucca Mountain (YM) will significantly influence 
the moisture conditions in the fractured rock near 
emplacement tunnels (drifts). Additionally, large-
scale convective cells will form in the open-air drifts 
and will serve as an important mechanism for the 
transport of vaporized pore water from the fractured 
rock in the drift center to the drift end. Such 
convective processes would also impact drift 
seepage, as evaporation could reduce the build up of 
liquid water at the tunnel wall. To study such 
processes, we previously developed and applied an 
enhanced version of TOUGH2 (Pruess et al., 1999) 
that solves for natural convection in the drift. Results 
from this study were then used as a time-dependant 
boundary condition in a high-resolution seepage 
model, allowing for a computationally efficient 
means for simulating these processes.  

INTRODUCTION 

The unsaturated tuffs at Yucca Mountain, Nevada, 
are being considered as a geological repository for 
the disposal of high-level nuclear waste in the United 
States. Decay heat, from the emplaced spent nuclear 
fuel and defense wastes, would significantly alter the 
thermal hydrological (TH) conditions in the host rock 
and the waste emplacement tunnels. Pore water 
vaporization, transport and the subsequent 
condensation results in changes in saturation and 
fluxes throughout the surrounding rock. 
Characterizing and understanding these liquid water 
and vapor transport processes is critical for 
evaluating the performance of the repository, in terms 
of water-induced canister corrosion and subsequent 
radionuclide containment. 
 
Previous computational fluid dynamic studies have 
shown the formation of large-scale natural 
convections cells along the length of the drifts, a 
result of temperature differences between the heated 
and cool sections of the drift (Webb et al. 2003). 
These convective cells could provide an effective 
mechanism for moisture transport of pore water, 
evaporated from the rock formation, from the heated 
drift centers to the cool drift ends (where no waste is 
emplaced). To understand these processes, a new 
module was developed for TOUGH2 (Pruess et al., 
1999), allowing the solving of natural convection 

processes in open cavities. The new module 
simultaneously handles (a) the flow and energy 
transport processes in the unsaturated fractured rock, 
(b) the flow and energy transport processes in the 
cavity, and (c) the heat and mass exchange at the 
rock-cavity interface. 
 
Recent studies employed TOUGH2 with the new 
module to simulate the impact of natural convection 
on the future TH conditions of a full 3D drift domain, 
including the in-drift environment and the 
surrounding fractured rock (Birkholzer et al., 2006, 
2008). Results from these studies showed a large 
increase in the moisture transport away from the 
heated drift center, and a subsequent reduction in the 
relative humidity (RH) of the in-drift environment, 
suggesting a substantial increase in the evaporative 
potential at the drift wall when compared to a case 
with no natural convection.  
 
In this paper, we present a new procedure for 
investigating the complex coupled behavior between 
natural convection and its impact on drift seepage. 
Previous studies investigating thermally driven flow 
processes and their impact on seepage neglected the 
presence of open drifts as conduits for gas and vapor 
transport along the drift axis (e.g., Birkholzer et al., 
2004), thus neglecting an important mechanism for 
seepage reduction. To better understand what role the 
natural convective processes might have on 
minimizing seepage of percolation water into the 
tunnels, a high-resolution seepage model was 
developed based on existing seepage models; 
however, now additionally employing the new 
natural convection module. Because an increased grid 
resolution was needed to allow for heterogeneity in 
element permeability near the drift wall, 
computational limitations prevented simulation of an 
entire drift in the new model. Instead, the time 
dependent in-drift response from the previous full-
drift and rock model (temperature, pressure, and 
relative humidity) was used as a Dirichlet boundary 
source for the high-resolution seepage model. Three 
different infiltration input sources were used as 
sensitivity cases to account for the variations in 
subsurface flow expected at Yucca Mountain. 
 
BASIC TH PROCESSES 

At Yucca Mountain, the heat emanating from the 
waste packages (horizontally emplaced cylindrical 

519 of 634



 - 2 - 

  

canisters about 5 m long, with a small gap in between 
them) will be effectively transferred to the drift walls, 
mostly via thermal radiation. At early stages after 
emplacement, temperatures in the partially saturated 
formation near the drifts will heat up to above-boiling 
conditions. As a result, the initially mostly stagnant 
pore water in the rock matrix will become mobile 
through boiling (see Figure 1a). Vaporization causes 
a pressure increase, which will drive the vapor away 
from the boiling region, both into more distant rock 
regions (where the vapor will condense and enhance 
liquid fluxes) as well as back into the drifts (where 
relative humidity will increase). At later times, when 
temperatures will decrease below boiling, the rock 
mass near the drifts will gradually rewet (Figure 1b).  
 
 

 
(a) 

 
(b) 

Figure 1. Schematic of expected TH processes along 
emplacement drift for (a) boiling 
conditions and (b) sub-boiling conditions. 
(modified from Webb and Reed, 2004).   

Natural Convection Processes 
Vapor entering the emplacement drifts from the 
fractured porous rock is subject to effective radial 
and axial mixing transport as a result of natural 
convection processes. Axial mixing can reduce the 
overall moisture content in heated drift sections 
because of the presence of the unheated drift ends 
(turnouts). Principles of thermodynamics suggest that 
the maximum amount of vapor that can be present in 
air decreases with declining temperature. Thus, the 
warm vapor-rich gases moving from heated drift 
sections toward the drift turnouts—caused by natural 
convection processes—will be depleted of most of 
their vapor content through condensation on cooler 
rock surfaces. (As shown in Figure 1, the condensate 
will drain away from the repository into underlying 
rock units.) At the same time, vapor-poor gas will 

circulate towards the emplacement sections of the 
drifts, thereby reducing the moisture content in these 
areas (Birkholzer et al., 2006, 2008).  

Seepage Processes 
Seepage refers to the flow of liquid water into 
emplacement drifts. Water tends to divert around 
underground openings because of capillarity, 
behavior well known as the capillary barrier. This 
condition arises, for example, when coarse-grained 
soils are overlain by fine-grained soils. Across this 
boundary, the stronger negative capillary pressure 
developed in the fine-grained material prevents water 
from entering the larger pores of the underlying 
coarse-grained material (Birkholzer et al., 1999).  In 
the case of zero capillarity (as in the case of the open 
drift), seepage into the drift can only occur if the 
capillary pressure in the rock close to the drift walls 
becomes zero; i.e., the fractured rock becomes locally 
saturated. Local saturation in the rock can occur due 
to a disturbance to the flow field (caused by the 
presence of the drift opening) and more importantly 
by spatial heterogeneity that promotes channelized 
flow and local ponding (Birkholzer et al., 1999). 
Parameters that have the largest impact on seepage at 
ambient temperatures are the 

- amount of percolation flux above the drifts 
(amount of water arriving at the drift wall),  

- local heterogeneity of the fracture flow field (the 
orientation of fractures to the drift opening), and  

- capillary strength of the fractures close to the 
wall (the amount of water the rock can hold) 
(Birkholzer et al., 1999). 

 
We refer to thermal seepage when considering the 
possibility of seepage during the time period that the 
flow around drifts is perturbed from heating. When 
the surrounding rock is above boiling temperatures, a 
superheated dryout region forms around the drifts, 
serving as a barrier to seepage since percolating 
liquid water is vaporized prior to reaching the drift 
wall (Birkholzer et al., 2004). Later, when rock 
temperatures return to below-boiling conditions, 
seepage is impacted by the thermodynamic 
conditions in the drifts. Natural convection would 
reduce seepage by reducing the RH of the local in-
drift environment and thus increasing evaporation of 
water at the drift wall.  

MODELING APPROACH 

During times with thermal perturbations due to decay 
heat, the in-drift environment is impacted by axial 
vapor transport via natural convection. These 
processes occur over the length of the entire drift and, 
therefore, require the modeling of a full-scale drift 
tunnel (including drift turnout, where no waste is 
emplaced) along with the surrounding host rock. 
 
Developing a model that captures and solves both 
seepage and natural convection processes 
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simultaneously would require an extremely complex 
discretization and significant computational 
resources. We instead propose a unique method to 
use the time varying, thermodynamic response of the 
in-drift domain from our previously developed full-
drift & rock natural convection model (referred from 
here on as the nat-co model) as a time-dependent 
boundary condition for the in-drift domain for a high-
resolution seepage model (referred from here on as 
the seepage model). This allows us to not need to 
model the entire length of the drift in the seepage 
model, helping to reduce the grid complexity by an 
order of magnitude.  Because such time-dependant, 
in-drift boundary conditions, generated from the nat-
co model, will have a large impact on seepage, we 
will describe again the details of this model and 
follow with details for the seepage model. 
 

Nat-Co Mode l: The previ ous Full-Drift & Rock 
Natural Convection Model 
 
Our previous studies developed a full–drift and rock 
natural convection model to understand the effect that 
natural convection has on vapor transport in a drift at 
YM. 

Modeling Framework for Fractured Rock Mass 
The modeling framework for simulating the TH 
conditions in the near-field fractured rock was 
adopted from existing TH models for Yucca 
Mountain (e.g., Birkholzer et al., 2004). The 
TOUGH2-EOS4 simulator (Pruess et al., 1999) 
accounts for convective and diffusive movement of 
gaseous and liquid phases of components water and 
air (under pressure, viscous, capillary, and gravity 
forces); transport of latent and sensible heat; phase 
transition between liquid and vapor; and vapor 
pressure lowering. The fractured rock was described 
using a dual permeability concept, assuming two 
separate but interacting continua that superpose with 
each other in space. One continuum describes flow 
and transport in the fractures; the other describes 
flow and transport in the rock matrix. We assume the 
emplacement drift is located in the Topopah Spring 
Tuff lower lithophysal unit (Tptpll), and use rock 
properties of this geologic strata for the entire 
fractured rock mass. 

Modeling Framework for Emplacement Drifts 
In principle, the mass and heat transport processes 
occurring in an open drift could be modeled with a 
CFD simulator that would solve the mass, 
momentum, and energy conservation equations, 
including their turbulent contributions (e.g., Webb 
and Reed, 2004). However, solving the turbulent 
velocity fields expected in heated drift sections would 
require fine spatial and temporal resolution. Not only 
would this result in highly time-consuming 
simulation runs, but would also necessitate complex 
coupling approaches, because of the large 

discretization disparities between the drift and the 
fractured rock.   
 
To approximate the effects of natural convection, we 
followed the methodology described in Webb and 
Reed (2004), and assumed that the axial transport of 
vapor and air can be simplified as a binary diffusion 
process of the air-vapor mixture, using effective mass 
dispersion coefficients calculated from 
complementary CFD flow field simulations. By 
approximating natural convection as a binary 
diffusion process, the in-drift heat and fluid flow 
processes can, in principle, be simulated with the 
standard methodologies applied for Darcy-type flow 
and transport (such as those implemented in 
TOUGH2), with the drift represented as a specific 
solution subdomain that requires certain code 
modifications and parameter specifications. A new 
drift simulation version of TOUGH2 was developed 
that can solve simultaneously for heat and fluid flow 
within the drift and in the surrounding rock mass 
(Birkholzer et al., 2006, 2008).  

Model Setup 
Three-dimensional simulations runs were performed 
for a simplified geometrical representation of an 
emplacement drift located in one of the southern 
panels of the repository (Figure 2). The model 
domain comprises the entire unsaturated zone, having 
the ground surface as the upper model boundary and 
the groundwater table as the lower model boundary. 
In the axial drift direction (y-direction), symmetry 
allows for reducing the model to half of the drift 
length. Thus, the simulated drift comprises half of the 
typical emplacement section length (300 m), 
followed by a 80-m unheated section away from the 
symmetry axis (Figure 2). The total length of the 
model domain in y-direction is 520 m. Symmetry 
assumptions can also be used to reduce the model 
domain in the x-direction, perpendicular to the drift 
axis. The current repository design of parallel drifts 
can be represented as a series of symmetrical, 
identical half-drift domains with vertical no-flow 
boundaries between them. Thus, the numerical mesh 
can be limited to a lateral width of 40.5 m, extending 
from the drift center to the midpoint between drifts. 
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Figure 2. Schematic showing geometry of 3D 
domain of full-drift & rock natural 
convection model (not to scale). 

Different climate stages occurring in the future are 
realized by three percolation flux inputs that change 
with time and are imposed at the upper model 
boundary (Table 1). Decay heat is modeled by setting 
a time-varying, average thermal linear load (TLL) 
boundary condition on the waste package element 
with initial value of 1.45 kW/m.  
 

Table 1. Climate Scenario Input 

Climate Stage 

Time  

(years) 

Infiltration rate 

(mm/yr) 

Modern 

Monsoon 

Glacial 

0 to 600 

600 to 2000 

> 2000 

6 

16 

25 
 
As pointed out before, natural convection was treated 
as a binary diffusion process in this study, with 
effective diffusion coefficients derived from CFD 
studies. There is, however, considerable uncertainty 
as to the magnitude of these coefficients. Two vastly 
differing sets of dispersion values were derived in 
Webb and Reed (2004), representing first-order 
estimates for the possible range of natural convection 
conditions in Yucca Mountain drifts (see Table 2). To 
account for this uncertainty, we run three main 
simulation cases, one with strong convective mixing 
(Case 1), the second with moderate convective 
mixing (Case 2), and the third with no convective 
mixing, assuming only binary diffusion of air and 
vapor (Case 3). All other material properties and the 
model boundary conditions are described elsewhere 
(e.g., Birkholzer et al., 2006), and shall not be 
repeated here.  
 

Table 2. Convective Mixing Cases 

Case Dispersion 

Coefficient (m2/s) 

Case 1:  

Strong convective mixing 
0.1 

Case 2:  

Moderate convective mixing 
0.004 

Case 3:  

No convective mixing 
2.14E-05 

 
This nat-co model was then run with the three 
convective mixing cases. In short it was shown that 
Case 1 (strong convective mixing) causes 
considerable transport of vapor from heated drift 
sections to the unheated end, and gives rise to 
reduced relative humidity along the length of the drift 
when compared to the case with moderate and no 
convective transport (Figure 3). It is this time-varying 
response (temperature, pressure, and RH) that will 
serve as a boundary condition input for the seepage 
model. We expect that the strong convective mixing 
case will significantly reduce seepage at the drift wall 
due to the increased evaporative potential. 
 

 

Figure 3. Evolution of relative humidity of in-drift 
element at the drift center in the full-drift 
& rock natural convection model for all 
three convective mixing cases. 

Seepage Model: High-Resolution Seepage Model 
To investigate the impact of the natural convection, 
in-drift thermodynamic response on seepage, we 
developed a high-resolution seepage model, based on 
existing TH seepage models (e.g., Birkholzer et al., 
2004). The seepage model employs all the same 
framework as the nat-co model explained above, but 
with additional modeling details given below. 
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The fractured rock mass is modeled in the same 
manner described previously in the nat-co model, 
however it has a more finely gridded mesh in the x-z 
plane, allowing for prescribing a heterogeneous 
fracture permeability field to the region of rock next 
to the drift wall (fracture permeability was constant 
in the nat-co model). The specific realization chosen 
for the permeability field contains a highly permeable 
region next to a low-permeability region near the 
rock-drift interface, a scenario beneficial for seepage 
as it allows for local ponding at the wall (Figure 4). It 
is this region that we will be observing in greater 
detail. 
 
Another key element of seepage modeling is the 
implementation of a small capillary-strength 
parameter for the fracture continuum in drift vicinity. 
This parameter relates the fracture saturation to the 
capillary pressure and is derived from inverse 
modeling and calibration to niche liquid-release tests 
conducted at Yucca Mountain (Birkholzer et al., 
2004). This calibrated parameter incorporates 
potential effects from permeability changes due to 
excavation effects, small-scale wall roughness, high-
frequency episodicity from small-scale flow 
processes, film flow, drop formation, discrete 
fractures that may terminate at the wall, artifacts of 
finite discretization, and, effects from lithophysal 
cavities.  
 
Before dripping, liquid water that encounters the drift 
wall is likely to form a film over the local surface of 
the wall. Following the methodologies of Ghezzehei 
et al. (2004), we will assume film evaporation occurs 
at the drift wall, and that the area available for such 
film evaporation is proportional to the fracture 
saturation and the drift wall surface of the seeping 
gridblock.  

Model Setup 
Seepage is a local event, and occurs over regions of 
rock on the order of less than a meter. While the in-
drift thermodynamic conditions are dependent on the 
amount of percolation water evaporated into the drift 
(during sub-boiling conditions), the additional 
amount of water arriving due to a seepage event is 
trivial when compared to the total amount of water 
arriving over the length of the drift. When also 
considering natural convection, we can assume that 
the in-drift is well-mixed, or that there is no 
significant change in the local thermodynamic 
conditions of the in-drift domain nearby a seepage 
event. We consider this by developing a quasi-3D 
model, with boundary conditions prescribed in the 
same manner as the nat-co model. The model again 
extends from the mountain surface to the water table, 
yet now incorporates only a 25 meter long section of 
the drift, divided into 9 layers (Figure 4). The grid 
contains about 17,000 grid blocks and 70,000 
connections.  
 
Seepage is most likely to occur in drift regions where 
the local percolation flux is much higher than the 
average percolation, a possible result of intermediate-
scale heterogeneity leading to flow focusing. To 
account for the possibility of locally higher flux 
arriving at a drift region, we consider three flow 
focusing cases by increasing the average input 
percolation flux prescribed at the model upper 
boundary by factors of 10 and 20 (Table 3). We 
restrict the flux increase to a thin (0.25 m) flow 
focusing layer in the model, preventing any transport 
of liquid between this layer and the adjacent layer 
(Figure 4) while still allowing heat transfer in the 
axial direction. It is this layer of locally focused flux  
that we will pay attention to. 

Figure 4. Schematic showing geometry of 3D domain of high-resolution seepage model (not to scale). 
Contour plot shows sample fracture saturation of near-field rock. 
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Table 3. Infiltration Rate Input Flow Focusing 
Sensitivity Cases 

Flow Focusing Case Infiltration rate 

(mm/yr) 

Climate  

Scenario 

No Flow Focusing 

(mean infiltration 

scenario) 

6 

16 

25 

Modern 

Monsoon 

Glacial 

Flow Focusing 

Factor 10 

60 

160 

250 

Modern 

Monsoon 

Glacial 

Flow Focusing 

Factor 20 

120 

320 

500 

Modern 

Monsoon 

Glacial 
 
A time-dependent boundary condition (temperature, 
pressure, and relative humidity), generated from the 
nat-co model, is implemented as a Dirichlet boundary 
condition in the in-drift domain of the seepage model. 
Specifically, the waste package element is assigned a 
prescribed temperature defining the heat output of the 
waste packages. Another Dirichlet boundary is 
defined at the end of the in-drift region, opposite the 
flow focusing layer, with prescribed temperature, 
pressure and RH assigned to the in-drift elements. 
These prescribed in-drift conditions account for the 
effect of natural convection. 
 

MODEL RESULTS 

The goal of this study is to evaluate the potential 
impact that natural convection has on drift seepage, 
which is largely affected by the local in-drift 
thermodynamic conditions.  
 
First, we will look at temperature response at the drift 
wall from 50 to 5000 years (the time scale for all 
future plots). Climate stages are distinguished by 
vertical grey lines on the plot, and the corresponding 
percolation rates are given at the top of the plot. 
Figure 5 depicts the temperature response in the 
focus-20 case, for the most seepage-prone element 
(that having the largest permeability) at the drift wall, 
represented by the solid lines and also the 
temperature of the time-dependant in-drift Dirichlet 
boundary condition, represented by the dashed lines.  
Temperatures begin around 150 °C early after 
emplacement of waste at year 50, then cool to the 
boiling temperature (96 °C) around year 800, and 
eventually drop to below 60 °C by year 5000. 
Although not plotted, similar behaviors are observed 
in the other flow focusing cases (focus-10, and 
mean), with slightly higher temperatures due to the 
decrease in the percolation flux. Also, we observe the 
temperature of the seepage element for the strong 
convective mixing case (red lines) is lower than that 
for the other two convective mixing cases, which is 

due to the more effective heat removal from the drift 
center due to enhanced axial vapor transport. 
 

 

Figure 5. Temperature evolution in seepage–prone 
element at drift wall (solid line) and 
boundary source (dashed line) for Flow 
Focusing 20 case.  

More important to predicting thermal seepage is the 
fracture saturation in the seepage element. Seepage 
can occur when the capillary pressure in the 
gridblocks next to the wall is higher (less negative) 
than the threshold pressure (defined in Birkholzer et 
al., 2004). For the properties used in this simulation, 
such conditions exist when the fracture saturation at 
the wall exceeds about 0.5. Also, the threshold 
pressure for seepage increases slightly (becomes less 
negative) with elevated temperatures because of 
liquid density changes. Therefore, at higher 
temperatures, the threshold saturation for seepage 
may be slightly higher than 0.5. 
 
Figure 6 shows fracture saturations for each flow 
focusing case in three different plots. Figure 6.a gives 
the saturations for each convective mixing case for 
the mean infiltration rate. The fractures are 
completely dry in all cases for the first 800 years as 
the rock temperature during this time remains above 
boiling. Rewetting occurs soon thereafter in the no 
convection case (blue line) and moderate (green line) 
convective mixing cases, as the temperature drops 
below boiling, allowing the presence of liquid water.  
The increase in the infiltration rate at year 2000, due 
to the transition to glacial climate, promotes a jump 
in the fracture saturations, which slowly increases 
with time after (a result of declining temperature). 
For the strong convective mixing case (red line), no 
water is observed near the drift wall until well after 
3000 years, showing the evaporative potential of 
natural convection processes. A similar behavior is 
observed for the focus-10 case, depicted in Figure 
6.b, however now with much larger fracture 
saturations and earlier rewetting of the fractured rock.  
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The focus-20 case (Figure 6.c) shows an even larger 
response in fracture saturations for all convective 
mixing cases due to the increase of the infiltration 
rate input. In this case we now observe the 
saturations reaching the threshold, around 0.5 for all 
cases. For both the no and moderate convective 
mixing cases, this occurs around year 2000. The 
strong convective mixing case reaches critical 
saturation much later, around year 3300. It is at these 
critical values where we can expect seepage might 
occur.  
 
Finally, the seepage percentage, for both ambient and 
thermal seepage, is plotted in Figure 7 for the focus-
20 case. The seepage percentage is defined as the 
ratio of the liquid flux that seeps into the drift to the 
total liquid flux percolating with constant infiltration 
rate through a cross-sectional area corresponding to 
the footprint of the drift. To note, for the time periods 
plotted, no seepage was observed in the other flow 
focusing cases (focus-10 and mean cases), as was 
expected from the fracture saturation plots. 
 
In Figure 7, no ambient seepage is observed for the 
modern climate scenario (120 mm/yr). However, 
during the moonson and glacial climate scenarios, the 
capillary barrier is overcome and seepage 
percentages of 6% (320 mm/yr) and 16% (500 
mm/yr) are achieved (a seepage percentage of 16% 
means that 16% of the percolation water arriving at 
the drift wall is seeping into the drift). Although we 
observe ambient seepage in the monsoon climate, 
thermal seepage is not present until the glacial 
climate infiltration rate is reached. As expected, the 
start of seepage corresponds to the fracture 
saturations reaching their threshold values. At the 
year 2000, we see the result for the no convective 
mixing case jumps immediately to a 2% seepage 
percentage, and increases from this time on, 
eventually reaching about 8% of the percolation rate. 
 
Similarly, the moderate convective mixing case sees 
seepage start around year 2100, but always remains 
slightly below seepage in the no convective mixing 
case. This is because even moderate convective 
mixing allows for some removal of moisture from the 
drift walls and thereby reduces seepage. The strong 
convective mixing case sees a substantial decrease in 
the seepage rate and a later start around 3200 years. 
At year 5000, with a seepage percentage of only 
3.5%, the strong convective mixing case has 
significantly lower values than in the 7% and 8% 
observed in the moderate and no convective mixing 
cases. As suggested earlier, these results show that 
strong convective mixing due to natural convection 
can reduce seepage significantly. 

 
(a) 

 
(b) 

 
(c)  

Figure 6. Fracture saturation at the drift wall for 
flow focusing cases: (a) Case 1 - none 
(mean infiltration) (b) Case 2 - factor-10 
and (c) Case 3 - factor-20.  
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Figure 7. Seepage percentage for the flow focus-20 
case for both ambient (dashed lines) and 
thermal (solid lines) seepage. (No seepage 
is observed in either the focus-10, or no-
focus cases). 

SUMMARY AND CONCLUSIONS 

A numerical study was conducted to explore the 
impact that natural convection processes have on the 
reduction of drift seepage at the Yucca Mountain 
repository.  A new TOUGH2 seepage model was 
developed based of off existing seepage models and 
employed results from a previous natural convection 
model. This natural convection model coupled 
existing modeling approaches for predicting heat and 
mass transport in the rock mass with modules that 
approximate in-drift convection as a binary diffusion 
process.  
 
Quasi three-dimensional simulations runs were 
performed for a detailed geometrical representation 
of an emplacement drift cross-section plus 
surrounding fractured rock located in one of the 
southern panels of the repository. Three simulation 
cases were analyzed, representing different degrees 
of convective mixing in drifts as determined from 
CFD studies reported in the literature along with 
three different flow focusing cases, to capture the 
effect of a flow-focused event. Our simulation results 
demonstrate the importance of in-drift natural 
convection on seepage reduction. Strong convective 
mixing convection:  

-  causes considerable delay in the rewetting of the 
fracture rock, and also the seepage, in all flow 
focusing cases. 

-   reduces the maximum fracture saturations 
achieved at the drift wall   

-  significantly reduces the amount of seepage into 
the drift when compared to the other convective 
mixing cases. 

  
These natural convection effects are expected to 
improve the performance of the repository, since 
smaller relative humidity values, with reduced local 
seepage, form a more desirable waste package 
environment. While the results of our study have 
demonstrated the importance of natural convection in 
assessing the future TH conditions in Yucca 
Mountain drifts, it is important to consider that we 
have employed several limiting model assumptions 
that are valid for a comparative evaluation of natural-
convection sensitivity cases, but may not allow for a 
realistic quantitative representation.  
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ABSTRACT 

The corrosion of metals contained in intermediate-
level waste under reduced chemical conditions will 
lead to the production of hydrogen gas during the 
postclosure phase of a radioactive waste repository. 
According to previous investigations by ANDRA 
(see, e.g., Talandier et al., 2006), the period of 
concern covers several 1,000 years after closure of a 
repository in an argillaceous formation. The limited 
transport efficiency of host rock with low permeabil-
ity and high capillary resistance might cause, among 
other things, significant desaturation and pressure 
buildup within the emplacement drifts. On the other 
hand, water availability could be limited as a result of 
(1) low host-rock permeability and (2) desaturation 
due to the ventilation of the drifts during the opera-
tional phase of the repository. In previous numerical 
simulations, it was assumed that under the reducing 
chemical conditions prevailing in the repository, the 
corrosion rate would be a function of the available 
metal surface and temperature only. In this paper, 
simulation results based on new phenomenological 
functions implemented in TOUGH2 are presented. 
These functions allow taking into account (i) the 
saturation dependency of the hydrogen-gas genera-
tion rate, (ii) the water consumption caused by the 
corrosion process and (iii) the total metal mass avail-
able for corrosion. 
 
The simulations (1D and 2D) provide insight into the 
system behavior from the construction of the drift to 
postclosure conditions: including evolution of the gas 
pressure and saturation within the drift, and of the 
argillaceous formation around it. 
 

INTRODUCTION 

The French Agency for the Management of Radioac-
tive Waste (ANDRA) is currently investigating the 
feasibility of deep geological disposal of radioactive 
waste in an argillaceous formation (ANDRA, 2005). 
The repository is planned to be built in a claystone 
formation around 500 m bgl. 
 

Waste and materials used to confine the waste will 
lead to gas production during their degradation 
processes. The study presented in the paper concerns 
the intermediate-level radioactive waste (ILW—the 
general layout of the ILW disposal is presented in 
Figure 1) and a particular type of package containing 
magnesium alloys. This kind of alloy is known to 
have a very high corrosion rate when in contact with 
alkaline water. The potential outcome is a rapid 
increase in gas pressure, and the potential impact of 
such increased pressure on a repository must be 
studied. Consequently, 1D radial and 2D vertical 
simulations of the water and gas flow were 
performed.  
 

 
 

 

Figure 1. Layout of the ILW part of the repository 
and details of the waste package 
(ANDRA, 2005) 
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PROCESSES 
 
General processes 
 
During the operational phase of the repository, the 
disposal and access drifts, as well as the access and 
ventilation shafts, will be ventilated, and the host 
rock will be progressively depressurized and desatu-
rated. As soon as the drifts are backfilled and sealed 
with bentonite plugs, resaturation of the host rock 
(clay) and the backfill material starts. Because of the 
corrosion of magnesium alloys in the waste packages, 
hydrogen might be produced for up to 10’000 years. 
 
The processes taking place during and after the 
hydrogen generation are: 
• Dissolution into the pore water and transport by 

diffusion/advection 
• Advection of and diffusion in the gas phase 
 
The gas flow is described as two-phase flow, using 
Darcy’s law and the relative permeability concept. 
Flow and transport processes are considered to be 
isothermal. The TOUGH2 module EOS5 
(water/hydrogen) was used for the computations 
(Pruess et al., 1999). 
 
Corrosion model 
 
In this paper, the corrosion process of magnesium 
alloys are addressed in terms of gas generation and 
water consumption. No other chemical or physical 
effect is considered. This simplified model is, 
however, based on experimental observations. Corro-
sion of magnesium happens when water (liquid) is 
available and when it is alkaline (e.g., after migrating 
through concrete). Furthermore, a threshold water 
saturation of the pore space is needed to initiate 
corrosion. Summarizing, the corrosion model is 
based on the following components: 

• A maximum hydrogen generation rate is 
prescribed, based on the metal surface available 
for corrosion and a corrosion rate assuming 
complete water saturation of the void space in 
the waste. 

• A linear dependency is assumed between the 
hydrogen gas generation and the water (liquid) 
saturation (e.g., with a threshold value and a 
linear increase with saturation). 

• The water consumption rate is specified based on 
the stoechiometry of the corrosion reaction 
(when 1 mole of hydrogen is formed, two moles 
of water are consumed). 

• Gas generation stops when the total magnesium 
alloy mass is corroded. 

• The maximum production rate happens at 100% 
water saturation. 

This model has been implemented into TOUGH2 and 
tested for different parameters. Examples of gas 
generation rates as a function of liquid saturation are 
presented in Figure 2 below. 
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Figure 2. Example of gas generation rates depend-

ing of the liquid (water) saturation 

The model was parameterized as follows (see 
Colenco, 2008): 
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with: 
rg Gas generation rate [kg/s] 
Mg Gas reservoir mass, i.e. the upper limit of 
 cumulative generated gas mass [kg] 
t Time [s] 
rg,max Gas generation rate at saturations equal to or 
 above S1 [kg/s] 
S Liquid saturation [-] 
S0 Minimum liquid saturation required to 
 initiate gas generation [-] 
S1 Threshold liquid saturation required for 
 maximum gas generation rate [-] 
rw Water consumption rate (negative) [kg/s] 
wr Ratio of water consumption rate to gas 
 generation rate [kg/s/kg/s] 

MODELING AND RESULTS 

Geometry, Mesh, and Physical Parameters 
The simulation domain has a vertical extension of 
about 130 m, which represents the thickness of the 
Callovo-Oxfordian formation. The 2D configuration 
considered is a half plane through the disposal drift. 
In the cross section of the drift, 12 waste packages 
(each of them containing four primary waste contain-
ers—see Figure 1) are placed in a 3×4 arrangement). 
The width of the domain is 36 m, corresponding to 
half the distance between neighboring disposal drifts. 
Details of the material are taken into account in the 
simulation: a waste package with a high performance 
cement overpack, emplacement voids, concrete back-
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fill, fractured excavation disturbed zone, micro-
fissured disturbed zone and undisturbed clay (see 
Figure 3). The 1D configuration is a radial case with 
all the materials taken into account as in the 2D 
configuration (with the exception of the anisotropic 
permeability of the undisturbed clay, for which a 
geometric mean of the vertical and horizontal values 
was taken) and equivalent volumes and interfaces to 
the 2D configurations. This 1D radial configuration 
was developed to allow a quick preliminary 
investigation of general system behavior. 
 
Characteristic flow parameters for a selection of 
materials are presented in Table 1. The two-phase 
flow parametrization of the relative permeability 
capillary pressure saturation constitutive relationship 
after van Genuchten–Mualem is used (see, e.g., 
Croisé et al., 2006). 
 

Initial and Boundary Conditions 
 
The rock mass is assumed to be fully water saturated 
at the start of the simulation. At the upper and lower 
boundaries of the simulation domain, a constant 
pressure is imposed that corresponds to the hydraulic 
heads of the aquifers above and below the clay. Due 
to the symmetry of the disposal configuration with a 
horizontally placed array of disposal drifts, the 
vertical boundaries are set to no-flow conditions. The 
lifetime periods of the repository are modeled as 
follows: 

• Instantaneous construction of the repository 

• Repository kept opened at atmospheric 
pressure and ventilated with controlled air 
relative humidity of 50% 

• Instantaneous closure with materials at 
prescribed initial water saturation levels, and 
simulation of resaturation with hydrogen 
generation and water consumption for a 
10,000-year period 

• Corrosion is assumed to start as soon as the 
water saturation inside the waste exceeds a 
level of 0.1 of the pore space. 

The materials inside the disposal drift present differ-
ent degrees of initial water saturation: dry conditions 
in the waste package, 100% for the concrete backfill 
and the high performance cement overpack. The 
emplacement voids between waste packages are 
considered to be initially unsaturated. 

 

 

 
Figure 3. Schematic view of the geometry and mesh 

of the 2D configuration; 2 zooms on the 
interior of the disposal drift and its near 
field. 

Table 1. Selection of characteristic material 
parameters for the simulations. 

 Waste 
Packa

ge 

High 
performance 

cement (waste 
overpack) 

Micro-
fissured 

EDZ 

Undisturbed 
Clay 

Unit

Porosity φ 0.3 0.15 0.18 0.18 - 
Permeability k 10-15 5⋅10-19 5⋅10-18 kv=5⋅10-21 

kh=5⋅10-20
m2 

Van Genuchten 
coefficient n 

1.49 1.54 1.49 1.49 - 

Van Genuchten 
pseudo gas 
entry pressure 
P0 

1⋅104 2⋅106 2⋅106 1.5⋅107 Pa 

 

Waste package
HPC waste overpack 
Void space 
Concrete backfill 

Fractured EDZ
Micro-fissured EDZ 
Undisturbed Clay 

m

m
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Results  
The simulations, performed with a modified version 
of TOUGH2-EOS5, cover 0–10,000 years. Diffusion 
processes in the gas and water phases have been 
neglected in the 2D simulation results presented 
below, since they were shown to have only a small 
impact on the results in preliminary simulations. 
 
Two “flooding” scenarios of the waste packages have 
been investigated. In the first (Scenario A), the waste 
packages are considered to be flooded without delay 
when water flows into the emplacement drift. In this 
case, due to the gradual resaturation, the hydrogen 
source term is strongly limited by the availability of 
the water. In the second (Scenario B), the waste pack-
age is considered to become accessible to water 
inflow at the end of the resaturation and pressure re-
equilibration phase of the emplacement drift. In this 
case, the water flow rate into the packages is much 
higher right from the start, and hence the hydrogen 
gas generation rate is much higher than in the 
Scenario A. 
 
Results of 1D simulations 
 
The 1D radial simulations performed showed that: 

• For both scenarios (A and B), it is essential 
to take into account the corrosion model as 
described above, in order to obtain a realistic 
assessment of the gas pressure buildup in the 
emplacement drift. Computations based on 
corrosion rates taken independent of the 
saturation level lead to unrealistic high-
pressure buildup. 

• Due to the low inflow rates into the 
emplacement drifts (about 0.2 l/day/m) 
during the resaturation period, the impact of 
water consumption (corrosion) on gas pres-
sure buildup is not negligible and must 
therefore be taken into account. 

 
The results of five 1-D simulations are presented in 
Figure 4. These simulations are based on Scenario A 
and the following corrosion rates at full water satura-
tion: Case 1, 0 mm/year (=“natural resaturation”); 
Case 2, 1 mm/year; Case 3, 0.1 mm/year; Case 4, 6.8 
µm/year; Case 5, 0.68 µm/year. From top to bottom, 
the figure shows gas pressure inside the waste pack-
age, water saturation in the waste package, water 
inflow rate into (+) the emplacement drift, hydrogen 
gas production rate, and mass of magnesium remain-
ing in the emplacement drift. 
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Figure 4. 1D simulation results for natural 
resaturation conditions (Case 1) and 4 
different corrosion rates (Cases 2-5) 
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As soon as the water saturation reaches 0.1 inside the 
waste package (at around 300 years), hydrogen gas is 
generated, and a pressure rise is observed. In 
comparison, Case 1 (natural resaturation) shows how 
the pressure continues to smoothly increase up to the 
hydrostatic level. However the pressure buildup 
remains at a level less or only slightly above the 
natural undisturbed value, due to the available 
storage volume of the emplacement drift. The water 
saturation rises to a maximum value and then 
decreases again, due to the increasing gas pressure; it 
then reaches a level very close to the threshold 
saturation necessary for switching on the corrosion. 
Water fluxes out of the emplacement drift are gener-
ated when the gas pressure is higher than the water 
pressure outside the drift plus the capillary pressure. 
At ~2000 years, the hydrogen generation rate also 
strongly diminishes due to the low water saturation 
level in the emplacement drift. Some magnesium 
mass is still remaining in the drift at 10,000 years. 
 
Results of 2D simulations 

Scenario A 

The simulation results obtained for Scenario A are 
provided in Figures 5–8. Two corrosion rates at 
saturation are investigated: Case 2: 1 mm/year and 
Case 3: 0.1 mm/year. 
 
In Figure 6, the same diagrams as in Figure 4 are 
presented for the Cases 2 and 3. Pressure and satura-
tion are presented for a point in the lowest right waste 
package (x=2.58m, z=-2.97m). Figures 5, 7, and 8 
show the spatial distribution of the following 
variables at times 150 years, 1000 years and 7000 
years, respectively: 

• Pressure (of the gas phase in the partly satu-
rated areas of the model domain; of the 
water in the fully water saturated areas): 
upper left figure 

• Gas-phase saturation: upper right figure 

• Percentage of corroded magnesium in the 
waste packages: lower left figure 

• Relative hydrogen generation rate: lower 
right figure 

 

 

Figure 5. 2D simulation results Scenario A, corro-
sion rate 1 mm/year, t= 150 years 

 
The waste resaturates vertically from the bottom to 
the top of the drift. The emplacement drift is progres-
sively filled with water, and the magnesium origi-
nally in place mostly corrodes gradually from the 
bottom to the top of the drift. The hydrogen genera-
tion zone is moving vertically. In Case 2 (max. corro-
sion rate of 1 mm/year) the hydrogen generation rate 
is slightly higher than in Case 3 (max. corrosion rate 
of 0.1 mm/year). The maximum gas pressure in the 
drift never exceeds the hydrostatic level. Overall, the 
time evolutions are very similar, indicating that the 
gas generation is highly controlled by the resaturation 
process of the drift. 
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Figure 6. 2D simulation result: Scenario A, corro-
sion rate 1 mm/year (black line) and 0.1 
mm/year (red line); pressure and satura-
tion at the lowest right waste package 
(x=2.58m, z=-2.97m) 

 

Figure 7. 2D simulation results Scenario A, corro-
sion rate 1 mm/year, t= 1000 years 

 

 

Figure 8. 2D simulation results Scenario A, corro-
sion rate 1 mm/year, t= 7000 years 
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Scenario B 

This scenario can be understood as a bounding case 
in terms of pressure buildup. Both hypotheses—(1) 
maximum pressure difference between formation and 
waste packages, and (2) instantaneous failure of all 
waste packages—are highly conservative. The 
simulation results obtained for Scenario B are 
provided in Figures 9–12. As in Scenario A, two 
corrosion rates at saturation are investigated: Case 2 
(1 mm/year) and Case 3 (0.1 mm/year). 
 
Due to the high water pressure in the formation near 
the drift (around 5 MPa) at the start of resaturation, 
the inflow rates are large, and all the waste packages 
could start to corrode at the same time. The pressure 
buildup is therefore larger and happens at earlier 
times than in the scenario A. The larger availability 
of water causes higher total hydrogen generation 
rates, and at 10,000 years the entire magnesium mass 
is corroded. The maximum pressure is around 12 
MPa at 10 years. 
 
The time evolution of the buildup process presents 
the same general shape in the two simulation cases, 
but the magnitudes of the variables pressure, satura-
tion and production rates differ significantly. The last 
waste packages to be entirely corroded are situated in 
the middle of the drift. 
 

 

Figure 9. 2D simulation results Scenario B, corro-
sion rate 1 mm/year, t= 10 years 
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Figure 10. 2D simulation results Scenario B, corro-
sion rate 1 mm/year (black line) and 0.1 
mm/year (red line); pressure and satura-
tion at the lowest right waste package 
(x=2.58m, z=-2.97m) 
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Figure 11. 2D simulation results Scenario B, corro-
sion rate 1 mm/year, t= 1000 years 

 

Figure 12. 2D simulation results Scenario B, corro-
sion rate 1 mm/year, t= 3000 years 

CONCLUSIONS 

In this paper, we presented a simplified corrosion 
model that we implemented in TOUGH2. It was 
developed for the simulation of hydrogen generated 
by corrosion of metals in the context of deep radio-
active waste disposal. This model allows taking into 
account the dependency of the hydrogen gas genera-
tion rate on water saturation, the water consumption 
due to the reaction under anaerobic corrosion, and the 
ceasing of corrosion when all the metal mass avail-
able has been corroded. We presented the results of 
1D and 2D simulations, performed for a typical 
emplacement drift for magnesium-bearing waste 
packages in a clay host rock, showing the potential of 
this simplified corrosion model. Results demon-
strated the importance of water availability for the 
assessment of gas pressure buildup in the emplace-
ment drift. In particular, the time for which the waste 
package might stay impervious to water is an impor-
tant parameter for assessing hydrogen generation 
over time, and therefore pressure buildup in the drift. 
The model can be readily extended to take into 
account experimental findings on hydrogen genera-
tion of metals under reductive conditions as well as 
more waste-specific conditions. This makes it a good 
tool for further design investigations. 
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ABSTRACT 

Nuclear rocket engine technology is being considered 
as a means of interplanetary vehicle propulsion for a 
manned mission to Mars. Significant additional tech-
nological research and development is required 
before nuclear-based rocket propulsion can be inte-
grated into an interplanetary vehicle—including 
firing full-scale nuclear rocket engines in a test and 
evaluation facility designed to safely handle and 
evaluate engine performance. Testing of nuclear 
engines in the 1950s and 1960s was accomplished by 
directing engine exhaust gases into the atmosphere, a 
practice that is no longer acceptable. Injection into 
deep unsaturated zones of radioactive exhaust gases 
and water vapor associated with the testing of nuclear 
rocket engines is being considered as a way of 
sequestering radionuclides from the environment. 
Numerical simulations were conducted to determine 
the ability of an unsaturated zone with the hydraulic 
properties of Yucca Flat alluvium at the Nevada Test 
Site to contain gas-phase radionuclides. In these 
simulations, gas and water vapor were injected for 
two hours at a temperature of 600°C and with rates of 
14.5 kg s-1 and 15 kg s-1, respectively, in varying 
thicknesses of alluvium with an intrinsic permeability 
of 10-11 m2 and porosity of 0.35. The simulation 
results show that during a test of an engine, gaseous 
radionuclides should not migrate to the land surface 
for injection intervals deeper than 200 m. A signifi-
cant component of the nuclear engine test facility 
design is the injection of water at the engine exhaust 
nozzle to cool the engine exhaust. This water is 
rapidly converted to superheated steam that is then 
co-injected into the unsaturated zone simultaneously 
with the radioactive exhaust gas. This gaseous/vapor 
injectate will cool and condense within several 
meters of the injection point and drain downward. 
The nearly horizontal hydraulic groundwater gradient 
present in Yucca Flat, however, should limit lateral 
migration of any condensate that may drain down-
ward and reach the water table. 

INTRODUCTION 

Background 
Recurring interest by NASA to send a crewed 
mission to Mars has rekindled interest in nuclear 

engine technology. Nuclear rocket engine technology 
was developed and successfully demonstrated under 
the Nuclear Engine for Rocket Vehicle Applications 
(NERVA) program between 1955 and 1972. A total 
of 23 engines were tested at a facility located in 
Jackass Flats on the Nevada Test Site, at power levels 
up to 4,000 MW (megawatts) with engine run times 
up to an hour. The long-run time capability of nuclear 
rocket engines provides a significantly higher 
specific impulse than traditional chemical engines.  
The use of nuclear engines will in turn reduce the 
overall interplanetary flight time, with a consequent 
reduction in flight risk. At the Nevada Test Site, 
nuclear rocket engines were mounted onto a testing 
platform, and exhaust gases were released to the 
atmosphere. The NERVA program also successfully 
demonstrated an exhaust gas scrubber system that 
removed all radiogenic material from the gas stream 
from a 45 MW engine test.  

To achieve the level of performance necessary for an 
engine design intended for a Mars mission, an exten-
sive ground-based test and evaluation program is 
necessary. In addition, power requirements for a 
Mars-capable engine are large enough that design of 
a scaled-up NERVA scrubber system may be cost 
prohibitive. Rather than scrubbing radiogenic exhaust 
gases, Howe et al. (2001) proposed the sequestration 
of gases in a deep unsaturated zone. They identified 
the pressure, liquid saturation, and temperature fields 
associated with injection of exhaust associated with a 
full-scale test. In concept, a nuclear rocket engine is 
mounted to a containment structure over a large 
diameter well head. The well is cased from the 
surface to a depth sufficient to prevent near surface 
rupture or wall failure from heat and gas ablation. 
Below the upper stem casing, the borehole is either 
uncased or is lined with perforated casing. The perfo-
rated casing allows rocket exhaust gases to be 
injected into the vadose zone, which acts as a reser-
voir for these constituents, thereby reducing the 
possibility of atmospheric release of radiogenic gas. 
The full-scale nuclear rocket test will produce hydro-
gen gas at a temperature of several thousand degrees 
centigrade. This exhaust gas stream will be cooled to 
<600ºC with a spray of liquid water (which is 
immediately vaporized) at the rocket exhaust nozzle 
(Figure 1).  

 - 1 - 
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Figure 1. Schematic of a full-scale nuclear rocket 

engine test stand with vadose zone 
exhaust sequestration (after Howe et al., 
2001). 

The injectate will also contain radionuclides 
produced by the degradation of the nuclear furnace 
reactor. Principal radiogenic constituents of concern 
are radioisotopes of the noncondensable gases 
krypton and xenon. The gas pressure within the bore-
hole is not expected to exceed 0.24 MPa without 
impacting the successful operation of the engine. 

To extend the work reported by Howe et al. (2001), 
we developed a numerical model to simulate the 
scenario depicted in Figure 1, occurring in the 
unsaturated zone at the Nevada Test Site. In addition 
to investigating the pressure, temperature, and liquid 
(gas) saturation fields associated with injection, 
gaseous radionuclide transport was included in the 
model. Results are compared to those of Howe et al. 
(2001) where possible. 

An important requirement for the sequestration of 
radioactive gases is a deep unsaturated zone. The 
deepest unsaturated zone at the NTS is located within 
Yucca Flat, the location of atmospheric and subsur-
face nuclear tests. In the center of the Yucca Flat 
basin, there is over 500 m of Quaternary alluvium 
which is underlain by Tertiary volcanic rocks.  

APPROACH AND METHODS 

Development of Numerical Model 
The model was implemented into the TOUGH2 
simulator (Pruess et al., 1999) with the EOS7r equa-
tion of state module. Two active phases were simu-
lated (gas and liquid) with five components: air, 
water, radiogenic tracer (85Kr), tracer decay product 
(stable 85Ru), and heat.  

The flow equations for the gas and aqueous phases 
are modeled with Darcy’s law, solute transport in 
both phases is handled by Fick’s law, and conductive 
heat transport is modeled with Fourier’s law. A 
complete description of the governing equations and 
their implementation is described in Pruess et al. 
(1999).  

The computational domain was arranged as radially 
symmetric flow, with an injection borehole in the 
center. The domain size extends from the face of the 
borehole (2 m radius) to 10,000 m, which is large 
considering the 100 yr time scale of the model. Verti-
cally, the domain exists from the land surface to the 
490 m deep water table. The hydraulic boundary 
conditions are prescribed flux along the interval 
within the borehole undergoing injection and zero 
flux along the rest of the borehole, prescribed 
pressure along the upper and lower horizontal 
boundaries, and prescribed pressure along the vertical 
boundary 10,000 m from the borehole. The input data 
and initial conditions are presented in Table 1 for a 
“reference” simulation.  

The carrier gas in the model is air, while that in the 
actual engine test will be hydrogen. Figure 2 shows 
the relationship between the densities of hydrogen 
and air over the temperature range of the test. Air 
density was obtained from tabulated data (CRC 
Press, 89th Ed.) while hydrogen density was calcu-
lated from Boyle’s Law.  The molecular weight of 
diatomic hydrogen is 2 g mol-1 while that for air at 
~100 percent relative humidity in the unsaturated 
zone is between 16 g mol-1 (pure water vapor) and 28 
g mol-1 (dry air). For all temperatures, the air density 
is ~10 times that of hydrogen, making hydrogen 
buoyant in relation to the subsurface air, a process 
not accounted for in the model. Figure 2 also shows 
the viscosity relationship between the two gases; the 
viscosity ratio between the two favors buoyancy of 
hydrogen over air by a factor between 2 and 3. 
Viscosity for both air and hydrogen were calculated 
from Sutherland’s formula (Crane, 1988). The 
radioactive isotope 85Kr, was mixed with the carrier 
gas (air and water vapor). This gas phase mixture was 
injected uniformly and at the same temperature 
across the borehole face; i.e., there were no allow-
ances for a pressure drop within the borehole. The 
ratio of gas densities suggests that buoyant hydrogen 
gas as a separate gas phase would rise when 
immersed in air, but is not accounted for in the 
model.  
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Table 1. Input data and initial conditions for 
reference simulation. 

SIMULATION RESULTS 

Input Data Parameters Value 
Intrinsic permeability, m2 10-11 
Porosity 0.35 
Diffus. coeff. gas phase tracer, m2 s-1 2.62 x 10-5 
Residual liquid saturation 0.0206 
Capillary pressure curve van Genuch. 
Relative permeability curve van Genuch. 
van Genuchten m (=1-1/n) 0.291 
van Genuchten α, Pa-1 0.0017 
Injection interval, m variable 
Injection time, hours 2 
Injection rate, water, kg s-1 15.0 
Injection rate, “air,” kg s-1 14.5 
Enthalpy of injected water, J kg-1 1.463 x 106 a 
Enthalpy of injected air, J kg-1 6.57 x 105 a 

Tracer half-life, yr 10.76 
Initial conditions 

Parameter Value 
Liquid saturation 0.3 

Formation pressure (gas static), MPa 0.12 at 
water table 

Formation temperature, ºC 25 

A simulation in which the 600ºC radioactive gas was 
injected into a 20 m injection interval for two hours is 
used as a “reference” case. Figure 3 shows the pres-
sure, saturation, and temperature fields over a four-
hour period. The pressure field extends out to 
approximately 20 m, while the formation temperature 
and liquid saturation are affected by the injectate to a 
distance of less than four meters from the edge of the 
borehole (note that hot colors show greater liquid 
saturation on the liquid saturation scale). The injec-
tate immediately condenses upon entering the forma-
tion, which increases the liquid saturation within the 
vicinity of the borehole. The low grid resolution does 
not capture centimeter-scale behavior such as the 
downward drainage of water (gridblock heights are 
10 m).  
 
The mass fraction field of a gas tracer (as tracer 
density to gas density, Xg

Kr with the properties of 
85Kr) for the same simulation is shown in Figure 4. 
The initial inventory for a two hour test is estimated 
as 283 mg radioactive Kr and Xe. For a two-hour 
test, the rate of injection is 3.93×10-8 kg s-1. Radionu-
clides do not reach the land surface during the 100-
year simulation. Within the first year of transport, the 
horizontal extent of radionuclide transport is less than 
160 m from the borehole. At approximately 10 years, 
radionuclides extend between 250 and 300 m from 
the borehole.  

When the reference simulation was modified by 
increasing the injection interval from 20 m to 160 m 
(Figure 5), low levels of radionuclides come to within 
50 m of the land surface in 10 years. The horizontal 
extent of radionuclides is only slightly smaller than 
for the 20 m injection interval simulation. 

a approx. 600°C 
 
 

 

A simulation was run to compare our results with 
those of the WAFE computer model presented in 
Howe et al. (2001). The WAFE calculations did not 
include a tracer gas, so only the flow simulation can 
be compared. In this simulation, the injectate gas 
flow rate was lowered to 4.9 kg s-1 and the water flow 
rate was raised to the slightly higher value of 15.6 kg 
s-1, to match the values used in Howe et al. (2001).  A 
comparison between the liquid saturation fields of 
Howe et al. (2001) and this work is shown in 
Figure 6. The location of maximum liquid saturation 
(2.2 m from the center of the borehole) is the same 
for both simulations, even though the injection 
interval of Howe et al. was over 300 m long. The 
difference between the injection intervals probably 
accounts for the higher liquid saturation in our model, 
as injection was confined to a narrower zone.  

Figure 2. Mass density and dynamic viscosity as a 
function of temperature for air and 
hydrogen at 1 bar pressure. 
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Figure 3. Pressure, liquid saturation, and temperature fields over a period of four hours after the start of injection. 
Injection stopped after two hours. 
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Figure 4. Mass fraction of 85Kr between 1 hr and 100 yr through a 20 m interval. The period of injection was 

between zero and 2 hr.  
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Figure 6. Comparison of liquid saturation in the 
alluvium to the simulation of Howe et al., 
2001.  

SUMMARY AND CONCLUSIONS 

The simulations performed were conducted to evalu-
ate the efficacy of using the Nevada Test Site unsatu-
rated zone as a repository for the mass of water, 
water vapor, and gases produced from a nuclear 
rocket engine test. The simulations were constructed 
with homogeneous and isotropic permeability fields. 
For a narrow (20 m) and deep (300 m) injection zone, 
the results suggest that injected radionuclides will not 
reach the land surface. Similarly, the amount of water 
injected is not enough to result in the downward 
drainage. These simplified models suggest that the 
unsaturated zone is capable of sequestering radionu-
clides at the prescribed mass flow rates without 
exceeding the specified design pressure within the 
borehole. The results give merit that a conceptual 
design for a rocket test facility has merit, but will 
require more detailed information on the spatial 

distribution of subsurface permeability, porosity, and 
moisture content.  
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ABSTRACT 

Significant quantities of hydrogen can be produced 
by the corrosion of metal components. It is necessary 
to forecast gas migration and groundwater pressure 
buildup in the context of deep geological radioactive 
waste disposal. One of the major problems in 
representing gas migration in a radioactive waste 
repository is that of simultaneously modeling all gas 
sources and transfer pathways constituted by the 
network of underground drifts and the surrounding 
low-permeability rock. In 2006, the French National 
Agency for Radioactive Waste Management 
(ANDRA) launched an international multiphase flow 
simulation benchmark exercise for modeling such a 
two-phase flow system. The exercise was designed to 
compare the performance of the numerical methods 
being used to resolve the designed problems. This 
paper presents the results of Test Case 2 of the 
exercise completed by the authors, which has been 
awarded the first prize as the only best-performing 
team. The three-dimensional model represents a 
fraction of a repository with vitrified waste. The 
model simulates ambient pressure and flow 
conditions (considering evacuation effect) after 
placement of wastes, with full consideration of two-
phase initial and boundary conditions. Isothermal 
conditions are assumed. Time-dependent gas sources 
are applied to the model. Since the natural 
environment is unable to evacuate the entire amount 
of hydrogen in a dissolved state, a free gas phase is 
formed within the disposal structures. The model is 
used to study the dissipation of those gases to 
determine their influence on the transient phases 
throughout the lifetime of the repository, and to 
investigate possible pressure buildup, which may 
introduce a risk of damage to the host rock. We use 
the model to investigate how the presence of gas in 
the repository influences the nature of water flow 
around the disposal structures and the resaturation 
transient processes. The TOUGH2-MP code, a 
parallel multiphase flow simulator, has been adopted 
for this study. 

INTRODUCTION 

Gas migration in a radioactive waste repository is a 
critical component in the safety assessment of deep 
geological storage. Several European countries are 
currently investigating the feasibility of deep 

geological disposal of radioactive waste in low-
permeability formations. The French Agency for the 
Management of Radioactive Waste (Andra) proposes 
to build a repository in an argillaceous formation 
(Andra, 2005), an indurated clay formation 
approximately 500 m below ground surface. Such a 
proposed repository raises a question related to the 
long-term performance of the repository, namely the 
impact of the hydrogen gas generated in the waste on 
the pressure and saturation fields within the 
repository and the host rock. In the repositories, 
anaerobic corrosion of metals produces hydrogen. 
The generation, accumulation, and release of the gas 
from the disposal system may affect a number of 
processes that influence long-term radiological safety 
of the repository. These processes may include (1) 
excess gas/water pressures affecting the mechanical 
integrity of the barrier system and the surrounding 
rock, (2) expulsion of contaminated water from the 
waste package due to gas buildup, and (3) transport 
of volatile radionuclides through the surrounding 
geological barriers. 

Numerical simulations provide an effective approach 
for investigating the processes of pressure buildup 
due to gas generation and its influence on the 
repository system. A numerical model for such 
purposes must be able to simulate different stages of 
a repository: ambient conditions, operational phase of 
the repository, and closure after placement of wastes.   
After closure, the repository performance with 
respect to gas migration and pressure buildup will be 
affected not only by the two-phase properties of the 
surrounding barriers, but also by a variety of other 
geological, geotechnical, and waste-related factors. 
The model needs to account for the relevant 
processes associated with the migration of waste-
generated gas, and also to incorporate the complex 
geometry of a deep repository, such as regional 
hydrogeologic framework, caverns, tunnels, and 
seals. These processes have been investigated by 
Talandier et al. (2006) using simplified 2D and 3D 
models. Senger et al. (2008) developed 3D models 
for the Swiss radioactive waste repository site by 
treating hydrogen as air in the simulations. Full 
consideration of such a three-dimensional site-scale 
complex system represents a large computational 
challenge.  
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In 2007, ANDRA launched an international 
multiphase flow simulation benchmark exercise, 
named Couplex-Gaz, for modeling waste-generated 
gas flow systems. Couplex-Gaz was designed to 
compare the accuracy and efficiency of the numerical 
methods being used to resolve the nonlinear equation 
system associated with gas transfers and groundwater 
in porous media, and to provide relevant 
representations of those transfers at large spatial 
scales. The exercise consists of two simulation cases. 
The first case is a relatively simple 2D model (similar 
to a 2D case presented in Talandier et al., 2006), and 
the second case is a 3D site-scale model, which is 
more computationally challenging. The team formed 
by the authors of this paper has been awarded the 
first prize. In this paper, we will discuss the 
approaches used in the model development and 
simulation results. 
 
The three-dimensional model represents a fraction of 
a repository with vitrified waste. We used an 
integrated finite difference (IFD) method for the 
model simulation. The model considers a system with 
two-phase initial and boundary conditions and time-
dependent gas sources from metal corrosion. In the 
repository, hydrogen is partially dissolved in the 
water and also partially exists as a free gas. The 
dissipation processes of those gases are examined to 
determine their influence on the transient phases 
throughout the lifetime of the repository, and to 
investigate possible pressure buildup, which may 
introduce the risk of damage to the waste-containing 
materials. Gas present in the repository may 
influence the nature of water flow around the 
disposal structures. Simulations were run by the 
parallel two-phase flow simulator TOUGH2-MP 
(Zhang et al., 2001, 2008; Wu et. al. 2002). The 
simulator has been successfully applied to large-scale 
simulations for nuclear waste disposal site 
characterization, such as in the work of Zhang et al. 
(2003) and Senger et al. (2008). 

MODEL SETUP 

Problem Description and Conceptual Model 
During construction of the repository facilities and 
the operational phase of the repository, drifts and 
shafts are ventilated, and the host rock is 
depressurized and desaturated. At the end of 
operation, the access drifts are backfilled and sealed 
with bentonite plugs. As described in Andra (2006), 
the part of the repository containing high-level 
vitrified waste is taken into account. After closure, 
resaturation of the host rock and backfill material 
starts. At the same time, corrosion of steel in the 
waste packages causes hydrogen to be generated in a 
repository (containing high-level radioactive waste) 
for 50,000 years after closure of the facility (Andra, 
2006).  The generated gas will first dissolve in the 

pore water and then transport through advection and 
diffusion into the host rock and backfill materials 
within the drifts. Excessive amounts of hydrogen 
cannot be fully dissolved, and a free gas phase will be 
formed. Continuing generation of the gas will lead to 
pressure buildup in the repository and surrounding 
rock. After 50,000 years, metals are completely 
consumed, and no more hydrogen will be produced. 
The free gas in the repository will slowly dissipate, 
and the pressure in the system will recover to initial 
conditions. We have developed a model to simulate 
the entire process—from the transient phases 
throughout the lifetime of the repository—and to 
investigate possible pressure buildup, which may 
introduce of the risk of damage to waste-containing 
materials. 
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Figure 1. (a) Horizontal plane view of the model 

domain; (b) Vertical view of the model 
domain; (c) General concept of the high 
level cell in the repository (Modified from 
Andra 2005 and Andra, 2006) 

The model represents a fraction of the repository for 
an area of vitrified waste consisting of two rows of 
30 cells (Figure 1). Only half of the plane (Figure 1a) 
needs to be considered in the three-dimensional 
model, owing to its symmetry along the access drift.. 
The domain has a vertical extension of about 130 m, 
which represents the thickness of the Callovo-
Oxfordian clay at the potential disposal site. The 
width of the domain is 50 m and corresponds to half 
the distance between neighboring disposal drifts, 
while the length of the domain, which covers all the 
30 cells, is 392 m. The length of each waste cell is 30 
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m, sealed by a 3 m bentonite plug and then supported 
by a 4 m concrete plug (Figure 1b, c). The repository 
is placed ~500 m below ground level. 
 
Fluid flow in the repository involves multiphase 
transient flow processes. These flow and transport 
processes are considered to be isothermal with a 
constant temperature of 30oC. For gas flow, a mixture 
of gases is evolved, with hydrogen being the chief 
constituent. In this study, all gases are treated as 
hydrogen. Hydrogen dissolution in the pore water 
follows Henry’s law; gas and water flow are 
governed by a multiphase extension of Darcy’s law:   
 

)(
)(

zgP
Skk

V r ∇+∇−= ββ
β

β
β

β ρ
µ

            (1)                                                    

where β denotes the phase of the fluid (aqueous or 
gaseous), k is the intrinsic permeability, β

rk  is 

relative permeability for phase β, βµ is the viscosity, 

βρ  is the density, g is the gravity of acceleration, z 

is the altitude, and βV  is Darcy’s velocity for phase 
β. 
 
Diffusion processes in the gas and water phases are 
described by Fick’s Law. The diffusive flux for the 
binary mixture of hydrogen and water vapor can be 
written as: 
 

g
H

g
vapHg

g XDf 2/2 ∇= ρ                              (2)                                                                  

where g represents gas phase, g
vapHD /2 is the 

diffusion coefficient of hydrogen in the water vapor, 
and g

HX 2∇  is the gradient of mass fraction of 
hydrogen gas.  
 
The diffusive flux for the dissolved hydrogen is 
written as: 
 

w
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w
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w XDf 22∇ρ=                                       (3) 
 
where w represents the liquid water phase, w

HD 2 is 
the diffusion coefficient of hydrogen in the water, 
and g

HX 2∇  is the gradient of mass fraction of the 
dissolve hydrogen. 
 
In this study, the following expressions for the 
diffusion coefficients were chosen (Pruess, et al. 
1999). 
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with ω the porosity, τ a tortuosity coefficient, 0
2
,w

HD  

and 0
2
,g

HD ,  the free diffusion coefficients in the 
water and in the gas phase. 
 
The model solves mass-balance equations by the 
integrated finite difference method. The equations are 
set up by combining mass balance, advection flux, 
and diffusion flux, and solved by supplementing with 
a number of constitutive equations. These 
constitutive correlations express the interrelationships 
and constraints of physical processes, variables, and 
parameters. The van Genuchten model (1980) has 
been selected to express capillary pressure in relation 
to the effective saturation of the medium. Relative 
permeability is expressed by integrating the 
forecasting model proposed by Mualem (1976) into 
van Genuchten’s capillary model.  

Simulation Code 
The simulations conducted in this study are 
computationally challenging, because of the site-
scale three-dimensional grid and the complex 
nonlinear processes involved. The TOUGH2-MP 
(Zhang et al., 2008) is adopted for these simulations. 
The EOS5 fluid property module (Pruess et al., 1999) 
is selected for describing the thermodynamics of 
hydrogen gas. The module was developed for 
studying the behavior of groundwater systems in 
which hydrogen releases are taking place. TOUGH2-
MP is an efficient parallel simulator for large-scale 
general purpose multiphase flow simulations 
developed at Lawrence Berkeley National 
Laboratory. The parallel simulator is a three-
dimensional, fully implicit model that solves large, 
sparse linear systems arising from discretization of 
the partial differential equations for mass and energy 
balance in porous and fractured media. The simulator 
was developed based on the TOUGH2 code (Pruess 
et al., 1999) and inherits all the process capabilities of 
the TOUGH2 code, including a comprehensive 
description of the thermodynamics and 
thermophysical properties of fluids with multiple 
components, modeling single and/or multiple-phase 
isothermal or non-isothermal flow processes. 
TOUGH2-MP uses MPI for parallel implementation, 
the METIS software package (Karypsis and Kumar, 
1998) for simulation domain partitioning, and the 
iterative parallel linear solver package Aztec 
(Tuminaro et al., 1999) for solving linear equations 
by multiple processors. The parallel simulator is 
equipped with a very efficient interprocessor 
communication scheme and demonstrates excellent 
efficiency and scalability. 
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Initial and Boundary Conditions 
At the top and bottom boundaries of the simulation 
domain, a constant pressure is imposed 
corresponding to the hydraulic heads of the aquifers 
above and below the clay rock. The pressures for the 
top and bottom boundaries are specified as 4.2 MPa 
and 5.5 MPa respectively. Top and bottom of the 
domain are fully water saturated, and no hydrogen 
dissolves in the water. Due to the symmetry of the 
disposal configuration with horizontally placed array 
of disposal drifts, the lateral sides of the model 
domain are set to no-flow conditions for both water 
and gas. A constant pressure of 4.85 MPa at the 
entrance of the main drift is imposed, where the seal 
for the main drift is located and is fully saturated.  
 
The model initial conditions represent flow 
conditions immediately after closure of the repository 
system. The entire host formation is fully water 
saturated; other facilities (such as the backfilled drift, 
concrete supports, bentonite plugs, and drift seals) are 
70% water saturated and 30% gas saturated. The 
partially saturated materials have a gas pressure equal 
to 1 atmosphere, and their corresponding water 
pressure is deduced from the gas pressure and the 
capillary pressure, by applying van Genuchten 
models for each materials. 
 
The initial conditions are obtained by first specifying 
constant pressure at the model top and bottom 
boundary and running the model to steady state. The 
steady state represents ambient conditions of pressure 
under steady-state equilibrium between aquifers on 
the top and bottom of the domain. These steady-state 
conditions are then used as the starting point for a 
second run segment, which simulates the operational 
phase of the repository by specifying a constant 
pressure at the entrance of the main drift, giving 0.7 
of water saturation for engineering materials as 
requested and running the model for a short period. 
The impact of ventilation in the operational period is 
neglected. Initial conditions, representing the 
conditions at the end of repository operation, are then 
created by modifying the output of the second 
segment run with changing gas pressure and gas 
saturation for the gridblocks of the man-made 
facilities to the given conditions. Full saturation of 
the host rock in the vicinity of the waste packages is a 
rather unrealistic but conservative assumption with 
respect to pressure buildup, and may also cause 
numerical difficulty. To improve the model 
convergence performance, small gas saturation (1%) 
is assigned to the surrounding gridblocks of the waste 
packages. 
   
Gas generation is simulated by providing a gas-
production term for each disposal cell. It is imposed 
on the external surface of the cylinder that 
schematically represents the cell. Generation rates are 

given as: from 0 to 4,500 years, Q=100 mol/year/cell; 
from 4,500 to 20,000 years, Q=15 mol/year/cell; 
from 20,000 to 50,000 years, Q= 1 mol/year/cell. 
After 50,000 years, no hydrogen gas will be 
generated. 
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Figure 2. Cross-sectional view of the 3D mesh: (a) 

in xy plan (zoom on the right part of the 
mesh with the main drift and the 4 first 
cells), (b) in xz plan.  

Model Mesh and Input Parameters 
A three-dimensional unstructured mesh was created 
based on the model domain definition by Andra 
(2006) using WinGridder (Pan et. al., 2001).  In the 
mesh, waste packages (cells), bentonite plugs, and 
concrete supports share the same circular section. All 
sections of the access and main drifts are square. 
Disposal cells are positioned at half height in the 
access drift and in the calculation domain. There are 
30 cells along the one side of the access drift. 
Cylindrical gridding is adopted around waste cells 
(Figure 2a), whereas rectangular grids are used for 
the geological domains that are some distance away 
from the waste packages, because the host rock is 
anisotropic in permeability. We use refined grids 
around waste cells to capture the radial transport near 
the emplacement drift of the waste package. Figure 2 
shows a portion of the cross-sectional view of the 3D 
mesh in xy and xz plans. The mesh consists of 62,401 
gridblocks and 184,260 connections. 
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The materials to be taken into account in the 
simulation include the backfill of the drift, the 
bentonite and concrete of the drift seals, and the 
Callovo-Oxfordian clay. The cell is constituted of a 
material impermeable to both water and gas. Table 1 
provides the parameters used in the modeling study. 
Free diffusion coefficients in gas and aqueous phases 
are 2.13E-05 and 1.0E-09 for water, and 9.5E-05 and 
5.961E-09 for hydrogen, respectively. Comparing to 
the advection flow, the diffusion flux is relatively 
small at early stage. To facilitate the simulation run, 
the diffusion effect is neglected for the first 5,000–
year simulation.  
 

Table 1. Physical parameters for the rocks (from 
ANDRA 2006) 

 

RESULTS AND DISCUSSION 

The simulation was run up to the time when the gas 
phase in the model domain has disappeared, which is 
expected to be several ten-thousands of years. The 
results of the simulation were depicted as gas 
pressure and saturation history curves at 9 
observation locations and 2D spatial distribution 
contours of simulated pressure and gas saturation. In 
addition, hydrogen fluxes at different locations are 
also presented. The observation points are mainly 
located at the repository horizon. Figure 1 shows the 
eight observation locations at the repository level.   
Observation points P1, P2, P3, P4, and P5 distribute 
along the access drift, and the P6 is in the main drift. 
P7 and P8 are located in the host rock between drifts 
(see Figure 1a). P9 is located right above the access 
drift and between P3 and P4. The maximum pressure 
buildup is expected to appear at the repository 
horizon.  
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Figure 3. Gas pressure changes with time at the 

observation locations 

Figure 3 shows the evolution of gas pressure at the 
eight observation locations (no P7). The figure also 
shows the corresponding hydrogen generation rate 
(mol/year/cell; see left y axis). The maximum 
pressure buildup appears at 4,500 years at all 
observation locations. The time of peak pressure 
corresponds to the time when hydrogen generation 
rate starts to drop. Gas pressures in the whole drift 
are similar at all times. Higher pressures are observed 
in the host rock at P7, P8, and P9.  Figure 4 shows 
gas pressure at the time 2,000, 3,000, 4,500, and 
5,000 years at the repository horizon (z=65m). The 
contour plots show that the maximum pressure 
buildup appears in the host rock surrounding the cell. 
Pressure buildup reaches a maximum pressure of 
about 7000 kPa after 4500 years, followed by a 
significant decline. The gas pressure in a vertical 
plane of the access drift is presented in Figure 5. 

Figure 6 shows gas saturation change over time at 
observation locations. The drifts and tunnels have an 
initial gas saturation of 0.3. After closure of the 
repository system, gas saturation in the drift drops 
significantly in the first several hundred years, even 
though a significant amount of hydrogen is generated 
by the nuclear waste during this period. This is due to 
the gas storage capacity of the drift and the slow 
resaturation process resulting from the low-
permeability rock. The waste-generated hydrogen 
then migrates vertically into the host rock and 
horizontally along the drift towards the seal of the 
main drift, both as a free gas phase and dissolved in 
pore water. The transport through advection and  
diffusion into the host rock causes gas saturation 
reduction (see Figure 6). After 4,500 years, the gas 
dissipation rate is higher than the generation rate. 
With the increase in gas generation rate and decrease 
in dissipation rate, an excessive amount of hydrogen 
cannot be fully dissolved, and a free gas phase will be 
formed. This free gas accumulation causes gas 
saturation to increase. Figure 6 indicates that gas 
saturation at the observation locations in the host 
rock is very small, and not much free gas can 
transport into the surrounding host rock.    
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(a)

(d)

(b)

(c)

 
Figure 4. Gas pressure distributions at the 

repository horizon at time: (a) 2000 
years; (b) 3000 years; (c) 4500 years; and 
(d) 5000 years. 

(a)

(c) (d)

(b)

 
Figure 5. Gas pressure distributions in the vertical 

plane XZ of the access drift at time: (a) 
2000 years; (b) 3000 years; (c) 4500 
years; and (d) 5000 years. 

Cumulative hydrogen escapes from the modeling 
domain mainly through top and bottom boundaries, 
and the sealed main drift entrance. The rates of the 
hydrogen fluxes through the top and bottom 
boundaries at different times are presented in Figure 
7. The gas flux first arrives at the top and bottom 
boundaries in around 4,900 years. The flux rate 
reaches the peak value of 97.5 mol/year at the bottom 
boundary at 18,000 years, and 137.4 mol/year 
reaches the top boundary at time 22,500 years. Most 
hydrogen at the top and bottom boundaries is 
dissolved in water and leaves the domain through 
diffusion. Figure 8 shows the rate of gas flux in the 
drift at different locations and times. At early times 
(0.01 to 10 years), some initial high gas fluxes into 
the drift are observed, due to the initial small 
desaturation of the cells near field. These early fluxes 
vanish at around 100 years. The amount of hydrogen 
having being transported through the drift is small. 

Starting with the pressurization phase (100–4500 
years), caused by the combined effect of the 
continuous gas production and the low permeability 
of the host rock, the rate increases from left to right 
and to the entrance of the drift. This result indicates 
that the hydrogen gas accumulates in the drift, 
transports to the seal of the main drift, and escapes 
from there. After 30,000 years, the hydrogen fluxes 
through the main drift seal vanish, and the hydrogen 
continues to escape the domain through diffusion at 
the top and bottom boundaries.  
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Figure 6. Gas saturation changes at the observation 

locations  
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Figure 7. Evolution of hydrogen total (advective 

and diffusive) fluxes at the top and bottom 
boundary  

The first 100-year simulation was run using an 
increased number of processors (2 to 32) to 
investigate computational efficiency. Figure 9 shows 
the speedups obtained by using different numbers of 
processors and for different parts of the simulation.  
By increasing the number of processors, the total 
execution time was reduced from 1,486 seconds 
using two processors to 110 seconds using 32 
processors. The parallel code thus demonstrates very 
good performance. Total execution time is reduced to 
less than half when doubling the processor numbers 
in some cases (e.g., from 4 to 8, and from 8 to 16 
processors). Figure 9 indicates that a superlinear 
effect is introduced by the part for solving the linear 
equations.  
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Figure 8. Evolution of hydrogen flux at different 

locations in the drift  
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Figure 9. Speedups for the different parts of the 

parallel simulations 

CONCLUSIONS 

This paper presents the results obtained with 
TOUGH2-MP on the benchmark exercise Couplex-
gaz 2, proposed by Andra in 2006. A 3D model is 
developed to study the dissipation of waste generated 
hydrogen from a line of 60 high-level waste cells 
horizontally emplaced along an access drift in a 500 
m deep repository within a clay formation. This 
model simulates the transient hydraulic (single and 
two-phase) flow throughout the lifetime of the 
repository and investigates possible pressure buildup 
which may introduce of the risk of damage to the 
clay host rock and engineered barriers. The model 
fully represents hydrogen gas migration in a 
radioactive waste repository, simulates 
simultaneously all gas sources and the transfer 
pathways constituted by the network of underground 
drifts, and takes into account the time-dependent gas 
generation source term.  
 
Simulation results indicate that the maximum 
pressure level obtained in the repository is controlled 
by the gas generation rate, the gas-filled volume 
initially available in the backfilled drifts, and the 
main-drift-seal permeability. The main long-term 
hydrogen dissipation process is the diffusion of the 
dissolved hydrogen towards the top and bottom 
boundaries of the Callovo-Oxfordian Clay. 

ACKNOWLEDGEMENTS  

The authors would like to thank Lehua Pan for his 
help in creating the model mesh.   

REFERENCES 

Andra, Dossier 2005 Argile, les recherches del’Andra 
sur le stockage géologique des déchets 
radioactifs à haute activité et à vie longue, 
collection les Rapports, Andra, Châtenay-
Malabry, France, 2005. 

Andra, couplex-gaz test case 2: 3d modelling of a 
disposal area for vitrified waste. Andra report, 
2006. 

Karypsis, G. and V. Kumar, V, METIS: A Software 
Package for Partitioning Unstructured Graphs, 
Partitioning Meshes, and Computing Fill-
Reducing Orderings of Sparse Matrices, V4.0, 
Technical Report, Department of Computer 
Science, University of Minnesota, 1998. 

Mualem, Y., A New Model for Predicting the 
Hydraulic Conductivity of Unsaturated Porous 
Media, Water Resour. Res., Vol. 12(3), pp. 513 - 
522, NNA.19881228.0005, 1976.  

Pan, L., J. Hinds, C. B. Haukwa, Y. S. Wu, and G. S. 
Bodvarsson, WinGridder - An interactive grid 
generator for TOUGH, Version 1.0 User's 
Manual, LBNL-42957, Lawrence Berkeley 
Laboratory, Berkeley, California, 2001.  

Pruess, K, C. Oldenburg, and G. Moridis, TOUGH2 
User’s Guide, V2., Lawrence Berkeley National 
Laboratory Report LBNL-43134, Berkeley, CA, 
1999. 

Senger, R., K. Zhang, J. Avis, and P. Marschall, 
Three-dimensional Modeling of gas Migration in 
a Deep Low/Intermediate Level Waste 
Repository (Switzerland), Proceedings of XVII 
international conference on computational 
methods in water resources, San Francisco, 
California (Abs.), 2008. 

Talandier, J., G. Mayer, J. Croisé, Simulations of the 
hydrogen migration out of intermediate-level 
Radioactive Waste Disposal Drifts Using 
TOUGH2, Proceedings of TOUGH Symposium 
2006, Berkeley, California, 2006. 

Tuminaro, R.S., M. Heroux, S. A. Hutchinson, and J. 
N. Shadid, Official Aztec User’s Guide, Ver 2.1, 
Massively Parallel Computing Research 
Laboratory, Sandia National Laboratories, 
Albuquerque, NM, 1999.  

Van Genuchten, M.Th.  A Closed-Form Equation for 
Predicting the Hydraulic Conductivity of 
Unsaturated Soils, Soil Sci. Soc. , Vol. 44, pp. 
892 - 898, NNA.19911009.0008, 1980. 

548 of 634



 - 8 - 

  

Wu, Y. S., K. Zhang, C. Ding, K, Pruess, and G. S. 
Bodvarsson, An Efficient Parallel-Computing 
Method for Modeling Nonisothermal Multiphase 
Flow and Multicomponent Transport in Porous 
and Fractured Media, LBNL-47937, Advances in 
Water Resources, Vol. 25, pp.243-261, 2002 

Zhang, K., Y.S. Wu, C. Ding, K. Pruess, and E. 
Elmroth, Parallel computing techniques for 
large-scale reservoir simulation of multi-
component and multiphase fluid flow, Paper SPE 
66343, Proceedings of the 2001 SPE Reservoir 
Simulation Symposium, Houston, Texas, 2001. 

Zhang, K., Y. S. Wu, and G. S. Bodvarsson, 
Massively Parallel Computing Simulation of 
Fluid Flow in the Unsaturated Zone of Yucca 
Mountain, Nevada, LBNL-48883, Journal of 
Contaminant Hydrology, pp.381-399, 2003  

Zhang, K., Y.S. Wu, and K. Pruess, User’s guide for 
TOUGH2-MP—A massively parallel version of 
the TOUGH2 code. Report LBNL-315E, 
Lawrence Berkeley National Laboratory, 
Berkeley, CA, USA, 2008. 

 
 
 
 
 
 
 
 
 

549 of 634



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

NUMERICAL METHODS 



PROCEEDINGS, TOUGH Symposium 2009 
Lawrence Berkeley National Laboratory, Berkeley, California, September 14–16, 2009 

 - 1 - 

TOUGHREACT VERSION 2.0   
 

Tianfu Xu, Eric Sonnenthal, Nicolas Spycher, Guoxiang Zhang1, Liange Zheng, and Karsten Pruess 

 
Earth Sciences Division  

Lawrence Berkeley National Laboratory 
One Cyclotron Road 

Berkeley, CA 94720, USA 
e-mail: Tianfu_Xu@lbl.gov 

 
 

                                                           
1 Current address: Shell International E&P Inc. Houston, TX 77079, USA 

 

ABSTRACT 

TOUGHREACT is a numerical simulation program 
for chemically reactive nonisothermal flows of 
multiphase fluids in porous and fractured media, and 
was developed by introducing reactive chemistry into 
the multiphase fluid and heat flow simulator 
TOUGH2 V2. The first version of TOUGHREACT 
was released to the public through the U.S. 
Department of Energy’s Energy Science and 
Technology Software Center (ESTSC) in August 
2004. It is among the most frequently requested of 
ESTSC’s codes. The code has been widely used for 
studies in nuclear waste isolation, CO2 geological 
sequestration, and geothermal energy development, 
environmental remediation, and increasingly for 
petroleum applications. Over the last several years, 
many new capabilities have been developed. To 
effectively serve our in-house projects and to share 
the advances with the user community, we 
incorporated these new capabilities into Version 2 of 
TOUGHREACT. Major additions and improvements 
in Version 2 are discussed here. Two application 
examples are presented to illustrate the applicability, 
(1) Denitrification and sulfate reduction, and (2) 
long-term fate of injected CO2 for geological 
sequestration.  

INTRODUCTION 

TOUGHREACT is a numerical simulation program 
for chemically reactive nonisothermal flows of 
multiphase fluids in porous and fractured media (Xu 
and Pruess, 2001; Spycher et al., 2003; Sonnenthal et 
al., 2005; Xu et al., 2006; Xu, 2008; Zhang et al., 
2008; Zheng et al., 2009). The program was written 
in Fortran 77 and developed by introducing reactive 
chemistry into the multiphase fluid and heat flow 
simulator TOUGH2 (Pruess et al., 1999). The 
program can be applied to one-, two- or three-
dimensional porous and fractured media with 
physical and chemical heterogeneity. The code can 
accommodate any number of chemical species 
present in liquid, gas, and solid phases. A variety of 
subsurface thermal, physical, chemical, and 

biological processes are considered under a wide 
range of conditions of pressure, temperature, water 
saturation, ionic strength, and pH and Eh. 
 
Processes for fluid flow and heat transport are the 
same as the original TOUGH2. Transport of aqueous 
and gaseous species by advection and molecular 
diffusion is considered in both liquid (aqueous) and 
gas phases. Depending on computer memory and 
CPU performance, any number of chemical species 
in the liquid, gas, and solid phases can be 
accommodated. In the 2004 version, aqueous 
complexation, acid-base, redox, gas dissolution/ 
exsolution, and single-site cation exchange are 
considered under the local equilibrium assumption. 
Mineral dissolution and precipitation can proceed 
either subject to local equilibrium or kinetic 
conditions.  
 
Over the last several years, many new capabilities 
have been developed within different research 
projects at Lawrence Berkeley National Laboratory. 
To effectively serve our in-house projects and to 
share the advances with the user community, we 
incorporated these new capabilities into Version 2 of 
TOUGHREACT. Major additions and improvements 
in Version 2 include  

• Intra-aqueous reaction kinetics and 
biodegradation, 

• Surface complexation models including 
double layer, 

• Multi-site exchange,  

• Improvements on reactive surface area 
algorithm for mineral-water reactions, and 
fugacity coefficient corrections for gas-
water reactions,  

• Improvement on coupling and mass balance 
between chemistry and physics parts 
including changes in rock and fluid 
properties due to reactions, and accounting 
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for CO2 fixed as carbonates in flow 
simulation (for using ECON module).  

• Improvement on functionalities such as 
printout mineral reaction rate, and both 
aqueous component and species 
concentrations in different unit options, 

• Improvement on computational efficiency. 
 
Here, we present the general formulations for solving 
the chemical system of equations. Then we present 
kinetic rate expressions for intra-aqueous reactions 
and biodegradation, rate laws for mineral dissolution 
and precipitation implemented in our reactive 
transport simulator. Finally, we give two application 
examples to illustrate new features in 
TOUGHREACT Version 2.   

MATHEMATICAL FORMULATION 

Modeling flow and transport in geologic media are 
based on space discretization by means of integral 
finite differences (IFD). The IFD method gives a 
flexible discretization for geologic media that allows 
the use of irregular grids, which are well suited for 
simulation of flow, transport, and fluid-rock 
interaction in multiregion heterogeneous and 
fractured rock systems. TOUGHREACT uses a 
sequential iteration approach. An implicit time-
weighting scheme is used for individual components 
of flow, transport, and kinetic geochemical reaction. 
The chemical transport is solved on a component-by-
component basis. The solution methods for solving 
flow and transport have been presented in our 
previous papers. Here we only present the method for 
solving the system of mixed equilibrium-kinetic 
reaction equations, which is solved on a gridblock-
by-gridblock basis by Newton-Raphson iteration. 

The primary equations for the chemical system are 
based on mass balance in terms of primary (basis) 
species. In contrast to aqueous equilibrium, species 
involved in kinetic reactions, such as redox couples, 
are independent and must be considered as primary 
species (Steefel and MacQuarrie, 1996). For 
example, for the reaction  
 

HS- + 2O2(aq) = SO4
2- + H+   (1) 

 
under kinetic conditions, both HS- and SO42- must be 
placed in the primary species list. Thus, all redox 
reactions making use of these species must be 
decoupled in the input of the thermodynamic 
database.  
 
Details on the formulation for solving the mixed 
equilibrium-kinetics system of equations are given in 
Xu (2008). Here we present the final Jacobian 
equations only. By denoting residuals of mass-

balance of each component j as c
jF  (which are zero 

in the limit of convergence), we have 
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where superscript 0 represents time zero; t∆ is the a 
time step; c are concentrations; subscripts j, k, m, and 
n are the indices of primary species, aqueous 
complexes, minerals at equilibrium, and minerals 
under kinetic constraints, respectively; Nc, Nx, Np, 
and Nq are the number of corresponding species and 
minerals; νkj, νmj, and νnj are stoichiometric 
coefficients of the primary species in the aqueous 
complexes, equilibrium, and kinetic minerals, 
respectively; rn is the kinetic rate of mineral 
dissolution and precipitation (positive for dissolution 
and negative for precipitation—units used here are 
moles of mineral per kilogram of water per time), for 
which a general multi-mechanism rate law was used 
(see below, Equation 3); l is the aqueous kinetic 
reaction (including biodegradation) index, Na is total 
number of kinetic reactions among primary species, 
and rl is the kinetic rate which is in terms of one mole 
of product species per unit time. For product species, 
the stoichometric coefficients νlj are positive, for 
reactant species, they are negative. 
  
According to mass-action equations, concentrations 
of aqueous complexes ck can be expressed as 
functions of concentrations of the primary species cj. 
Kinetic rates rn and rl are functions of cj. (The 
expression for rl  and rn will be presented in the next 
section.) No explicit expressions relate equilibrium 
mineral concentrations cm to cj. Therefore, NP 
additional mass-action equations (one per mineral) 
are needed. Notice that gas dissolution/exsolution, 
cation exchange, and surface complexation are 
included in TOUGHREACT, but for simplicity the 
formulation is not shown here. 
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RATE EXPRESSIONS  

Intra-aqueous kinetics and biodegradation 

A general rate expression for intra-aqueous kinetic 
reaction and biodegradation has been incorporated 
into TOUGHREACT. Following the expression of 
Curtis (2003) and adding multiple mechanisms (or 
pathways), a general rate law used is: 
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 (2) 
 
where ri is the reaction rate of the i-th reaction, M is 
the number of mechanisms or pathways, s is the 
mechanism counter, k is a rate constant, (often 
denoted vmax, maximum specific growth constant for 
biodegradation), γj is the activity coefficient of 
species j, Cj is the concentration of species j (with 
biodegradation, the product term is usually biomass 
concentration), vi,j is a stoichiometric coefficient, Nl 
is the number of reacting species in the forward rate 
term (called product terms), Nm is the number of 
Monod factors (Monod terms), Ci,k is the 
concentration of the k-th Monod species, Ci,p is the 
concentration of the p-th inhibiting species, KMi,k is 
the k-th Monod half-saturation constant of the i-th 
species, NP is the number of inhibition factors 
(inhibition terms), and Ii,p is the p-th inhibition 
constant. Equation (6) accounts for multiple 
mechanisms and multiple products, Monod, and 
inhibition terms, which can cover many rate 
expressions 
 
Mineral dissolution and precipitation 

The general rate expression used in TOUGHREACT 
is taken from Lasaga et al. (1994): 
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where n denotes kinetic mineral index, positive 
values of rn indicate dissolution, and negative values 
precipitation, kn is the rate constant (moles per unit 
mineral surface area and unit time) which is 
temperature dependent, An is the specific reactive 
surface area per kg H2O, Kn is the equilibrium 
constant for the mineral-water reaction written for the 

destruction of one mole of mineral n, and Qn is the 
reaction quotient. The parameters θ and η must be 
determined from experiments; usually, but not 
always, they are taken equal to one.  
 
For many minerals, the kinetic rate constant k can be 
summed from three mechanisms (Palandri and 
Kharaka, 2004), or 
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where superscripts or subscripts nu, H, and OH 
indicate neutral, acid, and base mechanisms, 
respectively, Ea is the activation energy, k25 is the rate 
constant at 25°C, R is gas constant, T is absolute 
temperature, a is the activity of the species; and n is 
an exponent (constant). The rate constant k can be 
also dependent on other species such as Al3+ and 
Fe3+.  Two or more species may be involved in one 
mechanism. A general form of species dependent rate 
constants (extension of Equation 3) is implemented in 
TOUGHREACT as 
 

∏∑ ⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ −

−

+⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ −

−
=

j

n
ij

i

i
ai

25

nu
anu

25

ija
15.298

1
T
1

R
Eexpk

15.298
1

T
1

R
Eexpkk

  (4) 

 
where superscripts or subscripts i is the additional 
mechanism index, and j is species index involved in 
one mechanism that can be primary or secondary 
species. TOUGHREACT currently considers up to 
five additional mechanisms and up to five species 
involved in each mechanism.  

ROCK AND FLUID PROPERTY CHANGES  

Changes in porosity and permeability 

Temporal changes in porosity and permeability due 
to mineral dissolution and precipitation can modify 
fluid flow path characteristics. This feedback 
between flow and chemistry is considered. Changes 
in porosity are calculated from changes in mineral 
volume fractions. Four different porosity-
permeability relationships were implemented in 
TOUGHREACT. One is a commonly used cubic 
Kozeny-Carman grain model. Laboratory 
experiments have shown that modest decreases in 
porosity due to mineral precipitation can cause large 
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reductions in permeability. This is explained by the 
convergent-divergent nature of natural pore channels, 
where pore throats can become clogged by 
precipitates while disconnected void spaces remain in 
the pore bodies. A relationship proposed by Verma 
and Pruess (1988), with a more sensitive coupling of 
permeability to porosity than the Kozeny-Carman 
relationship was found to better capture injectivity 
losses in a geothermal example (Xu et al., 2004): 

n
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=                 (5) 

where φc is the value of “critical” porosity at which 
permeability goes to zero, and n is a power law 
exponent. Equation (5) is derived from a pore-body-
and-throat model in which permeability can be 
reduced to zero with a finite (“critical”) porosity 
remaining.  
 
Permeability and porosity changes will likely result 
in modifications to the unsaturated flow properties of 
the rock, which is treated by modification of the 
capillary pressure function using the Leverett scaling 
relation. 
 
Changes in aqueous phase density 

Mineral dissolution and precipitation changes 
concentrations of aqueous species. The resulting 
changes aqueous density and viscosity are considered 
in TOUGHREACT Version 2 when the ECO2N fluid 
flow module is used. The total mass fraction (Xs) of 
all dissolved species (including Na+, Cl-, HCO3

-, 
CO2(aq), Ca2+, Mg2+, Fe2+, NaHCO3, CaHCO3

+, 
MgHCO3

+, and FeHCO3
+) was calculated in the 

chemistry module as 
 

∑

∑
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=
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ii

cw1000

cw
Xs    (6) 

 
where subscript i is aqueous species index, NT is the 
total number of aqueous species, w is molecular 
weight of an aqueous species (g/mol), c is the species 
concentration (mol/kg H2O). Then, the values of Xs 
are passed to the ECO2N fluid flow module, and 
density and viscosity of the aqueous phase are 
calculated using NaCl as proxy, in addition to the 
consideration of pressure and temperature. 
 
The current implementation of density calculations is 
an approximation. Future improvement should 
account for all dissolved species in the solution, 
considering temperature-dependent parameters and 
partial molal volumes of aqueous species, which 

could be connected to a Pitzer ion-interaction model 
such as that implemented by Zhang et al. (2008). 

APPLICATION EXAMPLES  

TOUGHREACT V2.0 has been applied to a wide 
variety of geological and environmental problems. 
Here, we only give two examples: (1) Denitrification 
and sulfate reduction, and (2) long-term fate of 
injected CO2 for geological sequestration.  

Denitrification and sulfate reduction  
To test the applicability of TOUGHREACT to 
reactive transport of denitrification and sulfate 
reduction, the column experiments of von Gunten 
and Zobrist (1993) were modeled. Their experiments 
were designed to simulate infiltration of an 
organically polluted river into an aquifer. Thus, 
synthetic river water, including an organic substrate 
(lactate) and electron acceptors of oxygen, nitrate and 
sulfate, were injected into columns filled with river 
sediments. 
 
Biodegradation kinetics 
Three major microbially mediated reactions are 
involved in the experiments. Three electron acceptors 
are reduced, while dissolved organic matter (DOC) 
using lactate (C3H5O3

-) in the experiment, are 
oxidized as follows:  
 

+−− +→+ H2HCO3OHC)aq(O3 33532   

OH6)aq(N6HCO15H2OHC5NO12 2233533 ++→++ −+−−

+−−−−− +++→+ HHS3HCO4OHC4OHC4SO3 3232353
2
4

  
The bacterial reaction rates due to three different 
electron acceptors are given in the following 
Equations. Denitrification is inhibited by oxygen, and 
sulfate reduction is inhibited by both oxygen and 
nitrate.   
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The overall biotic reaction rate is expressed as 

 

b
SO
b

NO
b

O
bb bXrrrr 432 −++=   (10) 

 

where Xb is biomass concentration (mg/l), b is decay 
constant. In this example, biomass is assumed not 
subject to transport and growth. Most of the bacteria 
are fixed on the solid phase within geologic media. 
The rate parameters for Equations (7) through (9) are 
given in Table 6 of Xu (2008). 
 
A general multiregion model for hydrological 
transport interacting with microbiological and 
geochemical processes was used (Figure 1). The 
applicability of this enhanced multiregion model for 
reactive transport of denitrification and sulfate 
reduction was evaluated by comparison with column 
experiments (Figures 2 and 3). The matches with 
measured nitrate and sulfate concentrations were 
achieved by adjusting the interfacial area between 
mobile and immobile regions. The values of 38 m2 
per m3 bulk medium for the initial period and 75 m2 
for the late period were calibrated. The match and 
parameter calibration suggest that TOUGHREACT is 
not only a useful interpretative tool for 
biogeochemical experiments, but also can produce 
insight into the processes and parameters of 
microscopic diffusion and their interplay with 
biogeochemical reactions. Details on the problem 
setup and results can be found in Xu (2008). 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Solid region: 
quartz 
calcite 
gypsum 
goethite 
------- 

Mobile region: 
mobile water, 
Na+, Ca2+, 
O2(aq), DOC, 
NO3

-, SO4
2- 

……. 

Immobile region: 
stagnant water, 
denitrifier, 
sulfate reducing bacteria, 
------- 

 
Figure 1. Schematic representation of a multiregion 
model for resolving local diffusive transport 
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Figure 2. Nitrate concentrations obtained with the 
multiregion model after 7 and 14 days, together with 
measured data 
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Figure 3. The simulated concentration profiles (lines) 
of sulfate, nitrate, and oxygen at steady-state (35 
days), together with measured data of sulfate along 
the column 
 

Long-term fate of injected CO2  
CO2 injected into a deep saline sandstone formation 
(storage reservoir) will tend to migrate upwards 
towards the cap rock, because the density of the 
supercritical CO2 phase is lower than that of water 
(aqueous phase). In the upper portions of the 
reservoir, CO2 dissolution into brine decreases pH 
and induces mineral dissolution and complexing with 
dissolved ions such as Na+, Ca2+, Mg2+, and Fe2+ to 
form NaHCO3, CaHCO3

+, MgHCO3
+, and FeHCO3

+. 
Over time, these dissolution and complexing 
processes will increase CO2 solubility, enhance 
solubility trapping, and will increase the density of 
the aqueous phase. Aqueous phase will then move 
downward due to gravity, giving rise to “convective 
mixing.” These processes, together with changes in 
rock properties induced by CO2 injection into a U.S. 
Gulf Coast sandstone formation, have been studied 
using a generic 2D radial well flow model. 
Hydrological and geochemical conditions and 
parameters are taken from Xu et al. (2007).  
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Numerical simulation results indicate that consider-
ing mineral alteration (reaction) is significant for 
increasing aqueous density, enhancing solubility 
trapping (Figures 4 and 5) and obtaining mineral 
trapping (Figure 6), which are important for long-
term CO2 geological sequestration. The mineral 
trapping starts at late stage (about 100 years) and then 
increases linearly with time. The reaction-driven 
convection mixing by aqueous density increase 
occurs slowly, on the order of several hundred years. 
Amounts of CO2 trapped in different phases and 
variations of different storage modes with time are 
estimated. After 1,000 years, 9% of the injected CO2 
could be trapped in the solid (mineral) phase, 28% in 
the aqueous phase, and 63% in the gas phase.  
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Figure 4.  Distribution of total dissolved CO2 

(mol/kg H2O) at different times for the 2-
D radial model. 
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Figure 5.  Distribution of aqueous phase (water) 
density (kg/L) after 1,000 years 
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Figure 6.   Cumulative sequestration of CO2 by 

precipitation of carbonate minerals after 
1,000 years (units of kg/m3 medium) 

Mineral alteration and CO2 trapping capability 
depends on the primary mineral composition. 
Precipitation of siderite and ankerite requires Fe2+, 
which can be supplied by the dissolution of iron-
bearing minerals, such as chlorite, or by reduction of 
Fe3+ in small amounts of hematite. Variation in Ca 
content in Plagioclase significantly affects carbonate 
mineral precipitation, and thus CO2 mineral trapping. 
The time required for mineral alteration and CO2 
sequestration depends on the rates of mineral 
dissolution and precipitation, which are products of 
the kinetic rate constant and reactive surface area.  
The current simulated mineral alteration pattern is 
generally consistent with available mineralogy 
observed at natural high-pressure CO2 gas reservoirs. 
Details are discussed in Xu et al. (2007). 
 
The present reactive transport modeling studies did 
not consider medium heterogeneities and geometric 
complexities. The “numerical experiments” presented 
here give a detailed view of the dynamical interplay 
between coupled hydrologic and chemical processes, 
albeit in an approximate fashion. A critical evaluation 
of modeling results can provide useful insight into 
changes in water chemistry and the long-term CO2 
storage and performance. 
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ABSTRACT 

Non-Darcy porous media flow has been traditionally 
handled using the Forchheimer equation. However, 
recent experimental studies have shown that the 
Forchheimer model is unable to fit laboratory results 
at high flow rates. On the other hand, the non-Darcy 
flow model proposed by Barree and Conway (2004, 
2007) is capable of describing the entire range of 
relationships between flow rate and potential gradient 
from low- to high-flow rates through proppant packs. 
In this paper, we present a numerical model by 
incorporating the Barree and Conway model into a 
general-purpose reservoir simulator for modeling 
single-phase and multiphase non-Darcy flow in 
porous and fractured media. The numerical 
formulation is based on the TOUGH2 methodology, 
i.e., spatial integral-finite-difference discretization, 
leading to an unstructured grid, followed by time 
discretization carried out with a backward, first-
order, finite-difference method. The final discrete 
nonlinear equations are handled fully implicitly by 
Newton iteration. In the numerical approach, flow 
through fractured rock is handled using a general 
multicontinuum approach, applicable to both 
continuum and discrete fracture conceptual models. 
To validate the model, we use analytical solutions to 
verify our numerical model results for both single-
phase and multiphase non-Darcy flow.  

INTRODUCTION 

Darcy’s law, describing a linear relationship between 
volumetric flow rate (or Darcy velocity) and pressure 
(or potential) gradient, has been the fundamental 
principle in analyzing flow processes in reservoirs. 
Darcy’s law has been used exclusively in reservoir 
studies; however, there is considerable evidence that 
high-velocity non-Darcy flow occurs in oil and gas 
reservoirs, such as for flow in the formation near oil 
or gas production, groundwater pumping, and liquid-
waste-injection wells. Effects of non-Darcy or high-
velocity flow regimes in reservoirs have been 
observed and investigated for decades (e.g., Tek et 
al., 1962; Scheidegger, 1972; Katz and Lee, 1990; 
Wu, 2002). Studies performed on non-Darcy flow in 
porous media at early times have focused mostly on 
single-phase flow conditions in petroleum reservoir 
engineering (Tek et al., 1962; Swift and Kiel, 1962; 
Lee et al., 1987). Some investigations have been 

conducted for non-Darcy flow in fractured reservoirs 
(Skjetne et al., 1999) and for non-Darcy flow into 
highly permeable fractured wells (e.g., Guppy et al., 
1981, 1982). Other studies have concentrated on 
finding and validating correlations of non-Darcy flow 
coefficients (e.g., Liu et al., 1995), and modeling 
efforts (e.g., Wu, 2002). 
 
The Forchheimer equation (1901) has been 
exclusively used for analysis of non-Darcy flow 
through porous media, , and it has been extended to 
multiphase flow conditions (Evans et al., 1987; Evans 
and Evans, 1988; Liu et al., 1995; Wu, 2001 and 
2002). In recent developments, laboratory studies and 
analyses have shown that the Barree and Conway 
model is able to describe the entire range of 
relationships between flow rate and potential gradient 
from low- to high-flow rates through porous media, 
including those in transitional zones (Barree and 
Conway, 2004 and 2007; Lopez, 2007).  
 
This paper summarizes our continuing study of 
single-phase and multiphase non-Darcy flow in 
reservoirs according to the Barree and Conway model 
(Lai et al., 2009; Wu et al., 2009). The objective of 
this study is to present a mathematical method for 
quantitative analysis of single-phase multiphase non-
Darcy flow through heterogeneous porous and 
fractured rock, based on the Barree and Conway’s 
model. In this paper, we construct a mathematical 
and numerical model by incorporating the Barree and 
Conway model into a general-purpose reservoir 
simulator for modeling single-phase and multiphase 
non-Darcy flow in porous and fractured media. The 
numerical formulation is based on the TOUGH2 
methodology, i.e., spatial integral-finite-difference 
discretization, leading to an unstructured grid, 
followed by time discretization carried out with a 
backward, first-order, finite-difference method. The 
final discrete nonlinear equations are handled fully 
implicitly by Newton iteration. In the numerical 
approach, flow through fractured rock is handled 
using a general multicontinuum approach, applicable 
to both continuum and discrete fracture conceptual 
models. As a demonstration of model validation and 
application efforts, we use analytical solutions to 
verify our numerical model results for both single-
phase and multiphase non-Darcy flow. 
 

557 of 634



 - 2 - 

  

BARREE-CONWAY MODEL AND  
LABORATORY RESULTS 
 
Barree and Conway (2004) proposed a new model for 
nonlinear flow in porous media, one that does not 
rely on the assumptions of constant permeability or a 
constant β (non-Darcy flow coefficient in the 
Forchheimer model). In their model, Darcy’s law is 
still assumed to apply, but the apparent permeability, 
as a general nonlinear function of flow rate, is 
introduced to replace the constant, intrinsic 
permeability of Darcy’s law for one-dimensional 
linear flow as: 

 L
Pk

v app

∂
∂

−=
µ

  (1) 

where v is superficial or Darcy velocity. The apparent 
permeability; kapp, is defined as: 

 
EF

e
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)( min
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and the Reynolds number is defined as, 

 µτ
ρvRe =  (3)    

The Barree and Conway model, (1) and (2), is a 
physically based correlation. It provides a single 
equation to describe the entire range of flow 
velocities versus pressure or potential gradient, from 
low-flow-rate Darcy to high-flow-rate non-Darcy 
flow regimes. At low flow rates, the Barree and 
Conway model collapses into Darcy’s law with a 
constant permeability, kd,; it converges to the 
Forchheimer analysis for the intermediate flow rate. 
The Barree and Conway model provides a plateau 
area at high rates, which indicates a constant 
permeability (or minimum permeability), consistent 
with laboratory and finite element modeling results. 
In particular, considerable experimental validation 
efforts have been completed using proppant packs 
and nitrogen gas non-Darcy flow apparatuses (Lopez, 
2007; Lai et al., 2009). Their experimental data are 
analyzed using a regression method for both 
Forchheimer and Barree and Conway models; some 
example results are shown in Figure 1 (Lai et al., 
2009). As shown in Figure 1, the experimental data 
agree extremely well with the Barree and Conway 
model across the entire flow velocity range, from low 
to high gas flow rates. The Forchheimer quadratic 
correlation overestimates the associated pressure 
drop, while the Forchheimer cubic correlation 
underestimates the pressure drop at high gas flow 
rates. All sample data taken to date show similar 
agreement with the Barree and Conway equation 
across the observed wide flow spectrum (Lai et al., 
2009). 
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Figure 1. Results of pressure gradient versus mass 

flow rate for a ceramic 20/40 proppant 
under a confining stress of 27.5 MPa (The 
experimental data (blue diamonds) agree 
with the Barree and Conway model (red) 
from low to high flow rates. The 
Forchheimer quadratic correlation 
(green) overestimates the pressure drop, 
while the Forchheimer cubic correlation 
(blue) underestimates the pressure drop at 
high gas flow rates). 

Using the Reynolds number, Equation (3), and the 
following dimensionless variable,  
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Figure 2 summarized all the test data taken to date 
using the dimensionless form of the Barree and 
Conway model (Lopez, 2007; Lai et al., 2009). 
Figure 2 demonstrates that all of the experimental 
data collapse into one single curve, which can be 
fitted using the Barree and Conway model in a 
dimensionless form. One plateau of the log-dose 
equation format is clearly observed at low Reynolds 
numbers, representing Darcy’s flow range. When 
converted to field units, the test data shown in Figure 
2 cover field gas production rates from less than 
707.2 m3/D to more than 283,168 m3/D, 
demonstrating that the Barree and Conway model is 
accurate across the intervals of interest for the 
industry.  
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Figure 2. Dimensionless plot of all tested proppants 

using the Barree and Conway model. 

Barree and Conway (Barree and Conway, 2007) have 
recently extended their model to multiphase non-
Darcy flow. With this extension, single-phase and 
multiphase volumetric flow rate (namely Darcy 
velocity with Darcy flow) for non-Darcy flow of 
phase β may be described in a vector form for 
multidimensional flow (Wu et al., 2009),  
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where βΦ∇  is the flow potential gradient,  

 
( )DgP ∇−∇=Φ∇ βββ ρ  (6) 

and βρ  is the density of fluid β;  βv is the 

volumetric velocity vector of fluid β, Pβ is the 
pressure of the fluid, g is gravitational acceleration, 
and D is the depth from a datum. In Equation (5), kmr 
is the minimum permeability ratio (kmin/kd) at high 
rate, relative to Darcy’s permeability (fraction); krβ is 
the relative permeability to fluid β; and βµ is the 
viscosity of fluid β. Equation (5) is used as the Barree 
and Conway model in this work to replace Darcy’s 
law in modeling single-phase and multiphase flow in 
reservoirs. 
 
MATHEMATICAL MODEL  
 
A multiphase system in a porous or fractured 
reservoir is assumed to be similar to the black oil 
model, composed of three phases: oil, gas, and water. 
For simplicity, three fluid components (water, oil, 
and gas) are assumed to be present only in their 
associated phases; and single-phase flow is treated as 
a special case of multiphase flow in this work. Each 
phase flows in response to pressure, gravitational, 
and capillary forces according to the multiphase 
extension of the Barree and Conway model of (5) for 
non-Darcy flow. In an isothermal system containing 

three mass components, three mass-balance equations 
are needed to fully describe the system, as described 
in an arbitrary flow region of a porous or fractured 
domain for flow of phase β (β = w for water, β = o 
oil, and β = g for gas), 

 
βββββ ρρφ

∂
∂ qS

t
+−∇= • )()( v  (7) 

where  βS is the saturation of fluid β; φ is the 

effective porosity of formation; t is time; and  βq is 
the sink/source term of phase (component) β per unit 
volume of formation, representing mass exchange 
through injection/production wells or due to fracture 
and matrix interactions. 
 
Equation (7), the governing of mass balance for three 
phases, needs to be supplemented with constitutive 
equations that express all the secondary variables and 
parameters as functions of a set of primary 
thermodynamic variables of interest. The following 
relationships will be used to complete the description 
of multiphase flow through porous media:  

 
1=++ gow SSS   (8) 

 
The capillary pressures relate pressures between the 
phases. The aqueous- and gas-phase pressures are 
related by 

 ( )wcgwgw SPPP −=  (9) 
 
where Pcgw is the gas-water capillary pressure in a 
three-phase system and assumed to be a function of 
water saturation only.  The oil pressure is related to 
the gas phase pressure by 

 ( )owcgogo SSPPP ,−=  (10) 
 
where Pcgo is the gas-oil capillary pressure in a three-
phase system, which is a function of both water and 
oil saturations. For formations, the wettability order 
is (1) aqueous phase, (2) oil phase, and (3) gas phase. 
The gas-water capillary pressure is usually stronger 
than the gas-oil capillary pressure. In a three-phase 
system, the oil-water capillary pressure, Pcow, may be 
defined as 

 wocgocgwcow PPPPP −=−=         (11) 
 
The relative permeabilities are assumed to be 
functions of fluid saturations only (i.e., not affected 
by non-Darcy flow behavior). The relative 
permeability of the water phase is described by 

 
( )wwrwr Skk =                        (12) 

 
of the oil phase by 

 
( )gworor S,Skk =         (13) 

 
and the gas phase by 
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( )grggr Skk =  (14) 

 
The densities of water, oil, and gas, as well as their 
viscosities, can in general be treated as functions of 
pressure. 
 
NUMERICAL MODEL 
 
Equations (7) and (5), as described by the Barree and 
Conway’s model, for single-phase and multiphase 
non-Darcy flow of gas, oil and water in porous 
media, are highly nonlinear and in general need to be 
solved numerically. In this work, the methodology 
for using a numerical approach of TOUGH2 (Pruess 
et al., 1999) to simulate the non-Darcy flow consists 
of the following three steps: (1) spatial discretization 
of the mass conservation equation; (2) time 
discretization; and (3) iterative approaches to solve 
the resulting nonlinear, discrete algebraic equations. 
A mass-conserving discretization scheme, based on 
finite or integral finite-difference or finite-element 
methods (Pruess et al., 1999) is used and discussed 
here. Specifically, non-Darcy flow equations, as 
discussed in the Mathematical Model section above, 
have been implemented into a general-purpose, three-
phase reservoir simulator, the MSFLOW code (Wu, 
1998)  As implemented in the code, Equation (7) can 
be discretized in space using an integral finite-
difference or controlled-volume finite-element 
scheme for a porous and/or fractured medium. The 
time discretization is carried out with a backward, 
first-order, finite-difference scheme. The discrete 
nonlinear equations for water, oil, and gas flow at 
node i are written as follows:   

( ) ( ){ } ( ) 111 +

∈

++ +=
∆

− ∑ n
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n
ji

in
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n
i

Qflow
t
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i

β
η

βββββ ρφρφ
 

         (15) 
where n denotes the previous time level; n+1 is the 
current time level; Vi is the volume of element i (i=1, 
2, 3, …, N, N being the total number of elements of 
the grid); ∆t is the time step size; ηi contains the set 
of neighboring elements (j), porous or fractured 
block, to which element i is directly connected; and 
“flowβ” is a mass flow term between elements i and j 
for fluid β, defined by Equation (16) implicitly. For 
flow between two gridblocks, the mass flow term 
“flowβ” can be evaluated directly (Lai et al., 2009; 
Wu et al., 2009) as,  

== βββ ρ vAflow ijij,      
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(16) 
where Aij is the common interface area between 
connected elements i and j. All the parameters, such 
as permeability, relative permeability, density, and 
viscosity, need a proper averaging or weighting of 
properties at the interface between the two elements i 

and j; Aij is the common interface area between the 
connected blocks or nodes i and j; and the discrete 
flow potential gradient is defined in an integral finite 
difference as, 

( ) ( )
ji

jjijijii
ij DD

DgPDgP
+

−−−
=∆Φ ++ 2/1,,2/1,,

,
ββββ

β
ρρ

  
(17) 

In (16), the mass sink/source term at element i, Qβi 
for phase β, is defined as 

 iii VqQ ββ =  (18) 
 
In the model formulation, Darcy permeability, 
relative permeability, and other non-Darcy flow 
parameters, such as minimum permeability ratio, kmr, 
and characteristic length, τ, are all considered as flow 
properties of the porous media and need to be 
averaged between connected elements in calculating 
the mass flow terms. In general, the weighting 
approaches used are (1) that absolute permeability is 
harmonically weighted along the connection between 
elements i and j, (2) relative permeability is upstream 
weighted, and (3) non-Darcy flow coefficients are 
arithmetically averaged. 
 
Newton/Raphson iterations are used to solve 
Equation (15). For a three-phase flow system, 3 × N 
coupled nonlinear equations must be solved, 
including three equations at each element for the 
three mass-balance equations of water, oil, and gas, 
respectively. The three primary variables (x1, x2, x3) 
selected for each element are oil pressure, oil 
saturation, and gas saturation, respectively.  In terms 
of the three primary variables, the Newton/Raphson 
scheme gives rise to  

 

( )( ) ( )pm
n

ipm
m m

pm
n

i xRx
x
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,
1,

+
+

+

−=∑ β
β

δ
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∂
 

for m = 1, 2, and 3                      (19) 
 
where index m = 1, 2, and 3 indicates the primary 
variable 1, 2, or 3, respectively;  p is the iteration 
level; and i = 1, 2, 3, …, N, the nodal index.   The 
primary variables are updated after each iteration, 

 1,,1, ++ += pmpmpm xxx δ         (20) 
 
A numerical method is used to construct the Jacobian 
matrix for Equation (19), as outlined by Forsyth et al. 
(1995). 
 
Boundary Conditi on: Similarly to Darcy flow 
handling, first-type or Dirichlet boundary conditions 
denote constant or time-dependent phase pressure, 
and saturation conditions. These types of boundary 
conditions can be treated using the large-volume or 
inactive-node method (Pruess et al., 1999), in which a 
constant pressure/saturation node may be specified 
with a huge volume while keeping all the other 
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geometric properties of the mesh unchanged.  
However, caution should be taken in (1) identifying 
phase conditions when specifying the “initial 
condition” for the large-volume boundary node and 
(2) distinguishing upstream/injection from 
downstream/production nodes. Once specified, 
primary variables will be fixed at the big-volume 
boundary nodes, and the code handles these boundary 
nodes exactly like any other computational nodes.  
 
Flux-type or Neuman boundary conditions are treated 
as sink/source terms, depending on the pumping 
(production) or injection condition, which can be 
directly added to Equation (15). This treatment of 
flux-type boundary conditions is especially useful for 
a situation where flux distribution along the boundary 
is known, such as dealing with a single-node well. 
More general treatment of multilayered well-
boundary conditions is discussed in Wu et al. (1996) 
and Wu (2000).  
 
HANDLING NON-DARCY FLOW IN 
FRACTURED MEDIA 
 
The technique used in the current model for handling 
non-Darcy flow through fractured rock follows the 
dual-continuum methodology (Warren and Root, 
1963; Kazemi, 1969; Pruess and Narasimhan, 1985; 
Wu, 2002). The method treats fracture and matrix 
flow and interactions using a multicontinuum 
numerical approach, including the double- or 
multiporosity method (Wu and Pruess, 1988), the 
dual-permeability method, and the more general 
“multiple interacting continua” (MINC) method 
(Pruess and Narasimhan, 1985). As shown in Wu and 
Qin (2009), the generalized dual-continuum, MINC 
method, can handle any flow processes of fractured 
media, with matrix size varying from as large as the 
model domain of interest to as small as a 
representative elementary volume (REV) of zero 
volume. In general, the fracture network can be 
continuous in a pattern, randomly distributed, or 
discrete.     

The non-Darcy flow formulation, Equations (5) 
and (7), and (15) and (16), as discussed above, is 
applicable to both single-continuum and 
multicontinum media within fracture or matrix. Using 
the dual-continuum concept, Equations (7) and (15) 
can be used to describe multiphase flow, respectively, 
both in fractures and inside matrix blocks when 
dealing with fractured reservoirs. Special attention 
needs to be paid to treating fracture/matrix flow 
terms with Equations (15) and (16) for estimation of 
mass exchange at fracture/matrix interfaces using a 
double-porosity approach. In particular, special 
attention should be paid to selecting characteristic 
lengths of non-Darcy flow distance between fractures 
and matrix crossing the interface, for the double-
porosity or the nested discretizations may be 
approximated using the results for Darcy flow 

(Warren and Root, 1965; Pruess, 1983; Wu, 2002). 
However, the flow between fractures and matrix can 
still be evaluated using Equation (16) and the 
characteristic distance for flow crossing 
fracture/matrix interfaces for 1-D, 2-D, and 3-D 
dimensions of rectangular matrix blocks, with 
characteristic distances, based on a quasi-steady flow 
assumption (Wu, 2002). 
 
When using the Barree and Conway model for 
handling non-Darcy flow through a fractured rock 
with the numerical formulation using the generalized 
TOUGH2 multicontonuum approach, the problem 
essentially becomes how to generate a mesh that 
represents both the fracture and matrix systems. 
Several fracture-matrix subgridding schemes exist for 
designing different meshes for different fracture-
matrix conceptual models (Pruess, 1983). Once a 
proper mesh of a fracture-matrix system is generated, 
fracture and matrix blocks are specified to represent 
fracture or matrix domains, separately. Formally, 
they are treated in exactly the same way in the 
solution of the discretized model. However, 
physically consistent fracture and matrix properties 
and modeling conditions must be appropriately 
specified for fracture and matrix systems, 
respectively.    
 
MODEL VERIFICATION AND APPLICATION  
 
In this section, we use analytical solutions to verify 
the numerical scheme implemented for modeling 
single-phase and multiphase non-Darcy flow in 
reservoirs, and demonstrate application of the 
numerical model.  
 
Comparison with An Analytical Solution for 1-D, 
Single-Phase Ste ady-State Flow : Lai et at. (2009) 
presented an analytical solution for steady-state 
incompressible fluid flow: 

 
ρτµ

µτµ
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mrdd

i
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&&

+

−+
−=  (21) 

where m&  is fluid mass-flow rate at inlet; and Pi is 
pressure at outlet. The analytical solution (21) is used 
to check the numerical results of modeling 1-D, 
single-phase flow. In numerical discretization, a 1-D 
linear reservoir formation 10 m long, with a unit 
cross-sectional area, is represented by a 1-D uniform 
linear grid of 1,000 elements with ∆x = 0.01 m. The 
parameters used for this comparison are listed in 
Table 1. We compare two cases with different 
minimum permeability and characteristic length 
values, where Case 1 is kmin = 0.1 Darcy and τ = 
100,000 (1/m); and Case 2 is kmin = 1.0 Darcy and τ = 
10,000 (1/m). In the two scenarios, the pressure at the 
outlet boundary is maintained at 107 Pa, and a 
constant mass production rate is proposed at x = 0 for 
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both the analytical and numerical solutions. The 
numerical calculation is carried out until steady state 
is reached.  Figure 3 shows the comparison results 
from the two solutions and indicates that excellent 
results are obtained from the numerical simulation, as 
compared to the analytical solution. Figure 3 also 
shows that the pressure distributions for the two 
scenarios are nearly linear along the linear flow 
direction, because under incompressible, constant 
mass or volumetric flow conditions, the effective 
permeability is essentially constant along the flow 
system.   
 
Table 1. Parameters Used for Model Verification of 
Checking of Numerical Simulation Results against 

the Analytical Solution, as Shown in Figure 3. 

Parameter Value    Unit 
Cross section area A = 1 m2 
Darcy permeability kd = 10 Darcy 
Minimum permeability kmin = 0.1, 1.0 Darcy 
Viscosity µ = 0.001 Pa٠s 
Characteristic length τ = 100,000, 10,000 1/m 
Density ρ = 1,000 kg/m3 

Mass production rate m&  = 5 kg/s 
Pressure at outer 
boundary Pi = 107 Pa 
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Figure 3. Comparison between the analytical and 
numerical solutions for 1-D steady-state flow in a 
linear system (The analytical solution for Case 1 is 
shown as a solid blue line, while the numerical 
solution for Case 1 is shown as purple squares. The 
analytical solution for Case 2 is shown as a solid 
green line, while the numerical solution for Case 2 is 
shown as red triangles). 
 
Comparison w ith the  Buckley-Leverett T ype 
Analytical So lution: Wu et al. (2009) presents a 
Buckley-Leverett type analytical solution for non-
Darcy displacement according to the Barree and 
Conway model, and we use the analytical solution to 
examine the numerical model formulation as well as 
the correctness of its numerical implementation. The 

physical flow model is a one-dimensional linear 
porous medium, which is at first saturated uniformly 
with a nonwetting fluid (So = 0.8) and a wetting fluid 
(Sw = Swr = 0.2). A constant volumetric injection rate 
for the wetting fluid is imposed at the inlet (x = 0), 
starting from t = 0.  The relative permeability curves 
used for all the calculations in this paper are shown in 
Figure 4. Properties of the rock and fluids used are 
listed in Table 2. 
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Figure 4. Relative-permeability curves used in 
analytical and numerical solutions for Barree and 
Conway non-Darcy displacement. 
 
 

Table 2 Parameters for the non-Darcy Displacement 
Example. 

Parameter Value Unit 

Effective Porosity φ = 0.30  
Darcy permeability kd = 10 Darcy 
Minimum permeability kmin = 0.1, 1.0 Darcy 
Characteristic length τ=10,000 1/m 
Wetting Phase Density ρw = 1,000 kg/m3 
Wetting Phase Viscosity µw = 1.0 × 10-3 Pa•s 
Nonwetting Phase Density ρn = 800 kg/m3 
Nonwetting Phase Viscosity µn = 5.0 × 10-3 Pa•s 
non-Darcy Flow Constant Cβ = 3.2 × 10--6 m3/2 
Injection Rate q = 1.0 × 10-5 m3/s 
 
The resulting fractional flow and its derivative curves 
are shown in Figure 5. Note that fractional flow 
curves change also with the non-Darcy model 
parameters due to changes in pressure gradient and 
flow rate for different non-Darcy flow parameters 
under the same saturation.  
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Figure 5. Fractional flow and its derivative curves 
with respect to wetting phase saturation in the non-
Darcy displacement system. 
 
For the comparison, to reduce the effects of 
discretization on numerical simulation results, very 
fine, uniform mesh spacing (∆x = 0.01 m) is chosen. 
A one-dimensional 5 m linear domain is discretized 
into 500 one-dimensional uniform gridblocks. The 
comparison between the analytical and numerical 
solutions is shown in Figure 6.  The figure indicates 
that the numerical results are in excellent agreement 
with the analytical prediction of the non-Darcy 
displacement for the entire wetting-phase sweeping 
zone. Except at the shock, advancing saturation front, 
the numerical solution deviates only slightly from the 
analytical solution, resulting from the typical 
“smearing front” phenomenon of numerical 
dispersion effects when matching the Buckley-
Leverett solution using numerical results (Aziz and 
Settari, 1979). 
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Figure 6. Comparison between displacement 
saturation profiles calculated from analytical and 
numerical solutions after 10 hours of injection. 
 
Model Appl ication: The application example 
presents a radial flow problem of single-phase non-
Darcy using the numerical model to calculate 

transient pressure at an injection well. The reservoir 
formation is a 10 m thick, uniform, radially infinite 
system (approximated by re = 10,000,000 m in the 
numerical model) represented by a 1-D radial grid of 
1,202 radial increments with a ∆r size that increases 
logarithmically away from the well radius (rw = 0.1 
m). The formation is initially at a constant pressure of 
107 Pa and is subjected to a constant volumetric 
injection rate of 1,000 m3/d at the well, starting at t = 
0. Parameters used for the simulation study are listed 
in Table 3. Figure 7 presents the results of the 
simulated transient pressure responses at the well and 
a comparison for the two subject cases with different 
minimum permeability and characteristic length 
values—for Case 1: kmin = 0.1 Darcy and τ = 100,000 
(1/m) and Case 2: kmin = 1.0 Darcy and τ = 10,000 
(1/m). In Figure 7, the lower, dashed curve shows the 
results for Case 1 and the upper, solid curve shows 
the results for Case 2. The larger pressure increases 
in Case 2 indicate the greater flow resistance for the 
Case 2 system, as the value of the characteristic 
length, τ, becomes smaller. Note also that in both 
cases, the later time pressure responses have a linear 
relationship with time on the semi-log plot, which is 
similar to Darcy flow behavior. 
 

Table 3. Parameters used for simulation transient 
checking numerical, as shown in Figure 6. 

Parameter Value  Unit
Darcy permeability kd = 10 Darcy
Minimum permeability kmin = 0.1, 1.0 Darcy
Viscosity µ=0.001 Pa٠s 
Reference density ρ=1,000 kg/m3

Volumetric Injection rate q = 1,000 m3/d 
Total compressibility of fluid and rock CT= 6.0×10-10 1/Pa 
Well radius rw = 0.1 m 
Formation thickness h  = 10 m 
Initial formation gas pressure Pi = 107 Pa 
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Figure 7. Transient pressure responses simulated at 
an injection well for 1-D radial flow. The dashed 
blue line shows the results for Case 1, while the solid 
magenta line shows the results for Case 2. Higher 
resistance is demonstrated in the Case 2 system.  
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SUMMARY AND CONCLUSIONS 
 
This paper presents a general mathematical model 
and numerical approach for incorporating the Barree 
and Conway (2004, 2007) model into single-phase 
and multiphase non-Darcy flow simulations. The 
model formulation is implemented into a general 
reservoir simulator for multidimensional non-Darcy 
flow in porous and fractured media. In numerical 
solutions, the multiphase non-Darcy flow formulation 
is solved using an unstructured grid with regular or 
irregular meshes for multidimensional simulation, 
while flow in fractured rock is handled using a 
general TOUGH2 multi-continuum approach. To 
check the numerical scheme implemented, we use 
analytical solutions to verify our numerical model 
results for both single-phase and multiphase non-
Darcy flow, and demonstrate the model application in 
single-phase transient radial flow.  
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ABSTRACT 
 
The existence of vugs or cavities in naturally 
fractured reservoirs has long been observed. Even 
though these vugs are known for their large contribu-
tion to reserves of oil, natural gas, or groundwater, 
few quantitative investigations of fractured vuggy 
reservoirs have been conducted. In this paper, a 
multiple-continuum conceptual model is presented, 
based on geological data and observations of core 
samples from carbonate formations in China, to 
investigate single-phase multiphase flow behavior in 
such vuggy fractured reservoirs. The conceptual 
model has been implemented into a three-dimen-
sional, three-phase reservoir simulator with a general-
ized multiple-continuum modeling approach. The 
conceptual model considers fractured vuggy rock as a 
triple- or multiple-continuum medium, consisting of 
(1) highly permeable and well-connected fractures, 
(2) low-permeability rock matrix, and (3) various-
sized vugs. The matrix system may contain a large 
number of small or isolated cavities, whereas vugs 
are larger cavities, indirectly connected to fractures 
through small fractures or microfractures. Similar to 
the conventional double-porosity model, the fracture 
continuum is primarily responsible for the occurrence 
of global flow, while vuggy and matrix continua, 
providing storage space, are locally connected to 
each other and interacting with globally connecting 
fractures. In addition, flow in fractured vuggy reser-
voirs may be further complicated by occurrence of 
non-Darcy and other nonlinear flow behavior, 
because of large pore space and high-permeability 
flow channels. To account for such complicated flow 
regime, our model formulation includes non-Darcy 
flow, using the multiphase extension of the 
Forchheimer equation, as well as flow according to 
parallel-wall fracture and tube models, based on 
solutions of flow through a parallel-wall, uniform 
fracture and Hagen-Poiseuille tube flow. 
 

INTRODUCTION 

Naturally fractured reservoirs existing throughout the 
world represent a significant amount of the world oil 
and gas reserves, water, and other natural resources. 
In the past half century, significant progress has been 
made towards understanding and modeling of flow 
processes in fractured rock (Barenblatt et al. 1960; 

Warren and Root, 1963; Kazemi, 1969; Pruess and 
Narasimhan, 1985). However, most studies have 
focused primarily on naturally fractured reservoirs 
without taking large cavities into consideration. 
Recently, characterizing vuggy fractured rock has 
received attention, because a number of fractured 
vuggy reservoirs have been found worldwide that can 
significantly contribute to reserves and the produc-
tion of oil and gas (Kossack and Curpine, 2001; 
Rivas-Gomez et al., 2001; Lui et al., 2003; Hidajat et 
al., 2004; Camacho-Velazquez et al., 2005; Kang et 
al., 2006; Wu et al., 2006).  
 
Among the commonly used conceptual models for 
analyzing flow through fractured rock, dual-contin-
uum models (i.e., double- and multiporosity, and 
dual-permeability models) are perhaps the most 
popular approaches for fractured reservoir modeling 
studies. In addition to the traditional double-porosity 
concept, a number of triple-porosity or triple-contin-
uum models have been proposed (Closemann, 1975; 
Wu and Ge, 1983; Abdassah, and Ershaghis, 1986; 
Bai et al. 1993; Wu et al. 2004; Kang et al. 2006; Wu 
et al. 2006) to describe flow through fractured rock. 
In particular, Liu et al. (2003), Camacho-Velazquez 
et al. (2005); and Wu et al. (2007) present several 
new triple-continuum models for single-phase flow in 
a fracture-matrix system that includes cavities within 
the rock matrix (as an additional porous portion of 
the matrix). In general, these models have focused on 
handling different level/scaled heterogeneity of rock 
matrix or fractures (e.g., subdividing the rock matrix 
or fractures into two or more subdomains with differ-
ent properties for single-phase and multiphase flow) 
in such fractured reservoirs.  
 
Based on these conceptual models, mathematical 
modeling approaches to flow through fractured reser-
voirs in general rely on continuum approaches and 
involve developing conceptual models, incorporating 
the geometrical information of a given fracture-
matrix system, setting up mass and energy conserva-
tion equations for fracture-matrix domains, and then 
solving discrete nonlinear algebraic equations. The 
commonly used mathematical methods for modeling 
flow through fractured rock include: (1) an explicit 
discrete-fracture and matrix model (e.g., Snow, 
1969), (2) the dual-continuum method, including 
double- and multiporosity, dual-permeability, or the 
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more general "multiple interacting continua'' (MINC), 
or the TOUGH2 method (e.g., Warren and Root, 
1963; Kazemi, 1969; Pruess and Narasimhan, 1985; 
Pruess et al. 1999), and (3) the effective-continuum 
method (ECM) (e.g., Wu, 2000a). Among these three 
commonly used approaches, the dual-continuum 
method has been perhaps the most used in applica-
tion. This is because it is computationally less 
demanding than the discrete-fracture approach, and it 
can handle fracture-matrix interactions under multi-
phase flow, heat transfer, and chemical transport 
conditions in fractured reservoirs.  
 
This paper summarizes our recent study of modeling 
flow in fractured vuggy reservoirs, based on an 
oilfield example of fractured vuggy reservoirs. In 
particular, we discuss the issues and the physical 
rationale for how to conceptualize fracture-vuggy-
matrix systems, and how to represent them using a 
numerical modeling approach. The objective of this 
paper is to: (1) present a general triple-continuum 
conceptual model to include effects of different-sized 
vugs and cavities on single-phase and multiphase 
flow processes in naturally fractured vuggy reser-
voirs; (2) describe a methodology for numerically 
implementing the proposed triple-continuum concep-
tual model; and (3) present examples for verifying 
and applying the proposed model.  
 

OBSERVATION AND CONCEPTUAL MODEL 

As observed, for example, in the carbonate forma-
tions of the Tahe Oilfield in western China, a typical 
fractured vuggy reservoir consists of a large and 
well-connected, fractured, low-permeability rock 
matrix, as well as a large number of varying-sized 
cavities or vugs. As shown in outcrops of the reser-
voir layers in Figures 1-(a), 2-(a), and 3-(a), these 
vugs and cavities are irregular in shape and vary in 
size from millimeters to meters in diameter. Many of 
the small-sized cavities appear to be isolated from 
fractures. In this paper, we use “cavities” for small 
caves (with sizes of centimeters or millimeters in 
diameter), while “vugs” represent larger cavities 
(with sizes from centimeters to meters in diameter). 
Several conceptual models for vugs are shown in 
Figures 1, 2, and 3: (1) vugs) are indirectly connected 
to fractures through small fractures or microfractures 
(Figure 1); (2) vugs are isolated from fractures or 
separated from fractures by rock matrix (Figure 2); 
and (3) some vugs are directly connected to fractures 
and some are isolated (Figure 3). In reservoirs, there 
are many more vug varieties and spatial distributions 
than those shown in Figures 1-(a), 2-(a), and 3-(a), 
some of which may be approximated by the concep-
tual models of Figures 1-(b), 2-(b), and 3-(b), or their 
combinations. Under no circumstances, however, is 

there a requirement for uniform size distribution 
patterns for vugs and cavities in this study.  
 

 

Figure 1. Schematic of conceptualized fractured 
vuggy formation as a multiple-continuum system with 
different-scale fractures, various vugs and cavities; 
(a) outcrop pictures and (b) conceptual model  

Similar to the conventional double-porosity concept 
(Warren and Root, 1963), large fractures or the 
fracture continuum are conceptualized to serve as 
main pathways for global flow, while vuggy and 
matrix continua, mainly providing storage space as 
sinks or sources, are locally connected to each other, 
as well as directly or indirectly interacting with 
globally connecting fractures. Note that vugs and 
cavities directly connected with fractures (e.g., Figure 
3) are considered part of the fracture continuum. 
More specifically, as shown in Figures 4, 5, and 6, 
we conceptualize the fractured-vug-matrix system as 
consisting of (1) “large” fractures (or fractures), 
globally connected on the model scale to wells; (2) 
various-sized vugs or cavities, which are locally 
connected to fractures either through “small” 
fractures or through the rock matrix; and (3) rock 
matrix, which may contain a number of cavities, 
locally connected to large fractures and/or to vugs.  
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Figure 2. Schematic of conceptualized fractured 
vuggy formation as a discrete fracture system with 
well connected, (a) outcrop pictures and (b) concep-
tual model  

 

 

Figure 3. Schematic of conceptualized fractured 
vuggy formation as a fracture-vug-matrix system with 
well partially filled vugs: (a) core sample and (b) 
conceptual model 

In principle, the discussed triple-continuum model 
can be considered to be a natural extension of the 
generalized multicontinuum (MINC) approach (e.g., 
Pruess and Narasimhan, 1985; Wu and Pruess, 1988; 
Wu et al., 2004). In this approach, an “effective” 
porous medium is used to approximate the fracture, 
vugs, or rock matrix continua, by considering the 
three continua to be spatially overlapping and 
interacting to each other. The triple-continuum 
conceptual model assumes that an approximate 
thermodynamic equilibrium exists locally within each 
of the three continua at all times. Based on this local 
equilibrium assumption, we can define thermody-
namic variables, such as fluid pressures and satura-
tion, for each continuum. Note that the triple-contin-
uum model is not limited to the orthogonal idealiza-
tion of the fracture system or a uniform size or 
distribution of vugs and cavities, as those illustrated 
in Figures 1, 2, and 3. Irregular and stochastic 
distributions of fractures and cavities can be handled 
numerically, as long as the actual distribution 
patterns are known (Pruess, 1983).   
 

MATHEMATICAL MODEL 

A multiphase isothermal system in fractured vuggy 
reservoirs is assumed to involve three phases: oil, 
gas, and water. Each phase flows in response to 
pressure, gravitational, and capillary forces according 
to Darcy's law. Note that in this work, single-phase 
flow is considered as a special case of multiphase 
flow. Therefore, three mass-balance equations fully 
describe the system in an arbitrary flow region of the 
porous, fractured, vuggy domain: 
 
For gas flow, 

( ){ } ( ) gggodgggdgo qSS
t

++•−∇=+ vv ρρρρφ
∂
∂

              (1) 
For water flow, 

( ) ( ) wwwww qS
t

+•−∇= vρρφ
∂
∂

         (2) 

For oil flow, 

( ) ( ) ooooo qS
t

+•−∇= vρρφ
∂
∂

          (3) 

where the Darcy’s velocity of phase β (β = g for gas, 
= w for water, and = o for oil) is defined as, 

( )DgP
kk r ∇−∇−= ββ

β

β
β ρ

µ
v           (4) 

In Equations (1)–(4), φ is the effective porosity of the 
medium; ρβ is the density of phase β at reservoir 

conditions; oρ  is the density of oil, excluding 
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dissolved gas, at reservoir conditions; dgρ  is the 

density of dissolved gas (dg) in oil phase at reservoir 
conditions; µβ is the viscosity of phase β; Sβ is the 
saturation of phase β; Pβ is the pressure of phase β; qβ 
is the sink/source term of component β per unit 
volume of the medium, representing mass exchange 
through injection/production wells or due to fracture-
matrix-vug interactions. To continue, g is the gravita-
tional acceleration; k is the absolute/intrinsic 
permeability (tensor) of the medium; krβ is the 
relative permeability to phase β; and D is depth. 
 
Equations (1), (2) and (3), governing mass balance 
for three-phase fluid flow, need to be supplemented 
with constitutive equations that express all the secon-
dary variables and parameters as functions of a set of 
key primary thermodynamic variables. The following 
relationships will be used to complete the description 
of multiphase flow through fractured porous media:  

1SSS gow =++             (5) 

In addition, capillary pressure and relative permeabil-
ity relations are also needed for each continuum, 
which are normally expressed in terms of functions 
of fluid saturations. The densities of water, oil, and 
gas, as well as the viscosities of fluids, can in general 
be treated as functions of fluid pressures. 
 

NUMERICAL FORMULATION 

The governing equations, as discussed above, for multi-
phase flow in fractured vuggy reservoirs have been 
implemented into a general-purpose, three-phase reser-
voir simulator, the MSFLOW code (Wu, 2000b). As 
implemented numerically, Equations (1), (2) and (3) are 
discretized in space using an integral finite-difference 
or control-volume finite-element scheme for a porous-
fractured-vuggy medium. Time discretization is carried 
out with a backward, first-order, finite-difference 
scheme. The discrete nonlinear equation for water, oil, 
and gas flow at Node i is written as follows:   

( ) ( ){ } 1n
i

j

1n
ji,

in
i

1n
i QF

t

V
SS

i

+

∈

++ +=− ∑ β
η

βββββ ∆
ρφρφ  

            (6) 
where superscript n denotes the previous time level; 
n+1 is the current time level; Vi is the volume of 
element i (porous or fractured block); ∆t is time step 
size; ηi contains the set of neighboring elements (j) 
(porous, vuggy, or fractured) to which element i is 

directly connected; ji,Fβ  is the mass flow term for 

phase β between elements i and j; and Qβi is the mass 
sink/source term at element i of phase β. 
  

The “flow” term ( ji,Fβ ) in discrete Equation (6) for 

multiphase flow between and among the triple-
continuum media, along the connection (i, j), is given 
by  

[ ]ijji2/1ij,ji,F ββ+ββ ψ−ψγλ=          (7) 

 
where λβ,i j+1/2  is the mobility term to phase β, 
defined as  

2/1ij

r
2/1ji,

k

+β

ββ
+β ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

µ

ρ
=λ          (8) 

 
Here, subscript ij+1/2 denotes a proper averaging or 
weighting of properties at the interface between two 
elements i and j; and krβ is the relative permeability to 

phase β. In Equation (7), ijγ  is transmissivity and is 

defined, within the integral finite-difference scheme 
(Pruess et al. 1999), as 

ji

2/1jiji
ji DD

kA

+
= +γ            (9) 

where ijA  is the common interface area between 

connected blocks or nodes i and j;  Di is the distance 
from the center of block i to the interface between 
blocks i and j; and kij+1/2 is an averaged (such as 
harmonically weighted) absolute permeability along 
the connection between elements i and j. The flow 
potential term in Equation (4) is defined as 

i2/1ji,ii DgP +−= βββ ρψ        (10) 

 
where Di is the depth to the center of block i from a 
reference datum. The mass sink/source term at 
element i, Qβi for phase β, is defined as 

iii VqQ ββ =           (11) 

 
Note that Equation (6) has the same form regardless 
of the dimensionality of the model domain, i.e., it 
applies to one-, two-, or three-dimensional analyses 
of multiphase flow through fractured vuggy porous 
media. In our numerical model, Equation (6) is 
written in a residual form and is solved using 
Newton/Raphson iteration fully implicitly.  
 

HANDLING FRACTURES AND VUGS 

The technique used in this work for handling 
multiphase flow through fractured vuggy rock 
follows the dual- or multi-continuum methodology, 
or TOUGH2 technology (Warren and Root, 1963; 
Pruess and Narasimhan, 1985; Wu and Pruess, 1988). 
With this dual-continuum concept, Equations (1), (2), 
(3), and (4) can be used to describe multiphase flow 
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along fractures and inside matrix blocks, as well as 
fracture-matrix-vug interaction. However, special 
attention needs to be paid to treating interporosity 
flow in the fracture-matrix-vug triple continua. Flow 
terms between fracture-matrix, fracture-vug, and vug-
matrix connections are all evaluated using Equation 
(6). However, the transmissivity of (9) will be evalu-
ated differently for different types of inter-porosity 

flow.  The fracture-matrix flow, ijγ , is given by 

FM

MFM
FM

kA

l
=γ            (12) 

where FMA  is the total interfacial area between 

fractures (F) and the matrix (M) elements;  kM is the 

matrix absolute permeability; and FMl  is the 

characteristic distance for flow crossing fracture-

matrix interfaces. For fracture-vug flow, ijγ  is 

defined as 

FV

VFV

FV

kA

l
=γ            (13) 

where FVA  is the total interfacial area between the 

fracture (F)  and vugs (V) elements;  VMl  is a charac-

teristic distance for flow crossing vug-matrix inter-
faces; and kV is the absolute vuggy permeability, 
which is the actual permeability of small fractures 
that control flow between vugs and fractures (Figure 
1). Note that for the case in which vugs are isolated 
from fractures, as shown in Figures 5 and 6, no 
fracture-vug flow terms need to be calculated, 
because they are indirectly connected through the 

matrix. For vug-matrix flow, ijγ is evaluated as 

VM

MVM

VM

kA

l
=γ           (14) 

 

where VMA  is the total interfacial area between the 

vug (V) and matrix (M) elements,  and VMl  is a 

characteristic distance for flow crossing vug-matrix 
interfaces. 
  
Table 1 summarizes several simple models for 
estimating characteristic distances in calculating 
interporosity flow within fractures, vugs, and the 
matrix, where we have regular one-, two-, or three-
dimensional large fracture networks, each with 
uniformly distributed small fractures connecting vugs 
or isolating vugs from fractures (Figures 4, 5, and 6). 
The models in Table 1 rely on the quasi-steady-state 
flow assumption of Warren and Root (1963) to derive 

characteristic distances for flow between fracture-
matrix and (through small fractures) fracture-vug 
connections. Another condition for using the 
formulation in Table 1 is that fractures, vug, and 
matrix are all represented by only one gridblock. In 
addition, the flow distance between large fractures 
(F) and vugs (V), when connected through small 
fractures, is taken to be half the characteristic length 
of the small fractures within a matrix block (Figure 
4). Furthermore, the interface areas between vugs and 
the matrix should include the contribution of small 
fractures for the case of Figure 4. Interface areas 
between fractures and the matrix, and between 
fractures and vugs through connecting small 
fractures, should be treated using the geometry of the 
large fractures alone. This treatment implicitly 
defines the permeabilities of the fractures in a contin-
uum sense, such that bulk connection areas are 
needed to calculate Darcy flow between the two 
fracture continua.  
 
Table 1. Characteristic distances* for evaluating 
flow terms between fractures, vugs, and matrix 
systems 

Fracture Sets 1-D 2-D 3-D 

Dimensions of 
Matrix Blocks (m) A A, B A,  B,  C 

Characteristic F-M 
Distances (m) 

6/AFM =l
)(4/ BA

ABlFM

+
=  

)CABCAB/(

10/ABC3FM

++
=l

Characteristic F-V 
Distances  (m) xFV ll =  

2
yx

VF

ll
l

+
=  

3
zyx

fF

lll
l

++
=  

Characteristic V-
M Distances 1 (m) 

6/aVM =l  
)(4/ ba

ablVM

+
=  

)cabcab/(

10/abc3VM

++
=l  

Characteristic V-
M Distances 2 (m) 

( )
2/

cVM dAl −=
4

d2BA c
VM

−+
=l

 
6

d3C-BA c
fF

++
=l

 

 
* Note in Table 1, A, B, and C are dimensions of matrix 

blocks along x, y, and z directions, respectively.  
 
1 Characteristic V-M distances are estimated for the case 

(Figure 4), i.e., vuggy-matrix connections are dominated 
by small fractures, where dimensions a, b, and c are 
fracture-spacings of small fractures along x, y, and z 
directions, respectively. 

 
2 Characteristic V-M distances are used for the case 

(Figures 5 and 6), i.e., vugs are isolated from fractures. 
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Figure 4. Conceptualization#1 of fractured vuggy 
rock as a triple-continuum system with vugs indi-
rectly connected to fractures through small fractures 

 

Figure 5. Conceptualization#2 of fractured vuggy 
rock as a triple-continuum system with vugs isolated 
from or indirectly connected to fractures through 
rock matrix 
 

 

Figure 6. Conceptualization#3 of fractured vuggy 
rock as a triple-continuum system with partial vugs 
isolated from 
 
The MINC concept (Pruess, 1983; Pruess and 
Narasimhan, 1985) is extended to generate a triple-
continuum grid, which is a key step in modeling flow 
through fractured-vuggy rock. We start with a 
primary or single-porous medium mesh that uses bulk 
volume of formation and layering data. Then, we use 
geometric information for the corresponding fractures 
and vugs within each formation subdomain or each 
finite-difference gridblock of the primary mesh. 
Fractures are lumped together into the fracture 

continuum, while vugs with or without small 
fractures are lumped together into the vuggy contin-
uum. The rest is treated as the matrix continuum. 
Connection distances and interface areas are then 
calculated accordingly, e.g., using the relations listed 
in Table 1 and the geometric data of fractures. Once a 
proper mesh for a triple-continuum system is gener-
ated, fracture, vuggy, and matrix blocks are specified, 
separately, to represent fracture or matrix continua.  
 

HANDLING NON-DARCY’S AND OTHER 
COMPLICATED FLOW 

Flow regime may be more complicated within 
fracture-vuggy reservoirs or through faults or fault 
zones, because of (1) the high permeability of 
fractures and (2) large pores, such as vugs and larger-
aperture fractures, in vug or fault zones. Several 
common scenarios are discussed below: 
 
No-Darcy Fl ow: In addition to Darcy flow, as 
described in Equations (4) or (7), non-Darcy flow 
may also occur between and among the multiple 
continua within fault zones. A general numerical 
approach for modeling non-Darcy flow (Wu, 2002) 
can be directly extended to the multiple-continuum 
model of this work for flow in fractured or fault 
zones. Volumetric flow rate (namely Darcy velocity for 
Darcy flow) for non-Darcy flow of each fluid may be 
described using the multiphase extension of the 
Forchheimer equation: 

 
− ∇Pw − ρwg( )=

µ
k

vw + θρwvw vw         (15) 

θ is the non-Darcy flow coefficient, an intrinsic rock 
property with units of m-1 under non-Darcy flow condi-
tions. 
 
Note that no matter what type the flow (i.e., Darcy 
flow, non-Darcy flow, or the following pipe-type 
flow), the discrete mass-balance equation of (6) is 
always valid. For the case of non-Darcy flow, the 

flow term ( ji,Fβ ) in Equation (7) along the connec-

tion (i, j), between elements i and j, is numerically 
replaced by (Wu, 2002): 

Fβ , i j =
Aij

2 kθ( )ij +1/ 2
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            (16) 

γ i j =
4 k 2ρwθ( )

ij +1/ 2

Di + Dj

          (17) 
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Flow in Pa rallel-Wall Fra cture o r T ube: In 
general, flow along connecting paths of large-
aperture fractures or vugs through narrow pores or 
fractures may be too fast or openings too large to 
describe using Darcy’s law. In particular, when these 
large-aperture fractures vuggy connections could be 
approximated as a single (or parallel) fracture or tube 
within fault zones, solutions of flow through a paral-
lel-wall, uniform fracture or Hagen-Poiseuille tube-
flow solution (Bird et al. 1960) may be extended to 
describe such flow in Equation (9):  

( )ji

3

ji DD12

wb

+
=γ           (18) 

for fracture-type connection and, 

( )ji

4

ji DD8

r

+
π

=γ           (19) 

for tube-type connection.  In (18) and (19), b is 
fracture aperture, w is fracture width, and r is tube 
radius. Similarly, flow solutions for both laminar and 
turbulent flow through the simple geometry of vug-
vug connections can be used for flow between these 
vuggy connections. 
 
COMPARISON WITH ANALYTICAL 
SOLUTION 
 
We compared the numerical model to analytical solu-
tions (Lui et al., 2003; Wu et al., 2004; Wu et al., 
2007). The verification problem concerns typical 
single-phase transient flow towards a well that fully 
penetrates a radially infinite, horizontal, and 
uniformly vuggy fractured reservoir. Numerically, a 
radial reservoir (re = 10,000 m) of 20 m thick is 
represented by a 1-D (primary) grid of 2,100 inter-
vals. A triple-continuum mesh is then generated 
using a 1-D vuggy-fracture-matrix conceptual model, 
consisting of a horizontal large-fracture plate network 
with a uniform disk-shaped matrix block. Uniform 
spherical vugs are contained inside the matrix and 
connected to fractures through small fractures. 
Fracture, vugs and matrix parameters are given in 
Table 2.   
 
Figure 7 compares numerical-modeling results with 
the analytical solution for a single-phase transient 
flow case (in terms of dimensionless variables). 
Excellent agreement exists between the two solu-
tions, which provides verification of the numerical 
formation and its implementation. Note that there are 
very small differences at very early times (tD < 10 or 
0.2 seconds) in the two solutions in Figure 7, which 
may occur because the analytical solution, long-time 
asymptotic and similar to the Warren-Root solution, 
may not be valid for tD < 100.  
 

Table 2. Parameters used in the single-phase flow 
problem in the triple-continuum, fractured vuggy 
reservoir 

Parameter An al./Num. 
Comparison 

Basecase of 
Sensitivity  

Unit 

Matrix porosity φM = 0.263 φM = 0.200  
Fracture porosity φF = 0.001 φF = 0.001  
Vuggy porosity φV = 0.01 φV = 0.010  

Fracture spacing A = 5  A = 1.0 m 

Small-fracture spacing a = 1.6 a = 0.2 m 

F characteristic length lx = 3.472 lx = 0.4 m 

F-M/F-V areas per unit 
volume rock 

AFM =AFV = 0.61 AFM =6.0,  
AFV = 0.356 

m2/m3 

Reference water density ρi = 1,000 ρi = 1,000 kg/m3 

Water phase viscosity µ = 1×10-3 µ = 1×10-3 Pa•s 
Matrix permeability kM = 1.572×10-16 kM = 1.0×10-16 m2 
Fracture permeability kF = 1.383×10-13 kF = 1.0×10-12 m2 
Small-fracture or vug 
permeability 

kV = 1.383×10-14 kV = 1.0×10-13 m2 

Water Production Rate q = 100  q = 864  m3/d 
Total compressibility of 
three media 

CF=CM=CV 

= 1.0×10-9 
CF=CM=CV= 
1.0×10-10 

1/Pa 

Well radius rw = 0.1 rw = 0.1 m 

Formation thickness h = 20  h = 10 m 
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Figure 7. Comparison between analytical and 
numerical solutions for single-phase transient flow 
through fractured vuggy formation  

 
SENSITIVITY RUN 

To investigate flow behavior and the contribution of 
vug parameters in triple continuum vuggy fractured 
reservoirs, Conceptualizations #1 and #2 (Figure 4 
and 5) together with varied fracture, vug, and matrix 
parameters were numerically modeled. An infinite 
radial reservoir 10 m thick is represented by a 1-D 
(primary) radial grid of 1,101 grids. Single-phase 
reservoir simulation was used to generate sets of 
pressure transient data. Base-case fracture, vug and 
matrix parameters are also given in Table 2.   
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Comparison of simulation results between 
Conceptualizations #1 and #2 are shown in Figure 8. 
It is clear that fracture and vug connections (F-V) 
play a major role in behavior. Conceptualization#1, 
which has an F-V connection, generates triple poros-
ity behavior, whereas simulation results from 
Conceptualization#2, which does not have an F-V 
connection, yields double porosity. To explain this 
observation, one must consider well-to-reservoir 
connections. In these simulation cases, an injector 
well connects exclusively to the fracture continuum. 
Consequently, fluid flow starts from fractures and 
propagates into another connected continuum. 
Conceptualization#1, the start of fluid flow in a vug 
continuum, takes place before the matrix continuum 
because the vug has larger permeability. In contrast, 
the beginning of fluid flow in the vug of 
Conceptualization#2 cannot be clearly identified, 
because it is dominated by flow in the matrix, since 
the vug does not directly connect to the fracture. As a 
result, the vug is acting like additional storage or 
source to the matrix.     
 

 

Figure 8. Comparison between Conceptualization#1 
and Conceptualization#2 for basecase fracture, vug, 
and matrix parameters 

Figures 9 and 10 show results from sensitivity to vug 
porosity. It is observed that vug porosity controls the 
appearance of interporosity flow in Conceptualiza-
tion#1’s simulation results. In contrast, it does not 
affect flow behavior in Conceptualization#2. This 
observed behavior is caused by F-V connectivity.  In 
Conceptualization#1 which has F-V connections, 
changes in vug rock properties directly influence 
flow behavior in the vug continuum. In contrast, 
Conceptualization#2, which does not have F-V 
connections, flow in the vug is controlled by matrix 
properties; as such, changing vug porosity does not 
affect the flow behavior.    

 

Figure 9. Sensitivity runs on vug porosity for 
Conceptualization#1  

 

Figure 10. Sensitivity runs on vug porosity for 
Conceptualization#2 

Figure 11 and Figure 12 illustrate sensitivity results 
of vug permeability in Conceptualization#1 and 
Conceptualization#2, respectively. Vug permeability 
in Conceptualization#1 controls time when flow in 
the vug starts. The larger the permeability, the sooner 
the flow in the vug takes place.  However, changes in 
vug rock properties influence flow behavior in 
Conceptualization#1, but not in Conceptualization#2. 
The same reason for the previous sensitivity is also 
applicable in this case.   

 

 

Figure 11. Sensitivity runs on vug permeability for 
Conceptualization#1 
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Figure 12. Sensitivity runs on vug permeability for 
Conceptualization#2 

Figure 13 and Figure 14 show results of sensitivity on 
matrix permeability of Conceptualization#1 and 
Conceptualization#2, respectively. Both figures 
indicate the effect of changing matrix permeability. It 
is observed that matrix permeability controls the 
beginning of fluid flow in the matrix. The larger the 
permeability, the sooner the flow in the matrix starts. 
 

 

Figure 13. Sensitivity runs on matrix permeability for 
Conceptualization#1 

 

Figure 14. Sensitivity runs on matrix permeability for 
Conceptualization#2 

CONCLUDING REMARKS 

Based on observations in several oilfields of fractured 
vuggy reservoirs, we present a physically based 
conceptual and numerical model for simulating 
single-phase and multiphase flow in fractured vuggy 
rock, using a triple-continuum medium approach. 
The proposed multicontinuum concept is a natural 
extension of the classic double-porosity model, with 
the fracture continuum responsible for conducting 
global flow, while vuggy and matrix continua, 
providing storage space, are locally connected as well 
as interacting with flow through globally connecting 
fractures. Specifically, the proposed conceptual 
model considers fractured vuggy rock as a triple- or 
multiple-continuum medium, consisting of (1) highly 
permeable fractures, (2) low-permeability rock 
matrix, and (3) various-sized vugs. In addition, our 
model formulation includes non-Darcy flow, using the 
multiphase extension of the Forchheimer equation, and 
flow according to parallel-wall fracture and tube 
models. 
 
The proposed conceptual model has been imple-
mented into a general numerical reservoir simulator 
using a control-volume, finite-difference approach, 
which can be used to simulate single-phase as well as 
multiple-phase flow in 1-D, 2-D and 3-D reservoirs. 
We provide a verification example for the numerical 
scheme by comparing numerical results against an 
analytical solution for single-phase flow. As application 
examples, we apply the proposed mathematical model 
to sensitivity studies of transient triple-porosity flow 
behavior and parameter effects.   
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ABSTRACT 

This paper presents the validation of the computer 
code MARTHE-REACT enabling the simulation of 
reactive transport in hydrosystems. MARTHE-
REACT results from coupling the MARTHE code 
(flow and transport in porous media) with the 
chemical simulator TOUGHREACT. The resulting 
coupled model takes advantage of the functionalities 
already available in each of the two codes. In 
particular, it is now possible to simulate flow, 
reactive mass, and energy transfer in both saturated 
and unsaturated media (vadose zone), taking into 
account the soil-atmosphere exchange (rainfall, 
evapo-transpiration), and runoff into rivers and 
infiltration. Four examples of verification are 
presented in comparison with calculations using the 
reference coupled codes TOUGHREACT, PHAST, 
PHREEQC, and MARTHE-SCS. 

1) Continuous injection of acidified CO2-rich 
aqueous phase into a fictitious limestone core 
sample. Simulations performed with several 
transport schemes are compared with results 
from PHREEQC and MARTHE-SCS. 

2) Injection of CO2-saturated water into a Dogger 
carbonate reservoir (Paris Basin, France). The 
reservoir is modeled with a 2D radial geometry. 
Chemical simulations are compared with those 
obtained using the TOUGHREACT code. 

3) Diffusion of acidified water within a cap rock 
overlying the Dogger aquifer, in which 
(hypothetical) large amounts of CO2 are stored. 

4) Carbonated brine percolation through a 
weathered cement sample for 7 days, accounting 
for coupled advection-diffusion-reactions having 
various kinetics. These simulations are compared 
with those obtained with the TOUGHREACT 
code. 

 
The coupling in MARTHE-REACT is based on a 
sequential noniterative algorithm, so that   
parallelization of the chemical calculations has been 
easily implemented. Preliminary results on a 64-
processor computer show a dramatic decrease of 
needed CPU time, even with a moderately complex 
geometry. 

INTRODUCTION 

To accurately model complex, real-world aquifer 
systems and their chemical interactions, it is 
necessary to combine a detailed groundwater flow 
model with a geochemical model. For instance, the 
PHREEQC (Parkhurst and Appelo, 1999) public 
domain code couples a very detailed chemical 
simulator with a simple 1D transport scheme. In 
addition, PHREEQC has been coupled to several 
transport codes. For instance, in PHAST (Parkhurst et 
al.), it is coupled with a 3D transport scheme. In 
PHT3D (Prommer et al., 2003), it is coupled with a 
MODFLOW model. In HP1 (Simůnek et al. 2006), it 
is coupled with the 1D vadose zone transport code 
HYDRUS_1D. TOUGHREACT (Xu et al. 2004) is a 
widely used multiphase mass and energy transport 
code integrating a chemical simulator. To model 
complex hydrosystems, TOUGHREACT has been 
integrated into the MARTHE (Thiéry, 1990, 1993, 
1995a,b, 2007) flow and transport code. This paper 
presents a validation of this new tool. 

 
NUMERICAL TOOL 
The computer code MARTHE-REACT, resulting 
from the coupling of the flow and transport code 
MARTHE with the chemical simulator of 
TOUGHREACT, is briefly described below. 

 
The TOUGHREACT Code 
TOUGHREACT is a nonisothermal multicomponent 
reactive fluid flow and geochemical transport 
simulator that can be applied under various thermo-
hydrological and geochemical conditions of pressure, 
water saturation, and ionic strength. It is a reference 
code extensively used for extreme conditions (high 
temperatures, high pressure, high salinity, etc.). 

The MARTHE Flow and Transport Code 
MARTHE (Modelling Aquifers with Rectangular 
cells, Transport and Hydrodynamics) is a 3D code for 
flow and hydro-dispersive transport in porous media. 
Mass and energy transfer are modeled in both 
saturated and unsaturated media using the Richards 
equation, taking into account soil-atmosphere 
interactions (rainfall, evapo-transpiration), and runoff 
into rivers and infiltration. The flow calculations 
follow a finite volume approach using irregular 
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parallelipipedic cells, with the possibility of nested 
grids or radial grids. Based on a kinematic wave 
approach, flow in river networks is coupled to 
groundwater flow. Mass and energy transport occur 
simultaneously in the groundwater system and in the 
surface network. Several transport schemes are 
available, which may be selected according to the 
kind of problem at hand: finite difference transport, 
method of characteristics (MOC), rotal variation 
diminishing (TVD) (Thiéry, 1995a). Temperature and 
fluid density variations are also taken into account 
(Thiéry, 2007). 

THE COUPLING APPROACH 

MARTHE has already been coupled to specific 
chemical simulators (SCS) (Kervévan et al., 1998, 
Thiéry 1995b), and the approach used to couple it 
with the TOUGHREACT chemical simulator is 
essentially the same. Flow calculations and mass and 
energy transport are performed by the MARTHE 
code with no modifications. Chemical simulations are 
performed by the chemical part of the 
TOUGHREACT code. The coupling sequence is the 
following at each time step: (1) coupled flow 
calculation in aquifers and river networks integrating 
evaporation, infiltration, runoff, overflow etc.; (2) 
transport in aquifer and river networks of each 
primary dissolved chemical species; (3) chemical 
reactions in each aquifer cell and river reach using 
the concentrations at the end of the time step. There 
is no iteration; hence, it is a SNIA (sequential non 
iterative algorithm) scheme. The important point is 
that with this sequential scheme, after transport, the 
chemical reaction calculations are independent in 
each cell. 
 
This coupling method has several advantages: 
because the chemical calculations are independent, 
the chemical reactor extracted from TOUGHREACT 
is totally independent of any grid or time sequence. 
As a matter of fact, on each call, the reactor knows 
only one mesh and one time step duration. This 
guarantees the independence of both codes and also 
enables a very simple parallelization. Another 
advantage is that several chemical simulators may be 
implemented independently in MARTHE. The user 
of the code may then select the chemical simulator 
that is most appropriate to the problem, or the 
chemical simulator that he/she knows the best. 
 
VALIDATION TEST 1: CONTINUOUS 
INJECTION OF ACIDIFIED CO2-RICH 
AQUEOUS PHASE INTO A FICTITIOUS 
LIMESTONE CORE SAMPLE 
 
Problem Description 
This validation case simulates the percolation of an 
aqueous solution enriched with CO2 into a pure 
calcite cylindrical core initially saturated with a 

solution of water, in equilibrium with calcite in 
atmospheric pCO2. The simulations were used for the 
pre-dimensioning and interpretation of experiences 
with percolation of water acidified by CO2 dissolved 
in a Lavoux limestone core (Kervévan et al., 2007). 
The core properties are given in Table 1. 

Table 1. Calcite core geometry and parameters 

Core length 10 cm 
Core diameter 4 cm 
Kinematic porosity 30 % 
Longitudinal dispersivity 1 cm 
Temperature 25°C 
Injection rate 20 cm3.h-1 

The composition of the water initially saturating the 
core was calculated by equilibrating pure water with 
calcite under atmospheric conditions (CO2 pressure 
of 3.16×10-4 bar). The composition of the injected 
water has been calculated by equilibrating pure water 
containing 5×10-7 mol.kg H2O

-1 of CaCl2 with a 1 bar 
CO2 pressure. 

Simulations  
The concentrations after one hour of injection were 
calculated with PHREEQC and MARTHE-REACT. 
The calculations performed with PHREEQC 
correspond to a discretization of the core into 80 cells 
1.25 mm long, with a time step of 84.9 seconds. The 
time step in PHREEQC is constrained by the need for 
a Courant number equal to 1; therefore, since the 
filtration velocity is 0.0147 mm/s, the time step must 
be set at 84.9 seconds.  
 
Calculations with MARTHE-REACT were 
performed with 100 cells, different transport schemes 
and different time steps (10 s or 60 s). Figure 1 and 
Figure 2 show that the pH profile and dissolved 
calcium profile calculated with PHREEQC and 
MARTHE-REACT are very similar, except very near 
the core ends. 

pH profile after 1 h
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Figure 1. Comparison of pH profile, calculation 

with PHREEQC and MARTHE-REACT. 
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Total calcium dissolved profile after 1 h
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Figure 2. Comparison of total dissolved calcium 

concentration profile. Calculation with 
PHREEQC and MARTHE-REACT. 

Calculations with MARTHE coupled with specific 
chemical simulators (MARTHE+SCS) yielded 
comparable results (Kervévan et al., 2007). Also note 
that the calculations are much faster with MARTHE-
REACT: 1 second of CPU time for 100 cells and 100 
time steps, as compared to 600 seconds of CPU time 
for PHREEQC for 80 cells and 43 time steps. 
 
VALIDATION TEST 2: INJECTION OF CO2 
SATURATED WATER INTO A DOGGER 
CARBONATE RESERVOIR 
 
Problem Description 
This validation case, following the work of André et 
al. (2007), uses a simple 2-D radial model to simulate 
the CO2 behavior near the injection well of the 
Dogger Reservoir (Paris Basin, France). The well 
field is modeled (Figure 3) as a circular region of 
100,000 m radius and 20 m thickness. At the center, a 
well injects dissolved CO2 into the formation water. 
 
  

0 100 km X 

Z 
Injection well 

L1
L2
L3
L4

 
Figure 3. Two-dimensional radial geometry of the 

Dogger reservoir model with four layers 
(L1, L2, L3 and L4). 

 
Porosity and permeability are homogeneous. The 
formation parameters are given in Table 2. The 
reservoir temperature is assumed to be uniform 
(75°C), and a hydrostatic pressure is considered 

initially as fixed in the outermost column of the grid 
during the simulation. No exchanges of fluids are 
considered above or below the system. 
 
Table 2. Injection of CO2 into the Dogger reservoir: 

geometry and parameters. 

Aquifer thickness 20 m 
Permeability 1. 10-13 m2 
Compressibility Water 

compressibility only
Kinematic porosity 15 % 
Diffusion 0 
Dispersivities 0 
Temperature 75°C 
Transport method Finite Differences 
Total injected flow 20. 10-3 m3/s 

 
The injected solution corresponds to the formation 
water in equilibrium at 75°C with a CO2 pressure of 
180 bars (the initial reservoir pressure). 
Consequently, to be in equilibrium with this gas 
phase at such pressure, the water contains 1.25 moles 
of carbonates / kg H2O. 
 
The reservoir composition is defined in the André et 
al. simulation (2007) and initially contains a solution 
at equilibrium with the reservoir rocks at a constant 
temperature of 75°C. The chemical composition of 
the formation water and injected CO2-saturated water 
are presented in Table 3. The 12 minerals of reservoir 
rock are similar to the André et al. study, including 
70% calcite, 10% dolomite, 5% siderite, 5% illite, 
5% albite and 5% K-feldspar (in volume fraction). 
Kaolinite, chalcedony, magnesite, dawsonite, 
anhydrite, and halite are not initially present in the 
reservoir, but are allowed to precipitate. Dissolution 
and precipitation of minerals follow kinetic laws. 

Table 3. Chemical composition of formation water 
and injected water (in mol/kgH2O) 

Formation water CO2-staurated water 
Temperature 75 °C Temperature 75 °C 
pH 6.7 pH 3.0 
Alkalinity 427.0 Total Carbon 1.080 
Na 7.734 10-2 Na 7.734 10-5 
K 9.051 10-4 K 9.051 10-7 
Ca 2.860 10-3 Ca 2.860 10-6 
Mg 2.777 10-3 Mg 2.777 10-6 
Al 1.976 10-7 Al 1.976 10-10 
Fe 2.856 10-5 Fe 2.856 10-8 
Cl 7.049 10-2 Cl 7.049 10-5 
SO4 6.985 10-3 SO4 6.985 10-6 
SiO2 8.476 10-4 SiO2 8.476 10-7 

Simulations  
The geologic formation is assumed to be infinite-
acting and homogeneous, with a total thickness of  
20 m. A 2D radial grid (X , Z) has been chosen. The 
aquifer thickness (Z axis) is divided into four layers 
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(L1, L2, L3 and L4), and the radial direction (X axis) 
is divided into 100 columns, with radius following a 
logarithmic progression starting from 0.2 m for the 
injection well to 10.115 m at the outmost limit, 
100,000 m away. The total grid then has 400 cells. 
 
Simulations are realized for 1 year of CO2-saturated 
water injection with MARTHE-REACT and 
TOUGHREACT. Effects of temperature on flow are 
taken into account in both simulations. Due to the 
water compressibility, the hydraulic calculation is 
performed in a transient state. Because of the small 
size of the injection cell, a time step of 24 seconds 
was selected for the entire simulation (after some 
smaller time steps at the very beginning). 
 
Simulation results (Figure 4) are compared in terms 
of pH (A), porosity (B) and variation of minerals—
(C) carbonates and (D): alumino-silicates. The results 
are identical in the four layers; only the first layer 
profiles along the radial distance from the injected 
well are presented. One can observe an acidification 
of the reservoir in the first few meters around the 
well (pH = 3) involving total dissolution of 
carbonates (calcite and dolomite) and minor 
dissolution of alumino-silicates (Albite, K-feldspar 
and illite). This high dissolution has an impact on 
porosity, which increases (15% initially and 87% 
after 1 year). 
 
Further within the reservoir, pH is controlled by 
calco-carbonic equilibrium (pH = 4.8) where 
carbonates are still present. In the nonaffected zone, 
minor chemical reactions occur where formation 
water is at near-equilibrium with mineralogical 
assemblage. Within these simulations all the 
observations related to chemical reactivity are similar 
to André et al results (2007). MARTHE-REACT and 
TOUGHREACT results are identical. 
 
Similarly, simulations have been done for a reactivity 
study of the Keuper sandstone aquifer, using the 
MARTHE-REACT simulator. The work is described 
by Picot-Colbeaux et al. (2009, in the same Tough 
Symposium) where the aquifer is represented by a 2D 
radial geometry with three layers, each layer having 
their own permeability and porosity. In this case, 
flow, chemical reactivities, and transport vary 
between layers, from the injected well to the 
outermost column.  
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Figure 4. Variation of pH, porosity and mineral 

volume fractions (Vmin/Vs) in the first 
layer of Dogger aquifer from the injection 
cell to the outermost after 1 year of CO2-
saturated water injection. MARTHE-
REACT (solid line) and TOUGHREACT 
(open squares). 
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VALIDATION TEST 3: DIFFUSION OF 
ACIDIFIED WATER WITHIN A CAP ROCK 
OVERLYING THE DOGGER AQUIFER 
 
Problem Description 
This validation case hypothetically simulates the 
vertical diffusion of acidified water from the Dogger 
aquifer into its overlying clay cap rock (Kervévan et 
al., 2009). The cap-rock formation is mainly 
composed of calcite, montmorillonite-Na, and quartz. 
There are eight primary minerals, initially present in 
the formation, and four secondary minerals. Because 
the permeability is very low, the advection flow is 
considered as negligible, and only molecular 
diffusion is taken into account. The system is 
modeled as a vertical 1D domain, with vertical 
dimension large enough to be considered as semi-
infinite during the simulation duration of 10,000 
years (Table 4). 

Table 4. Clay caprock geometry and parameters. 

Domain length 10 m 
Kinematic porosity 15 % 
Diffusion 10-11 m2.s-1 
Temperature 80°C 
Transport method Finite Differences 

 
The acidified water in the Dogger aquifer, at the 
lower end of the domain, is a brine at 80 °C, with a 
CO2 pressure of 150 bars and pH of approximately 
4.8. The initial brine in the cap rock, mainly 
composed of NaCl (0.26 mol/kgw), has a pH of 
approximately 6.5. The detailed mineralogy and brine 
compositions assumed, as well as the kinetic laws 
used for describing dissolution and precipitation 
processes, lead to a relatively complex coupled 
problem that includes 12 mineral phases. 

Simulations  
Coupled transport and reactions have been simulated 
with MARTHE-REACT, TOUGHREACT, 
PHREEQC, and PHAST. The domain was 
discretized into 100 cells of 10 cm length. For 
MARTHE-REACT simulations, the 10,000-year 
simulation period was divided into 6 small time steps, 
followed by 1,999 time steps of 5 years duration. 
TOUGHREACT also used time steps of 5 years after 
30 times steps increasing progressively. Figure 5 and 
Figure 6 compare, for some dissolved elements and 
some minerals, the concentration profiles calculated 
with MARTHE-REACT (solid line) and with 
TOUGHREACT (open squares). These figures show 
that the simulations results are identical. Simulations 
were also performed with PHREEQC and PHAST 
codes, with chemical formulations and water 
compositions approximately the same. The results 
with PHAST, described in Kervévan et al. (2009), are 
comparable with MARTHE-REACT (or 
TOUGHREACT) for the pH and dissolved carbon 

profiles—reasonably close for some minerals and 
quite different for others. The discrepancies are most 
probably due to the differences in the 
TOUGHREACT and PHREEQC chemical reactors. 

Parallelization  
A simple parallelization of the chemical calculations 
has been implemented in MARTHE-REACT code. 
This same simulation on a cluster of 16 processors 
resulted in a reduction of the CPU time by a factor of 
11, compared to a nonparallel simulation on the same 
computer. 
A
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Figure 5. Diffusion in clay caprock: Profiles after 

1000 years (green), 5000 years (blue) and 
10000 years (red). A: pH, B: Dissolved 
carbon. MARTHE-REACT (solid line) and 
TOUGHREACT (open squares) 
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Figure 6. Diffusion in clay caprock: Profiles after 

1000 years (blue), 5000 years (green) and 
10000 years (red). A to D: minerals. 
MARTHE-REACT (solid line) and 
TOUGHREACT (open squares) 

VALIDATION TEST 4: CARBONATED BRINE 
PERCOLATION T HROUGH A  POROUS 
CEMENT 

Leakage via the cement sheath of the wells is an issue 
for the long-term safety of CO2 geological storage. 
The reactivity of cement with the fluids (gas, brine) 
occurring in the host reservoir at high pressure and 
high temperature can result in their alteration. Well 
cement-CO2 interactions in the context of CO2 
geological storage have been investigated via reactive 
transport modeling (Jacquemet, 2006; Carey and 
Lichtner, 2007) with the aim of reproducing in situ or 
experimental observations. As a test, we modeled, 
with MARTHE-REACT, the percolation of a 
carbonated brine through a cementitious porous 
channel. This feature represents a defect in a well 
cement sheath. The model is based on an experiment 
by IFP (French Institute of Petroleum). This 
percolation experiment has already been modeled 
with TOUGHREACT by Jacquemet (2009) in the 
framework of the CO2GEONET project (Rochelle et 
al., 2009). 

Problem Description 
An acid brine percolates over 7 days through a 40 
mm long cementitious porous channel, whose 
properties are given in Table 5. The cement is 
initially composed of four primary minerals, and 
later, of 5 potential secondary minerals (Table 6). 
The initial interstitial cement water results from the 
equilibrium of pure water with the primary cement 
minerals, and hence is very basic: its pH is 10.8. The 
injected water is composed of a NaCl solution (0.4 
mol/kgw) equilibrated with a CO2 pressure of 5 bar at 
a temperature of 80°C: its pH is 3.5. 

Table 5. Cement porous channel geometry and 
parameters. 

Length 40 mm 
Permeability 3.5 10-15 m2

Kinematic porosity 60 % 
Diffusion 0 
Longitudinal dispersivity 0 
Temperature 80°C 
Transport method Finite Diff. 

 
Table 6. Initial cement mineral assemblage. 

Mineral % Volume 
Calcium Silicate Hydrates 
(CSH_1.6, C/S=1.6) 

60 

Portlandite (CH) 20 
Katoite 10 
Calcium monosulfoaluminate (AFm) 10 
CSH_1.2 (C/S=1.2) 0 
CSH_0.8 (C/S=0.8) 0 
Amorphous silica, calcite and 
aragonite 

0 

medium)

medium)

medium)

medium)
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Simulations  
The coupled transport and reaction was simulated 
with MARTHE-REACT and TOUGHREACT. The 
core was discretized into 100 cells of 0.4 mm length. 
The 7-day simulation period was divided into time 
steps of 2 seconds duration. This time-step duration 
was chosen because it corresponds to a reasonable 
Courant number of 1.02. 
 
Figure 7 and Figure 8 compare profiles calculated 
with MARTHE-REACT and with TOUGHREACT. 
The profiles show that the simulation results are very 
close. A small discrepancy appears: the reactions 
with TOUGHREACT are slightly faster (around 1 or 
2%), which might result from a small difference in 
the hydraulic parameter definition. The models 
predict very similar evolutions. Because of the slow 
reaction kinetics compared to the quick advection, 
the pH decreases dramatically, which results in a 
strong dissolution of the cement. Porosity increases 
from 60% to ~100% after 3 days of injection. 
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Figure 7. Carbonated brine percolation through a 

cement. Profiles after 1 day (red), 2 days 
(blue) and 3 days (green). Top: pH, 
bottom: porosity. MARTHE-REACT (solid 
line) and TOUGHREACT (open squares). 

Note that a transient calcite precipitation (up to 3 
days) allows the initial porosity to be conserved in 
the second half of the channel. Amorphous silica 
deposits quickly at a distance of 14 mm and reaches  
a 6% volume fraction, without the possibility of 
dissolving. This is the only mineral significantly 

present at the end of the simulation, and the resultant 
porosity is 94 %. 
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Figure 8. Carbonated brine percolation through a 

cement. Profiles after 1 day (red), 2 days 
(blue) and 3 days (green). Top: calcite, 
bottom: amorphous silica. MARTHE-
REACT (solid line) and TOUGHREACT 
(open squares). 

 
CONCLUSIONS 
A set of coupled reactive transport simulations 
performed with the MARTHE-REACT code was 
compared with TOUGHREACT and other codes. It 
appears that the results are the same, which is a 
verification of the coupling of TOUGHREACT 
chemical simulator with the MARTHE code. The 
value of MARTHE-REACT is that it integrates 
efficient transport schemes and is adapted to the 
simulation of unconfined  aquifers and complex 
hydrosystems. Validation of reactive transport 
simulations through the vadose zone are scheduled.  
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ABSTRACT 

PetraSim, a graphical user interface for TOUGH2 
model creation, analysis, and results display, has 
undergone continual development since its first 
release in August, 2002. PetraSim supports 
TOUGH2, T2VOC, TMVOC, TOUGHREACT, 
TOUGH-Fx/HYDRATE. It allows the analysts to 
focus on the model, while automatically handling the 
complex details of simulator input and results. The 
TOUGH2 versions of PetraSim include the 
corresponding TOUGH2 simulation software 
executables. PetraSim is currently at version 4.2 and 
includes support for ECO2N, the equation of state 
used to model carbon sequestration.  
 
New features to be included in version 5.0 include: 
grid-independent description of the conceptual 
model; import of existing TOUGH2 models created 
using Meshmaker; improved import of geometry 
from Surfer and other modeling software; support for 
larger models using TOUGH2-MP, the parallel 
version of TOUGH2; and several other interface 
enhancements.  
 
Use of PetraSim and the TOUGH2 programs will be 
demonstrated in this poster session. 

PETRASIM FEATURES 

PetraSim provides four key features that help speed 
and simplify the use of the TOUGH2 and TOUGH-
Fx family of codes: (1) use of a high-level model 
description based on geometric features of the 
reservoir, (2) presentation of the required input 
options grouped in a logical format with appropriate 
default options activated, (3) automatic writing and 
execution of the input file, and (4) rapid access to 
visualization of results. PetraSim is interactive, with 
immediate visual confirmation of any user actions. 

Problem Description/Conceptual Model 
PetraSim allows the user to define regions and wells 
as high-level geometric entities, independent of the 
grid.  For example, Figure 1 shows a model in which 
internal material boundaries, once defined, can then 
be used to assign properties to the regions created by 
the boundaries. This description is independent of the 

mesh. When the grid is created, the cell properties 
will inherit the proper material values and initial 
conditions from the region in which they are located. 
 

 

Figure 1. Model with internal material boundaries 

Figure 1 also illustrates several options for high-level 
interaction with the model. On the left of the window 
is a tree that displays features in the model. Using the 
tree, the user can select a specific feature. 
Alternately, the model can be manipulated in the 3D 
display and features selected with the mouse. In 
either case, once a feature is selected, all associated 
properties can be modified. 

Grid Definition 
An appropriate grid for an analysis must satisfy 
several constraints: (1) it must be able to capture the 
essential features of the reservoir, such as 
stratigraphic layers with different material properties; 
(2) it must be sufficiently refined to accurately 
represent regions of high gradient in the solution; and 
(3) it must satisfy the requirements of the simulator 
for proper convergence of the solution. A prismatic 
3D grid is guaranteed to satisfy the convergence 
requirements of TOUGH2 and is used in PetraSim. 
 
PetraSim gives the option of creating grids by simply 
specifying the number of cells to be used on each 
edge (along with an optional size factor for 
geometrically increasing cell sizes) or the option of 
using an input similar to the Meshmaker input for 
TOUGH2. To specify the Meshmaker input, the user 
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fills a table that defines the direction, number of 
repeated cells, and the cell sizes. There is no 
limitation on grid size. 
 
In addition, the user can specify contours that define 
the top and bottom of the grid. This can be used to 
represent topography, such as mountains and valleys.  
Above and below this contour, the cells will be 
disabled and not included in the analysis. A grid 
created using internal boundaries and a contour to 
define the surface topography is illustrated in Figure 
2. As can be seen, the disabling of cells enables the 
representation of topography, while still maintaining 
the proper convergence properties for TOUGH2.  
 

 

Figure 2. Prismatic grid defined on model 

In the future, more general grids can be added, since 
TOUGH2 uses the integral finite difference method. 
However, for convergence to the correct solution, the 
integral finite difference method requires that the 
mesh satisfy the Voronoï condition (that is, 
boundaries of the elements must be formed by planes 
which perpendicularly bisect the lines between 
volume centers). Generation of such grids is 
relatively simple in 2D, but algorithms are much 
more complex for a general 3D Voronoï grid.  
 
Gridlines can be edited, deleted, or inserted 
interactively. This editing is performed in the Grid 
Editor window. It is important to remember that the 
model has a grid, but the grid is not the model. The 
model is a higher level, grid-independent, description 
of the reservoir.  

Input of Model Properties 
A properly designed user interface can guide the user 
through the model definition process, organizing into 
logical groupings input that may appear in many 
locations in a simulator input file. The interface can 
ease learning for a beginning user and act as a 
reminder for an experienced user.  
 

The definition of material properties in TOUGH2 is 
shown in Figure 3. The left pane allows the user to 
select any existing material or create a new one. In 
the right pane, the user can edit properties of the 
selected material. This includes MINC data (only 
activated if the MINC option has been enabled) and, 
under Relative Perm, the capability to select and 
preview relative permeability and capillary functions, 
as shown in Figure 4.  
 

 

Figure 3. TOUGH2 material definition 

 

Figure 4. Selection and preview of relative 
permeability functions 

 
Figure 5 illustrates the organization of the solution 
parameters of TOUGH2. Again, common parameters 
have been grouped in an arrangement that helps the 
user understand and specify all parameters from one 
location. Similar organization is used for the solver 
and other solution parameters.  
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Figure 5. Solution controls dialog 

Editing of Cell Properties 
After the grid is defined, cell properties may be 
edited directly. This is accomplished in the Grid 
Editor window, which allows the user to select a grid 
layer and edit any cell in that layer (Figure 6). The 
user can view the grid on any plane (XY, YZ, XZ) 
and on any layer in that plane. 
  

 

Figure 6. Grid editor 

To help orient the user to which cells are being 
edited, PetraSim can highlight the current layer being 
edited. In the Grid Editor, the user can also select 
cells to define sources and sinks (Figure 7).  
 

 

Figure 7. Defining a source or sink in the Grid Editor 

Writing a Simulator Input File 
The purpose of a pre-processor is to automatically 
write the simulator input file in a correct format and 
without intervention by the user. In PetraSim, this 
task is performed by a function that accesses the 
model, the grid, and all other data necessary to write 
the file.  
 
A portion of an example file is shown in Figure 8. 
Since the TOUGH2 program has not been modified, 
the input file written by PetraSim is in standard 
TOUGH2 format. Because PetraSim is writing the 
file, there is no need to keep the file small. Each 
element, connection, and initial condition is written 
explicitly. It can also be seen that the elements are 
given sequential numerical names. It is intended that 
the user never need know or examine these names. 
Any type of data, such as the definition of a source or 
sink, knows the associated cell and correctly writes 
the cell name when the simulator input file is written. 
 
The resulting input file is correctly formatted and 
ready for input to TOUGH2.   
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Figure 8. Portion of TOUGH2 input file created by 
PetraSim 

Integrated Solution 
Thunderhead Engineering has received a license from 
the U.S. Department of Energy that allows the 
integrated distribution of TOUGH2 executables.  
Therefore, to run the analysis, all the user needs to do 
is select Analysis->Run TOUGH2, and the analysis 
will proceed, using the integrated executable. During 
the solution, progress is displayed (Figure 9).  
 
If the user owns their own license for the TOUGH2 
source code (which can be obtained separately from 
the U.S. DOE), PetraSim can be used to write the 
input file.  Then the user can edit the input file to 
accommodate any specific input changes needed to 
run their version of TOUGH2. 
 

 

Figure 9. Graphical display of solution progress 
and time step size 

Visualization 
After the solution is completed, either 3D or time 
history plots of the results may be made. Figure 10 
shows an example of an iso-surface plot of 
temperature. PetraSim uses a common results display 
component for all simulators. Extensions to 
TOUGH2 output comma separated value (CSV) files 
in addition to the normal simulator-specific output. 
The CSV files provide a consistent format that can be 
used by both PetraSim and external tools such as MS 
Excel. 
 
As shown in Figure 10, once the data is read, the 
user can select any available variable and time for 
plotting. The user can rotate, pan, and zoom the 
image interactively. Image details, such as the 
number of iso-surfaces and the data range, can be 
controlled. Also, cutting planes can be defined on 
which the results are contoured. Vectors can be used 
to display items such as fluid flow. Finally, the user 
can export the data in a simple X, Y, Z, value format 
for import into other presentation quality graphics 
programs, such as TECPLOT. In PetraSim, results 
are readily accessible to rapidly evaluate the analysis.  
 

 

Figure 10. Iso-surface plot of temperatures 

In a similar manner, time history plots of results may 
be made (Figure 11).  A common time history 
display component is used, with different translators 
to read the different simulator results files. For 
TOUGH2, the FOFT file is read.   
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Figure 11. Time history plot (from TOUGH2 FOFT 
file) 

 
As illustrated in Figure 11, the user can select any 
saved data and make a time history plot. If a cell was 
given a user-defined name, this name will be 
available for selecting the plot data. Once any plot is 
made, the data can be exported in a format that can 
be read in a spreadsheet or other presentation quality 
graphics program.  

OTHER FEATURES IN PETRASIM 

Some of the other features in PetraSim include: 
• Support for nongeometric “extra cells” in the 

model. Many modelers use nongeometric cells to 
represent special boundary conditions. The user 
can input a table of cells, defining the 
connections to existing cells in the model. 

• The ability to add an image, such as a map, in the 
3D view (Figure 12). 

• A find cell feature in the 2D grid editor that 
allows the user to search for a cell by cell ID. 

• Line plots to visualize results along a line in 3D. 
• PetraSim User and Examples Manuals.  
 

 

Figure 12: Graphic image superimposed on model 

FEATURES TO BE INCLUDED IN VERSION 5 

Development has begun on version 5 of PetraSim.  
Some of the features to be included are: 

• Extension of the grid-independent conceptual 
model to include assignment of boundary 
conditions by feature, rather than assignment by 
cell. The goal is for the model to become 
completely independent of the mesh.  

• Import of existing TOUGH2 models that use 
Meshmaker grids. 

• Improved import of geometry from Surfer and 
other modeling software. 

• Support for larger models using TOUGH2-MP, 
the parallel version of TOUGH2. 

• User interface enhancements such as speeding 
the opening and display of large models. 

OBTAINING PETRASIM 

A 30-day trial version of PetraSim can be 
downloaded at www.petrasim.com.  Sales are 
through RockWare (www.rockware.com). Licenses 
are available for education (free), research, and 
commercial use. 
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ABSTRACT 

This paper presents the current status of the TOUGH-
FLAC simulator for multiphase fluid flow and 
geomechanics, including recent code developments 
and applications. The most significant new 
development is a revised architecture compared to the 
earlier attempts, enabling a more rigorous and tight 
coupling procedure with improved computational 
efficiency. The applications presented in this paper 
are related to modeling of crustal deformations 
caused by deep underground fluid movements and 
pressure changes as a result of both industrial 
activities (the In Salah CO2 Storage Project and the 
Geysers Geothermal Field) and natural events (the 
1960s Matsushiro Earthquake Swarm). Finally, the 
paper provides some perspectives on the future of 
TOUGH-FLAC in the light of its applicability to 
practical problems and the need for high-performance 
computing capabilities for field-scale problems, such 
as industrial scale CO2 storage and enhanced 
geothermal systems. It is concluded that despite some 
limitations to fully adapting a commercial code such 
as FLAC3D for some specialized research and 
computational needs, TOUGH-FLAC is likely to 
remain a pragmatic simulation approach with 
increasing number of users in both academia and 
industry.  

INTRODUCTION 

In the 2003 TOUGH symposium, TOUGH-FLAC 
was presented as a pragmatic approach for modeling 
coupled multiphase flow, heat transport and 
geomechanics, by linking the two established codes 
TOUGH2 and FLAC3D (Rutqvist et al., 2002; 
Rutqvist and Tsang, 2003a). In this approach, 
TOUGH2 (Pruess et al., 1999) is used for solving 
multiphase flow and heat transport equations, 
whereas FLAC3D (Itasca, 2006) is used for solving 
geomechanical stress-strain equations. The two codes 
are sequentially coupled, but a TOUGH-FLAC 
simulation runs seamlessly on a PC. A great 
advantage with the adopted approach is that both 
codes are continuously developed and widely used in 
both academia and industry.  
 
The earliest developments of TOUGH-FLAC at the 
Lawrence Berkeley National Laboratory (LBNL) 
were presented in Rutqvist et al. (2002) and Rutqvist 
and Tsang (2003a). The simulator has since been 
applied to study coupled geomechanical aspects 

under multiphase flow conditions for a wide range of 
applications, including nuclear waste disposal 
(Rutqvist and Tsang, 2003b; Rutqvist et al., 2005; 
Rutqvist et al., 2008a, Rutqvist et al., 2009c), CO2 
sequestration (Rutqvist and Tsang, 2002; Rutqvist 
and Tsang, 2005; Rutqvist et al., 2006a; Rutqvist et 
al., 2007; Rutqvist et al., 2008b; Rutqvist et al., 
2009b), geothermal energy extraction (Rutqvist et al., 
2006b; Rutqvist and Oldenburg, 2008), naturally 
occurring CO2 upwelling with surface deformations 
(Todesco et al., 2004; Cappa et al., 2009), and gas 
production from hydrate-bearing sediments (Rutqvist 
and Moridis, 2008; 2009; Rutqvist et al., 2009a).  
 
These applications have been accompanied with 
exploratory code developments. The most significant 
new development is a revised architecture compared 
to the earlier attempts, enabling a more rigorous and 
tight coupling procedure with improved 
computational efficiency. This development occurred 
when coupling the newly released TOUGH+ code to 
FLAC3D for the analysis of the geomechanical 
performance of hydrate-bearing sediments (Rutqvist 
and Moridis, 2008; 2009). In addition, new modules 
have been developed for material behaviors and 
modeling of hydrate bearing sediments and thermo-
elastoplastic behavior of unsaturated soils. The 
development of thermo-elastoplastic model of 
unsaturated soils involves implementation of a 
version of the Barcelona Basic Model using the user-
defined model option in FLAC3D and is described in 
detail in Rutqvist et al. (2009d).  
 
This paper presents the current TOUGH-FLAC 
approach and some recent applications of TOUGH-
FLAC since the last TOUGH symposium in 2006. 
The applications presented are related to modeling of 
crustal deformations caused by deep underground 
fluid movements and pressure changes as a result of 
both industrial activities and natural events. These 
application examples include analysis of ground-
surface deformations measured by satellite (InSAR) 
at the In Salah industrial scale CO2 injection site in 
Algeria and at the Geysers Geothermal field in 
California. The third example involves ground 
surface deformation during upwelling of CO2 rich 
fluid associated with the 1960s Matsushiro 
earthquake swarm in central Japan. The paper 
concludes with some perspectives on the future of 
TOUGH-FLAC in the light of its applicability to 
practical problems and the need for high-performance 
computing capabilities for very large-scale problems, 
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such as for the analysis of industrial scale CO2 
sequestration sites and enhanced geothermal systems. 

TOUGH-FLAC STRUCTURE  

This description of the TOUGH-FLAC structure 
follows the most recent developments applied to 
studies of geomechanical performance of gas 
hydrates by coupling FLAC3D to the newly released 
TOUGH+ code (Rutqvist and Moridis, 2008; 2009). 
However, some of these ideas are concurrently being 
implemented for the coupling of FLAC3D to 
TOUGH2 as well. In this approach, the two 
constituent codes—TOUGH+ (or TOUGH2) and 
FLAC3D—are linked through a coupled thermal-
hydrological-mechanical (THM) model (Figure 1). 
Depending on the problem and specific porous media 
(e.g., fractured rock, unsaturated clay, or hydrate-
bearing sediments), a number of coupling functions 
have been developed.  

In Figure 1, the data exchanges between TOUGH+ 
and FLAC3D are illustrated with arrows going 
through the central THM model. The arrow on the 
right-hand side of Figure 1 shows the transmission of 
the effective stress σ′ and strain ε (that are computed 
in FLAC3D) to TOUGH for calculation of the 
updated porosity φ and the corresponding porosity 
change ∆φ. This mechanically induced ∆φ has an 
immediate effect on fluid flow behavior. For 
example, if a change in σ′ and ε causes φ to decrease, 
the pore pressure is expected to rise, especially if the 
permeability is low.  

For a porous deformable media, two models for 
mechanically induced porosity changes are 
implemented in the most recent version of linking 
FLAC3D to TOUGH+   

(i) A poroelastic model (based on the approach 
proposed by Settari and Mourits, 1998) that 
considers macroscopic stress/strain changes 
and grain deformability 

(ii) An empirical model (proposed by Rutqvist 
and Tsang, 2002) that describes a nonlinear 
change in porosity as a function of the 
effective mean stress 

The ∆φ computed from either of these models is used 
to estimate changes in k by means of empirical 
equations. The updated φ and k values are in turn 
used to estimate changes in the hydraulic and 
wettability properties of the porous medium (i.e., 
aqueous- and gas-phase relative permeabilities krA 
and krG, and capillary pressure Pc) by employing 
appropriate scaling equations.   

For fractured media, a similar exponential empirical 
model has been applied to correct permeability for 
changes in the stress field (e.g., Rutqvist et al., 2002; 
2008a).  

The arrow on the left side of Figure 1 depicts the 
flow of data obtained from TOUGH+ (or TOUGH2) 
(namely the pressure P, temperature T, and phase 
saturations Sβ) to FLAC3D for processing and 
estimation of their impact on the effective stress 
α∆Pβ (α being Biot’s effective stress parameter), as 
well as on thermal and swelling strains (εΤ and εsw, 
respectively). Capabilities for modeling of moisture 
swelling and geomechanical behavior of unsaturated 
soil has recently been implemented into TOUGH-
FLAC (see Rutqvist et al., 2009d). In this model, the 
swelling can either be introduced as a function of 
phase saturation or as a function of suction (or 
capillary pressure, Pc) using the Barcelona Basic 
Model for elastoplastic behavior of unsaturated soils 
(Rutqvist et al., 2009d).   

Additionally, changes in P, T, and Sβ may also result 
in changes in other mechanical properties listed in 
Figure 1. These include the bulk modulus K, the 
shear modulus G, the cohesion C, and the coefficient 
of internal friction µ. For example, in the case of 
hydrate-bearing sediment, geomechanical properties 
change as a function of solid-phase saturations, i.e., 
hydrate and ice saturations (SH and SI, respectively). 
In the case of unsaturated soil, the bulk modulus and 
friction angle is a function of suction.  

 

 

TOUGH 

FLAC3D 

THM MODEL 

T, Pβ, Sβ ∆φ 

σ′, ε 
α∆Pβ, εT, 

Mechanical 
Properties 
K,G, C, µ 

Hydraulic 
Properties 
φ, k, PC 

 
 

Pc = Capillary pressure 
SH = Hydrate saturation 
T = Temperature 
ε = Strain 
φ =  Porosity 
µ = Coefficient of friction 
σ′ =  Effective stress 
 

––– Direct couplings 
– –  Indirect coupling 
 
C = Cohesion 
G = Shear modulus 
K = Bulk modulus 
k = Intrinsic permeability 
P = Pressure  

 

Figure 1.  Schematic of linking TOUGH family code 
such as TOUGH+ and TOUGH2 with 
FLAC3D for a coupled THM simulation. 

In the current TOUGH-FLAC modeling approach, 
FLAC3D is invoked from TOUGH+ (or TOUGH2) 
using a system call. This is different from the earliest 
version, in which TOUGH2 multiphase flow 
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simulation was invoked from FLAC3D. Invoking the 
quasistatic mechanical calculation from the 
multiphase flow simulation enables tighter and more 
rigorous coupling and improved efficiency. For 
example, it is now possible to invoke FLAC3D in 
each Newton iteration and when calculating the 
Jacobian in TOUGH+. The coupling to the FLAC3D 
code is still made possible through the use of the 
FLAC3D FISH programming capability, which 
enables access to internal FLAC3D arrays and 
parameters. However, the Itasca Consulting Group 
(who develops and maintains FLAC3D) has provided 
new FISH variables for a more efficient transfer of 
TOUGH parameter directly to the FLAC3D grid-
elements, avoiding the previously tedious 
interpolation between TOUGH mid-element nodes 
and FLAC3D corner nodes.  

In the new TOUGH+ version, three coupling 
schemes are available:  

(i) Jacobian: This is the highest level of iterative 
coupling, in which all the geomechanical and 
flow parameters are continuously updated (in 
every Newtonian iteration of every time step), 
and their changes are accounted for in the 
computation of the Jacobian matrix.  

(ii) Iterative: In this scheme, the geomechanical and 
flow parameters are corrected at the end of each 
Newtonian iteration of each time step, and the 
contribution of their changes between Newtonian 
iterations are not accounted for in the 
computation of the Jacobian matrix. 

(iii) Time-step: This represents the weakest coupling 
option and involves correction of the 
geomechanical and flow parameters once in (i.e., 
at the end of) each time step. As in the iterative 
scheme, the parameter changes do not contribute 
to the computation of the Jacobian matrix. 

The full Jacobian option is a sequentially implicit 
scheme, whereas the iterative and the time-step 
coupling options are sequentially explicit schemes. 
The full Jacobian scheme is necessary for problems 
in which pore-volume (direct) couplings dominate, 
i.e., when a mechanically induced ∆φ gives rise to a 
relatively strong and rapid change in pore pressure, 
and where it is necessary to rigorously preserve the 
fluid mass and heat balances. In problems where the 
so-called property changes (indirect) couplings 
dominate, iterative or time-step coupling schemes are 
sufficient.  

RUNNING A TOUGH-FLAC SIMULATION 

A TOUGH-FLAC simulation is typically developed 
according to the steps in Figure 2. The user first 
develops numerical grids for the two codes that 
should have the same geometry and element 
numbering. The user then typically runs a TOUGH 

simulation test to make sure that the TOUGH code 
can execute the specific problem setup without 
consideration of the mechanical coupling. This may 
include an initially steady-state TOUGH simulation 
to establish initial conditions, including vertical 
gradients of pressure and temperature. Similarly, a 
FLAC3D simulation may be conducted to assure 
correct input of (for example) mechanical boundary 
conditions and to establish initial equilibrium stress 
gradients.  
 
Thereafter, the TOUGH-FLAC simulation is set up. 
This involves preparing a binary file called 
FLAC3D.sav that should contain the geomechanical 
model, as well as essential FLAC3D FISH routines 
that handle the link from FLAC3D to TOUGH+ (or 
TOUGH2). The simulation is initiated by starting a 
TOUGH+ simulation with geomechanical option 
activated. The first time FLAC3D is invoked, it 
restores information and the initial mechanical state 
from a binary file called FLAC3D.SAV. It runs to a 
mechanical equilibrium and then saves the new 
mechanical state to the FLAC3D.SAV. This 
procedure of restoring, running to a new mechanical 
equilibrium, and saving to the binary file is repeated 
every time the FLAC3D mechanical calculation is 
invoked. The simulation runs seamlessly without 
need for user interference and produces required 
outputs for simulation times defined in the TOUGH+ 
input file.  
 

Set-up TOUGH-FLAC simulation

Prepare TOUGH input data file
(properties, boundary, and initial

conditions)

Make a mesh using FISH routine
or external mesh generator

Test run TOUGH simulation
without coupling to FLAC

Run TOUGH-FLAC

TOUGH output FLAC3D output

TOUGH FLAC3D

Test run FLAC simulation
without coupling to TOUGH

Make a mesh using Meshmaker or
external mesh generator

Prepare FLAC3D input data file
(properties, boundary and initial

conditions)

 
 

Figure 2. Steps for developing a coupled TOUGH-
FLAC simulation of a particular problem. 

MODELING CO UPLED FLUI D FL OW A ND 
CRUSTAL DEFORMATIONS 

This section summarizes recent TOUGH-FLAC 
simulations of crustal deformations caused by deep 
underground fluid movements and pressure changes 
as a result of both industrial activities (the In Salah 
CO2 storage project and the Geysers Geothermal 
Field) and natural events (The 1960s Matsushiro 
Earthquake Swarm).  
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 In Salah Industrial CO2 Storage Project 
The In Salah Gas Project in Algeria has been inject-
ing 0.5–1 million tonnes CO2 per year over the past 
four years into water-filled strata at a depth of about 
1,800 to 1,900 m. Unlike most CO2 storage sites, the 
permeability of the storage formation is relatively 
low and comparatively thin, with a thickness of about 
20 m. To ensure adequate CO2 flow-rates across the 
low-permeability sand-face, the In Salah Gas Project 
decided to use long-reach (about 1 to 1.5 km) hori-
zontal injection wells. In a related ongoing research 
project, LBNL uses field data and TOUGH-FLAC 
modeling to assess the effectiveness of this approach 
and to investigate monitoring techniques to evaluate 
the performance of a CO2-injection operation in rela-
tively low-permeability formations. 
 
In the fall of 2006, a preliminary reservoir-geome-
chanical analysis using TOUGH-FLAC indicated that 
surface deformations on the orders of centimeters 
would be feasible during CO2 injection at In Salah. 
This preliminary simulation was conduced in a 3D 
model (10×10×4 km) shown in Figure 3. As a result, 
LBNL decided to explore the possibility of using the 
satellite-based inferrometry (InSAR) for detecting 
ground-surface deformations related to the CO2 injec-
tion. InSAR data were acquired and analyzed by 
Tele-Rilevamento (TRE) in Italy, using a state-of-
the-art permanent scatterer method (PS), enabling 
determination of millimeter-scale surface deforma-
tions. The results processed in 2007 and later 
published in Vasco et al. (2008a, b) were remarkable, 
because the observed uplift could be clearly corre-
lated with each injection well with uplift bulges of 
several kilometers in diameter centered on each 
injection well (Figure 4). Measured uplift occurred 
within a month after start of the injection, with the 
rate of uplift ~5 mm per year, amounting to about 1.5 
cm in the first 3 years of injection.  
 
In subsequent TOUGH-FLAC analysis including 
measured geomechanical properties as well as actual 
injection flow and pressure history, Rutqvist et al. 
(2009) showed that the observed uplift magnitude can 
be explained by pressure-induced, poro-elastic 
expansion of the 20 m thick injection zone. For 
example, Figure 5 shows a calculated uplift magni-
tude of 1.2 cm after 3 years of injection, which is 
similar to the measured uplift at injection well 
KB501. Figure 6 shows a comparison of the evolu-
tion of calculated and measured uplift. Again, the 
results shows that the observed uplift magnitude can 
be explained by pressure-induced, poro-elastic 
expansion of the 20 m thick injection zone. However, 
there could also be a significant contribution from 
pressure-induced deformations within a 100 m thick 
zone of shaly sands immediately above the injection 
zone. Thus, the modeling indicates that the CO2 and 
native brine is not displaced out of the injection zone, 

but is contained at depth below that 900 m thick 
overburden sealing formation.  
 
 

 

Figure 3. Model geometry for the TOUGH-FLAC 
coupled reservoir-geomechanical analysis 
of CO2 injection and ground surface 
deformations at Krechba. The model is 
centered on one CO2 injection well 
(Rutqvist et al., 2009).   

 

 
 

Figure 4. InSAR data of rate of vertical displace-
ments for the first 3 years of CO2 injection 
(Rutqvist et al., 2009). 

 

 

Figure 5. Simulated vertical displacement after 3 
years of injection with a caprock perme-
ability of k=1×10-21 m2 (Rutqvist et al., 
2009).  
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Figure 6. Comparison of simulated vertical ground 
uplift for two different values of caprock 
permeability (solid lines) to that of meas-
ured ground uplift above injection wells 
KB501 and KB503 (symbols). (Rutqvist et 
al., 2009).  

The Geysers Geothermal Field 
The Geysers is the site of the largest geothermal 
electricity generating operation in the world and also 
one of the most seismically active regions in northern 
California (Majer and Peterson, 2007). It is a vapor-
dominated geothermal reservoir system, which is 
hydraulically confined by low-permeability rock 
units. As a result of the high rate of steam with-
drawal, the reservoir pressure declined until the mid-
1990s, when increasing water injection rates resulted 
in a stabilization of the steam reservoir pressure. 
However, the water injection has also resulted in an 
increased level of seismicity at The Geysers, which 
has raised concerns regarding the social, environ-
mental, and economic impacts on the local commu-
nities (Majer and Peterson, 2007).  
 
The TOUGH-FLAC simulator was used for coupled 
reservoir-geomechanical analysis of the Geysers 
geothermal operation, and in particular to study the 
cause and mechanisms of seismicity. As part of this 
study, TOUGH-FLAC was employed for studying 
reservoir-wide coupled geomechanical responses 
using a generic reservoir-geomechanical simulation 
of a NE-SW cross-section of the NW-SE trending 
Geysers geothermal field (Figure 7). Details of the 
model setup and results of this analysis have been 
presented several papers (Rutqvist et al., 2006, 
Rutqvist and Oldenburg 2008). This includes deriva-
tion of appropriate rates of steam production and 
water injection derived from field-wide data at The 
Geysers from 1960 through 2005. In this paper, we 
focus on the modeling of large-scale crustal defor-
mations and ground-surface deformations observed 
by the InSAR.   
 
InSAR data were acquired for the area around the 
Geysers to investigate whether such data could be 
useful for constraining the geomechanical model, and 
for providing mechanical-strain boundary conditions. 
In an initial calculation, it was found that the esti-
mated compressive regional strain rate in the area 

would not significantly impact the stress evolution 
within the Geysers over the 44-year production 
period. Observed vertical displacement, on the other 
hand, could be very useful for constraining and vali-
dating the choice of large scale poro-elastic and 
thermo-elastic model parameters. Earlier published 
leveling and GPS surveys show that from 1977 to 
1996, ground settlement occurred on the order of 0.4 
to 0.8 m at a rate of up to 4 cm per year (Mossop and 
Segall, 1997).  
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(b) 

Figure 7. Domain and boundary conditions for a 
coupled geomechanical reservoir Geysers 
model aligned NE-SW across The Geysers 
geothermal field. (A) Location of two-
dimensional model domain, and (B) half-
symmetric model with hydraulic 
properties and boundary conditions 
(Rutqvist and Oldenburg, 2008). 

Archival InSAR images were acquired of approxi-
mately monthly satellite passes over the region for a 
seven-year period, from 1992 to 1999. (After 1999, 
this particular satellite was out of service.) The data 
was analyzed by TRE on behalf of LBNL. Figure 8 
shows vertical displacement along a profile across the 
Geysers roughly parallel to the two-dimensional 
model shown in Figure 7a. The results in Figure 8 
indicate a continuous settlement over the seven-year 
period, with a maximum settlement of 0.2 m at the 
center of the field.  
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Figure 9 presents comparison of measured and 
calculated vertical displacements. The agreement 
between the measured and calculated surface defor-
mations is surprisingly good considering the simpli-
fied generic TOUGH-FLAC model representation of 
The Geysers. The agreement provided a validation of 
the deformation model, including the choice of elas-
tic properties, which also was supported by compari-
son to the previously published leveling and GPS 
data. The model was then used to calculate the injec-
tion-induced stress changes and their relative contri-
bution to the cause and mechanisms of induced seis-
micity (Rutqvist and Oldenburg, 2008).  
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Figure 8. InSAR evaluated evolution of vertical 

surface displacement from 1992 to 1999 
in a profile across the field.   
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Figure 9. Comparison of calculated and InSAR 

evaluated vertical displacements focused 
comparison from year 32 to 40 (1992 to 
1999 since the start of the steam produc-
tion at The Geysers.   

The 1960s Matsushiro Earthquake Swarm   
This application example of TOUGH-FLAC was part 
of a collaborative research project between LBNL 
and Japanese organizations to study the 1960s Matsu-
shiro Earthquake Swarm in Central Japan as a natural 
analogue for CO2 leakage. During the five-year term 
of the swarm, between 1965 to 1970, approximately 
60,000 earthquakes were felt, and ten million tons of 
CO2-bearing water appeared at the ground surface, 
flowing up through newly created surface ruptures 
(Figure 10a). Ground deformations were observed 
with a maximum uplift of about 0.7 m as well as a 
strike slip motion along two intersecting faults 
(Figure 10b). One part of the research project was to 
use coupled multiphase flow and geomechanical 
modeling with TOUGH-FLAC to understand the role 

of a deep CO2 source on the initiation and propaga-
tion of the fault ruptures that resulted in the Matsu-
shiro Earthquake Swarm (Cappa et al., 2009).   
 

 

 

Figure 10 (a) Tectonic features and time series of 
epicentral areas, and (b) areas of maxi-
mum uplift, horizontal displacements and 
water discharge induced in September 
1966 during the Matsushiro earthquake 
swarm (Cappa et al., 2009).  

 
The coupled CO2 fluid flow and geomechanical proc-
esses, including fault motion and associated perme-
ability changes, were modeled. A model for fault 
permeability changes with fault reactivation was 
implemented into the TOUGH-FLAC simulator. A 
series of two and three-dimensional simulations were 
conducted to identify key parameters and to investi-
gate possible causes and mechanisms behind the 
Matsushiro Earthquake Swarm.  
 
Figure 11 shows the three-dimensional model domain 
with the two intersecting faults and the deep source 
of CO2 rich fluid at the bottom of the model. Figure 
12 presents simulation results of the ground-surface 
uplift and evolution of surface geochemical changes. 
The geomechanical analysis explains the cause of the 
Matsushiro Earthquake Swarm as overpressure 
resulting from the upwelling CO2-rich fluid.  
 
 

(b)
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Figure 11 Model geometry including the Matsushiro 
and East Nagano earthquake faults. Stress 
orientation (Cappa et al., 2009).  

 

Figure 12 Calculated uplift and [Cl-] and [CO2] 
concentration at the ground surface (at 
the intersection between the Matsushiro 
and East Nagano faults (Cappa et al., 
2009).  

The mechanisms of earthquakes are attributed to 
shear failure initiated by reduced effective stress on 
pre-existing fracture planes within and near the two 
main faults. It is concluded that the in situ 3-D stress 
regime, as well as fault strength and permeability, are 
likely the most important parameters that control the 
nucleation, propagation, arrest, and occurrence of the 
earthquake swarm during its 2-year migration 
through the seismogenic crust. Moreover, surface 
deformation and increased seismicity were precursors 
to the CO2 surface release, since these mechanical 
responses were detected up to a year before any 
chemical changes were measured at the ground 
surface.  

DISCUSSION AND CONCLUDING REMARKS 

Over the past 8 years, TOUGH-FLAC has been 
successfully applied to a wide range of problems 
related to coupled multiphase fluid flow and geome-
chanical processes in geological media. One of the 
advantages with this approach is that both the 

TOUGH family codes and FLAC3D are already 
established and are continuously developed in their 
respective fields, and therefore model developments 
can be focused on the coupling of the two codes. The 
approach is not a completely closed black-box 
commercial package, but rather provides 
considerable flexibility for a wide range of applica-
tions. Another great advantage with this approach is 
that it promotes multidisciplinary collaboration 
among hydrologists (who may be familiar with 
TOUGH) and geomechanists (who may be familiar 
with FLAC3D) to solve complex coupled problems 
that might be difficult to grasp for one person. One 
good example is the development and application of 
TOUGH-FLAC for the geomechanical performance 
of gas hydrates.  
 
In parallel with the development and application of 
TOUGH-FLAC, several research groups have been 
working with similar or alternative approaches for 
considering geomechanical coupling in the TOUGH 
family codes. This includes, but is likely not limited 
to, Gosavi and Swenson (2005), Javeri (2007), 
Hurwitz et al. (2007) and Taron et al. (2009). Gosavi 
and Swenson (2005) linked TOUGH2 to the finite 
element code GeoCrack3D for a more tightly coupled 
code, and later applied it to geothermal energy appli-
cations. Javeri (2007) employed linked TOUGH2 and 
FLAC3D in a similar manner to Rutqvist et al. (2002) 
and applied it to study geomechanical effects of gas 
generation and pressure buildup in a nuclear waste 
repository. Hurwitz et al., (2007) linked TOUGH2 to 
the coupled hydromechanical finite element code 
Biot2 and applied it to study hydrothermal fluid flow 
and deformation in large calderas, inspired by earlier 
TOUGH-FLAC modeling of similar phenomena 
reported in Todesco et al. (2004). Finally, Taron et al. 
(2009) applied coupled TOUGHREACT and 
FLAC3D to study coupled THMC phenomena for hot 
dry rock geothermal extraction applications.  
 
The linking of TOUGH family codes and FLAC3D 
requires the coupling of a reservoir simulator to a 
mechanical code, a problem that has been studied in 
depth by Settari and others (e.g., Settari and Mourits, 
1998). It is a delicate operation to correctly change 
the porosity of the reservoir simulator upon a change 
in stress or strain in the mechanical code. The ideas 
of Settari and others have been implemented in the 
new FLAC3D to TOUGH+ coupling as one alterna-
tive poro-elastic model. The correct poro-elastic 
consideration is important when comparing simula-
tion results to that of fully coupled poro-elastic finite 
element models of the Biot type. However, as 
described by Settari and Mourits (1998), in practice it 
is more important to consider the nonlinear stress-
dependent effects on porosity and permeability over 
the range of stress expected in a problem. Such prop-
erties may be derived directly from laboratory data 
and fitted to theoretical or empirical functions (e.g., 

595 of 634



 - 8 - 

  

Liu et al., 2009) or by calibration to field experiments 
(e.g., Rutqvist et al., 2008).  
 
Despite the success in applying TOUGH-FLAC to a 
wide range of geoscience and engineering problems, 
one drawback with the current TOUGH-FLAC 
simulator is that it runs exclusively on a Windows 
platform (because FLAC3D only runs on Windows), 
which prevents us from applying the approach on 
existing Unix clusters for massive parallel process-
ing. Therefore, other options for capturing geome-
chanics in the TOUGH family codes, including the 
use of geomechanical research codes with full access 
to the source code, will be explored in the near 
future. This will also include coupling to 
TOUGHREACT and may be conducted within the 
framework of future developments of TOUGH+. 
However, because FLAC3D is a commercial code 
that is continuously improved and maintained for 
practical applications, TOUGH-FLAC is likely to 
remain as a pragmatic approach with increased 
number of users, especially for applications requiring 
advanced multiphase flow analysis linked with 
geomechanics of complex, highly nonlinear and/or 
time-dependent constitutive behavior. 
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ABSTRACT 

We present a second-order accurate adaptive 
algorithm for solving reactive transport flow in 
geochemical systems.  A Strang-splitting approach is 
used to numerically decouple the transport 
component and the reaction component of the 
problem.  The transport component is solved using a 
second-order accurate IMPES-like algorithm that 
exhibits excellent control of numerical dispersion. 
The numerical scheme for the reaction component 
uses reaction network details from the chemistry 
module of TOUGHREACT, COREREACT, and 
VODE, a high-order ODE integrator, to maintain 
second-order accuracy of the algorithm.  The 
algorithm is implemented within an adaptive 
refinement framework that uses a nested hierarchy of 
logically rectangular grids with simultaneous 
refinement of the grids in both space and time.  The 
integration algorithm on the grid hierarchy is a 
recursive procedure in which coarse grids are 
advanced in time, fine grids are advanced multiple 
steps to reach the same time as the coarse grids, and 
the data at different levels are then synchronized. 
Numerical examples are presented to demonstrate the 
algorithm's accuracy and convergence properties.  
We conclude with a simulation of a reactive salt 
dome problem. 

INTRODUCTION 

Accurate modeling of a reacting flow has many 
important ramifications in geologically important 
problems such as carbon sequestration and 
environmental remediation. The increasing role of 
simulation in the analysis and decision-making 
process places significant demands on the fidelity of 
the simulation codes. However, coupling between 
transport and reaction can be complex due to scale 
differences in both space and time, placing severe 
demands on computational methodology. 
 
One of the challenges in simulation of reactive flow 
lies in the large number of chemical species in a 
geochemical system. In addition, the reaction rates 
can be disproportionably high compared to the flow 
rate, posing significant difficulties in devising an 

efficient numerical algorithm. In Steefel and 
MacQuarrie (1996), the number of species that needs 
to be tracked during transport is significantly reduced 
by assuming local equilibrium between aqueous 
species. Precipitation and dissolution are the only 
reactions with finite rates, which are usually slower 
than reaction rates between aqueous species. Even 
with this simplification however, small time steps 
may still be needed to integrate the reaction equations 
accurately, especially if the reaction rates are strongly 
nonlinear function of species’ concentrations. Grid 
resolution requirements can also be steep since 
reactions occur at the pore scale. A fully implicit 
approach to simulating geochemical system can thus 
be computationally very demanding.   
 
In this work, we develop a second-order accurate 
adaptive scheme for the accurate simulation of 
reactive flow. We describe the details of our method 
and how we make use of a reaction module of 
TOUGHREACT, COREREACT, in the next section.  
We then solve several geochemical systems based on 
our method to demonstrate its convergence properties 
and accuracy. We also compare our results to 
TOUGHREACT.  

NUMERICAL SCHEME 

The formulation of the chemical system we use 
follows Steefel and MacQuarrie (1996).  Aqueous 
species are assumed to be in local equilibrium and 
only precipitation and dissolution reactions are finite-
rate reactions. The species in a chemical system can 
be divided into primary and secondary species. This 
formulation allows the mass conservation equations 
to be written down in terms of the concentration of 
aggregated species , defined as   ci

t

  (1.1) ci
t  ci

p   ji
j1

Ns

 cj
s , i  1,, N p

where and  are the concentration of the primary 
and secondary species, Np and Ns are the number of 
primary and secondary species, and ij are the 
stoichiometric coefficients.  We utilize databases in 
COREREACT in our code development efforts.   

ci
p cj

s

 - 1 - 

598 of 634



 - 2 - 

The operator-split formalism (Day and Bell, 2000) is 
used to computationally decouple the problem into 
two independent operators that represent the transport 
and reaction components. The transport operator is 
based on the total velocity formulation that 
decomposes the mass conservation equations and 
Darcy’s law into an elliptic pressure equation and a 
system of parabolic equations. This allows us to 
employ the second-order IMPES-like discretization 
approach described in Pau et al. (2009). The reaction 
component is described by a coupled system of 
pointwise nonlinear ordinary differential equations 
(ODEs). These ODEs can be very efficiently and 
accurately solved by the VODE solver, a high-order 
adaptive ODE integrator developed by Brown et al. 
(1989). Reaction rates are computed based on 
COREREACT. The flow and reactions operators are 
then coupled using the Strang-splitting approach, 
which consists of the following sequential steps 
within a time step t: 

1. We advance the reaction operator for t/2 to 
obtain solution at t + t/2 using VODE; 

2. We integrate the flow operator for an 
interval of t based on the discretization 
described earlier; and finally    

3. We advance the reaction operator for 
another t/2 to obtain solution at t + t 
using VODE. 

 
The operator-splitting approach we have adopted 
here is somewhat similar to the sequential 
noniterative algorithm option of TOUGHREACT.  
However, there are significant differences between 
our method and TOUGHREACT in how the 
individual operators are handled, as well as in the 
coupling scheme itself. The TOUGHREACT flow 
module uses a fully implicit temporal discretization 
coupled with a first-order upstream weighting to 
compute spatial derivatives. This approach provides a 
robust discretization, but requires the solution of a 
large nonlinear system of algebraic equations. In our 
sequential approach, we first solve the pressure 
equation to determine a total velocity and then solve 
the component conservation equations in total 
velocity form. Discretization of each component is 
tailored to reflect its underlying mathematical 
character. The pressure equation is solved implicitly 
using a finite difference method. The mass 
conservation equations are solved semi-explicitly 
using an explicit second-order Godunov method for 
advection and an implicit Crank-Nicolson 
discretization of diffusion, resulting in excellent 
control of numerical dispersion.  
 
The reaction module of TOUGHREACT uses fixed 
time steps and Newton’s method to solve the 

resulting systems of nonlinear ODEs.  In contrast, the 
VODE solver applied here utilizes an automatic 
adaptive time subcycling procedure to numerically 
integrate the ODEs to the desired level of accuracy. 
Also, the Strang-splitting approach is formally 
second-order accurate, while the sequential 
noniterative approach is only first-order accurate.    
These enhancements allow our method to work in 
many cases where TOUGHREACT fails with the 
sequential noniterative algorithm option.    
 
The extension of the aforementioned single-grid 
algorithm to an adaptive hierarchy of nested 
rectangular grids follows the algorithmic details 
outlined in Pau et al. (2009). The structured-grid 
adaptive mesh refinement approach, introduced for 
gas dynamics by Berger and Colella (1989), was first 
applied to porous media flow by Hornung and 
Trangenstein (1997) and by Propp (1998). We note 
that the use of adaptive mesh refinement strategies in 
reactive flow is particularly advantageous, because it 
allows the simulation to efficiently capture localized 
phenomena, such as localized reactions, steep 
concentration gradients, and saturation fronts. As we 
will show later, grid resolution strongly influences 
the solutions of reactive flow. Dynamic gridding 
capability then allows efficient amortization of 
computing resources.  Figure 1 shows a snapshot of 
the grid for a problem where the specie AB is formed 
along the center of the domain where aqueous 
solutions of A and B mix. Two successive levels of 
fine grids are placed where gradients of the species’ 
concentrations are steep.   
 
The adaptive mesh refinement (AMR) framework 
used here can be efficiently parallelized (Rendleman 
et al., 2000). The reaction component of the 
procedure is a pointwise operation and thus trivially 
parallelizable. The parallelization of the flow 
operator, which involves solving an elliptic equation, 
is less efficient, but the code is scalable up to several 
thousands CPUs. In most cases, since the 
computational cost of the reaction operator dominates 
the total computational cost, good scaling behavior is 
usually achieved. 
 

 
Figure 1. AMR grid with two levels of refinement.  

Refinement criterion is based on sum of 
concentration gradients of all 
components.  Shown is the component 
AB(aq) of a simple reaction A(aq) + B(aq)  
AB(aq). 
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RESULTS 

We first look at the convergence properties of the 
method based on a simple kinetic reaction with a 
finite rate. This is followed by a more realistic 
geochemical system that utilizes the TOUGHREACT 
framework. We conclude the section with a 
simulation of a reactive salt dome problem.  
Comparisons are made to results using 
TOUGHREACT and its sequential iterative 
algorithm option. 

Convergence Properties 
As a first test, we consider a simple reaction where 
A(aq) + B(aq)  AB(aq), with a finite reaction rate.  The 
problem setup for this test is shown in Figure 2. The 
2D rectangular domain is of width W = 4 m and 
height H = 1 m. The top and bottom boundaries are 
impermeable. Fluid flows into the domain from the 
left boundary and flows out of the domain at the right 
boundary. The domain is initially filled with aqueous 
solution of A. Aqueous solution of B is then injected 
into the domain from the left boundary with a 
smoothly increasing injection rate to prevent the 
initial discontinuity in the rate from affecting the 
determination of the theoretical convergence rate.  
For the same reason, the permeability function varies 
vertically from 200 mD at the center of the domain to 
100 mD at the top and bottom boundaries. The time 
step is determined based on a fixed Courant-
Friedrichs-Levy (CFL) number of 0.5.   
 
 
 
 

 

 

 

Figure 2.  Configuration for the test problem. The 
domain is initially filled with Solution A.  
Solution B is then injected into the domain 
from the left boundary. 

Table 1 shows the discrete L1 and L2 norms of the 
difference between the concentration of A obtained 
on each grid and that obtained on the next finer grid, 
and the resulting convergence rates. The rate between 
the two columns of error norms is defined as log2 
(εl/εr) where εl and εr are the errors shown in the 
columns to the left and right of the rate columns. It 
clearly demonstrates the second-order convergence 
property of the algorithm.   
 

Table 1. Convergence rate of algorithm 

Δx 1/24 rate 1/25 rate 1/26 

L1 1.68e-2 2.00 4.21e-3 2.00 1.05e-3
L2 2.82e-2 1.99 7.12e-3 1.99 1.79e-3

 
In addition to maintaining the second-order accuracy 
of our method, the use of VODE has the added 
advantage of having an adaptive time-stepping 
procedure that automatically subcycles the reactions 
in time to achieve the desired level of accuracy.  As a 
second test, we compare our approach to 
TOUGHREACT based on a simple chemical system 
that examines the precipitation of calcite, using the 
same physical setup shown in Figure 2. The system 
involves seven primary species (H2O, H+, Ca2, Na+, 
HCO3

-, Cl- and CaCO3(s)) and 11 secondary species.    
The domain’s size is given by H = 0.01m and W = 
0.1 m. It is initially saturated with CaCl2(aq) (0.4 
mol/kg water). NaHCO3(aq) in concentration of 0.8 
mol/kg water is then  injected from the left boundary 
at a speed of 1.12354  10-6 m/s. Under these 
conditions, calcite will precipitate, with the 
precipitation front moving from one end to the other.  
We will compare the concentration of calcite we 
obtained along the length of the simulation domain 
with results from TOUGHREACT.   
 
As shown in Figure 3, results based on our method 
for t = 10 s and 1 s are identical. On the other hand, 
solutions obtained from TOUGHREACT for t = 5 s 
and 0.1 s deviate significantly, suggesting that even 
at t = 0.1 s, the solution from TOUGHREACT has 
not converged to an accurate solution. Furthermore, 
the peak decreases as t is decreased, suggesting that 
solutions from our method are closer to the 
converged value. The discrepancy can be attributed 
to the fact that the precipitation rate is a 
discontinuous function of the species’ concentrations 
for this particular problem (i.e., the rate equation is 
not a continuously differentiable function through the 
equilibrium point). A very small time step is needed 
to resolve this discontinuity. VODE’s adaptive time 
integration scheme is able to automatically resolve 
this discontinuity to the desired accuracy efficiently 
without using a fixed small time step. We finally note 
that if the sequential noniterative algorithm option is 
used in TOUGHREACT, an incorrect solution is 
obtained. The above observations thus suggest that 
when reactions are not too stiff, our method is able to 
treat nonlinearity in the reaction rate accurately.  

B H

A 

W 
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Figure 3. Comparison of the concentration of 

CaCO3(s) determined by TOUGHREACT 
and current method for different time 
steps. 

Resolution effect in reactive flow 
We now consider the simulation of an experimental 
setting reported in Redden et al. (2007) and shown in 
Figure 4. We again consider a chemical system 
involving the precipitation of CaCO3.  The simulation 
domain of size 0.075 m  0.6 m is initially filled with 
aqueous species in low concentration, and these 
species are in equilibrium. High concentrations of 
aqueous CaCl2 (0.4 mol/kg water) and aqueous 
NaHCO3 (0.8 mol/kg water) are respectively injected 
from the left and right half of the lower boundary of 
the domain with a Darcy velocity of 1.67  10-4 m/s.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Configuration for problem in Redden et 
al. (2007). The domain is initially filled 
with H2O. CaCl2(aq) and NaHCO3(aq) are 
respectively injected from the left and 
right half of the lower boundary of the 
domain. 

Upon mixing, CaCO3 will form along y, the vertical 
axis, and at center of the domain where the two 
aqueous solutions mix with each other through 
diffusion. Experimental results in Redden et al. 
(2007) show that precipitate will form along the 
entire y-axis. 
 
Figure 5 shows how the precipitate varies along y at 
different resolutions; the grid resolutions are 
increased by placing levels of successively finer grids 
using our AMR scheme. The higher-resolution result 
captures the mixing, and thus reactions that occur 
close to the inlet. It thus qualitatively matches the 
experimental result shown in Redden et al. (2007).  
At coarser resolutions, precipitate only begins to 
form at some distance away from the inlet. It is clear 
from Figure 5 that resolution plays an important role 
in the simulation of reactive flow.  

 0.075 m 

Figure 5.  Concentration of the precipitate 
determined from grids at different resolutions H2O 

Interaction between c omplex flow dynamics and 
reaction 
Here, we consider a salt dome problem coupled with 
the geochemical system described in the previous 
section. We consider a small rectangular domain of 
size 3 m  9 m as shown in Figure 6, and two 
solutions A and B (Table 2). An aqueous solution of 
CaCl2 is allowed to diffuse into the domain at 3 m < x 
< 6 m along the bottom boundary. The bottom, left 
and right boundaries are otherwise impermeable. The 
top boundary is an inflow/outflow boundary where a 
pressure gradient 0.01 atm/m is applied. We will 
examine four different cases to demonstrate the 
interaction between flow and reaction by varying the 
species and densities of solutions A and B. These 
four cases are described in Table 2. The density of 
the CaCl2 solution is 1007 kg/m3. Concentrations of 
the species are as given in the previous section. 
 

CaCO3(s) 
is formed 

0.
6 

m
  

y 

x

CaCl2(aq) NaHCO3(aq) 
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Figure 6.  Configuration for the salt dome problem 
with reaction.  CaCl2 diffuses into the 
domain, which is initially filled with 
solution A, from the center of the bottom 
boundary. Solution B flows into the 
domain from the top boundary due to the 
pressure gradient applied at the top 
boundary. 

Table 2. Cases considered. The density is the density 
of aqueous solutions A or B. 

Solution A Solution B 
Case 

Species 
Density, 
kg/m3 

Species 
Density, 
kg/m3 

1 NaHCO3 997.16 NaHCO3 997.16 
2 NaHCO3 1018 H2O 997.16 
3 H2O 997.16 NaHCO3 997.16 
4 H2O 997.16 NaHCO3 1018 

 
As previously, the reaction of NaHCO3(aq) with 
CaCl2(aq) causes the precipitation of CaCO3(s). The 
concentrations of the CaCO3(s) after 3  107 s for all 
the case 1-4 are shown in Figure 7. In Case 1, we see 
that the continual replenishment of NaHCO3 leads to 
large amounts of CaCO3(s) precipitation. In Case 2, as 
H2O squeezes out NaHCO3(aq), the buildup of 
CaCO3(s) is less.  In Cases 3 and 4, there is no 
reaction until NaHCO3(aq) has advanced to a point 
where it mixes with CaCl2(aq). This results in lower 
concentrations of CaCO3(s) compared to Cases 1 and 
2. The concentration of CaCO3(s) in Case 4 is also 
lower than that in Case 3 because the heavier 
NaHCO3(aq) in Case 4 leads to less mixing. We note 
that there is no precipitate in the right lower corner, 
indicating that the flow dynamics is such that there is 
a region where NaHCO3(aq) does not mix with 
CaCl2(aq). 
 
 

  3 
m

 

B 

Case 1 

  
Case 2 

  
Case 3 

  
Case 4 

Figure 7.  Calcite distribution in mol/dm3 for cases 
described in Table 2 at time 3  107 s 

CONCLUSION 

This paper describes a second-order accurate 
algorithm for reactive flow that utilizes the reaction 
module of TOUGHREACT. Distinctions are made 
between the current code and TOUGHREACT. We 
demonstrated the second-order accurate convergence 
property of our method. We also showed that the use 
of AMR allows efficient resolution of localized 
reactions and flow features, resulting in accurate 
determination of the solution. Finally, we looked at a 
reactive salt dome problem, in which we captured the 
complex interaction between transport and reaction.   
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ABSTRACT 

Mechanical deformation processes in fractured rock 
and their coupling to hydrological processes are 
important for many practical applications. The 
objective of this study is to develop a dual-continuum 
approach for modeling coupled hydromechanical 
processes associated with fluid flow and mass 
transport in fractured rock that has often been 
conceptualized as a dual-continuum system. 
Considering that fluid flow occurs in pore volumes 
(including fracture apertures), we first develop a so-
called pore-space conservation equation for deformed 
fractured rock, and then combine this equation with 
fluid mass balance to derive governing equations for 
multiphase flow. Constitutive relationships are also 
presented for describing stress dependence of 
hydraulic properties and effective mechanical 
parameters for bulk rock mass (as a function of the 
corresponding parameters for fracture and matrix 
continua). The developed approach has been 
incorporated to TOUGH2 under a condition of 
constant total stress and applied to simulating CO2 
injection processes at In Salah site, Algeria.  

INTRODUCTION 

Coupled hydraulic and mechanical-deformation 
processes in fractured rock are important for many 
energy-development and environment-management 
applications, such as geothermal energy 
development, oil and gas extraction, nuclear waste 
disposal, geological sequestration of carbon dioxide, 
and deep well injection of liquid and solid wastes. 
Recently, considerable attention has been given to 
development of numerical models for simulating 
these coupled processes and assessing their impacts 
on different aspects of these applications (Rutqvist et 
al., 2001; Jing and Hudson, 2002).   

Several approaches are available in the literature for 
modeling hydraulic (flow and transport) and 
mechanical processes in fractured rocks, such as the 
continuum approach and the discrete-fracture-
network approach. In the continuum approach, 
fractures are considered to be sufficiently ubiquitous 
and distributed in such a way that they can be 
meaningfully described statistically (Barenblatt and 
Zheltov, 1960; Warren and Root, 1963). In other 
words, connected fractures and rock matrix are 

viewed as two overlapping interacting continua. 
Considerable effort has also been made with respect 
to modeling mechanical deformation processes and 
their coupling with flow processes in this dual 
continuum system  (e.g., Wilson and Aifantis, 1982; 
Bai et al., 1993; Berryman and Wang, 1995). These 
studies generally highlight the importance of 
carefully considering dual continuum behavior in 
flow and mechanical deformation processes, as well 
as their coupling, resulting from dramatic differences 
between fracture and matrix (hydraulic and 
mechanical) properties. 

The primary objective of this work is to present 
formulations (governing equations and constitutive 
relationships) for coupled hydraulic and mechanical 
processes associated with multiphase flow in a dual-
continuum system. This is motivated by two 
observations of previous studies documented in the 
literature. First, most of the earlier studies of coupled 
hydromechanical processes in dual continuum 
systems were focused on single-phase flow (e.g., 
Wilson and Aifantis, 1982; Bai et al., 1993; 
Berryman and Wang, 1995), rather than multiphase 
flow. Second, in commonly used coupled 
hydromechanical models (codes), the coupling 
between hydraulic and mechanical-deformation 
processes is implemented mainly through the mass 
conservations of the fluid component and solid phase.  
Since fluid flow occurs in pore spaces (or within 
fractures), rather than in the solid mass, it is more 
straightforward to study the coupling between fluid-
flow and rock deformation through a governing 
equation that focuses on the “conservation” of pore 
space during the deformation. This paper will provide 
a derivation of such a governing equation.  

GOVERNING EQUATIONS 

We will first derive an equation for “conservation” of 
pore space during deformation, and then present the 
fluid-component mass balance equations for the dual 
continuum system. As previously indicated, such a 
derivation procedure may be more preferable simply 
because fluid flow occurs in pore spaces (or fracture 
apertures). 
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Pore space conservation 
Consider a control volume (vc [m3] with fixed 
boundaries in the deformed rock mass (i.e., 
homogeneous and isotropic). For this control volume, 
the concept of pore-space conservation can be 
defined as the increase in pore space (storage term) 
for the rock mass within the control volume during a 
unit time, and is equal to the sum of net pore-space 
flux into the control volume due to solid flow 
(advection term) and local expansion of pore space 
(expansion term) for the given volume during that 
unit time.  

It is easy to show that the storage and advection 

terms are 
t

v jc

∂

∂ )( φ
 and ( )jsjcv ,Vφ•∇− , respectively, where 

φj [-] is porosity for continuum j and defined as the 
ratio of pore volume for that continuum to the total 
volume of rock mass (including all the continua), t [s] 
is  time, and Vs [m/s] is the solid velocity vector.  

The expansion term can be derived from bulk volume 
change and solid-phase volume change for a unit 
rock volume. Using the definition of strain, bulk-
volume change can be expressed as 

jvjj dvdv ,,0 ε=                             (1) 

where v [m3] is the bulk rock volume, εv [-] is the 
volumetric strain that is considered positive for 
expansion in this study, and v0 is the rock volume 
under zero stress conditions. The subscripts can be j 
= f and j = m, refering to the fracture and matrix 
continuum, respectively. Similarly, solid volume 
change can be given as 

jsjsjs dvdv ,,, ε=                          (2)                                                                     

where the subscript s refers to the solid phase. Using 
the definitions of the solid and bulk rock volumes, 
one can obtain 

( ) jjjs vv ,0, 1 φ−=                         (3)                                                                           

Hooke’s law further provides the following 
relationships 

js

js
js K

d
d

,

,
,

σ
ε =                              (4)                                                                                   

j

j
jv K

d
d

σ
ε =,                              (5)                                                                           

where σs,j [Pa] and Ks,j [Pa] are the (average) normal 
stresses acting on the solid phase and the solid-phase 
modulus of the continuum j, respectively. The 

variables σj [Pa] and Kj [Pa] are the respective 
(average) effective stress and the bulk modulus for 
the continuum j. Considering that the effective stress 
is defined with respect to the bulk rock mass 
(including both the solid phase and the pore space), 
we can relate it to σs,j by (Fjær et al., 2008) 

( ) ( ) jjjjsjj dPdd αφσφσ −+−= ,1                       (6)                                         

Combining Eqs. (1) through (6) yields the following 
expansion term 

( )
⎟
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where 
js

j
j K

K

,

1−=α  is the Biot’s coefficient for the 

continuum j, 
c

j
j v

v ,0=Φ  is the volume fraction of jth 

continuum (in the control volume) under unstressed 
conditions, and the volume difference vj-vs,j is equal 
to the pore volume for that continuum within the 
control volume. 

So far, we have obtained mathematical expressions 
for all three terms (storage, advection, and expansion) 
of the pore-space conservation equation. Thus, the 
conservation equation can be given as 

( ) ⎟
⎟
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αφαε
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φ
V     (8) 

Eq. (8) is our new equation to establish the 
fundamental relationship among porosity, solid-phase 
flow and local strain during rock deformation 
processes. For simplicity, our derivation has focused 
on a relatively simple case (i.e., homogeneous and 
isotropic rock mass), although it can be extended to 
more complex situations. 

Fluid mass conservation 
Fluid mass conservation equations are fundamental 
equations that need to be solved for determining 
multiphase flow processes in fractured rock. A fluid 
mass conservation (balance) equation can be written 
as (Olivella, 1994; Pruess, 1991; Rutqvist et al., 
2001) 

 0,,
, =−•∇+

∂

∂
k
j

k
j

k
j

t

M
ψψ

ψ Qq                         (9)                                         

where 
k
jM ψ,  [kg] is the liquid mass with jth  

continuum per unit control volume of  fractured rock,  
k is the mass component (such as water, air, or CO2), 
and ψ  is the phase (gas, liquid, or solid). The symbol 
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kq ψ,j  [kg/s] represents liquid flux (within the jth 
continuum) with respect to the spatial reference 

system, and 
k

wj ,Q  [kg/s] is the source/sink rate of 
component k per unit volume.  By combining Eqs. (8) 
and (9), the following equation can be derived (Liu 
and Rutqvist, 2009) 
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                                                                     (10) 

The third term in our new Eq. (10) is an additional 
term owing to mechanical deformation, as compared 
with the fluid mass-balance equations commonly 
used in reservoir simulators (e.g., Pruess, 1991). 

Momentum conservation   
The momentum-conservation equation is a 
fundamental relation used for simulating rock 
deformation processes. While details regarding 
derivation of this equation are available in the 
literature (e.g., Jaeger et al., 2007; Fjær et al., 2008), 
we present it here just for the sake of completeness. 
In the absence of an inertia term (commonly assumed 
for modeling coupled hydro-mechanical processes), 
the momentum conservation can be expressed as 
(Rutqvist et al., 2001) 

0=+•∇ gσ mT ρ
                  (11)                                                                

where Tσ [Pa] is the total stress tensor, g [m/s2 ] is 

the acceleration vector for gravity, and mρ  [kg/m3] 
is the bulk density, including contributions from both 
the fluid and solid phases. 

CONSTITUTIVE RELATIONSHIPS 

In addition to governing equations, constitutive 
relationships (among hydraulic and mechanical 
parameters and related variables) are needed for 
solving the coupled hydro-mechanical processes. 
Constitutive relationships for uncoupled hydraulic 
and mechanical processes have been very well 
documented in the literature (Pruess, 2001; Jaeger et 
al., 2007). In this paper, we focus on those 
relationships related to coupling between hydraulic 
and mechanical deformation processes for the dual 
continua. 

Stress-dependent hydraulic properties 
The coupling between hydraulic and mechanical 
processes is largely determined by the stress 
dependence of hydraulic properties, which is closely 

related to the stress-strain relationships in fractured 
rock. Recently, Liu et al. (2009) present a general 
relationship between stress and elastic strain for 
porous and fractured rock. They divide a rock body 
conceptually into two distinct (soft and hard) parts 
and define the soft part to a fraction of the pore 
volume subject to a relatively large degree of relative 
deformation. They show that the theoretical 
predictions of this method are generally consistent 
with both empirical expressions (from field data) and 
laboratory rock experimental data. 
  
Based on their theory, the bulk modulus Kj [Pa] for 
the jth continuum is given by (Liu et al., 2009) 
 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−+

=

jt

j

jt

jt

je

je

j

KKK

K

,,

,

,

, exp

1

σγγ

                 (12)   

                                                        
where subscripts 0, e, and t denote the unstressed 
state, the hard part and the soft part, respectively, of a 
rock body, and Ke and Kt are the bulk moduli of the 

two parts. The constants je,γ  and jt ,γ  represent 
volumetric fractions of hard and soft parts at 

unstressed conditions 1,, =+ jtje γγ .  

The matrix porosity is related to stress by (Liu et al., 
2009): 
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where Ce is a constant and  

     mtmme ,,0, γφφ −=                                   (14)                                        

Subscripts m and 0 refer to the matrix continuum and 

unstressed state, respectively.  When the term meC σ  [-
] is much smaller than unity, the above equation can 
be approximately reduced to 

⎟
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,, exp
σ

γφφ                      (15)                                        

Once the matrix porosity-stress relationship is 
available (Eqs. (13) and (14)), the relationship 
between permeability and stress can be easily 
obtained using empirical relations between 
permeability and porosity (a function of stress).  Note 
that Eqs. (12)-(15) are developed for isotropic and 
homogeneous media under hydrostatic press 
conditions. For a more general condition involving 
different principle-stress values at a location, an 
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average of these stresses needs to be used in these 
equations. We acknowledge that this is an 
approximation and reserve the subject of a more 
accurate treatment to future research. 

Liu et al. (2009) also derived a relationship for the 
stress-dependence of fracture aperture (for a single 
fracture) that relates the fracture aperture b [m] and 
porosity to the effective normal stress by  

⎟
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,
,,

,00

exp
σ
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φ

       (16)                                        

Then, the stress-dependence of fracture permeability 
can be easily determined from the cubic law that 
states that fracture permeability is proportional to the 
cube of the fracture aperture (a function of stress [Eq. 
16]). However, Eq. (16) is developed by considering 
normal stress only and should be used when fracture 
planes are perpendicular to principal stresses. 
Additionally, these equations are valid for a single 
fracture. For a fracture network consisting of single 
fractures perpendicular to principal-stress directions, 
the stress-dependence of fracture-continuum 
permeability and porosity can be derived from the 
single-fracture relationship (Eq. [16]). Such a 
derivation was provided by Rutqvist et al. (2002).  

Effective parameters for dual continua 
A geomechanical simulator generally models bulk 
deformation (including both fractures and rock 
matrix). It is necessary to develop expressions of 
effective parameters for such a dual-continuum 
system that allow appropriate information transfer 
between geomechanical and reservoir simulators. 

One important parameter for modeling coupled 
hydromechanical processes is the effective stress that 

depends on both the total normal stress, Tσ  [Pa], and 
the fluid pressure. The effective (normal) stress for a 
single continuum can be expressed as (Jaeger et al., 
2007) 

PT ασσ +=                               (17)                                                                             

where P [Pa] is the fluid pressure. For a dual 
continuum system under hydrostatic stress conditions 
(with the total stress assumed to be the same in both 
continua at a given point ), we have (based on 
Hooke’s law) 
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Combining Eqs. (18) to (20), we obtain the effective 

modulus Keff [Pa] and stress effσ
[Pa] for a dual 

continuum system given by 
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Eqs. (21) and (22) are developed under hydrostatic 
stress conditions. The same conditions have also been 
used in previous studies of dual-continuum 
mechanical behavior (e.g., Berryman and Wang, 
1995), while their derivation procedure is much more 
complicated.  

A SENSITIVITY STUDY 

As previously discussed, our governing equation (10) 
for fluid flow is different from those commonly used 
in reservoir simulators in that it includes an 
additional storage term that describes the effects of 
rock deformation on fluid flow. In this section,  the 
importance of this additional storage term is 
evaluated through a sensitivity study. This evaluation 
is important because it can determine whether the 
considerable effort needed to modify the 
conventional reservoir simulators  is warranted for 
modeling coupled hydromechanical processes.  

The sensitivity study was conducted using a 
numerical model of CO2 geological sequestration 
developed for the In Salah Gas Project in central 
Algeria. This is the world’s first on-shore industrial 
scale project of CO2 storage. The source of the CO2 
is the natural gas produced from this area (which is 
high in CO2). Nearly one million tonnes of CO2 per 
year are being injected since August 2004 into a 
relatively low-permeability, 20 m thick, water-filled 
carboniferous sandstone at a depth of about 1,800 to 
1,900 m, around the Krechba gas field (Fig. 1). To 
ensure adequate CO2 flow-rates across the low-
permeability sand-face, the In Salah Gas Project 
decided to use long-reach (about 1 to 1.5 km) 
horizontal injection wells. The storage formation is 
an excellent analogue for much of North-West 
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Europe and of the U.S. midwestern region, where 
large storage capacity will be required if CO2 capture 
and geological storage (CCS) is to make a significant 
contribution to reducing CO2 emissions. (The 
formation into which CO2 is injected is known to 
contain well-connected fractures (Iding and Ringrose, 
2008).) Note that here we focus on the evaluation of 
the relative importance of the additional storage term 
in Eq. (10) (corresponding to a Biot’s coefficient 
value of one), rather than on the detailed 
hydromechanical processes involved in the CO2 
geological sequestration of the In Salah Gas project. 
The latter will be reported on elsewhere. 

 

Figure 1. A schematic cross section of In Salah site 
(Wright, 2008). 

Because the formation where CO2 injection occurs is 
relatively thin (20 m thick), we used a two-
dimensional fine-grid model to represent this 
formation. We assumed that the total stress was 
invariant during the CO2 injection. In this case, 
changes in the effective stress are totally determined 
by changes in fluid pressure. To model this problem 
of CO2 geological sequestration in deep aquifers, we 
used the TOUGH2 reservoir simulator (Pruess, 1991) 
with the ECO2N module (describing the equation-of-
state of the H2O+NaCl+CO2 system)(Pruess, 2005). 
For this study, TOUGH2 was modified to include the 
additional storage term in the governing equation for 
fluid flow, and the stress dependence of the hydraulic 
properties. 
 
The numerical model was calibrated against wellhead 
pressure (WHP) data observed from the In Salah 
Project site (Fig. 2). The pressure difference in Fig. 2 
is defined as the difference between the WHP and its 
value without injection. In this part of the study, we 
considered this difference to be the same as 
difference between bottom hole pressure (BHP) and 
its ambient value.  (This is admittedly a rough 
approximation, and refinement of our simulation 
results with more accurately estimated BHP 
difference will be performed in the future.) During 
model calibration, the measured flow rates at the 
injection well are directly taken as model inputs. The 
calibrated parameters are the fracture permeability 
under ambient conditions and the mechanical 
properties of Eq. (16).  In general, injection pressure 
data for t < 200 days were used to determine the 

ambient fracture permeability because stress-
dependent behavior becomes more pronounced at the 
high-pressure differences that are expected at later 
time. The calibrated fracture permeabilities were 35 
md and 7 md, respectively, in the two horizontal 
directions (along and perpendicular to the horizontal 
well) . During calibration,  the fracture porosity under 
ambient conditions was assumed to be 1%.  The 
calibrated fracture mechanical properties (Eq. [16]) 

were 8
,

, =
ft

fe

γ
γ  and Kt,f = 3 MPa, consistent with the 

fracture property values reported in Liu et al. (2009). 
 
The calibrated model was then used to predict the 
injection pressure (at the injection well) as a function 
of time. The injection rate was assumed to be 
constant for the next 20 years, and equal to the 
average injection rate during the last 100 days of the 
period used for model calibration. After 20 years, 
injection stops.  The simulated injection pressures are 
shown in Fig. 3.  
 

Time (d)

P
re

ss
ur

e
di

ffe
re

nc
e

(b
ar

)

0 100 200 300
0

20

40

60

80

100

Data
Simulation

 
Figure 2. Comparison between simulated and 

observed pressure differences. 

 
Note that the simulated results with and without the 
storage term (in Eq. [10]) are almost identical, 
suggesting that this new term has little effect on 
simulated pressure evolution at the injection borehole 
. We examined this issue in a number of simulation 
cases and obtained similar results. In one particular 
case, the results practically coincided even when the 
matrix porosity decreased by 70% and the injection 
rate increased by 100% (as compared with those used 
to obtain the simulation results of Fig. 3).  These 
significant parameter changes were deemed 
sufficiently large to increase the contribution of the 
storage term of equation (10), but the results did not 
conform to the expectations. This finding indicates 
that the additional storage term may not be needed 
for practical applications as long as the stress-
dependence of hydraulic parameters (e.g., porosity 
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and permeability) is considered.  This can 
considerably simplify the “partial” coupling approach 
because modifications of governing equations for 
fluid flow (used in the corresponding reservoir 
simulator) are then unnecessary.   
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Figure 3. Simulated injection pressures with and 
without considering the new storage term 
in the governing equation for fluid flow 
(Eq. [10]). 

CONCLUDING REMARKS 

This paper presents a systematic approach to 
modeling coupled hydraulic and mechanical 
deformation processes in a dual continuum system. A 
pore-space conservation equation is developed to 
describe pore-space evolution resulting from the 
coupled process. This equation is particularly useful 
for investigating fluid flow in deformed fractured 
rock simply because fluid flow occurs in rock voids. 
Combining this new equation with fluid mass 
balances allows us to derive governing equations for 
fluid flow in fractured rock. Compared with the 
corresponding equations employed in traditional 
reservoir simulators, our governing equations include 
an additional storage term resulting from mechanical 
deformation. We conducted a sensitivity study using 
data from a CO2 geological sequestration project (In 
Salah Gas Project). Our results demonstrate that 
consideration of this additional storage term has little 
effect on simulated fluid flow processes, as long as 
the stress-dependence of hydraulic properties is 
considered in the reservoir simulators.   
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ABSTRACT 

TOUGHREACT is a powerful simulator for multi-
phase fluid, heat, and chemical transport. However, it 
has a steep learning curve, and the creation of the 
input files is time intensive, particularly for 
heterogeneous and complex geometries such as those 
experienced in simulating mining rock piles and 
formations. TOUGHER is an application devel-
oped—by the Acid Rock Drainage research group of 
the Department of Chemical Engineering at the 
University of Utah—to develop models rapidly and 
be able to visualize the simulation results in an intui-
tive way. It also reduces the chance of mistakes while 
creating complex models and makes debugging 
easier. The application is written in C++ and can be 
run on any computer with a Windows or Linux 
operating system. This poster paper will describe the 
overall structure of the application and give some 
examples of how it interfaces with the 
TOUGHREACT program. In particHeaular, it will be 
shown how the application can generate a grid 
system for a rock pile containing several distinct geo-
logical layers, how the properties of each layer are 
set, and how the input sections (ELEM and CONNE) 
for TOUGHREACT are generated automatically. In 
addition, visualizing the flow and chemical output 
files generated by TOUGHREACT for a particular 
rock pile will be demonstrated, including the 
handling of transient vector as well as transient scalar 
data.  

INTRODUCTION 

One of the difficulties in working with any simula-
tion software is to create an error-free input file that 
the software can use to run the simulation.  This is 
the case for TOUGH2 [Pruess, 1999] and 
TOUGHREACT [Xu, 2004], in which the user must 
define the system, create a geometry that resembles 
the system, and assign properties to the various 
components in that geometry. This is especially diffi-
cult if one is simulating reactive flow in heterogene-
ous porous media, such as that in underground geo-
logic formations and human-made mining rock piles. 
Our research group is particularly interested in 
modeling acid rock drainage (ARD), an environ-
mental problem affecting the mining industry. We 

have created a software application to make 
TOUGHREACT more user-friendly and faster for 
setting up the input files for this particular problem; 
the application also visualizes the results from 
TOUGHREACT, so users can view the results in a 
more intuitive way. While our software does not 
create all the files necessary to run TOUGHREACT, 
it does help develop the most labor-intensive aspects. 
It is geared towards creating physical models of 
porous media more easily, rock piles in particular. 

DESIGN AND IMPLEMENTATION 

TOUGHER was designed using the following librar-
ies (see Figure 1): 

• OpenGL: for rendering the model. 
• Qt(toolkit): for graphical user interface and 

networking support. 

• Qwt: for plotting. 

There are three major components of TOUGHER: 

• A rendering engine that displays the model and 
visualization. 

• A model generator that generates 
TOUGHREACT models. 

• A post processor that processes the output files 
so they can be visualized. 

 
Each of these will be described separately below.  

TOUGHER COMPONENTS 

Rendering Engine 
The rendering engine is the foundation of 
TOUGHER. All major interactions between the 
program and user are achieved through the visualiza-
tion generated by the rendering engine. The core of 
the rendering engine contains two parts: 

1. A package of data structures to store 
TOUGHREACT data and model information: 
ROCK, MULTI, PARAM, SOLVR, RPCAP, 
ELEM, CONNE, GENER. 

2. A displaying engine implemented with OpenGL 
to display the data structures. 

 

611 of 634



  ‐ 2 ‐ 

 

Figure 1. Design Chart for TOUGHER 
 
The engine is used in both model generation and 
output visualization. Since both tasks share many 
common data structures, the rendering engine is 
versatile enough to function without much modifica-
tion. 

Model Generator 
The model generator is one of the most important and 
definitive components of TOUGHER. Our project 
was based on the idea of creating a program that 
would make model generation of a rock pile in 
TOUGHREACT easier and faster.  
 
The basic concept of the model generator is like 
building physical models with LEGO® blocks. A 
model of a rock pile can be divided into multiple 
layers based on different rock properties, and 
between two layers there is a boundary. A model is 
made up of many user-defined boundaries. Basically 
the steps involved are: 

1. A list of boundaries and rock properties are 
defined by the user either in 2D or 3D format 
(see Figure 2). Thus, a coordinate system must 
be defined and for a 2D Cartesian coordinate 
system, the boundaries must be defined in terms 
of X and Y coordinates. 

2. X cell size and Y cell size are chosen by the user. 
3. The layers are sorted from lowest in elevation to 

highest. 
4. Starting from the bottom-left, add blocks with 

size X*Y and corresponding rock properties until 

the next boundary is reached. Continue until the 
top boundary is reached. 

5. Add X cell size to the current X value if the 
result is smaller than the maximum X value for 
the boundaries; otherwise, stop building (see 
Figure 3). The concept is simple and easy to 
implement, but it has a few limitations: 
•  The grid can only be rectangular, and all cells 

have the same size. 

•  All boundaries must have the same number of 
points with the same set of X values 

• This method only works for 2D mesh. 

Post Processor 
The post processor is used for output visualization. 
The tasks of the post processor are twofold: 

1. Parse chemical output files and store the results. 
2. Parse flow output files and translate the data into 

vector data. 
 
Since the chemical output files already have a format 
that is easy to read, the post processor simply reads in 
all the information contained in the files and displays 
them with the rendering engine (Figure 4).  
 
This procedure becomes more complicated for flow 
data, because the flow output files only contain 
vector information along a connection. In our 2D 
Cartesian coordinate case, all the connections are 
either vertical or horizontal. Therefore, all the vectors 
in one cell need to be combined to create a new 
vector that shows the correct direction and relation-
ship. 
 
Figure 5 shows a section of a model with new vectors 
generated by the post processor. The arrows indicate 
the direction of the vectors, and the length of the 
arrows indicate the magnitude of the vectors.  
 
To illustrate how our program works, we will go 
through a simple example of a layered rock pile. At 
the start of our program, the user sees a blank screen 
divided into an upper section and a lower section (see 
Figure 6). The upper section has two tabs, one for 
viewing the model and the other for transient 
plotting. The lower section has two types of tabs – 
New input file and visualization. These are used to 
create a new input file to TOUGHREACT and to 
visualize the results after running TOUGHREACT. 
To begin constructing a new model, the user clicks 
on the new input file tab, which contains four subtabs 
called Model Generation, Rocks, Gener and 
Solute.inp. Each of these will be described below. 
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Figure 2. Boundaries 

 
Figure 3.  Cells generated 

 
Figure 4. Chemical output showing saturation of gas 
 

 
Figure 5. Vectors showing velocity of liquid in several different geological layers 
 

 
 

Figure 6. Overview of TOUGHER’S interface at the start of the program 
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EXAMPLE 

Mesh 
As stated above, we first need to define the bounda-
ries of the rock pile layers in a 2D Cartesian coordi-
nate system. To make it easier, TOUGHER accepts 
CSV files with the format as shown in the Figure 7. 
 
The highlighted portion shows a single boundary in 
the CSV file. The first row is the boundary name 
followed by the X and Y values of points that define 
the boundary. The boundaries (BASE, LEFT, B1, B2, 
etc.) are divided by an empty column. 
 
Once this is done, the user can import this into the 
TOUGHER program through the Model Generation 
section (tab). 
Figure 8 is a window used in our program under the 
Model Generation tab: 

• The left panel shows a list of boundaries 
(described by the CSV file), with buttons that 
gives the user the option to add/remove bounda-
ries. The buttons to import and export CSV files 
are also shown here. 

• The color button (in Layer Properties) changes 
the color of the selected layer. Normally, a 
boundary’s color is assigned randomly. 

• The layer name is for identification purpose 
only. 

• After the layer name are the boundary file 
button and the material button. These buttons 
are used to load a single boundary coordinate 
file and to define the properties (material) of 
each layer, as assigned in the ROCKS section 
described below. 

• At the center are the X and Y values of points in 
the selected boundary. 

 

 

Figure 7. A CSV file with boundaries information 
 

 

Figure 8. User interface for defining boundaries and Layers 
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Rock Properties 
Rock or layer properties can be defined by clicking 
the ROCKS tab (see Figure 8). Figure 9 shows a 
window for setting rock properties. 
 
The rock properties section corresponds to the mate-
rial drop-down list in the previous section. The fields 
are exactly matched to the ROCKS section in the 
TOUGHREACT input file. 
 

Generation Terms 
This section (the GENER tab, Figure 10) creates the 
data corresponding to the GENER section of 
TOUGHREACT input files, which allows a layer: 
• To have infinite volume 
• To have mass injection/production 
• To have heat injection/production 
 

 

 
Figure 9. User interface for rock properties 
 

 

Figure 10. User interface for generation terms 
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Solute.Inp Data 

If the user decides to include solute.inp data, the 
information is placed in the solute.inp section (tab). 
Figure 11 shows this part of the program.  Notice that 
this section only partially creates the solute.inp file. 
More information needs to be filled in manually. 

Generate Toughreact Files 
After setting up all the sections mentioned above, the 
user can now generate a model. To do this, the user 
needs to go back to the model generation section.  
The lower portion contains the generation section.  In 
this section, the user specifies: 

• A name for the model. This text will be 
displayed at the first line of the TOUGHREACT 
input file called flow.inp (This text is optional) 

• Grid X size 
• Grid Y size 
• Grid Z size 
• Rotation angle. This angle is the counter-clock-

wise positive angle from horizon in degrees. 
This is useful if the model has been rotated to 
optimize the gravity vector.  In other words, 
even though the layers show as horizontal layers 
on the screen, they are oriented by this angle 
with respect to gravity (see Figure 12). 

• After hitting the Generate button, a model will 
be generated. 

 
Figure 13 shows an example of a complex rock pile 
generated using our program. 

 
 

 

 

Figure 11 User interface for solute.inp data 
 
 

 

Figure 12 Model generation settings 
 
 

 

Figure 13. Sample model generated by TOUGHER. This is a model of a hypothetical rock pile that is approximately 
1,500 feet long and 100 feet thick. This model has 26 geological layers and is built with 3,008 elements 
with 5,844 connections among them.   
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OUTPUT VISUALIZATION 

Not only can TOUGHER generate models, it can also 
visualize the results from TOUGHREACT runs. 
Before loading the output files, though, the mesh data 
needs to be loaded into the software from the 
flow.inp or MESH file.  

Visualize Chemical Data 
Multiple files can be loaded at once, and the user can 
visualize the data from all of them (see Figure 14). 
After loading the files, the user simply: 

1. Selects a file  
2. Selects a time step 
3. Selects a species 

Visualize Flow Data 
Visualization of chemical data and flow data is done 
in a similar way. But since there will be only one file 
containing flow information, flow.out, the user 
merely needs to select a time step and a type of flow 
to visualize (see Figure 15). 
 

 
 

 

Figure 14. Sample visualization of water saturation values for a simple rock pile. 
 

 

Figure 15. An example of vizualizing only a portion of the flow data (velocity vectors) for a complex rock pile such 
as that shown in Figure 13. 
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CONCLUSIONS 

A user-friendly interface program to TOUGHREACT 
has been developed that helps generate the mesh for a 
layered geological formation and define the proper-
ties of those layers. The program can also be used to 
visualize the output from a TOUGHREACT run, 
including transient flow vector data. 
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ABSTRACT 

iTOUGH2 provides inverse modeling capabilities for 
the TOUGH suite of nonisothermal multiphase flow 
simulators. By running TOUGH simulations multiple 
times for different input parameter sets, iTOUGH2 
can be used for parameter estimation through auto-
matic model calibration, for formalized sensitivity 
analyses to identify which parameters can be esti-
mated accurately given available data (or to deter-
mine what data are needed to accurately estimate 
parameters of interest), or for assessing the uncer-
tainty of model predictions. Furthermore, iTOUGH2 
provides a useful framework for running TOUGH 
simulations with added capabilities, such as auto-
matic modification of state variables at user-specified 
locations and times, automatic calculation of steady-
state distributions in TOUGH simulations, generation 
of realistic heterogeneous fields (i.e., spatially corre-
lated permeability or porosity fields that are condi-
tioned to point measurements), and for simplifying 
otherwise tedious tasks, such as generating time-
series output of state variables. iTOUGH2 is continu-
ously updated in response to scientific challenges and 
user needs. For example, the code was expanded to 
allow for the joint inversion of hydrogeological and 
geophysical data. To accomplish this, interfaces to 
external geophysical forward simulators were estab-
lished, and appropriate petrophysical relationships 
were introduced that link the classical TOUGH state 
variables to properties that affect the geophysical 
signals to be matched during the joint inversion. A 
similar approach is used for the analysis of geo-
chemical data. To efficiently and robustly solve these 
joint inverse problems with their increased parameter 
and observation spaces, the optimization algorithms 
have been adapted to better handle strong correlations 
and large differences in parameter sensitivities. These 
new capabilities, as well as other iTOUGH2 
enhancements and additions, are described in this 
paper. 

INTRODUCTION 

The first version of the iTOUGH2 simulation-optimi-
zation code (http://esd.lbl.gov/iTOUGH2) was 
released in 1994, providing automatic model calibra-
tion capabilities for the 1991 version of the TOUGH2 
nonisothermal multiphase flow and transport simu-
lator (Pruess, 1991). Ever since, iTOUGH2 has been 

continuously updated to enhance both its forward and 
inverse modeling capabilities. Specifically, many 
newly developed equation-of-state modules have 
been incorporated into the iTOUGH2 framework. 
New user features have been added, mainly driven by 
the need to avoid user intervention during a simula-
tion run, which are not acceptable when automati-
cally performing multiple forward simulations as part 
of an inversion. This requirement led to the develop-
ment of features that are useful also in standard for-
ward simulations. For example, iTOUGH2 provides 
means to make minor adjustments to element and 
connection data after mesh generation; to connect 
steady-state and transient simulations without user 
interference; to change state variables and select rock 
properties at discrete simulation times; to extract time 
series of state variables or simple functions of these 
state variables; to specify time-varying Dirichlet 
boundary conditions; and to send signals to the code 
during execution to trigger certain actions, notably 
the graceful termination of the simulation. Most im-
portantly, iTOUGH2 provides simple parameteriza-
tions of certain aspects of the conceptual model, so 
these aspects can be subjected to parameter estima-
tion or uncertainty analyses. The most prominent 
example is the parameterized generation and map-
ping of spatially correlated property fields using the 
GSLIB geostatistical library (Deutsch and Journel, 
1992). 
 
In addition to enhancing forward modeling capabili-
ties, iTOUGH2’s optimization algorithms, as well as 
the related sensitivity and uncertainty propagation 
analyses, have been refined, and new user features 
have been added to make iTOUGH2 more useful, 
more robust, and more efficient. Many of these 
developments were driven by the recent inclusion of 
geophysical data into a joint inversion framework, 
which called for more convenient data input, the 
addition of regularization by a smoothness criterion, 
parameterization at pilot points, and a more robust 
inversion by suitably truncating the parameter space. 
In addition, new global minimization algorithms were 
added, and the sensitivity analysis option expanded.  
 
Table 1 provides an overview of recent iTOUGH2 
enhancements; some will be discussed in more detail 
in the remainder of this paper. 
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Table 1. Summary of Recent iTOUGH2 Developments 

Capability Descripti on Command Reference 
Forward Model 

Geostatistical 
simulation 

Generates spatially correlated (log-)permeability 
or (log-)porosity (modifier) fields using either 
GSLIB’s kriging, sequential Gaussian simulation, 
or sequential indicator simulation; maps field to 
TOUGH2 mesh for selected rock types 

GSLIB Deutsch and Journel 
(1992); Finsterle and 
Kowalsky (2007, 
2008) 

Hysteresis Hysteretic capillary pressure and relative perme-
ability functions with history-dependent residual 
gas saturation 

HYSTE Doughty (2007, 
2009) 

Time stepping New schemes for automatic time-step adjustment 
based on (a) number of Newton-Raphson itera-
tions, or (b) maximum update of saturation 

MOP(16)=0 
MOP(16)=1 

TOUGH2 output file 

TMVOC Added module TMVOC for nonisothermal three-
phase flow of water, noncondensible gases, and 
volatile organic compounds 

- Pruess and Battistelli 
(2002) 

EOS7C Added module EOS7C for nonisothermal two-
phase flow of water, brine, CO2 or N2, and air 

- Oldenburg et al. 
(2004) 

ECO2N Added module ECO2N for nonisothermal two-
phase flow of water, brine, and CO2 

- Pruess (2005) 

Geophysics Inclusion of geophysical postprocessing GEOPH Kowalsky et al. 
(2007) 

Inverse Model 
Pilot points Property values at pilot points are conditioning 

points for the geostatistical simulation; they can be 
subjected to parameter estimation 

>> PILOT POINT Finsterle and Kowal-
sky (2007) 

Geostatistical 
parameters 

Geostatistical parameters (nugget effect, sill value, 
correlation length, anisotropy ratio, and rotational 
angles) can be subjected to parameter estimation 
or uncertainty propagation analysis 

>> NUGGET 
>> SILL 
>> RANGE 
>> ANISOTROPY 
>> ROTATION 

Finsterle and Kowal-
sky (2007) 

Global search Added differential evolution and harmony search 
algorithms as global minimization methods 

>> EVOLUTION 
>> HARMONY 

Finsterle and Zhang 
(in preparation) 

Jacobian Flexible selection of Jacobian matrix re-evaluation 
based on iteration count or approximation with 
Broyden rank-one update 

>>> BROYDEN 
>>> SKIP 

Finsterle (2009) 

Regularization Regularization through smoothing constraint >> SMOOTH Finsterle (2009) 
Tikhonov 
matrix 

Use singular values of Fisher information matrix 
to form Tikhonov matrix in Levenberg-Marquardt 
minimization algorithm 

- Finsterle (2009) 

Truncation Truncate parameter space based on singular values 
of Fisher information matrix; applicable for auto-
matic parameter section and within Levenberg-
Marquardt and SVD algorithms  

>>>> TRUNCATED Finsterle (2009) 

Spatial data Convenient reading of maps of spatial data >>> MAP 
>>> PROFILE 
>>> SECTION 

Finsterle (2009) 

Temporal data Convenient specification of calibration times at 
times where measurements are available 

>>>> INDIVIDUAL 
 WINDOWS 

Finsterle (2009) 

Zero-value 
and no data 

Observation points without measured data can be 
specified for monitoring, but will not be included 
in objective function; observations with a meas-
ured valued of zero are included  

>>>> NO DATA 
>>>> ZERO DATA 

Finsterle (2009) 

General 
Module 
structure 

Combined special functionalities into modules for 
separate compiling and linking 

- File it2stubs.f 

Distribution iTOUGH2 distributed by LBNL  - esd.lbl.gov/TOUGH+ 

620 of 634



 - 3 - 

 

FORWARD SIMULATION CAPABILITIES 

In essence, iTOUGH2 simply solves the forward 
model multiple times for different parameter combi-
nations, extracts select output from these individual 
runs, and uses this information to perform a formal 
sensitivity analysis, parameter estimation by auto-
matic model calibration, and uncertainty propagation 
analysis. The forward simulator, which implements 
the conceptual model of the system to be studied, is 
thus the engine of iTOUGH2, i.e., any improvement 
of forward simulation capabilities most critically 
affect the value and usefulness of iTOUGH2. It 
should also be noted that iTOUGH2 can be used for 
conventional forward simulations, which thus can 
benefit from the enhancements in the forward model 
discussed in this section.  

Geostatistical Simulation 
Heterogeneity is a defining feature of the subsurface, 
which significantly affects the natural behavior and 
response to external forcing. Identifying, describing, 
and simulating heterogeneity in itself is challenging, 
since it results from a combination of deterministic 
and stochastic processes on multiple scales.  
 
Geostatistical methods are one way to characterize 
subsurface heterogeneity using a relatively small 
number of parameters, which capture average spatial 
features in a hydrogeologic data set. These parame-
ters can then be used to predict (in a statistical sense) 
probable distributions of that property by weighted 
interpolation (e.g., kriging) or geostatistical simula-
tion. 
 
Three methods (kriging, sequential Gaussian simula-
tion, and sequential indicator simulation) of the geo-
statistical software library GSLIB (Deutsch and 
Journel, 1992) have been implemented into 
iTOUGH2 for the convenient generation of spatially 
correlated permeability or porosity fields. These 
fields are first generated on regular two- or three-
dimensional grids, which are then mapped onto the 
TOUGH mesh. Since field generation and mapping 
are fully integrated into iTOUGH2 (Finsterle and 
Kowalsky, 2007), the impact of random heterogene-
ity on simulation results can be examined using 
Monte Carlo simulations, where a new property field 
is generated for each Monte Carlo realization. More-
over, iTOUGH2 can be used for soil structure identi-
fication, as described below. 

Hysteresis 
Multiphase flow behavior is critically affected by the 
capillary pressure and relative permeability curves, 
which govern the driving force and flow resistance 
for a given saturation. Inverse modeling has been 
used extensively to determine the parameters of these 
curves. (For a review of related iTOUGH2 applica-

tions, see Finsterle, 2004.) Moreover, a careful resid-
ual analysis may indicate that the functional form of 
the standard characteristic curves is inappropriate to 
represent retention properties and phase interference. 
This may be caused by a multimodal pore-size distri-
butions, or dynamic effects that lead to hysteresis. 
Hysteresis is a well-documented phenomenon that 
particularly affects the trapping of the nonwetting 
phase—a crucial issue for the long-term geological 
sequestration of CO2 (Doughty, 2007). A sophisti-
cated hysteresis model has been implemented into 
iTOUGH2 (Doughty, 2009). Not only does it 
consider hysteresis in the capillary pressure function, 
but also in the relative permeability curves, whereby 
the amount of residual nonwetting phase saturation is 
in itself a history-dependent parameter (Figure 1). 
The parameters of the hysteresis model can be esti-
mated by inverse modeling or subjected to uncer-
tainty analyses.  

 
Figure 1. Hysteretic relative permeability paths 
taken during CO2 plume migration (from Doughty, 
2007), showing history-dependent residual gas satu-
ration values as black-outlined dots. 

Time Stepping 
Two new time-stepping schemes have been imple-
mented. The first calculates an increase or decrease in 
time-step size as a simple function of the number of 
Newton-Raphson iterations needed to reach conver-
gence. The second approach uses the maximum 
change in saturation to guide time stepping. These 
alternative schemes generally increase the efficiency 
of a forward simulation. 

Equation-of-State (EOS) Modules 
The suite of TOUGH simulators is continuously ex-
panded in response to new scientific insights or 
application needs. The TOUGH developer team 
enhances process descriptions and adds new fluid 
property modules to be able to handle specific com-
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binations of components, phases, and processes. (For 
a discussion of recent developments, see Finsterle et 
al., 2008.) Many of these fluid property modules have 
been incorporated into the inverse modeling frame-
work of iTOUGH2. Among the most prominent of 
these modules are (a) TMVOC (Pruess and Battis-
telli, 2002) for nonisothermal three-phase flow of 
water, multiple noncondensible gases, and multiple 
volatile organic compounds, (b) EOS7C (Oldenburg 
et al., 2004) for nonisothermal two-phase flow of 
water, brine, CO2 or N2, and air, and (c) ECO2N 
(Pruess, 2005) for nonisothermal two-phase flow of 
water, brine, and CO2. Additional EOS modules have 
been and will be linked to iTOUGH2 as needed. 

Geophysical Postprocessing 
Geophysical methods are employed to infer the geo-
logic structure of the subsurface. In addition, geo-
physical data may be sensitive to changes in fluid 
saturations, salinity, or temperature, and can thus be 
used to image the system state and its temporal evo-
lution.  
 
iTOUGH2 attempts to improve subsurface imaging 
and parameter estimation by jointly inverting hydro-
logical, thermal, geochemical, and geophysical data. 
The fundamental concept is described in Kowalsky et 
al. (2005). Within this frame, geophysical attributes 
need to be calculated for each gridblock as a function 
of porous-medium and fluid properties as well as the 
system state. Petrophysical models are used to 
establish a link between hydrogeological properties 
and state variables used in TOUGH2 and the corre-
sponding geophysical attributes (e.g., electrical resis-
tivity or seismic velocity); the latter are then used in a 
geophysical forward model to calculate geophysical 
signals, such as voltage or arrival time. These geo-
physical data can then be used—along with hydro-
logical, thermal, or geochemical data—in the joint 
inversion framework discussed below. 
 
Postprocessing TOUGH2 output at select simulation 
times to generate attributes used as input to geo-
physical simulators is a first step for the joint hydro-
geophysical inversion approach. This link has been 
established for different geophysical methods, 
including ground penetrating radar (GPR), electrical 
resistance tomography (ERT), resistivity data, and 
seismic data. Other geophysical methods (micro-
gravity, self-potential, and controlled source electro-
magnetics) are currently being investigated. 
 
INVERSE MODELING CAPABILITIES 

Any advance in the forward modeling capabilities of 
the TOUGH suite of simulators calls for enhance-
ments in the inversion framework. Not only do the 
number and type of parameters and observable vari-
ables change as new processes or fluid compositions 
are considered—The nature of the inverse problems 

and associated challenges in solving them also 
change. In particular, making iTOUGH2 a platform 
for joint inversions of different data types for the 
estimation of spatially distributed parameters, using 
high-resolution geophysical data, mainly required the 
implementation of new algorithms and user features. 
Some of them are described in the following 
subsections. 

Pilot Points 
The geostatistically generated property fields 
discussed above can be conditioned on given values 
at certain locations. While conditioning is usually 
invoked to honor measured values, it also can be used 
to adapt so-called pilot points (RamaRao et al., 
1995). In this approach, property values at the pilot 
points are the parameters of calibration. This 
approach couples geostatistics and optimization. 
Changing the permeability at one of the pilot points 
influences the permeability field in the vicinity of the 
point within approximately one correlation length. 
Distributing pilot points over the model domain 
allows iTOUGH2 to modify the heterogeneous field 
during an inversion, improving the match to the 
measured data of the system response, and at the 
same time acknowledging the geostatistical proper-
ties of the field (as well as measured permeabilities). 
An application of the pilot point method using 
iTOUGH2 is presented in Kowalsky et al. (2005) and 
Finsterle and Kowalsky (2008). 

Estimation of Geostatistical Parameters 
In the context of inverse modeling, the soil structure 
is usually considered a part of the (fixed) conceptual 
model, i.e., parameters representing soil properties 
are estimated under the assumption that the geometry 
of subsurface features (e.g., stratigraphic layers, 
inclusions, intrusions, man-made structures) are 
known and correctly captured in the model. However, 
estimates of feature-related property values may be 
severely biased if the underlying description of the 
soil structure is wrong. Given the (partly) stochastic 
nature of subsurface heterogeneity, it is unlikely that 
the geometry of these features is correctly captured 
throughout the model domain.  
 
Geostatistical simulation is one way to describe and 
generate soil structures that resemble subsurface het-
erogeneity. If combined with the pilot point method, 
these structures can be conditioned on site-specific 
property data, or—as proposed here—site-specific 
observations of any types of data that are sensitivity 
to the details of the heterogeneity. Classical 
geostatistics directly analyzes data of the attribute of 
interest (or of attributes that are statistically corre-
lated to the property to be described by geostatistical 
parameters). In our approach, we infer these geosta-
tistical parameters through inverse modeling of flow 
and transport data that are affected by the heteroge-
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neous soil structure. For example, the amount of 
water infiltrating into a heterogeneous soil, or point 
observations of water content along a borehole, 
depend on the variability, continuity, size, and orien-
tation of  sand and gravel deposits and the clay lenses 
embedded in them (Figure 2). These geometric char-
acteristics are geostatistically described by the nugget 
effect, sill value, correlation length, anisotropy ratio, 
and orientation of the semivariogram. Given the sen-
sitivity of the observed data to changes in the soil 
structure, these geostatistical parameters can thus be 
estimated by model calibration. The pilot point 
method accounts for the fact that we are interested in 
a single realization with site-specific locations of clay 
lenses, rather than an abstract universe of random 
realizations. The estimation of geostatistical parame-
ters using a joint hydrological-geophysical inversion 
approach is demonstrated in Finsterle and Kowalsky 
(2007). 
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Figure 2. (a) Spatially structured random permeabil-
ity field; locations of neutron probes in boreholes 
(squares), location of GPR antennas (squares: trans-
mitting; circles: receiving), and position of pilot 
points (crosses); (b) liquid saturation distribution 
after one day of ponded infiltration. 

Global Minimization Algorithms 
Most minimization algorithms take advantage of 
some assumed properties of the objective function, 
such as linearity, smoothness, differentiability, con-

vexity, quadratic behavior near the minimum, etc. If 
these assumptions are appropriate, derivative-based 
minimization algorithms are very efficient in identi-
fying the minimum of the objective function. 
However, these algorithms are generally only able to 
identify a local minimum in the vicinity of the start-
ing point of the optimization. If the topology of the 
objective function contains multiple local minima, as 
is likely the case for strongly nonlinear models or 
management optimization problems that include 
complex, potentially discontinuous cost functions, 
these local algorithms have to be started from multi-
ple points in the parameter space to examine whether 
the solution is indeed a global minimum. 
 
iTOUGH2 currently contains three minimization 
algorithms that attempt to identify the global mini-
mum of an objective function exhibiting multiple 
local minima: Simulated Annealing, Differential 
Evolution Algorithm, and Harmony Search. These 
heuristic algorithms have two common features: 
They (1) attempt to examine the entire parameter 
space using trial parameter sets that are usually gen-
erated using a stochastic process; the search narrows 
as the algorithm proceeds towards a minimum; and 
(2) they occasionally accept uphill steps to escape 
local minima. As a result of these two properties, 
global minimization algorithms are generally much 
less efficient than derivative-based algorithms. 
Insights into the properties of the objective function 
should therefore be used to choose the most appro-
priate minimization algorithm for a given problem. 
The global search algorithms will be documented in 
Finsterle and Zhang (in prep.). 

Re-evaluation of the Jacobian Matrix 
Gradient-based minimization algorithms require the 
repeated evaluation of the Jacobian matrix, which 
contains the partial derivatives of the observable 
variables at the calibration points with respect to the 
parameters to be estimated. In iTOUGH2, these 
sensitivity coefficients are calculated numerically by 
means of finite differences. This step amounts to the 
largest computational burden of the inversion, as 
(n+1) forward runs are needed, where n is the number 
of parameters. 
 
Evaluation of the Jacobian matrix by the perturbation 
method can be embarrassingly parallelized (Finsterle, 
1998), which somewhat alleviates the problem. As an 
alternative method, the Broyden rank-one update has 
been implemented in iTOUGH2. In this method, the 
Jacobian matrix is updated using the value of the 
objective function obtained at an additional point in 
the parameter space. Such additional evaluations are 
readily available, for example, when a trial parameter 
set is tested as part of the minimization algorithm. A 
full finite-difference re-evaluation is automatically 
performed if the Broyden approximation leads to a 
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significant change of the convexity of the Hessian, as 
measured by its trace. 
 
Regularization 
Underdetermined or otherwise ill-posed inverse 
problems are often solved by adding a regularization 
term, i.e., by including additional information such as 
prior knowledge about the parameters to be esti-
mated, or a smoothness constraint. The former is 
simply a weighted difference between the prior 
parameter value and its estimate; the latter is a 
weighted difference between pairs of parameter esti-
mates. Minimizing these regularization terms ensures 
that the estimate is not too far away from its prior 
value, or that differences between estimates remain 
small, which—if applied to spatially distributed 
parameter values—is identical to smoothing the 
image.  Note that these regularization terms need to 
be appropriately weighted against the information 
provided by the calibration data.  
 
Regularization has been implemented into iTOUGH2 
mainly to enable tomographic-type imaging using the 
joint inversion of geophysical and hydrological data. 
For this application, differences between properties 
estimated at neighboring gridblocks or zones are 
reduced to obtain a smoother image. However, the 
smoothness constraint can be imposed on any 
parameter pair, even if they do not pertain to spatial 
proximity. For example, this regularization feature 
can be used to keep estimates of residual saturation in 
the capillary pressure and relative permeability 
curves similar. In the extreme, the weight of this 
constraint could be increased such that the two resid-
ual saturation values are virtually synchronized 
(which would be more conveniently achieved by 
hardwiring a deterministic correlation in the forward 
model).  

Truncated Levenberg-Marquardt Algorithm 
The Levenberg-Marquardt algorithm is a local, 
second-order minimization method for nonlinear 
optimization problems that has been proved robust 
and efficient for most iTOUGH2 applications. It can 
be viewed as a flexible combination of the robustness 
of a steepest-descent method and the efficiency of a 
second-order Gauss-Newton method. For strongly 
nonlinear models, if the parameter vector p of length 
n is far away from the optimum parameter set, the 
Hessian is not necessarily a positive-definite matrix, 
and the local approximation )( 1JCJ −

zz
T  used by the 

Gauss-Newton method may not lead to an efficient or 
successful parameter step ∆p. In the Levenberg-
Marquardt method, the approximation to the Hessian 
is made positive definite by adding an n×n diagonal 
matrix λD to the Fisher Information Matrix (FIM): 

( ) rCJDJCJp 111 −−− +=∆ zz
T

zz
T λ

 
Here, J is the Jacobian matrix, Czz is the covariance 
matrix of the expected modeling and measurement 
errors used for scaling, and vector r holds the residu-
als, i.e., the differences between the measured and 
model-calculated observable variables.  
 
The scalar λ is the so-called Levenberg (1944) 
parameter, which is updated according to a scheme 
proposed by Marquardt (1963) depending on the 
success or failure to reduce the objective function. 
For large values of λ  (usually during the early stage 
of the optimization far away from the minimum), a 
robust but small step along the steepest descent 
direction is taken; for λ  0 (near the minimum), ∆p 
approaches a Gauss-Newton step with its quadratic 
convergence rate. 
 
D is a diagonal matrix also known as the Tikhonov 
matrix. In the simplest case, D is the identity matrix. 
Earlier versions of iTOUGH2 used the diagonal of 
the scaled FIM, which gave D an appropriate 
weighting.  
 
The new approach proposed here is to perform a 
singular value decomposition (SVD) of the scaled 
FIM, and then use the diagonal element of the FIM 
divided by the singular values as the diagonal 
elements of the Tikhonov matrix. The parameter 
associated with the largest singular value (i.e., that 
with the overall highest sensitivity that is least 
correlated with all the other parameters) will perform 
a near-Gauss-Newton step, whereas the step size of 
relatively insensitive, strongly correlated parameter 
combinations (which lead to instability because they 
amplify noise) will be reduced, making the inversion 
more efficient and more stable, as parameters with a 
singular value approaching zero are essentially fixed.  
 
The order of the singular values can also be used to 
automatically truncate the parameter space (i.e., using 
a subspace inversion method that separates out the 
calibration null space; Tonkin and Doherty, 2009). 
Starting with a relatively large number of parameters, 
only those above the so-called truncation level will 
be updated during the inversion. If the ratio of the 
eigenvalue and the largest eigenvalue is above a criti-
cal level, the parameter is included; otherwise, the 
parameter is (temporarily) de-activated, i.e., not 
updated and excluded from the next evaluation of the 
Jacobian matrix. Since the set of active parameters 
may change as the inversion proceeds, a full Jacobian 
matrix for all originally selected parameters needs to 
be evaluated after a user-specified number of itera-
tions.  
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The efficiency and robustness of the truncated 
Levenberg-Marquardt algorithm make it the method 
of choice for most iTOUGH2 inversions. 

Input of Measured Data  
iTOUGH2 solves a nonlinear optimization problem 
by automatically calibrating a transient flow and 
transport model against time-series data measured at 
select points in space, usually inlets and outlets of 
experimental laboratory columns, or wells and bore-
holes in the field. Conversely, geophysical data are 
spatially extensive, but are taken only once or (at the 
most) a few times. To accommodate spatially exten-
sive data sets, new input formats have been imple-
mented in iTOUGH2, where the user provides coor-
dinates of measurement locations (either along a 
borehole, a two-dimensional profile, or in three-
dimensional space) along with the corresponding 
observation (or multiple observations, if multiple 
geophysical surveys are taken at different times). 
These spatial data taken at only a few select times 
can still be combined with extensive time series data 
taken at only a few select spatial locations. An auto-
matic time window feature supports the combination 
of such data sets. 

CONCLUDING REMARKS 

iTOUGH2 enhances the usefulness and power of the 
TOUGH suite of nonisothermal multiphase flow 
simulators by providing capabilities for formalized 
sensitivity analyses, inverse modeling, and uncer-
tainty propagation analyses. It helps the TOUGH user 
understand and evaluate the impact of certain 
parameters and conceptual features on model predic-
tions, and to quantitatively relate the model to labo-
ratory or field data. Moreover, certain (forward) 
modeling tasks are more conveniently performed if 
executed through iTOUGH2. 
 
iTOUGH2 is continuously updated, in part in 
response to new developments of the TOUGH 
forward model, and in part to include new inversion 
algorithms and analytical tools. As soon as new 
features are sufficiently tested and fully documented, 
they are released to the community through LBNL’s 
Technology Transfer Department, see 
http://esd.lbl.gov/TOUGH+/software-itough2.html)  
 
Scientific needs and user requests will determine 
future iTOUGH2 developments. In general, the 
inverse modeling framework is considered robust 
enough to make iTOUGH2 available for the solution 
of universal inverse problems that involve diverse 
forward models; an appropriate interface is currently 
being developed. 
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ABSTRACT

A new numerical method is described for the 
conjugate solution of two discrete submodels, 
involving (1) a transport network and (2) a porous 
media. The transport network submodel describes the 
thermal-hydrologic transport processes in the flow 
channel system with laminar or turbulent flow and 
convective heat and mass transport, using 
MULTIFLUX. The porous media submodel, 
TOUGH2, is used to solve for the heat and mass 
transport in the rock mass. The new model solution 
method extends the application fields of TOUGH2 by 
integrating it with turbulent flow and transport in a 
discrete flow network system. Man-made tunnels or 
fractures in geologic formations often need thermal 
and hydrological calculations. The common feature 
of the tasks is that transport processes in a network of 
flow channels are coupled to those in the surrounding 
rock mass. We present demonstrational results for the 
proposed nuclear waste repository at Yucca 
Mountain for the transport processes within a waste 
emplacement drift and the surrounding rock mass. 
The natural, convective air flow field, as well as heat 
and mass transport in a representative emplacement 
drift during post-closure, are explicitly simulated in 
the new model. The simulation results suggest that 
large-eddy turbulent flow, as opposed to small-eddy 
flow, dominate the drift air space for at least 5,000 
years following waste emplacement. The direction 
and magnitude of the air circulation patterns are both 
strongly affected by the heat and moisture transport 
processes in the surrounding rock, justifying the need 
for the new model.

INTRODUCTION

A research project was conducted with the 
purpose of increasing the understanding of the 
coupling between thermo-hydrological-airflow 
processes (THA) (including air and vapor movement) 

in the in-drift, near-field, and mountain-scale systems 
at Yucca Mountain (YM).  Specific aims are (1) to 
configure, test, and verify a novel, efficient, 
numerical-computational, coupled THA model; and 
(2) to evaluate, at different stages after waste 
emplacement, the coupled, in-drift heat, moisture, 
and air flow transport with evaporation, 
condensation, and seepage of water into drifts from 
the near-field rock mass embedded in a mountain-
scale geologic unit. These objectives are met by 
developing a multiscale modeling approach that (1) 
integrates in-drift and in-rock process models, with 
new laminar or turbulent air flow components; and 
(2) allows for studying the storage environment in 
various emplacement drifts, without applying 
excessive conservatism in the modeling assumptions.   

The key elements of the new  modeling approach 
are: (1) the separation of the rock-mass model 
element of the host geological formation from the in-
drift model element of the engineered nuclear waste 
emplacement system; (2) the detailed, general model 
solution of the rock mass with a porous-media, 
thermal-hydrologic model, in this case, TOUGH2 
(Pruess et al., 1999); (3) the detailed model solution 
of the  internal components of the emplacement drift  
and the air space  with a lumped-parameter CFD 
(Computational Fluid Dynamics) model; and (4) the 
dynamic recoupling of the separate tasks (2) and (3) 
iteratively at each time instant and boundary element 
at the drift wall. All key model elements are 
simultaneously applied during simulation within the 
MULTIFLUX (MF) framework (Danko, 2008), a 
software developed at the University of Nevada, 
Reno (UNR), for solving coupled heat, mass, and air 
flow modeling tasks.  The solutions to the separate 
tasks are accomplished in a new way, allowing for 
efficient and dynamic recoupling, by using the NTCF 
(Numerical Transport Code Functionalization) 
technique (Danko, 2006).   
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In previous work, the solution for the coupled system 
comprising the rock mass and  waste emplacement drift 
domains has been approximated within one monolithic 
domain as a classic solution to the heat and mass transport 
problem using a porous-media model, either TOUGH2 
(Pruess et al., 1999) or NUFT (Nitao, 2000).  Sandia 
National Laboratory (SNL, 2008) developed such an 
approximate model for a three-dimensional (3D) panel by 
representing a full emplacement drift and the surrounding 
rock mass. The heat and moisture transport processes in 
both the rock mass and the air space in the emplacement 
drifts were modeled with NUFT. The in-drift transport 
processes were approximated with an equivalent 
dispersion model. Birkholzer et al. (2006, 2008) further 
improved the monolithic modeling concept using 
TOUGH2. Monolithic models, however, can only 
approximate the air flow field and its effects on heat and 
moisture transport within the air space of the 
emplacement drift. Air flow during the first few 
thousands of years becomes dominantly turbulent, and the 
flow regime exceeds the modeling capabilities of the 
porous-media codes, all involving only the law of Darcy 
flows. In addition, the contrast in permeabilities between 
the in-rock and in-drift model domains are simply too 
large (on the order of 1011) to be solvable within one 
numerical solution framework. For example, the average 
permeability in the fractured rock mass at Yucca 
Mountain is on the order of 10-12 m2 (BSC, 2008), while 
permeability, k, of the open air space in the emplacement 
drift is as high as 10-1 m2, assuming Darcy flow and using 
the k=r2/8 formula where r is the radius of the drift.   

Solutions for just the in-drift environment, separated 
from the other model elements of the porous rock, have 
also been published. Bechtel SAIC Company (BSC, 
2004) solved for the temperature and humidity 
distribution in the in-drift emplacement system using a 
two-step approach. First, in a 70 m long section of the in-
drift domain, the 3D heat transport and air flow were 
modeled using a commercial CFD model, FLUENT 
(BSC, 2004). The CFD model was coupled to a hollow 
rock cylinder surrounding the emplacement drift, in which 
heat transport per conduction was assumed, driven by a 
prescribed temperature boundary condition at some 
distance in the rock wall. The solution excluded moisture 
transport and was used to evaluate an equivalent, effective 
dispersion coefficient in the drift air space under the 
single driving force of temperature-induced buoyancy 
effects. In a second step, the moisture transport was 
modeled in an entire emplacement drift, using a separate, 
lumped-parameter network model that used the dispersive 
transport coefficients derived from the FLUENT-based 
CFD model. In this separate moisture transport model, the 
availability of moisture was assumed prescribing 100% 
relative humidity at the drift wall along the emplacement 
drift. While this combined solution included some 
simulated thermal interactions between the rock mass and 

in-drift domains, it did not consider the diffusive and 
convective interactions regarding moisture transport.  
Passive vapor transport from an impermeable surface at 
saturated vapor pressure may be either higher or lower 
relative to the real moisture flux, which is generally 
comprised of two components: (1) convective flux, which 
may include superheated steam, driven by the total 
pressure gradient; and (2) diffusive flux, driven by the 
humidity concentration gradient. Even the moisture flow 
direction at a drift surface element cannot be known 
without a coupled model. Hao et al. (2006) developed a 
double-diffusion CFD solver for a two-dimensional slice 
normal to the drift axis of an emplacement drift, also with 
prescribed boundary conditions, but without being 
coupled to the rock mass and without iterating between 
the two different, but conjugate model domains. 

In previous work, we have conducted numerical tests 
with the fully coupled MF framework, including 
comparison with published results obtained using an 
alternative, albeit simplified model (Birkholzer et al., 
2006; 2008) involving a large model domain.  
Comparisons showed good agreement between the results 
from the monolithic model (Birkholzer et al., 2006, 2008) 
and those from the coupled MF model, configured with 
equivalent dispersion transport processes along the axial 
direction of the emplacement drift (Danko et al., 2008). 
The current paper goes beyond the previous MF model 
configurations of equivalent dispersion. The new software 
and model version of MF allows for explicit calculation 
of the velocity field in the emplacement drift, determining 
the natural air movement driven by temperature and 
humidity variations within the air space, and the resultant 
heat and moisture transport processes due to natural 
convection after closure. The paper describes the new 
results involving large-eddy, laminar or turbulent heat, 
moisture, and air flows. 

MULTI-SCALE, COUPLED NUMERICAL-
COMPUTATIONAL MODEL

Model Concept
The numerical simulator MF Version 5.0 is used in 

the evaluation of the coupled in-drift airflow field, caused 
by natural convection, is explicitly and iteratively solved 
within MF, using its lumped-parameter solver for the 
Navier-Stokes equation.   

Thermal-hydrologic Model of the Rockmass
The multiscale rock mass model is identical to that of 

a previous study (Danko et al., 2008). The rock mass 
surrounds a representative drift in the middle of an 
emplacement panel.  The length of the drift is 760 m, with 
two 80 m long end sections where no waste is emplaced.  
The length of the unheated sections are kept at 80 m, the 
same length used by Birkholzer et al (2006; 2008) in 
order to evaluate agreements and/or differences caused by 
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transport model components instead of arrangement 
geometry. It has been pointed out before by Danko et al. 
(2008) that the axial moisture transport and the humidity 
in the emplacement drift are quite sensitive to the length 
of the unheated sections. The unheated drift sections are 
connected to the undisturbed and also unheated edges, 
which provide a dominantly conductive heat sink to the 
heated portion of the rock mass around the center of the 
emplacement drift. This arrangement, described in Danko 
et al. (2008), manifests a strongly 3D temperature field in 
and around the drift with cooler temperatures around the 
drift ends. Likewise, the representative NTCF model, a 
surrogate model using response functions based on the 
TOUGH2 thermal-hydrologic porous-media code, is also 
used unchanged.   

It is sufficient to refer to a previous study (Danko et 
al., 2008) for the NTCF model representing the rock-mass 
response. Along the length of the drift, 44 individual 
mountain-scale divisions are applied. The relationship 
between the set of input T, P, and output qh, qm temporal 
variations for each drift section define the corresponding 
dynamic, mountain-scale rock-mass NTCF model for heat 
and moisture. The following matrix equation terms are 
selected for the NTCF model (Danko et al., 2008): 

� � � �ccc PPhmTTThhqhqh ��������   (1) 

� � � �ccc PPmmTTTmhqmqm ��������   (2) 

The hh, hm, mh, and mm dynamic admittance 
matrices are identified based on Eqs (1) and (2) by fitting 
qh and qm to TOUGH2 data. The NTCF model 
identification method follows the technique described in 
Danko (2006).  The model for each drift-section perfectly 
reproduces qhc and qmc, the central output fluxes from 
TOUGH2, for T=Tc and P=Pc, the central input boundary 
conditions, that are included in the preselected set of 
boundary conditions. 

Other T and P input variations can produce outputs 
from the NTCF model for qh and qm without actually re-
running TOUGH2. For the coupled in-rock and in-drift 
model, 454 drift-scale NTCF models are generated from 
the mountain-scale NTCF models by scaling, following 
the technique used in Danko et al. (2008). 

CFD Models for Heat, Moisture, and Air Flow 
Transport in the Emplacement Drift

The lumped-parameter, in-drift CFD model domain is 
also identical to that in a previous study (Danko et al., 
2008). However, the heat, mass, and air flow transport 
connections within the emplacement drift are re-
configured according to the three different model 
approaches in Cases A through C. 

In all cases, the energy balance equation in the CFD 
model of MF is used in a simplified form, as follows, for 
an x-directional flow with vi velocity in a flow channel of 
cross section dy by dz (and with no convective heat 

transport in y and z directions while considering the x-
directional flow):  
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In Equation (3), � and c are density and specific heat 
of moist air, respectively; a is the molecular or eddy 
thermal diffusivity for laminar or turbulent flow; and hq�
is the latent heat source or sink for condensation or 
evaporation. In this equation, a equals the molecular 
diffusivity in all directions, as moisture transport by 
convective air flow is explicitly modeled.  The second and 
the third terms on the right-hand-side of Equation (3) 
represent heat conduction (or effective heat conduction) 
in the y and z directions, normal to the x axis of the flow 
channel; these terms are substituted with expressions for 
transport connections using heat transport coefficients for 
flow channels bounded by solid walls (Danko, 2008).  
Equation (3) is discretized and solved numerically and 
simultaneously along all flow channels for the 
temperature field T in MF.   

The simplified moisture transport convection-
diffusion equation in the CFD model of MF is similar to 
Equation (3) as follows: 
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In Equation (4), �v is the partial density of water 
vapor; D is the molecular or eddy diffusivity for vapor, 
calculated from the thermal diffusivity, a, which is 
substituted specifically according to Cases A, B, or C, as 
explained for Equation (3);  cmq�  is the moisture source or 
sink due to condensation or evaporation; and smq�  is the 
vapor flux in superheated steam form.   

The Navier-Stokes momentum-balance equation for 
3D flow of the bulk air-moisture mixture is used as 
follows, following Welt et al. (1984): 
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The viscous terms in Equations (5a–c) can be expressed 
with the viscous normal-stress (�)v and shear-stress (�)
components as: 
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The viscous force terms in Equations (5a–6c) are 
integrated along the grid lines of the flow channels and 
expressed as a function of the convective air flow 
components in the emplacement drift. 

The lumped-parameter CFD model approach allows 
for reducing the number of discretization elements in the 
computational domain. MF allows for defining 
connections between lumped volumes, applying direct 
heat and moisture transport relations between them. The 
current, lumped-parameter CFD model in the drift applies 
18×454=8172 nodes for the heat, and the same number of 
nodes for the moisture transport as well as for air flow 
transport. Each WP is represented by two nodes (Danko et 
al., 2008), with one additional node for the gap between 
neighboring containers. CFD nodes are in the airway 
along four longitudinal lines in a half-cross-section of the 
drift on either side of the symmetry line: (1) close to the 
floor; (2) close to the drip shield; (3) close to the drift wall 
at mid-height; and (4) above the drip shields, with 454 
nodes on each line (Danko et al., 2008). The drift wall is 
assumed to be separated from the rock with a 10-5 m thick 
still air layer representing the rock-air interface, and 
acting as a coupling layer of insignificant resistance to 
transport of heat and moisture. Both the drift wall and the 
thin coupling layer are represented by 454 nodes each 
along three longitudinal lines spanning the drift length—
at the invert, sidewall, and roof. The airspace under the 
drip shields is also modeled by four lines, each having 
454 nodes. Half of the drip shield on either side of the 
symmetry line is lumped into four nodes defining four 
lines, two on the top and two on the side. Each air space, 
one above and one under the drip shield, also includes one 
steam transport line. Heat and moisture transport are 
modeled using heat and moisture transport coefficients at 
the WP, drift wall, and at each side of the drip shield.  
Three-dimensional thermal radiation between solid 
surfaces is also included in the CFD model. The radial, 
tangential, and axial velocity components are all explicitly 
modeled and calculated in MF. 

Coupled In-rock NTCF and In-drift CFD Models
The NTCF (approximating the rock-mass response) 

and CFD models are coupled on the rock-air interface by 
MF until the heat and moisture fluxes are balanced at the 
common surface temperature and partial vapor pressure at 
each surface node and time instant. Two iteration loops 
are used to balance the in-rock and in-drift transport 
processes on the rock-air interface: 

1. Heat-flow-balance iteration between the NTCF and 
airway CFD models for each time division 

2. Moisture-flow-balance iteration between the NTCF 
and airway CFD models for each time division 

An outer iteration loop is used to determine the 
natural air flow field in the closed air space of the 
emplacement drift.  For each set of balanced results from 
iterations 1 and 2, the air flow velocity field is solved 
based on the new, updated temperature and vapor-
pressure distribution in an outside balance loop, until no 
significant change is observed between consecutive 
iterations. 

The simulation results obtained from the CFD model 
elements are temperature, relative humidity, and water 
condensate variations within the emplacement drift, 
including their distributions on the drift wall boundary.  In 
the current study, we focus on these in-drift conditions. In 
other studies, the main focus may be directed to the 
processes in the rock mass and not in the drift, such as in 
Birkholzer et al. (2006; 2008). Temperature, humidity, 
and moisture flow distributions in the rock mass, already 
coupled to the in-drift processes, are given by the 
TOUGH2 porous-media model. Read-out of saturation 
and/or moisture flow results in the rock mass from 
TOUGH2 at any time instant can be made during the MF 
runs at the end of a successful iteration for heat and 
moisture flow balances.   

COUPLED SIMULATION RESULTS

The simulation results for the drift wall temperature 
are shown in Figure 1 along the emplacement drift length 
and at selected time periods. Likewise, Figures 2 and 3 
show the relative humidity and the condensate rate 
distributions, respectively.  

The MF model predicts no condensation in the 
emplacement area for several thousand years; in contrast 
the condensation model described in BSC (2004) predicts 
small rates until approximately 3,000 years. Beyond 3,000 
years, small rates in condensation appear in the MF model 
results, due to a decrease in efficiency of the axial, in-drift 
vapor transport, which in turn leads to an increase in 
relative humidity. The in-drift environment at higher 
relative humidity and under a convective vapor influx 
from the rock mass into the still relatively hot mid-drift 
section shows small rates of condensation at some surface 
areas in the MF results. This may be explained by the 
complex, coupled boundary interactions, which include 
convective vapor fluxes between the in-drift and in-rock 
domains in the MF model. 

Further results from the new model solution are given 
for the natural, axial, and cross-sectional air flows in the 
drift.  The open air cross section of the emplacement drift 
is divided into eight segments, four over and four under 
the drip shields, forming eight longitudinal air distribution 
lines. The lumped-parameter CFD model for air flow 
applies 16 velocity components, eight along horizontal 
lines parallel with the drift axis and eight transversal, 
normal to the drift axis at each drift cross section in the 
present model configuration. The velocity components 
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and their positive directions are defined in Figures 4 and 5 
for the air space above and under, respectively, the drip 
shields. Along a full drift, 454×18=8172 velocity 
components are determined from the lumped-parameter 
model calculation. 

The MF model calculation results for the velocity 
components along the drift length at Year 300 are given in 
Figure 6. Results for other time periods show similar, 
albeit complex behavior, but are omitted from this paper 
for brevity. As shown, neither the horizontal nor the 
cross-sectional velocity components are constant along 
the drift length. The variation in the horizontal velocity 
components, v1

H… v8
H, indicates that the recirculation 

loops are "leaky"—that is, the flows are short-circuited 
with small bypass flows in the drift air space.  
Nevertheless, the formation of a continuous, horizontal, 
large-scale eddy, half-drift length in size, is unmistakable.          

Figure 1. Drift invert temperature variation with drift 
length at selected postclosure time periods 

Figure 7 is a schematic diagram of the dominant, 
averaged, natural axial air-recirculation loops in the air 
space inside and outside the drip shield. A simplified axial 
air flow pattern diagram is shown in Figure 8.  
Visualizing the air recirculation loops as dominant flow 
patterns, one loop under and one over the drip shields, 

helps in understanding the simulation results and the 
nature of the flow field. 

No such axial air flow loops have been reported in 
previous studies for Yucca Mountain. The Natural 
Convection and Condensation studies conducted in BSC 
(2004) show dominantly cross-sectional, but no axial 
large-eddy flows, probably due to a much shorter drift 
length and the very different boundary conditions used in 
the FLUENT CFD model. The open flow cross section in 
the drift is divided into unequal surface areas in the 
present model; therefore, the horizontal velocities do not 
sum to zero. However, the flow rates in each cross section 
strictly satisfy continuity, meaning that the inbound and 
outbound mass flow rates sum to zero. 

Figure 2. Drift invert relative humidity variation with 
drift length at selected postclosure time periods 

The variation in the velocity components, v1
V and v8

V,
of the cross-sectional circulation loops is especially strong 
along the drift length. In fact, the direction of the 
circulation reverses along the drift length perhaps 
multiple times, as indicated by the positive and negative 
signs of the velocity components, shown in Figure 6b.  
The ruggedness of the curves is caused by the disturbed 
cross section and velocities in the gaps between the 
individual WPs.  
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The boundary conditions on the full drift surface in 
the MF model includes a rich variation of temperature and 
humidity, fully coupled and balanced with the in-rock 
TOUGH2 model. The natural driving force for the 
horizontal and transversal air circulations come from air 
density variations due to temperature and humidity 
changes. The change in the rotational direction of the 
transversal velocities along the drift length indicates that 
the air density change due to humidity variation becomes 
dominant over the change in air density due to 
temperature variation at the cold and humid drift sections.  
This fact agrees with what common sense would dictate.   

Figure 3. Drift condensation flux variation with drift 
length at selected post-closure time periods 

In a hot drift section, the transversal air circulation is 
expected to be dominantly temperature driven, causing 
upward air flow in the drift center. In a cold drift section 
with high relative humidity, the effect of vapor content on 
the air density may overwhelm that of temperature. More 
humid and lighter air may rise over the drift wall and 
descend in the drift center, reversing the transversal 
circulation loop direction. 

The simulation results suggest that large-eddy 
turbulent flow, as opposed to small-eddy flow, dominates 
the drift air space for at least 5000 years following waste 
emplacement. The size of the longitudinal eddy equals 
half of the drift length. The large-eddy flow structure 

apparent from the MF results appears to predict a strong 
axial heat and moisture transport. In other words, 
conditions would be drier in most of the drift sections 
where waste is emplaced, and would be wetter in the end 
sections where no waste is emplaced.  

This mechanism should be further explored and 
analyzed for the optimization of the design and the benefit 
of waste storage and isolation.

Figure 4. Definition of velocity components at a given cross 
section under the drip shield 

Figure 5. Definition of velocity components at a given 
cross section outside the drip shields. 

CONCLUSIONS

1. A fully-coupled, in-drift and near-field, in-rock model 
is configured and applied for the solution of a complex 
thermo-hydrologic-airflow problem at Yucca Mountain 
for a full emplacement drift, embedded in a mountain-
scale rock mass with edge cooling. 

2. The new model includes an explicit, natural air flow 
field solver within the drift air space during post-
closure.  From the new model, natural, buoyancy-
driven air flow loops are predicted in both axial and 
transversal directions in a full emplacement drift. 

3. Simulated results are given for temperature, humidity, 
and condensation rates on the drift wall along the full 
length of an emplacement drift, using the new version 
of the MF model. Future modeling studies could benefit 
greatly from such an analysis.  
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Figure 6.  Spatial distribution of the axial (horizontal) (a) and cross-sectional (transversal) (b) velocity components along 
eight air streams outside and inside the drip shield air spaces  at Year 300 after waste  

Figure 7.  Schematic diagram of the natural, axial air-recirculation loops over (a); and under(b) drip shields. Cross-
sectional air flow loops over(c); and under(d) drip shields at two locations along the drift are also shown. 
 
 
4. The MF model predicts no condensation on the drift 

wall in the emplacement area for several thousand 
years, then the onset of small rates at around 5,000 yrs. 
By contrast, the condensation model used in the license 
application for YM (BSC, 2008) predicts small rates 
until approximately 3,000 yrs, and no significant 
condensation on the drift wall after that time. These 
differences likely stem from several factors, including 

transport process model elements, and boundary 
coupling between the in-drift and in-rock domains. 
Further studies are recommended with comparison 
between MF model results and appropriate field data. 

5. Large-eddy turbulent flow, as opposed to small-eddy 
flow, seems to dominate the drift air space for at least 
5000 years, as evidenced by the 3D velocity field 
distribution.   
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6. The size of the longitudinal eddy equals half of the 
drift length for periods of time during postclosure. 
The implications of the strong axial transport 
mechanism should be further explored and 
analyzed.

Figure 8. Dominant, averaged, drift-scale natural air 
flow patterns in one emplacement drift 
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