Iterative procedure for in-situ EUV optical testing with an incoherent source
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We propose an tterative method for in-situ optical testing under partially coherent illumination
that relies on the rapid computation of aerial images. In this method a known pattern is itnaged with
the test optic at several planes through focus. A odel is created that iterates through possible
aberration maps until the through-focus series of aerial images matches the experimental result.
The computation time of calculating the through-focus series is significantly reduced by ROCS, an
adapted form of the Suin Of Coherent Systems (SOCS) decomposition. In this method, the Hopkins
formulation is described by an operator S which maps the space of pupil aberrations to the space of

aerial linages. This operator is well approximated by a truncated sum of its spectral components.

PACS numbers:

I. INTRODUCTION

As EUV optical systems move to larger numerical apertures to achieve higher resolution, it is crucial to have a simple
and reliable procedwre for characterizing the aberrations present in the optics. Standard interferometric techniques
are more ditficult to perform at higher nunerical apertures. Reference wave interferometry such as PS/PDI requires
sialler pinholes that ave dilficult to labricate and provide low photon Aux that gives poor contrast [ringes [1].
Grating-based interferometry sucl as lateral shearing interferometry (LSI) is promising, but has strict tolerances on
the position and tilt of the optical elements which couple with aberrations much more prominently at higher numerical
apertures. Many iterative procedies have the benelil of being independent of numerical aperture, making them nich

move experimentally feasible. They also have the advantage that they can be made to work with existing tools with



no additional experimental setup.

II. SETUP AND PROCEDURE

A schematic vepresentation of a typical EUV optical system is shown in Figure 1. Light radiares from an extended
incoherent source placed in the rear focal plane of a collector optic that lluminates a test pattern. which is imaged
by the test optic onto the detector. Here. the detector can either be a CCD camera in an imaging setup. or a resist-
coated wafer in a lithography setup. We obtain a through-focus series of images by translating the detector stage in
z between each exposure. In a lithography tool, images are obtained by developing the photoresist and viewing them
by a scanning electron microscope (SEM). using the commercial software SUMMIT to process and convert the images
into binary line-edge profiles.

An important consideration is picking a test pattern that has a unique through-focns signature in response to
the aberrations of interest of the test optic. For example, a test pattern containing only vertical lines may be a
poor choice since it has a similar through-focus signature in response to aberrations that are symmetric about the
y-axis, such as spherical aherration and secondary z-y astigmatism (each of which has a dth order z-dependence ). A
proper test pattern will have a diffraction pattern that sufficiently probes the test optic pupil. If a case avises where
certain aberrations are more important than others to detect. an appropriate test pattern can be designed to send

the diffracted light at targeted angles.

A fAow-diagram of the reconstruction algorithm is shown in Figure 2. A computer model ol the optical system is

generated nsing the known test. paliern and sonrce parameters. It has been shown [2] Lhat the eflect of vesist blurring
can be modeled as a linear system whose point-spread function is described by a host function with parameters that we
allow to float in the algorithm. An aerial image through-locus series is generated via ROCS using a initial guess vector
ol aberrations. In the imaging sefup, a merit function is generated by comparing the image series to the experimental
aerial images. In the lithography setup, the image series is convolved with the resist point-spread function. thresholded
and compared with the experimental line-edges. The aberration vector and host [unction parameters are modilied
using a genetic simulated annealing algorithm whereby the bhest results from a set of independent trials is used a3 the
initial guess of a subsequent generation of trials. A merit function is generated that serves to measure the proxirity

of the guess to the actual solution. The caleulation is performed iteratively until the merit function reaches a desired

tolerance chosen to accommodate the level of accuracy required by the vest system.



ITI. FAST AERIAL IMAGE COMPUTATION VIA ROCS DECOMPOSITION

The robustness of the algorith velies on the computation of many iterations, each of which involves the calculation
of several aerial linages. Aerial iimage modeling is normally computationally taxing because the Hopkius equation
whicli governs the partially coherent imaging svstem requires integration across four variables. In order to make the
reconstruction algorithm more computationally feasible. we develop a new method for aerial imnage calculation that

leverages the specific configuration of our experiment Lo optimize the calculation.

A. DMotivation

[in one dimension the Hopkins integral for aerial image calculation takes the following form:

Jv) = //(//)d: Jolp) A ()X (v - 2) (1)
X Tw+p) T (v—2+p) (2)

Here .7 is the aerial image intensity Fourier transform, 22 is the coherent transmission function, £y is the Fourier
transform of mutual intensity of the light illuminating the mask and 7 is the mask Fourier transform. The Hopkins

integral can be thought of as a system that takes three inputs, the mask, the source, and the pupil, and outputs the

aerial iiage. Tn our experiment, the sowrce and the mask are the same across all the calculations, so we can represent
the Hopkins integral as a new system S that has the sowrce and mask inforination integrated in the system. We can

now think of the systein S as mapping a pupil to an aerial image directly. Mathematically we can write this as

sw)= [ kx-S - ) 3
Sth.m) = / th Fo(p)7 (k +p) 7 (m +p) (4)

where S is the systent cross-coclficient (SCC) matrix, that depends ouly ou the source and mask. Tlis forinulation
is i divect analogy with the more familiar transmission cross-coellicients ((I'CC) which depend on the source and the

pupil [3]. Since S is a constant in each of the calculations, it can be computed once and stored, eliminating the need



to evaluate it each time. We now show that by exploiting the mathematical structure of S, we can approximate it

and significantly reduce the number of computations required to calculate the aertal image.

B. Spectral decomposition of the SCC matrix

By dircct analogy to the TCC matrix in [31. it can be shown that Sk, m) = S™(m. k) over the complex field so that
S is Hermitian. Spectral theorem therefore guarantees us that S is diagonalizable and that we can write S as a sum

over the outer products of its eigenvectors weighted by their corresponding eigenvalies.

N
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where N = rank{S}. which can be shown to be equal to the munber of sampled source points. Plugging back into
(3), and swapping the order of the sum and integral gives:
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We recognize the integral as the autocorrelation of the product ¢ and take the inverse Fourier transform of both
sides to get the space-domain aerial image intensity.
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C. Truncation of the spectral sum

Due to the energy compaction property of spectral decomposition [4], the majority of the weight of S is represented
in a relatively small number of terms. The aerial image intensity is therefore well-approximated by considering only

the first K* < NV terms of the swm. This truncation is known as a low-rank approximation |51

K
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N7 is chosen to give a specilied tolerance on the aerial image computation. The normalized error £ between [{2) and

[y is bonnded by the sum of the remaining eigenvalues:

We find that in a typical case. to achieve an error less than 1%, the value of K/ NV &~ .1 to .15. meaning that the

acrial image couwputation is performed 7 to 10 times faster than wich conveutional methods.

Iv. SIMULATION AND DISCUSSION

We model a 0.35 NA Imaging system operating at A = 13.5 mm with a coherence tactor o = 0.5 in MATLAB. The
test pattern is designed of a single pinhole of diameter d = 50 nm, equal to roughly twice the diflraction limit of the
systent, which is chosen to sweep through the full extent of the test optic pupil under the given illumination. Other
test patterns were considered, including patterns with different size features, however for preliminary tests the simple
pinhole pattern was chosen because it has a compact cigenvalue spectrum. An aberration vector of the fivst & Zernike
polynomials is generated randomly using a Gaussian distribution with standard deviation s, = 0.25 waves. Detector
shot noise is modeled using Poisson photon statistics on a 16-bit camera. Aerial images at 3 focus steps are computed
using ROCS and matched to the target image. A merit function is generated by integrating the absolute difference
between thie normalized hinage intensities.

Each subsequent aberration vector guess is generated via a genetic simulated annealing scarch algoriclun. Stmulated
annealing is well suited for non-convex optimization because it contains a probabilistic component that helps resist the
tendency to fall into local minima. More information regarding the details of the simulated annealing algoriclin can be
found in the licerature [7]. The results in Figure 3 show the simulated test optic aberration map and the reconstructed
aberration map to be in good agreement with total rms wavelront error &,y = Aggv /25 The simulation was
performed on a Pentium-D 2.4 GHz dual-core processor and completed in 134 s.

As with wany iterative procedures, convergence of the algorithim can be susceptible to long computation times
depending on the input parameters. Since non-couvex searches like simulated anunealing tend to converge much rmorve
slowly than convex algorithms, the computation of wmany generations may be required before a desirable tolerance is
achieved. Additionally, since simulated annealing relies ou random motion in the paraneter space to step toward the

solution, iucreasing the dimensionality of the space by including more Zernike polynomials can put further demands



6
on the algorithm.

These drawbacks notwithstanding, we have found that feeding the algorithm a larger set of through-focus images
or multiple ithumination settings makes the contour of the merit function more convex. which helps the algorithm
converge more quickly. Another key advantage of simulated anncaling is that it can be partitioned into independent
tasks that can be i in parallel on several processors [8].

In summary. our preliminary simulations verifv the viability an iterative iinage-based approach to optical testing.
Further work must be done in extending the simulation to a lithography sctup to assess the feasibiiity of nsing the

method to test lithography tools. As we continue to move toward higher resolution. iterative image-based optical

ising alier

testing is a proy
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ative to interferometry and may play an important role in next-generation optical systems.



A. Tigure captions

Figure 11 A schemaric representation of a typical EUV optical systent.

Fiowre 20 (a) Flow diagram of iterative reconstruction algoritlin for lithography setup. (b} Flow diagram for

o

NSy setip.

Figure 3 (a) Test wavefrout.
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(b} Reconstructed wavelront via iterative algorithin. Total rins wavelront ervor £,
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