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ABSTRACT 

EUV -wavelength actinic microscopy yields detailed information about EUV mask patterns, architectures. defects, and 

the performance of defect repair strategies. without the complications of photoresist imaging. The measured aerial image 
intensity profiles provide valuable feedback to improve mask and lithography system modeling methods. 

In order to understand the photon-flux-dependent pattern measurement limits of EUV mask-imaging microscopy, we 
have investigated the effects of shot noise on aerial image linewidth measurements for lines in the 22 and 16-nm 
generations. Using a simple model of image formation near the resolution limit, we probe the influence of photon shot 
noise on the measured. apparent line roughness. With this methodology, vve arrive at general flux density requirements 
independent of the specific EUV microscope configurations. 

Analytical and statistical analysis of aerial image simulations in the 22 and 16-nm generations re\"Cal the trade-offs 
between photon energy density (controllable with exposure time), effective pixel dimension on the CCO (controlled by 
the microscope's magnification ratio), and image log slope (lLS). We find that shot-noise-induced linewidth roughness 

(LWR) varies imersely with the square root of the photon energy density, and is proportional to the imaging 
magnification ratio. While high magnification is necessary for adequate spatial resolution, for a gil'en flux density, 
higher magnification ratios have diminishing benefits. With practical imaging parameters, we find that in order to 

achieve an L WR (30) value of 5% of linewidth for dense, 88-nm mask features with 80% aerial image contrast and 13.5-
nm effective pixel width (JOOOx magnification ratio). a peak photon flux of approximately 1400 photons per pixel per 
exposure is required. 
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1. INTRODUCTION 

Lithographic imaging requirements include exceptionally tight specifications on the linewidth roughness (LWR) (i.e. 
width variation) and defects in printed lines. These specifications limit roughness to a small fraction of the printed 
linewidth and consequently shrink with every generation. making them more difficult to achieve. Target specifications 
on printed lines are typically defined as linewidth roughness (3a) values not exceeding 5% of the half-pitch or critical 
dimension (CD) value. For the 22 and 16-nm nodes. these 3a values at 5% linewidth are therefore only 1.1 and 0.8 nm. 
respectively. Furthermore. isolated defects may be defined as any printable. local pattern-edge perturbation that exceeds 
a given fraction of the linewidth. 

Accurately detecting defects and roughness. prior to printing in photoresist. is essential to the success of every 
lithography node. and mask-imaging microscopy provides that essential quantitatil"e feedback. Industry concern over the 
current unavailability of commercial EUV mask inspection tools focuses increased attention on working prototypes such 
as the SEMATECH Berkeley Actinic Inspection Tool (AIT) [1.21. an EliV -wavelength. Fresnel zoneplate microscope 

operating at Lawrence Berkele) National Laboratory. and on plans for future tools. One consistent thread in these 
discussions is the limited brightness and high cost of suitable or available EUV sources. Along with these concerns is a 
great desire to create high throughput mask imaging tools. Since photon flux is the foundation of high throughput. 
understanding the minimum flux requirements for accurate line imaging is an important step in the design and creation 

of ne"" capabilities. 



1.1 Linewidth roughness 

Many factors contribute to the roughness of printed lines. including inherent mask pattern roughness, mid-spatial­

frequency optical aberrations in the projection imaging system, especially the physical granularity (i.e. local inhom­

ogeneity). and other limitations of photoresist materials 13.4. 5J. Furthermore, recent investigations have revealed that 

EUV lithography faces a unique challenge from multilayer phase roughness \vhich modifies the light-field reflected 

from the mask surface and contributes to printed linewidth roughness [6J. 

Owing to the highly wavelength-specific reflective response of ECV masks. multilayer phase roughness can be difficult 

to detect during mask inspection. Mask inspection techniques that do not use EL1V light-scanning-electron microscop) 

(SEM). deep-ultraviolet (DtTV) microscopy. atomic-force microscopy (AFM), and others-have not demonstrated 
predictive capabilities for observed LWR. AFM, for example, can detect roughness in the mask surface height profile; 

the correlation of observed height variations with the magnitude of the phase roughness is a subject of ongoing 

investigation. Yet even if precise correlation were established. AFM is very slow and cannot be used in a practical wa) 
to predict local linewidth variations across large mask areas. SEM clearly re\'eals the borders of absorber patterns, but 

cannot predict the EUV optical properties of arbitrary surface defects, or the local reflected phase variations from the 

multilayer. DUV microscopy, which is currently used as a high throughput mask inspection technique, ma) never reach 

the nm-scale resolution required to see relevant pattern roughnesses. In addition. because DUV light only penetrates the 

top few layers of an ELTV multilayer [7], it cannot predict the EUV reflected phase variations in all cases. 

For ideal, smooth lines, the observed roughness le\'el is strongly dependent on the integrated photon flux per image 

pixel. In this article. we demonstrate that actinic (EL'V wavelength) mask imaging can reveal roughness in the aerial 

image with the required levels of sensiti\'ity and accuracy, pro\'ided that there is sufficient photon flux to overcome shot 

noise. Modeling photon shot noise in a direct EUV mask-imaging configuration with ideal line intensity profiles enables 

us to predict the minimum photon flux requirements of EUV mask inspection tools and to understand the dependencies 

on magnification. ILS. and linewidth. This modeling is similar to studies of shot noise in photoresist 18]. but here is 

applied to direct EUV imaging with a charge-coupled device (CCD) camera. We compare the flux requirements 

predicted by modeling to the imaging parameters of the AlT. An example of line images recorded with the AIT using 

different exposure times is also given. 

1.2 EUV images from the AIT 

The ArT records high quality EUV mask images. and is now used in a wide variety of mask measurements. including 

mask-blank [9. 10] and pattern defect characterizations [II J, defect repair studies 1121. and the analysis of line properties 

113]. 

Flux dependent line roughness effects are readily apparent in images collected with the AlT. Operating near 13.4-nm 

wavelength. the AIT currently uses a CCD camera with 13 .5-Jlm square pixels. and a 907x magnification ratio. giving an 

effective pixel size of 14.9 nm, in mask units. Flux levels measured on the CCD camera vary with mask and pattern 

properties: exposure times are adjusted to achieve 750 to 1000 photons per CCD pixel in the bright regions. 

An example with four different exposure times is shown in Fig. I. A 2-Jlm-long detail region is extracted from an image 
of 250-nm lines (mask dimensions). In Fig. I(a). an inherent and reproducible pattern of intensity variation is readil) 

apparent as a primary source of L WR in these lines. Closer inspection reveals the roughness arising from shot noise. 

especially in the 10 s image. An SEM micrograph of the identical mask region is shown in Fig. I(b) for direct compari­
son. While the SEM does reveal some le\'el of pattern roughness. the origin and magnitude of the aerial image intensity 

\ariations cannot be attributed to \'ariations observed in the SEM. 
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Fig. 1. A comparison of EUV aerial image measurements with an SEM micrograph from the identical region of 
the mask, (a) Increasing exposure time. and photon encrgy density. noticeably smoothes the line images, with a 
clear improvcment occurring between 2.47 to 13.39 photons/nm2

, (b) SEM reHals pattern roughness. but cannot 
predict the features that produce the static pattern of intensity variation observed in these lines, 

1.3 L WR measurement 

With rea!. ELTV microscope images. recorded with a CCO camera. line properties can be extracted from close examina­
tion of the two-dimensional. measured intensity profiles, Some line properties. such as linewidth. ILS. and contrast can 
be calculated by averaging along the direction of the lines; this averaging can significantly increase the signal to noise 
ratio. incorporating the contributions of many times more detected photons in the measurement However. LWR must be 
computed in a different manner. In one methodology. a line's width, at the threshold intensity Ine!. is computed sepa­
rately in each perpendicular row of an image detail. The array of width measurements can then be analyzed to reveal the 
average line\\idth. the standard deviation, and the spatial-frequency spectrum, (LWR is taken to mean three times the 
standard deviation. 3a), This line-by-line analysis relies on individual pixel intensity measurements. and thereby makes 
the measurement vulnerable to shot noise; especially in the presence of insufficient or borderline flux levels, 

In practice. the LWR measured in an ELTV microscope is a statistical combination of the systematic. inherent roughness 
in the aerial image (from many sources). and the random noise sources, typically dominated by photon shot noise, Our 
goal in this analysis is to isolate the effects of shot noise, Therefore. we model ideal. smooth lines. and measure only the 
roughness induced by noise, 

2. MODELING LWR DEPENDENCE ON MEASUREMENT PARAMETERS 

It is instructive to begin the investigation with an analytic description of the influence of shot noise on the threshold po­
sition, In practice, we sample the intensity at discrete pixel locations and interpolate to find the threshold-crossing posi­
tion, Here we simplify the description by concentrating on a single pixel that is assumed to be centered at the threshold­
crossing location, We find that this model consen'atively over-predicts the LWR by roughly 200/,; in typical conditions, 

2.1 A simple model of L WR dependence on ILS and aerial image flux density 

A simple model for the measured L WR induced by photon shot noise can be derived from the local intensity slope 
measured at the threshold-crossing position where the line edge is defined, A measured position x responds to local 
intensity changes as 

jJ 
6);''=--. 

dIdx 
(2,01 ) 



It is convenient to introduce the expression for the ILS, defined at the threshold-crossing position, X/ 

ILS '" dln/i = ~ dli 
dx, Ir dx,_ 

(2.02) 

For simplicity, we assume that the line's intensity profile is symmetric, with egual slope magnitude on both sides. The 

intensity threshold bel is IJ' and the derivative is e\aluated at the threshold position. Eguation (2.01) may be written 

with ILS, 

If'.J 
6...1=--. 

ILS I) 
(2.03 ) 

When intensity is measured with a given exposure time on a square pixel of effectiYe width P (measured in mask units). 

the average number of photons detected at the intensity threshold levelll may be defined as NT' Here, NT is the product 

of the effective pixel area pC and the (time integrated) energy density. measured in photons. n) [photons/nme]: thus, 

(2.04) 

The peak intensity level may be t\\O to four times higher than the threshold level. depending on the pattern and optical 

system dependent aerial image profile. Note that the magnification ratio m links the effective pixel size P and the phy si­

cal size of the detector pixels. PeeD: m = PeeD/P' and is on the order of 1000. 

The one-sided line-edge RMS due to shot noise follows from the normalized uncertaint) in the intensity variation 

I 
(5 =--== 

'r ILS[N;' 
(2.05) 

The measured linewidth \v is the distance between the left and right-side threshold positions. represented as the differ­

ence between the two x positions. Therefore. considering that the two sides of the line are detected by separate detector 

pixels with uncorrelated responses. the linewidth uncertainty is /2 larger. This gives us a general expression for the 

measured line width uncertainty. Note: L WR is 3(5". 

(5= /2 'LWR= 3/2 . 
" ILS[N; . ILS[N; 

(2.06a; b) 

To isolate the role of the effective pixel size p. it is con\'enient to express the LWR from Eg. 2.06b USll1g the time­

integrated nux density from Eg. 2.04. 

LWR = 3/2 . 
ILSp;;;; 

(2.07) 

For fixed photon flux density. the L \/I'R therefore increases in proportion to the magnification ratio. 

LWR = 3/2m . 
ILS PCCD rn: (2.08) 

2.2 A sinusoidal model of the aerial image near the resolution limit 

Near the spatial resolution limit of the objective lens in an ELV microscope. the field of the projected image at the CCO 
plane can be described with a sinusoidal intensity profile. In an aberration-free optical system. where the pupil series as 

a filter in the angular-freguenq domain. only the zeroth and first diffracted orders form a uniform line pattern and are 

transmitted to reach the image plane. While the aerial image properties depend on the partial coherence of the mask 

illumination in a complex way. \\e can simplify our stud) by lea\'ing the image contrast c as a free parameter. 

We can apply the general expressions of Eg. 2.07 to the sinusoidal intensity profile model. written 'Aith the line\\idth \ol­

and the intensity at threshold II as 



I (nr fJ f(X)=Irll+CCOS~) . (2.09) 

With this sinusoidal intensity pattern, the ILS value follows the line contrast in a predictable way. We evaluate the 
derivative and the photon flux at the threshold position 

ILS = cn . 
w 

(2.10) 

Finally, we reach the predicted LWR dependence on linewidth, contrast, CCD effective pixel size. and the energy den­
sity at the threshold energy, measured in photons. 

3 f2 w 
LWR= V . 

ncp';;;; 
(2.11 ) 

It may be more convenient to refer to the incident photon energy density. n,. rather than the energy density at threshold. 
These two energy densities are related by a constant: n, = nr( I + c). 

(2.12) 

As with Eq. 2.0S, we can represent the explicit dependence of LWR on the magnification ratio, 

3)2(I+c) wm 
LWR= . 

nCPccoF 
(2.13) 

3. SIMULATION OF SHOT NOISE AND MINIMUM FLUX REQUIREMENTS 

To probe the effects of shot-noise-induced LWR in EUV microscope imaging, we modeled the effects of noise on CCD 
images, and quantified the minimum flux requirements for El!V mask inspection tools. Our goal is to achieve L WR 
magnitudes below 10O/C or 5o/c of the linewidth (also referred to a critical dimension, CD). In all cases, we assume a CCD 
square pixel width of 13.5 j1m, matching to the CCD currently used in the AlT. The effective pixel widths, 6.5 to 20 nm, 
are calculated from the various magnification ratios. Furthermore, the photon energy densities quoted refer to detected 
photons (independent of detector quantum efficiency), scaled to mask dimensions for convenience. 

Note that at 13.5-nm wavelength. one EUV photon carries 91 .S4 eV or I .47x I 0- 17 J, and I j1 W is 6.S0x I OJ(' phiS. 

3.1 Modeling the ideal aerial image intensity function 

Following Eq. 2.09. we model the aerial image intensity distribution from a pattern of parallel lines, near the optical sys­
tem's resolution limit. The local intensity fix) varies with the lateral position x, Nr is the average number of photons 
detected per pixel at I: I line-to-space ratio threshold, the intensity contrast is c, the CCD's effective pi.xel size (in mask 
units) is p, and the ideallinewidth is w. Since we do not intentionally control the relative position of the line pattern on 
the CCD's pi.xel grid, v.e include an additional grid-position offset parameter 8. 

r I n(x+8)ll 
f(x)=fT~I+ccosl· Ii. 

l IV; 
L ---') 

(3.01 ) 

Figure 2 contains a series of simulated mask line images with varying photon flux densities to illustrate hoy\, photon shot 
noise creates a dependence of measured line roughness on the number of photons per pixel. The grayscale intensity in 
each image is scaled to the brightest pixel value. 

From the CCD pixel array. intensity measurements are assigned to points separated by the pixel spacing p. Despite the 
discreet sampling, linear interpolation enables us to determine the threshold position to a fraction of the pixel spacing. 
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Fig. 2. Simulated mask images with varying photon flux densities show how photon shot noise creates a sensitive 
dependence of measured line roughness on the number of photons per pixel. Shown are 88-nm lines (half-pitch) 
recorded with an effective pixel size of 13.5 nm on the mask and 80% aerial image contrast. 

3.2 Simulation Method 

Simulation begins with the construction of an ideal CCD image, following Eg. 3.01, with a giHn NT value. Following 

Poisson statistics pixel by pixel. we add shot noise to the ideal image and calculate the L WR properties. as described in 

Section I .3. A MATLAB1'\1 pseudo-random number generator. poissrnd. which follows the Poisson distribution. is used. 

Our studies show that the apparent LWR does have a small dependence, typically below 0.6 nm, that is periodic with the 

CCD pixel size. We attribute this to small variations in the local intensity slope across the pixels where the threshold 

intensity levels are measured. To remove the position bias from our calculations, for each set of calculation parameters, 

\\e a\'erage the results from 100 uniformly sampled (5 values, from 0 to 0,99p. 
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Fig 3. (a) Detail from a simulated aerial image with shot noise. an effecti\'e pixel size of 6.5 nm (mask units). 80O/C 
contrast. 88-nm line\\'idth. and 35 photons/pixel (0.83 ph/nm') at threshold. The jagged white lines sho\\ the 
threshold-crossing positions and thus the variation in linewidth caused by shot noise, Threshold positions are cal­
culated with interpolation. (b) A cross-section from the uppermost row in the aerial image detail. The solid hori­
zontalline shows the position of the line edge at the threshold intensitj le\el. The detail in this example wil) have 
high apparent roughness from inadequate mask illumination. 



In each row of the simulated images (perpendicular to the line direction), we use linear interpolation to find the two posi­

tions where the intensity function crosses the threshold value. The local linewidth is calculated as the distance between 

the two threshold-crossing positions. A schematic of this procedure is shown in Fig. 3. 

For each configuration of the imaging parameters, and the two different linewidths of interest (64 and 88-nm mask 

linewidths). LWR calculations were performed 10,000 times using model images with 2,000 pixel rows per image. The 

results of our studies are shown in Fig. 4. 
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Fig. 4. Calculated LWR. in mask units. for different effectil'e pixel sizes (i.e. physical size scaled by the magnifi­
cation ratio). aerial image contrast, and photon densities, with a sinusoidal aerial image. In each graph, the gray 
band ShOll'S a 5-100/,: linewidth range for LWR values. (a, b) LWR with 80% contrast for 64 and 88-nm linewidth 
(lLS I'alues of 39.3 and 28.6 ).tm- ' ) respectilely. The theory values (dashed line. lalues indicated by *) are shown 
for one effective pixel size. (e, d) Calculated LWR for four different contrast lalues at 13.5 nm effectil'e pixels 
size. Theory cunes are shown (dashed line. and contrast I'alues indicated by *). In all cases. theory ol'erestimates 
the detailed calculation by approximately 200/,;. 

3.3 L WR induced by image rotation 

Due to the AlT's unusual rotation-translation (x8) mask stage. images are projected onto the CCD at arbitrary rotation 

angles. Therefore, we also investigated the measured-LWR dependence on image rotation. separate from the shot noise 

considerations. Briefly. our analysis showed that in the worst case. image rotation with a linear interpolation adds a spa­

tially periodic linewidth lariation that is typically not larger than 0.5 nm (30), for the range of magnification and 

linewidth values described abol'e. This effect is significantly smaller than contributions from shot noise. and will likely 

not be an issue of concern for future EUV mask microscopes that use a linear x\' mask stage. 



4. EMPIRICAL FIT TO THE CALCULATED LWR 

The results of the simulations follow the dependencies predicted in the analytic model. Our simulation demonstrates a 

relationship of the form given in Eq. 2.11. Again. a physical CCO square pixel width of 13.5 Jim is assumed. with differ­

ent magnification ratios providing various effective pixel sizes, in mask units. 

LWR=~. 
F, 

(4.0 I) 

The constant coefficient A depends on the measurement parameters. and n i is the (time integrated) detected incident pho­

ton density, scaled to mask units, measured by the CCO detector. Tables I and 2 list the empirically fit values of A for 

the specific cases presented here. From multiple simulations, we estimate a relative uncertainty in A \alues of lo/c. 

Table 1. Empirical calculation of the A values (Eq. 4.0 I) from the simulated 64-nm lines. The parameter A (found 
b) a linear fit to the simulated data) is the L WR (30J \\hcn the photon energy density is I photoninm'. Theof) 
values follo\\ Eq. 2.13. 

photon densit} photon density 

magnification contrast,ILS [ph/nm2] for [ph/nm2] for 

p[nm] ratio [lI~lm] A L WR = 100/< CD LWR=5O/CCD A (theory) 

6.5 2077 80%.39.3 19.81 9.58 38.32 22.30 

10.0 1350 80%.39.3 I I .51 3.23 12.94 14.50 

13.5 1000 500/<.24.5 13.34 4.34 17.38 15.68 

13.5 1000 700/c.34.4 9.91 2.40 959 11.93 

13.5 1000 80o/c,39.3 8.99 1.97 7.89 10.74 

13.5 1000 900/c.44.2 8.30 1.68 6.73 9.81 

13.5 1000 10090.49.1 7.67 1.44 5.75 9.05 

20.0 675 80o/c.39.3 6.07 0.90 3.60 7.25 

Table 2. Empirical calculation of the A \ alues (Eq. 4.0 I) from the simulated 88-nm lines. 

photon densit}' photon density 

magnification contrast, ILS [ph/nm2] for [ph/nm2] for 

p[nm] ratio lll~lm] A L WR = 100/c CD LWR = 50/< CD A (theory) 

65 2077 80o/c.28.6 23.89 7.36 29.46 30.66 

10.0 1350 80ck.28.6 15.25 3.00 12.01 19.93 

13.5 1000 50o/c.17.9 18.13 4.24 16.98 21.56 

13.5 1000 70o/c.25.0 13.70 2.42 9.69 16.40 

13.5 1000 80cle.28.6 12.32 1.96 7.84 14.76 

13.5 1000 900/c. 32.1 11.25 1.63 6.54 13.48 

13.5 1000 I OOO/C. 35.7 10.40 1.40 5.89 12.45 

20.0 675 800/<.28.6 8.17 0.86 3.45 9.97 

5. CONCLUSION 

The prediction of shot noise on all-El'V actinic microscope imaging for the 16 and 22 nm nodes, allows us to determine 

mini mum detected photon flux requirements as a function of linewidth, microscope image magnification, and line ILS. 
An analytic model gi\en in Eqs. 2.12 and 2.13 predicts the dependences of LWR on \arious parameters and provides a 

consen'ati\ e estimate of the LWR. typically 10-20o/c above the simulated \·alues. Measured LWR \ aries inversely with 

the square root of the photon energ) density. Furthermore. LWR \'aries inversely with ILS. These results are merely a 

restatement of the expected conclusions. Clearly. the more photons the better, and the sharper the aerial image is. the 

smaller the measured LWR will be. 

Our sinusoidal aerial image model re\eals that across the majority of experimentally relevant cases studied. typical (time 

integrated) photon energy density requirements are 5 to 20 photons'nm2 to achie\ e noise-added LWR le\els belo'A 



5-10% CD. We also find that when the photon density drops below approximately 0.2 photons/nm2
• at 13.5-nm effective 

pixel size, shot noise may render LWR measurements impossible. Configurations with different effective pixel sizes 
cross that critical threshold at levels close to that value. 

The model also demonstrates the tradeoffs inherent in the design of an EllV mask-imaging microscope. High magnifica­
tion is necessary for clear imaging of small features, and the resolution must be high enough to over-sample the mask 
features by a comfortable margin. However, for a given photon energy density, we find that measured L WR is inversely 
proportional to the magnification ratio. This arises from the strong dependence of LWR on the photon energy density. 

At higher magnifications, the energy density at the CCD plane drops as the square of the magnification. Thus, any gains 
that may come from a more densely sampled aerial image are outweighed by the loss of light. 

We believ'e that reasonable effective pixel sizes (mask units) range from 5 to 20 nm. Modern ELV -direct-detection CCD 
cameras have pixels sizes close to 13 pm, so reasonable magnification ratios are in the approximate range of 700 to 2700 

at this time. Without advances in detector technology, higher magnification ratios will be necessary with decreasing line­
widths. However, the penalty paid in flux and the drive for short exposure times and thus high measurement throughput, 
pushes designs toward the 100\'est acceptable magnification ratio. 

Line measurement and LWR measurement are one and two-dimensional problems, respectiv·ely. More challenging two­
dimensional measurements, and the subject of ongoing research, are the photon density requirements for precise two­
dimensional feature measurement, such as OPC, and corner rounding. Accurate and rapid characterization of these aerial 

image properties is a necessary role for EllV actinic patterned mask inspection. 
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