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We are witnessing a new era that offers new oppii#s to conduct scientific research with
the help of recent advancements in computationdl starage technologies. Computational
intensive science spans multiple scientific domaissch as particle physics, climate
modeling, and bio-informatics simulations. Thesegdascale applications necessitate
collaborators to access very large data sets mgufrom simulations performed in
geographically distributed institutions. Furthermobften scientific experimental facilities
generate massive data sets that need to be tnaustervalidate the simulation data in remote
collaborating sites. A major component needed fipstt these needs is the communication
infrastructure which enables high performance \igzaaon, large volume data analysis, and
also provides access to computational resourcesrder to provide high-speed on-demand
data access between collaborating institutiongpmalt governments support next generation
research networks such as Internet 2 [1] and E$Beergy Sciences Network) [2].
Delivering network-as-a-service that provides prtatile performance, efficient resource
utilization and better coordination between comurid storage resources is highly desirable.
In this paper, we study network provisioning andated bandwidth reservation in ESnet
for on-demand high performance data transfers. Weent a novel approach for path finding
in time-dependent transport networks with bandwigtiarantees. We plan to improve the
current ESnet advance network reservation systeGARS [3], by presenting to the clients,
the possible reservation options and alternatieesearliest completion time and shortest

transfer duration.
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The Energy Sciences Network (ESnet) provides haytdividth connections between
research laboratories and academic institutions €@ta sharing and video/voice
communication. The ESnet On-Demand Secure Cirarnts Advance Reservation System
(OSCARS) establishes guaranteed bandwidth of seddual circuits at a certain time, for a
certain bandwidth and length of time. Though OSCAd@rates within the ESnet, it also
supplies end-to-end provisioning between multipftoaomous network domains. OSCARS
gets reservation requests through a standard weigesénterface, and conducts a Quality-of-
service (QoS) path for bandwidth guarantees. Mutitocol Label Switching (MPLS) and the
Resource Reservation Protocol (RSVP) enable tdeceesirtual circuit using Label Switched
Paths (LSP's). It contains three main componentsesarvation manager, a bandwidth
scheduler, and a path setup subsystem [3,4]. Tmelwodth scheduler needs to have
information about the current and future stateghefnetwork topology in order to accomplish

end-to-end bandwidth guaranteed paths.

The OSCARS bandwidth reservation system keeps tnhathanges in the network
status and maintains a topology gr&pkwhich can simply be described as follows. Everst po
in a router has a maximum bandwidth available feservation, and each network link
connecting two ports (providing communication frome router towards another one) has an
“engineering metric” related to the link latencyhelr'web service interface enables users to
allocate a fixed amount of bandwidth for a timeipeérbetween two end-points in the
network. A reservation requeR contains: source and destination end-points, stgde
bandwidth, and the start/end timé®7{Nsource Ndestination Mbandwidth tstars teng- Since there
might be bandwidth guaranteed paths in the systesmt &re already fully or partially
committed, the reservation engine needs to ensuasahility of the requested bandwidth
from source to destination for the requested timeerval. In order to eliminate over
commitment, committed reservations betwégy: and t.nq are examined, and a snapshot
graphG' of the network topology is generated by extractngilable bandwidth information
for each port in the time peridtiar, tend. G'=G(tstart, teng represents status of the network in
advance. The shortest path GfFG(tstar, tend from source to destination is calculated based
on the engineering metric on each link, and a baditimguaranteed path is set up to commit

and eventually complete the reservation requesthfogiven time period.

On the other hand, if the requested reservatiomatame granted, no further

suggestion is returned back to the user by OSCAdSept a failure message. In such a

216



Advance Network Reservation and Provisioning faeSce

situation, users have to go through a trial-andresequence, and may need to try several
advance reservation requests until they get anladlai reservation. Further, there is no
possibility from the user’s view-point to be awarfethe other possible options that might fit
better into his/her requirements. In other wordsersi cannot make an optimal choice.
Moreover, the current method of selecting a patly tead to ineffective use of the overall
system such that network resources may not be asegtimally as possible. Therefore, our
goal is to enhance the OSCARS reservation systeextgnding the underlying mechanism
to provide a new service in which users submitrtioenstraints and the system suggests
possible reservation requests satisfying userginagents.

In our algorithm, instead of giving all reservatidetails such as amount of bandwidth
to allocate between start/end times, users pranae@mum bandwidth they can use, total size
of the data requested to be transferred, the stdtart time, and the latest completion time.
Moreover, users can set criteria such that theyldvdike to reserve a path for earliest
completion time or reserve a path for shortestsfiemduration. Such a request can be
represented  asRs={Nsource MNiestination Mmaxbandwidth Ddatasize lEartieststart tLatestend.  The
maximum bandwidth is related to the capabilitylod tlient and server hosts between source
and destination end-points. Even if the network paovide a higher bandwidth than the
maximum requested, the user may not be able ugbeakvailable bandwidth due to some
other limitations and bottlenecks in the client aauver sites. The reservation engine finds
out the reservatioR={Nsource Niestination Mbandwidth tstarts tendt fOr the earliest completion or for

the shortest duration Whemaoandwidthg MMAXbandwidtrantharliestStartS tstart< tends tLatestEnd-

The foremost question is how to find the maximumdweidth available for allocation
from a source nodesourceto a destination NOd®esinaion T he Max-bandwidth path algorithm
is well known in quality-of-service (QoS) routinggblems in which a path is constructed
from source to destination given that each linkassociated with an available bandwidth
value. The bandwidth of a path is the minimum bfiaks over the path. Max-bandwidth path
is a slightly modified version of Kruskal and Difkss algorithms with the same
asymmetrical time complexity [5]. However, we death a dynamic network such that the
bandwidth value for every link is time dependelitk=e(routeA-portl, RouteB-port2) and
linkpanawidt{time). Graph algorithms for time-dependent dynamic netedas been studied in
the literature especially for max-flow and shortesth algorithms [6,7,8]. The most common

approach is the discrete-time algorithms in whicl time is modeled as a set of discrete
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values and a static graph is constructed for etreny interval. As an example, [9] uses time-
expanded max flow for data transfer scheduling pi@jsents various shortest path algorithms
for dynamic networks with time-dependent edge wsiglihe following example is given to
clarify the dynamic max-bandwidth problem. Assumeshicle wants to travel from cit to
city B where there are multiple cities betwe&rand B connected with separate highways.
Each highway has a specific speed limit but we neeteduce our speed if there is high
traffic load on the road, and we know the load anhehighway for every time period. The
first question is which path the vehicle shouldda in order to reach cityB as early as
possible. Alternatively, we can delay our jourmewy start later if the total travel time would
be reduced. Thus, the second question is to fiedrélute along with the starting time for
shortest travel duration. Time-dependent graph rdlgns mainly focus on those two
guestions. However, we are dealing with bandwid#ervation where allocation should be set
in advance when a request is received. If we apby condition to the example problem
described above, we have to set the speed limirdestarting and cannot change that during
the journey. Therefore, known algorithms do not ifito our problem domain. This
distinguishes our path calculation from other tidependent graph algorithms in the

literature.

The outline of our approach is as follows. We divihe given search interval into
several time windows, and keep snapshots of thevamkttopology about the available
bandwidth status for every link in each time winddvinis information is updated on-the-fly
every time a reservation request is committed #oreéd for further processing during the path
calculation phase. A time window represents a pledb time in which we have a stable
discrete status in terms of available bandwidthr alve links. For example, if we have three
committed reservations with allocated bandwidthtFair time periods;={b1, t;, ts}, r.={b>,
to, ts}, rs={bs, t, L4}, where the times, & t3, 4 ts are distinct values, there will be four time
windows twy={t1, t}, two={t,, ts}, tws={ts, ts}, tws={t4,ts} and four snapshots for the time
windows G, Gwz, Gws, Gwa If @ link is associated with all three paths Irege three

reservationss, rp, rs, then the available bandwidth over that link is equabsmdwidth,ax -
(b1+bo+b3) for the time period ofty, t3), which is kept inGy,. The next step is to search
through these time windows in a sequential ordecheck whether we can satisfy the

requested allocation for that time window. For ¢iven example above, firstv; (t; ,t2), and

tw, (to,t3) will be examined; later, if both cannot satisfye trequest, time window tyw a
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combination oftw; andtw; (13, t3), will be examined. This can easily be computed 1S,
and Gue such thatGu-2={b banawiai(linki)=min( boandwidin{Gawa(linki), Boandwida{ Guwa(linki) )}

For earliest completion time, the search patterdhlve as follows:itwi, tw, twi_p, tws, tWe.s,
twis, twy, tWa.4, tWo.4, and tw4. The additive property dB,, makes the process easy, since we
only need to store one graph snapshot for eactingtdime window; for example, to obtain

Gty1-awe only needsy,1-3 andGyya.

The complexity of the proposed algorithm is disedgssext. Max bandwidth path
algorithm is bounded b¥(N?), whereN is the number of routers. The number of time
windows that need to be searched is bounded by auaflcommitted reservations within the
given period Of(teariieststart tLatesteng- 1N the worst-case, we may require to searchimak t
window combinations, which i$(T+1)/2, whereT is the number of time windows. If there
are r committed reservations in that period, there cannmmximum2r+1 different time
windows in worst-case. Overall, worst-case compyeisi bounded b)O(erz). However,r is
relatively very small compared to the number of e®dl, in the topology. Bandwidth
reservation is used for large-scale data transfedsit is very unlikely to have thousands of
committed reservations in a given time period. Alsath calculation from two end-points
does not span to all nodes in a real network; thexewe can trinG and perform calculation
on a reduced data S&B(Nsource MNdestionatiog- Moreover, time windows that are too short in
duration to transmit the requested amount of da@a e eliminated beforehand. Max
bandwidth and shortest path algorithms are quiteiefit and the search process over time
windows is scalable and practical, considering thatnumber of reservations in practice is
limited. We have tested the performance of therélyn by simulating very large graphs

(with 10K nodes) and we have observed that computationisimmethe order of seconds.

Network provisioning is not sufficient by itselff@nd-to-end high performance data
transfer. In order to take advantage of the avialabndwidth, client sites should have storage
allocation. For that reason, network provisioniegvices need coordination between storage
resource managers, such as SRM [10] that dynamicalierve and manage storage on
demand. According to the storage allocation poding available storage space in client sites,
data files might be split into multiple chunks te toansferred in shortest transfer periods. Our

future work includes coordination of storage antivoek resource allocations.
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