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ABSTRACT

Realizing the experimental potential of high-brigtgs, next generation synchrotron and free-
electron laser light sources requires the developrokreflecting x-ray optics capable of wavefront
preservation and high-resolution nano-focusing.ti® Advanced Light Source (ALS) beamline
5.3.1, we are developing broadly applicable, higbusacy, in situ, at-wavelengthwavefront
measurement techniques to surpass 100-nrad slopsuneenent accuracy for diffraction-limited

Kirkpatrick-Baez (KB) mirrors.

The at-wavelength methodology we are developingseain a series of wavefront-sensing tests with
increasing accuracy and sensitivity, including sdagrslit Hartmann tests, grating-based lateral
shearing interferometry, and quantitative knife-@dgsting. We describe the original experimental
techniques and alignment methodology that haveledals to optimally set a bendable KB mirror
to achieve a focused, FWHM spot size of 150 nmhwitnm (1.24 keV) photons at 3.7 mrad
numerical aperture. The predictions of wavefrontasueement are confirmed by the knife-edge

testing.

The side-profiled elliptically bent mirror used finese one-dimensional focusing experiments was
originally designed for a much different glancinggke and conjugate distances. This work
demonstrates that high-accuracy, at-wavelength fr@veslope feedback can be used to optimize
the pitch, roll, and mirror-bending forces situ, using procedures that are deterministic and

repeatable.

Keywords. metrology of x-ray optics, synchrotron radiatiomano-focusing, shearing
interferometry, Hartman test, knife edge measurémen



1. INTRODUCTION
With the rapid advent and advance of nanotechnologsecent times, the nano-scale world has

experienced an increasingly bright spotlight. Sundigethe potential realization of engineered
nanomaterials, such as self-organized nanostris;toogrelated materials and microcrystallines, has
prompted a burgeoning scientific mission to obsexwe understand the physics of the very small.
However, bridging the current chasm between ambiiod reality in this respect requires an
apposite extension of technology. Such endeavovartts improving the resolution and quality of

beamline optics at the Advanced Light Source (At&@)front severe challenges.

Despite great advances in optics fabrication exditu(visible-light) metrology, the experimental
resolution and spot size of typical x-ray beamlir@ssynchrotron radiation facilities are often
limited by misalignment, mechanical actuation, posidrift, vibration and the gradual degradation
or contamination of optics exposed to intense beambBght. Therefore, in order to take full
advantage of current high-brightness synchrotrgint Isources, such as Lawrence Berkeley National
Laboratory’s Advanced Light Source (ALS), and sflexth next generationsources, practical
methods must be developed to proviasitu, at-wavelength optical metrology and feedbacktier

optimization of x-ray wavefront quality leadingttre reliable creation of nano-focused beams.

The principal challenge in conducting high preaisicat-wavelength optical metrology is
maintaining a stable experimental system amid theyrenvironment of a synchrotron beamline. To
this end, we developed an apparatus designed taradepa soft x-ray experimental metrology
endstation from its beamline source. Primarilys timvolved isolation of the test chamber from the
myriad vibration sources (pumps in particular), penature stabilization, and the creation of an
internal, shared alignment system for all of théagh elements. The methods used to achieve these

objectives are discussed in Section 2.



Furthermore in this study, which is an extension psévious work(l, 2), we describe a
comprehensive experimental method that enablesmthity, at-wavelength alignment and bending
optimization of a single, elliptically-focusing Kaipatrick-Baez (KB) mirror, resulting in mirror
slope errors of 240 nra@nd a spot size that repeatedly reaches the difiralimit of ~150 nm.
Using a single, vertically focusing KB mirror petsiia straightforward demonstration of the
methodology. The mirror is configured with a soudsmagnification ratio of 13.0 and an image-
side numerical aperture (NA) close to 3.7 mrad. tAits were conducted using 1-nm-wavelength
illumination, provided by a tunable, double-mulggg monochromator, with a thin aluminum foil to
block longer-wavelength light. Nano-focusing is @oplished by performing a series of
interferometric and non-interferometric tests, udthg lateral shearing interferometry(3) for
wavefront slope retrieval. Ultimately, the reswfghe optimization process, elaborated in Section
are verified by a Foucault knife-edge analysis. @yploying quantitative wavefront or slope
feedback from the procedures discussed herein, a@lieve that many adjustable x-ray optical
systems could be optimized to achieve the highessiple wavefront quality, including focusing at

or near the diffraction limit.

Ultimately, we also seek to demonstrate the cooedence betweem situ (at-wavelength) andx
situ (visible-light) metrologies. For this reason, arethimportant facet of this work is the
comparison of results obtained at the beamline thtdse obtained in the ALS Optical Metrology
Laboratory (OML). Specifically, the tests conductedhe OML measure and improve the slope, or
slope errors of glancing-incidence beamline optics. Section dspnts the method of 1D lateral
shearing interferometry which measures the wavéfstope (at some point along the beam), and
from which the slope error across the mirror cancbenputed. Section 5 also describes the

transformation between wavefront slope error anganslope error.



2. ASTABILIZED AND CONTROLLED EXPERIMENT
In creating the experimental system, our primargl geas to ensure stability with respect to thermal

variations and mechanical vibrations. This sectescribes the key components of the design, and

our measurement of the residual vibration magnitude

2.1 Structural isolation of internal components
The experimental apparatus developed for the dptretrology beamline 5.3.1 at the ALS is

illustrated in Fig. 1. In order to create the msistble environment, we designed all of the optical
components (the single KB mirror and both conjugdémes) to be on a single breadboard, isolated
from the external environment of the beamline eatdst. The internal optical breadboard is housed
inside a 2.0x0.5x0.5 frvacuum chamber. All optical components are plaoelihe on a single
Thorlabs™ XT95 optical rail (mounted on the breaatddp to facilitate mutual alignment and
positioning of the components. The breadboard s fnee from the vacuum chamber walls, coupled
through flexible bellows to an exterior alignmeatl that is mounted on a large optical bench via a
six-strut Stewart Platform mount (4). Because matlhe electromechanical equipment (pumps,
equipment controllers, etc.) is attached to onmgstn the vacuum chamber, decoupling the internal
breadboard from the vacuum chamber walls alleviatest vibration issues. The external optical
bench also supports the vacuum chamber. To rebargrojected image of the pupil, a charged
coupled device (CCD) camera is connected to the adna 1.5-meter-long tube attached to the

vacuum chamber.

For mechanical stability, the internal, aluminuredmtboard is attached to the exterior 80/20 rails by
three stainless steel cross-bars. Symmetric, toigalz aluminum expansion joints between the
breadboard and the cross-bars (Fig. 1B, inset) taiainthe relative position of the optical

components in the beam in the presence of temperafuanges, despite the different thermal



expansion coefficients. A finite-element analysighee internal breadboard/support-bar/rail system

indicates a maximum deformation due to gravity 8 im.

Another important design feature of this systerthes kinematic ball-and-groove mounts that hold
the image plane and object plane optical elememtspinholes, slits, gratings, knife-edge, etaijoo
their stages with magnetic coupling. These comptsnare occasionally removed, adjusted, and
remounted into the vacuum chamber. To facilitaie &md to preserve their alignment in the beam, a
kinematic alignment strategy allows the parts t@ima@icallysnapinto their home position, where

magnets hold them in place.

Vacuum Pump

stainless steal
- support bar

CCD Camera flexible Al. bracket

Vacuum Chamber

Figure 1. Beamline endstation chamber design. Y'Hie experiment is housed inside an
aluminum vacuum chamber, with an attached chargagled device (CCD) camera. (Right)
The internal aluminum breadboard is connected tiirdlexible bellows to the exterior 80/20
alignment railing by three stainless steal suppars. A trapezoidal expansion joint (inset)
connects the breadboard to the railing, and masténe relative beam position in the
presence of temperature variation.

2.2 Vibration assessment of internal optics
Even with the high degree of isolation, some rediddbration remains. Using a combination of

knife-edge measurements with a downstream photediwd measured the vertical oscillation of the



x-ray beam with respect the optical elements, &edbeam-power fluctuations that originate from
sources upstream of the chamber. A narrow, 1-pimrslihe object plane produces a cylindrical
wavefront that fills the pupil of the single KB mor. An image of the slit is formed in the focal
plane. Random, oscillatory motion of the focuse@ybeam ultimately increases the measured spot
size; while temporal variations in the light intépscan degrade of the measurement of the beam

profile.

To separate the beam position and power variatexperimentally, we first create a simple,
statistical model of the beam. Over the course ahyrexperiments it has become apparent that the
shape of the beam is roughly Gaussian in the fagudirection. Therefore, when an opaque knife-
edge is scanned vertically across the beam toidqroyg relative to the beam, the measured power

of the beam immediately downstream of the knifeesidggiven by

P(y, Po,£) =120[1+ Erf (LDh& 1)

WA/ 2

wheree is electronic noise (i.e. likely not from the aati system, because it has no effect on the
geometry of the beampy is the power level of the beam, awds the vertical-direction standard
deviation of the beam profile and is proportioralhe full-width at half maximum (FWHM). The
origin of they-axis is chosen to coincide with the average ceviténe beam. If the parameter$,

and the variablg vary independently and in small proportions, themvariance of the powef[P]

with y centered aty) (angle brackets indicate the expected value)psaqimately

o2[F]= [}; - [V%DZJZ[%]J;;zj ex;{'<Y>7W2}02[y]+02[g]. )

Now we consider three measurement conditions. Riestonsider a power measurem@ntover

time, in a configuration where the knife completélpcks the bean((y>:—oo), then no light is



observed and no beam motion is seen. Here alleofmbasured variation comes from the electronic

noise alones’[P1] = ¢’[¢]. In a second power measurem®st the knife-edge is retracted to allow

the full beam to pas:€<y>:oo); the observed power variance is the combinatiorthef beam

fluctuations and electronic nois€{P,] = 6°[Pg] + 6°[¢]. Finally, a third measuremeR% places the

knife-edge at the center of the beam, where 2 efpthwer is bIocked((y} :O). In this case, the
observed power variation comes from all three sssyrcwhich add in quadrature:
o2[Ps]= a?[P,] 14+ (Py)? o?[y] 1 2v? + o2[¢] . Combining these three measurements, the variance
of g, Poandy can each be isolated in turn.
ole]=olR] (3a)
olR]=?[R,]-0?[R). (3b)

oly| = w2, [0?[P;] - 07502 [P~ 0250 2[R, (R} . (30

The expected vaIuéP0> is replaced by the mean power of the second meamuntp,), which

serves as the best estimate. Notice that the ciffiwy/277 in Eq. (3c) is roughly equal to the
FWHM of the Gaussian beam, such that the standexdation of beam position is directly
comparable to this width. Then the term with thdigal in Eqg. (3c) is the RMS variation of the
beam position (relative to the knife-edge) as atioa of the beam width. In other words, this is th

amount of beam width dilation seen by the CCD tnetathe actual width of the beam.

The three power measurements described above \aetedcout using a knife-edge in the focal
plane, and a single-element photodiode a few cmndoeam. Measurements were made using a
sampling rate of 1.67 kHz. These measurements veden after the optimization of the optical

system (discussed below), with the measured beaith wiclose to 150 nm. Both the oscillation of



the beam with respect to the chamber and the pdlnetuations exhibit common low-level
broadband noise characteristics, along with layaplitude oscillations in specific frequencies
below 200 Hz. This indicates a shared responsehéontechanical vibrations of the facility.
Separately, the electronic noise component contaissries of harmonic frequencies with a 35-Hz

fundamental.

Overall, we found that the estimated root mean iquariation of the beam positignis 3% of the

FWHM or ~5 nm. The root mean square power variaiffg as a percent ofR)) was

approximately 2% and that of the electronic noiserevas 3%. This test was conducted while the
ALS was in a special timing mode calledo-bunch modejuring which the beam power is an order
of magnitude lower than usual. Subsequent measutsnmeade with lower sampling frequencies

(100 Hz) and the ALS in normal operating mode yeeldomewhat different resuligy] =10 nm,

andole] = 2%, ands[Po] = 15% 0f<P0>. This latter value for power level fluctuationsosls that

while the internal optical components are well asetl from external vibrations (corresponding to
low vales ofo[y]) the vibrations of the beamline can still affemtperiments through intensity
fluctuations. We note that this error has littleeef on lateral shearing interferometry and scagmin
slit measurements in which the interferograms ofgated slit patterns are effectively time-averaged

and are analyzed independently. This is discuss&ection 4.

Prior to installation on the beamline, the vibrati@sponse of the mirror-bending mechanism was
evaluated using a vibrometer. The mirror vibratroode related to the mechanism for (grazing
incidence) pitch-angle adjustment peaks is at 84z5with Q-factor of about 50. The mode
associated with the mechanism for alignment ofntimeor roll angle has frequency of about 230 Hz

and rather small Q-factor of about 10. Due to therartholder design, the vibration of the roll-



adjustment mechanism can contribute to the instatmf the mirror pitch angle. We also found a
vibration mode of the bender mechanism that caerpiaily lead to an oscillation of the mirror

shape. The frequency of this mode is 157.2 Hz, wifactor of about 15.

We have also performed similar vibrometer measungsngearching for the vibration modes of the
aluminum breadboard inside the end-station vacultvamber. We found a strong roll-angle

breadboard vibration mode at 85 Hz, and Q-factabmut 30.

Therefore, among the known vibration modes of ti@amassembly, the pitch mode at 84.5 Hz is
potentially the most troublesome: it could diredlyect the focus spot position; it has a relagvel
large Q-factor; and the frequency of the mode 1y ese to that of the breadboard vibration mode.
Fortunately, resonance at this frequency was ntacted in then situ knife-edge vibration tests

described above.

3. AT-WAVELENGTH METROLOGY TOOLSAND TESTS
The various at-wavelength metrology tests shareompact set of entrance apertures and

nanofabricated patterns on two transmission menaisréotated in the conjugate planes. The optical
components used in the at-wavelength metrologys tase¢ illustrated in Fig. 3. Note that all

measurements were performed at 1-nm wavelength.

A cylindrical reference wavefront, created by aibamtal slit in the object plane, illuminates tlestt
mirror. The slit is selected from an array of elentbeam-fabricated slits that are 20®-long and
have opening widths between 0.66 angh& The absorber is ajm-thick Au membrane, patterned
on a 100-nm-thick silicon-nitride membrane. The #i placed at the intermediate focus of the
beamline and serves as a virtual source for thererent (2, 5), over-filling the mirror's aperture.

The same array contains pinholes of various sioesspherical wave illumination of future two-



dimensional focusing experiments. Reference 1 amhtaore details about the optical configuration

upstream of the object array.

The elliptical KB test mirror was developed at tREML(6, 7) specifically for metrology
experimentation. Its center is placed 1656 mm diwam of the entrance slit. The focal distance is
estimated to be 120 mm from the mirror's center. éptically focusing mirrors, these conjugate
distances are commonly referred toraandr’, respectively (see Refs. 8 and 9). The shapbef t
mirror is adjustedn situby two bending couples attached to the upstreandanshstream ends and
operated using the bendable mirror adjustment ndstli@scribed in Refs. (8-10). By design, the
central glancing angle of incidence on the mir®©¥i= 8 mrad. Using the length of the beam
projection on the CCD and the known distance froou$, we measured a maximum image-side NA

value of 3.7 mrad for the test mirror.

Four kinds of metrology were used to quantify tleef@rmance of the KB mirror. These tests are
referred to as the upstream scanning slit, the &dt&nife-edge, the downstream scanning slit, and
lateral shearing interferometry. They are descriledome detail in Ref. (2), and briefly here,
below. The optical structures used in these teptifgs, slit, knfe-edge) share a single, 2x2 mm
nanostructure also fabricated in an Au absorbea @iicon-nitride window. The nanostructure is

mounted perpendicular to the chief ray, 8 mrad framtical.

It is important to note and to account for the hiaear mapping of points on the mirror surface to
projected-light positions on the downstream CCD eanarising from the curved shape of the
mirror. The incident ray fan is distributed nondarly on the surface of the mirror, with the rays
bunching up on the downstream end. Similarly, fagm uniformly sampled points on the mirror

surface are mapped to non-uniformly distributed itmws on the CCD. Thus translating



measurements from one coordinate system to ané¢hgr from the CCD to the mirror surface)

requires a coordinate transformation. We rely odemax™ model to provide the interpolation

empirically.

3.1 Upstream scanning-glit test

The upstream scanning slit test(11) (Fig. 3A) isdiected using the JJ X-Ray™ slit system with a
narrow opening (below 100 um) to isolate each phthe mirror in a series of discrete steps. By
observing the motion of the beam position in orrrtea focal plane as the slit is moved (using a
YAG and in-vacuum CCD microscope), we can identivefront slope errors from each part of the
mirror. If the alignment were perfect, all partstbé mirror would focus light to the same position

and the measured beam would not move with th@adition.

3.2 Downstream scanning dlit test
A downstream scanning slit test is conceptuallyilsimto the upstream scanning slit test, but

behaves more like a Hartmann test with a scanmegare rather than a static grid. It uses adB-
wide slit several mm beyond the focus, and the bisgmmojected on the downstream CCD (Fig. 3C).
Like a Hartmann test,(11-13) the positions (i.extc@ds) of the projected beam, as a function iof sl

position, reveal the slope of the wavefront poipdgoint.

The upstream scanning-slit test, with the CCD pmrsetd in focus, has the advantage that the results
are unambiguous. Whether or not all points in tiveanfocus to the same point is readily apparent
and not subject to misinterpretation. Its disadagatis a higher slope measurement uncertainty from
the short distance between the mirror and focu$ (h2n) and from the blur of the visible-light
image on the YAG (severam in our case). The long distance to the CCD (~1).,5amd the direct
soft x-ray detection provides the downstream scapslit technique with improved slope

measurement precision. In both tests, the transtoom between the slit position and the position



where the selected rays reflected from the mirwfase requires a non-linear mapping. However,
since the downstream test performs its measurearetite same side of the mirror as the focus, the

measurements correspond directly to the waveflopeserrors in the focusing beam.
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Figure 2. Optical system layout for the four meagy tests.

3.3 Two knife-edgetests
In principle, there aréwo knife-edge tests; both utilize a moving, nanofeded, opaque “knife”

edge near focus. The simple version translatesfa knsteps, through the beam’s focused spot and
records the transmitted intensity on a single-el@np@otodiode placed downstream of the knife, or
onto a CCD camera where the signal can be sumniesl.tdst enables unambiguous measurement

of the beam size, as shown in Figs. 3B and RefslG)4The second version of the knife-edge tests



records the projected beam on the downstream C@i2reg as the knife transitions through focus.
Recordings of the diffracted shadow of the knifgedare calledFoucaultgrams Within the
measured pupil, each pixel in the detector cornedpdo a unique point in the wavefront and a
position on the mirror's surface. By observing theving shadow on the CCD, and recording the
knife position where the beam intensity transititm®ugh 25% if its peak value (at each pixel), we
can create a wavefront slope-map point by poirdr (®herent illumination, the 25% intensity point
shows where the beam is cut in half). Both methads sensitive to fluctuations in the beam
illumination during the data collection, which che lengthy (i.e. minutes). We refer to the second

version as thguantitativeknife-edge test.

3.4 Lateral shearing interferometry
In shearing interferometry, displaced copies oftdst wavefront are compared interferometrically,

and small differences are revealed in the resuliamge pattern. A linear, binary, transmission-
grating structure, with 1:1 line-to-space ratio pssitioned downstream of the focus to create
multiple beam interference at the CCD detector.(Bi2). Several gratings are available on the same
nanofabricated membrane that contains the scarstiingnd knife-edge used in the tests described
above. We choose relatively coarse grating pitdhesa(4, 5, and @m) in order to achieve a large
overlap among the interfering beams. To produch frigge contrast, the grating is placed with the
focus close to the first Talbot plane distancel®,Zy= d’/A (= 16, 25, or 36 mm, respectively for

the three gratings).

4. AT-WAVELENGTH OPTIMIZATION OF THE OPTICAL SYSTEM
In general at-wavelength measurement and optinizagquires that the mirror be pre-aligned, and

then bent into a configuration close to its firgdsired state. Each test has a different captmgera

and ability to tolerate large aberrations, with #tanning slit tests likely having the largest mng



As described in Ref. 1, the mirror pre-alignmerdgaiss begins in the ALS OML with the setting of
the KB mirror using slope measurements from the Aggond Generation Upgraded Long Trace
Profiler (LTP-l1++) (18-20) and a variation of regsion analysis,(9, 10) referred to as Method
of Characteristic Function@MCF) in this work. MCF is described in Section .4Ebllowing visible-
light shape optimization, the KB mirror is installén the beamline endstation for at-wavelength

characterization and further optimization.

Initial at-wavelength alignment consists of tiltinige mirror (i.e. changing the glancing angle of
incidence) and using the YAG/microscope to obséineebeam width in the assumed focal plane.
Tilting changes the mirror’s glancing angle of ohence, and hence the focal length. The optimal tilt
can be identified in a few iterations, by observoiganges in the beam’s size, and selecting the

minimum value.

The second step in the alignment is the fine adjast of the mirror tilt and the focal plane positio
using the upstream scanning slit method to chaiaeténe slope errors. In our experience, this fine
adjustment in conjunction with MCF was effectivebanging the beam spot size down beloywm
within a two or three iterations. Here, the twoutparameters for the MCF optimization are the tilt
angle, and the longitudinal (focal) position of tHAG. The downstream scanning slit test is also

being evaluated for use as an alternative to tis&regam scanning slit test.

Once the best tilt and focal plane have been ifiedticoarsely, lateral shearing interferometry,
guided by the MCF, is used as rapid, quantitateedback to adjust the bending couples and
minimize wavefront aberrations up to fourth orda@nally, the resulting “optimum” configuration is

verified using the Foucault knife-edge test.



4.1 Method of characteristic functionsfor general optimization
Optimization by the method of characteristic fuont is an application of linear regression to a

system with some merit functio@(x), e.g. slope error at.(9, 10). We assume that for small
adjustments, this function is linear in some freeameters 4;}, such that a measurement Gfat

pointx; is described by
G(Xiiaj):G(o)(Xi)+Zajfj(Xi)+5i- (4)
i

whereG © (x; ) is the ideal merit function, and the set of fuosif (X) are called theharacteristic

functionsof the system. Theg term is the error of the measurement (with resfzetite model). The
characteristic functions are measured by obserthegrelative changes in the system st&),

induced by small changes in the free parameters.

Glx;a; +Aa; )-Glx; a;
fj(xi):;%(xi)=( ' A;_) i) ®
j j

Here Ag; represents a small change in the parametetnserting the measured characteristic
functions into Eq. (4), the optimization problenduees to linear regression analysis, wherein the

variance of; is minimized with respect to the parametgrsThe solution setd i} Is interpreted as

the recommended change in the free parametgfsd bring the system as close @(0)(xi) as

possible.

4.2 Initial at-wavelength optimization of mirror tilt and focal length
The MCF is used routinely in the OML to shape bé&telanirrors.(9, 10) Once the KB test mirror

for this experiment is shaped accordingly in thelOénd placed at the beamline, the mirror must go
through an initial angular alignment step, whickléscribed in more detail in the identical procedur

of Ref. 1. The focusing ability of the mirror isghiy sensitive to the incidence angle of the x-ray



beam on the mirror surface. Hence, before the moam be further shaped at the beamline, the
optimum incidence angle (about ~8 mrad) must bergted. To find this optimum angle of
reflection, we vary, from an initial state, bottettit of the mirror KBy;) and the observation plane
position OPP) about the focus, where the beam position is eeskewith a YAG crystal microscope
downstream of the mirror (shown in Fig. 3A), andrtiMCEF is applied to find the optimum settings
of these parameters. We must vary @RP, because as the tilt of the mirror changes so tloes
effective focal plane. Hence, we need to simultasBofind both the optimal mirror tilt and its

corresponding effective focal plane.

Using the visible-light microscope image of the YAiGe observed size of the beam was never less
than 6 um, due to blooming and focusing errorshan microscope. This is much broader than the
soft x-ray beam. Nonetheless, the method can Hdyhggensitive sub-half-micron to the motion of

the beam centroid that tracks the beam positiomatitans we seek to measure.

The figure of merit in this calculation is the RM@riation in the vertical positiog of the beam
centroid as a function of the vertical positignof the upstream scanning slit. If the mirror is
perfectly focused and the OPP is in the effecto@af plane, then the beam incident on the camera
will be stationary. This defines the ideal figurenerit, y”(x) = constant Since the vertical beam
position is arbitrary, we include this constanttire linear regression analysis, eliminating its

influence on the variance gf

The left graph in Fig. 3 illustrates the changethanmeasurey(x), as the mirror is tilted b}KBy; =
+460 prad (positive when the mirror becomes more parétighe beam), and asOPP = +1 mm
from the initial state (solid line). The graph & tright shows the measured characteristic fungtion

resulting from these changes.
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Figure 3. Measurement of the characteristic fumstiof the mirror tilt and observation plane
position. (Left) The top solid graph is the initzam centroid position on the microscope as
a function of slit position, while the transitiom the middle dashed line represents the
response of this function to a +0.46 mrad changthefmirror tilt, and that of the bottom
dashed line represents the additional responséneofsystem to a 1 mm change of the
observation plane position towards the mirror. (Rig he resulting characteristic function of
the mirror tilt parameter ¢f (dashed), and the measured characteristic funatifothe
observation plane’s longitudinal position displaest(f,) (solid).

From the measured characteristic functions, andnitial alignment state, linear regression analysi
was used to find the optimal parameter settingseBan these measured characteristic functions,
the optimal configuration of the system with regdecthese parameters was obtained by increasing
the mirror tilt by 88urad and retracting the observation plane from tiveomby a distance of 676
um. The system alignment state following these chang shown by the solid graph in Fig. 4. This
is compared to the predicted optimal configuratiepresented by the dashed graph in Fig. 4, based
on the characteristic functions. This actual optimcorresponds to an RMS ray error at focus of

approximately RMS = 140 nm.
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Figure 4. Beam translation about the mgaosition for the measured optimum (solid) and
predicted optimum (dashed) configuration of miritir with RMS variations of 135 nm and
65 nm, respectively.

4.3 Rapid wavefront slope-error feedback from lateral shearing interferometry

We used lateral shearing interferometry (3) as baekl to perform the wavefront slope-error
optimization by mirror bending. This interferometnyethod superimposes a diverging wavefront
onto angularly-shifted versions of itself, creabgddiffraction through a linear grating. Interfecen

is recorded on a CCD camera far downstream of fadwese the beam size is large enough to make

an accurate measurement of the interference fringes

For a focused beam, wavefront slope errors decressarly with the distance from focus. Since
shearing measures the wavefront slope in the matiee CCD, transformation back to the mirror or
another position requires scaling the measuremera tatio of longitudinal distances from focus
(e.9.zcco/zmiror)- For this reason, slopes measured with sheappgaa smaller than expected (for a

typical KB mirror), until they are scaled appropeis to the mirror position.

Taking advantage of the Talbot effect,(17) thefid pattern is a self-image of the grating, with

distortions caused by slope errors of the wavefrbising a square wave grating with peridd



placed close to the = of/A Talbot distance from the focus, it can be showvat the intensityl(x)
appearing on the CCD can be approximated as assefieterfering, laterally-shifted diffracted

orders

2

I(x):

where theC, are the coefficients of the Fourier series expangf the grating transmittance

(6)

Y c, eX’{i ,\2,|—Z nx} exfliy(x~zsind, )

n=—co

function (i.e. a binary square wave in this cabg)s the magnification of the grating image€x) is

the phase of the zeroth-order diffracted beam atG&D,z is the distance from the grating to the
CCD, andé, are the angles of the various diffracted ordarsihich obey the grating equation,
n. = dsin .. In the case wherg(x) is aberration free and cylindrically expandinge tsecond
exponent in Eq. (6) is constant and a magnifiedgenaf the grating forms on the CCD. Although
the interference pattern potentially contains mamwerlapping orders, a simplification that is
appropriate with small-magnitude aberrations witlracteristic length scales larger than the shear
distance retains only orders -1, 0 and 1. Hereptiase difference that emerges is a combination of
the -1 and O order difference, and the 0 and 1ratifierence. Hence, it takes the form of a certtere
discrete derivative between orders separated bghbar distance. Ignoring the square shape of the

fringes, the fundamental fringe periodicity takies torm

2
I(x)= A+Bco T+ AY(X) 7)
Md
whereA andB are constant coefficients. From the grating eguative find that the first-order shear
distance on the CCD planezdd. In Eq. 7, the discrete derivativeAg(x) = y(X + s/ —y(x — s/3.

The wavefront slop®/'(x) measured in the CCD plane, is given approximdigly



. d
Wi(X) = -—Ap(x), (8)
2z
provided that the values af andd are chosen such thati/d << y'(x) / y"(X) (primes indicate
differentiation) across the domain. This conditismeadily found by inspection of the Taylor series
representation of the finite difference functiorheTphase differencay(x) is recovered from the
measured interferogram using the well-known Foutiansform method (21, 22). A third-order
Butterworth filter was used in the Fourier domaonidolate the first order phase information from

the rest.

4.4 At-wavelength optical optimization using a 1D lateral shearing interferometer
Our mirror slope-error measurements showed thatalhef the mirror (rotation about an axis along

the beam-propagation direction) was initially, mall aligned. This alignment degree of freedom is
difficult to accurately set when the mirror is tségrred from the OML to the beamline. The roll
error was clearly visible by eye in a shearing riet@gram pattern of consistently tilted fringes.
With an RMS slope error of 580 nrad in the sagtithbf the wavefront, roll was the dominant error
before alignment. Figure 5 shows wavefront slopasuements before and after the roll-alignment.
We estimate that the transverse mirror width illnated by the beam and shown in the figures
below is approximately 0.5 mm. Although the entit@2-mm length of the mirror is illuminated
during the shearing measurement, we discard 10%heofarea from the each edge to match the
normal operating conditions of the KB mirror proddcby the beam-defining (movable-slit)
aperture. After calibrating the system’s respowsgmall roll changes, we eliminated the sagittal ti

of the mirror in several steps.



Wavefront Slope RMS

580 nrad

B ‘ 40 nrad
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Figure 5. Comparison of wavefront slope before #AYl after (B) roll adjustment of test KB mirror
using lateral shearing interferometer. The two slogasurements are shown in different color scales
to emphasize the elimination of tilt in the sagdii&rection. Slope values range from positive to
negative through the red-to-black rainbow colodescBRMS slope values shown are measured in the
plane of the CCD. The left side of the figure rejerts the upstream side of the mirror, fartheshfro
focus. The beam measures approximately 0.5 mmeirtrémsverse direction, and 80 mm along the
mirror’s length.

Following the roll-error correction, the tangentahvefront aberrations were minimized using
MCF, in a manner similar to that described in S#cd.2, but with the shearing interferometry slope
measurements as input. Here, the mirror was opganzth respect to the (two) bending couples on
the upstream and downstream ends of the mirrormFtbe initial state, we measured the
characteristic functions of the wavefront slopeoemith respect to small adjustments of the two
couples. These two characteristic functions arevehio Fig. 6. Both functions are normalized by
their RMS values. They can be thought of as urstdyaectors in configuration space. We found that
in this mirror holder, the bending sensitivity ibge to 10x greater on the upstream side of the
mirror, per micron of actuator motion. The graphtbe right side shows us that the two functions
are independent in the space spanned by the seteeflimensional orthonormal polynomials over

the measurement domain.

Optical aberrations are commonly classified by espagy the contributions from orthonormal
polynomials used to characterize the wavefront lmpeserror measurement. Here, because
measurements are given in wavefront slope, we mdeozeroth and first-order polynomials, as

functions of the lateral and longitudinal beam-®aqosition (i.e. tilt and defocus). We choose to



optimize the wavefront aberrations globally, noa giarticular, pre-specified,(2) location, as might
be necessary with a two-dimensional focusing systéhe third and fourth order aberrations,
commonly referred to as coma and spherical aberrati a rotationally symmetric optical system,
are here identified with the second- and third-org®@lynomials in wavefront slope-error,
respectively. Since the two characteristic functiane independent with respect to third and fourth
order wavefront errors, a linear combination caridumd, in principle, to eliminate them both from

the final alignment of the optical system.

Normalized Characteristic Functions [a.u.]

A l _ Polynomial Composition [a.u.]
r i
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Figure 6. Characteristic functions of the two bepdrameters. (Top Left) Normalized 2D
characteristic functions for the upstream and doreasn benders, labeled A and B, respectively.
(Bottom Left) Normalized 1D characteristic functsofior the upstream bender in solid, and the
downstream bender as the dashed line, correspotalitie median values, taken along the sagittal
direction, in the above images. (Right) The chanégtic functions can be decomposed into sets of
orthogonal polynomials, each of which represengpe tof aberration contribution for each bender.
The corresponding normalized coefficients of tresamposition are shown for the upstream bender
characteristic function in solid, and for the doweam bender as the dashed line.



Following the MCF procedure, adjustment of the tiending couples produced a significant

improvement in the RMS wavefront slope error, frédnnrad to 24 nrad, as shown in Fig. 7. Figures
7A and B illustrate the initial and final states tife measured wavefront slope error. The
optimization was performed in three stepsgure 8 shows the polynomial coefficients of the
wavefront slope errors for these two configuratiemge use a one-dimensional basis set that is
orthonormal on the CCD camera’s measurement dorvost of the improvement came from the

reduction of third- and fourth-order wavefront esr¢coefficients 2 and 3 in the slope), as expected
Higher-ordered aberrations were less affected lbyb#nding and may arise from shorter-length-

scale imperfections in the mirror surface.

Seeking to further reduce aberrations, we alsosiny&ted the characteristic functions of the mirror
tilt (i.e. changing the glancing angle). Intereghin we found that this characteristic function
strongly overlapped the shape of the upstream hgndouple’s characteristic function, when
wavefront tilt and defocus were removed. This degacy between two free parameters in the
alignment frustrates the simple optimization byeén regression, and for this reason, we did not

perform tilt optimization at the same time as teading (i.e. as a three-parameter optimization).

In @ more general context, this observation hafferent interpretation. If the mirror tilt is ingtled
with the bending couples as a third free paramietehe optimization, then the observe that the
elimination of wavefront aberrations can occur doe trivial solution to the optimization process:
that is, the complete unbending (i.e. flatteningxh® mirror with respect to the beam. In such a
hypothetical case, the high-quality spherical wewf from the slit is the only source of wavefront
curvature (albeit a diverging curvature) and thrghbr ordered aberrations would be eliminated. This

is clearly not the zero-slope-error solution weksee
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Figure 7. Wavefront slope before (Initial) and aft@-inal) optimization using the lateral
interferometry method combined with the method leéracteristic functions. Red indicates higher
values of slope error, while black indicates lowalues, in an absolute scale. Intermediate valtees a
depicted according to a rainbow sequence. Note: Rid&front slope-error values are given in the
plane of the CCD. Mirror slope values are approxatyeb times larger.

o8}
N
N

Polynomial Composition [a.u.]
1.0 N A S
‘l — B
05 S

Order,n

Figure 8. Orthonormal polynomial coefficients oé tiwavefront slope aberration for the initial
configuration (Initial) and the final optimized dggurations (Final).

4.5 Measuring the beam waist

Knife-edge testing serves as unambiguous confionabf the focused beam size following

wavefront optimization. In the absence of aberratjdiffraction dictates the minimum size of the

focused beam. For a uniformly illuminated, one-digienal focusing system, an approximation to

the diffraction limited focused spot size (FWHM) A$~A / 2NA, which in our case is 135 nm.

Using the simpler form of the Foucault knife-edgstt as described in Section 3.3, we measured a



beam FWHM of 154 + 10 nm at focus. Measurement®weade using the CCD camera, summing

the signal across the projected pupil domain, &féekground subtraction.

The results of the knife-edge tests are summairiz&dg. 9, with the beam width at focus is shown
on the left, and the sequence of FWHM beam widtingugh focus are shown at right. The beam
profile strongly correlates with a Gaussian profilaeR? value of the fit of flux vs. knife position to
the error functionis 0.999 at focus. For all knife-edge measuremehsR? value for fits to the
error function are greater than 0.995. Based anlilgh correlation, FWHM beam widths reported
are deduced from derivatives of the best fittingrefunctions, rather than from interpolation, whic

can be inaccurate due to point-to-point beam intrariations.
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Figure 9. (Left) Measured flux (triangles) vs. ka#dge position and fitted error function (solitkl.
Circles indicate the finite forward difference betflux data and the dashed line is the derivative
the fitted error function. Both the flux and piefiare normalized to unity for display. (Right)
FWHM beam width as a function of displacement altirggpropagation direction.

Recording the knife-edge signal with the CCD canm@vides additional information about the
beam focusing. Within the full aperture projectastoothe detector, we can selectively analyze
arbitrary solid angles that exclude the upstreamd downstream edges of the mirror (e.g. by

summing the signal from specific sub-domains ofdata). This allows us to probe the relationship



between the beam waist and the NA, or to effegtidiminate the influence of poorly aligned
mirror sections near the edges of the domain. Tdta dathered from these tests can guide the

selection of an optimal entrance slit width to proe the tightest beam focusing.

5. COMPARISON OF IN SITU AND EX-SITU METROLOGY
Studying the correspondence iof situ at-wavelength testing witkx situvisible-light testing is a

significant goal of this project, and an importamea for the development of high-quality x-ray
optics. Such comparison can be particularly chgllem when the absence of fiducial marks on the

mirror surface leads to uncertainty in the sagktedy beam position during measurement.

Slope-errors are not an intrinsic characteristi@giropagating spherical or cylindrical wavefront.
Unlike small wavefront errors, which maintain thelative absolute magnitudes as waves
propagate, slope errors decrease in proportioméaw tistance from focus. Therefore, taking into
account the plane of measurement (the CCD in tearglg interferometry, for example) is an

essential part of the accurate reconstruction @fwhvefront properties at a different location,hsuc

as the surface of the mirror. Furthermore, sin@ghg incidence focusing mirrors vary in their

distance from focus along the propagation directéomariable scaling factor must be applied in the
point-by-point transformation from measurement plao mirror surface. In the present case, this
variation is significant, with the mirror stretclyifirom 70 to 170 mm from focus along its length. It
is well known that for glancing-incidence focusimgyrors, slope-errors in the regions farther from
focus will cause more significant ray errors thajuiealent errors closer to focus, simply by the

difference in the propagation distances.

The transformation from wavefront slope error tarorisurface slope error was carried out in the

following way, according to Fig. 10. We first usBdmax™ to calculate the mapping between each



point A, with coordinatau, on the test mirror and the point C, with coor¢ina on the CCD camera,
connected by the ideal light ray, depicted by taghed arrow passing through the focal point B. The
result is the functiowv = f(u), reported previously (5) for this particular srst Next, we assumed
that the slope of the wavefront error was suffidieemall such that for every pointon the mirror,
the deviationyv due to the ray error was negligible, i.e. muchlen#han the width of pixels at the
plane of the CCD. In this assumption, each CCD Ipxaniquely associated with a point on the
mirror, regardless of the (small) ray errors. Ti@quirement sets a maximum ray error for a half-
pixel ray displacement on a CCD with 24 um pixel$.8 m distance alo < 7 prad. This condition

is easily met for the points on the mirror withirD 4nm of the center. Previous OML
measurements(2) give an estimate of 0.8 a? RMS ray slope error. The lateral shearing
interferometer measures a wavefront slope erraaprslope erropf at the CCD camera plane, a
distancez downstream of the focal point B; the ideal wavefris shown as the dotted line passing
through C. The slope err@p is the angle that the actual wavefront makes with hypothetical
ideal wavefront with radius of curvaturgat the point G where the actual ray emanating from A

lands on the CCD camera. By the law of sines,

sinda _sindp
z r'—u’

(11)

Finally, a ray erroba from the pointA on the mirror is caused by a mirror slope edsarat A of one

half da, or

iy P, (12)



wheredfic is the wavefront slope error measured at the goiahd the angles are assumed small.
These slope transformations enable us to deducmitiher slope error from wavefront slope error

measured with lateral shearing interferometry.

Figure 10. Geometry of (exaggerated) wavefrontabgrrations in the 1D focusing system. The
length of segmen@B is shown as’ - u because the angle betwe&B and theu-axis is merely 8
mrad, which is neglected for simplicity.

Figure 11 summarizes the comparison between slope measured at-wavelength with the lateral
shearing interferometer and slope error measurédeirOML with the LTP-II++. The mirror slope
error measured in the OML is shown in circles ahd mirror slope error measured by lateral
shearing is marked with triangles. Both measuremere taken after the mirror was optimized.
The slope error profile shown from the lateral simigpinterferometer is the sagittal average across
the analyzed portion of the pupil (the middle 80fthe mirror). The RMS slope errors measured in
each way are 0.24 + 0.1 prad (OML), 0.27 + 0.05d(shearing). The uncertainty in the shearing

measurement is estimated based on the repeatability



Recently, mirror optimization in the OML has beemproved by allowing the’ conjugate distance
the glancing angl® to vary in order to balance residual slope ertdrs.this work, after the test
mirror was optimized at-wavelength, and re-measuvégth visible-light in the OML, we
implemented a fitting routine that allows the asedmonjugate and incidence-angle values to vary
slightly, within 1% of the design values:= 1650 mmy’ = 120 mm and = 8 mrad, in the least
squares linear regression procedure. This allongdoutake into account inaccuracies in the
placement and alignment of the mirror at the beaenéndstation, which change these values. By
implementing this procedure, the new best-fit nmipoofile wasr = 1650.96 mmy’ = 119.39 mm
andéd = 8.063 mrad. Subtracting this ellipse from the meagslope data resulted in the slope error

profile found in Fig. 11.
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Figure 11. Comparison df situ andex situmetrology: mirror slope error measurex sity in the
OML (solid circles), and measuréd situ with the lateral shearing interferometer (crossegkitive
values of the mirror position aod®wnstreamin the direction of beam propagation.



At this point, the systematic errors of the lateshkearing interferometer have not been fully
characterized. However, based on repeated seguergmsurements of the wavefront slope (i.e.
with the grating translated in plane between meamsants), the measurement-to-measurement
repeatability of the wavefront slope error is or tavel of 5 nrad, measured at the CCD position.
This corresponds to measurement-to-measurementtedyldy of approximately 0.0%urad in
measured mirror slope error. The agreement betwe=®ML and the shearing measurements of
the mirror slope error is a noticeable improvenmmrer the previous work.(5) This is due to both a
better compensation of the defining parameters’{ 6} in the OML measurements, and a more

accurate transformation of measured at-wavelengtrefvont slope error to mirror slope error.

6. CONCLUSIONS
Reliable diffraction-limited soft x-ray nano-focangi requires the development of practical

techniques that can accurately and routinely sandecorrect small wavefront and slope errors. At
the ALS, establishedx situoptical metrology methods are being matched witlergngin situ at-
wavelength methods capable of sensing sub-100siop@ errors and nanometer-sized focal spots.
In conjunction, these techniques are being developigth minimal hardware requirements and

maximum transferability.

In this work, we have developed a comprehensivegquhore for the alignment and testing of a single
bendable Kirkpatrik-Baez mirror, for focusing of fisx-rays in one dimension. Using well

established and state-of-the-art techniques theomivas pre-shaped in the OML using the LTP-
lI++. The mirror was then transferred to an ALStbéae, where it underwent a coarse alignment of
the mirror tilt and focal plane. Then, using a lidtmg-based lateral shearing interferometer, the

focusing soft x-ray wavefront was optimized in #hrgteps to eliminate residual aberrations. The



optimization used the MCF procedure based on thasared wavefront dependencies from each
alignment degree of freedom. Direct, knife-edge sueaments of the beam waist showed a 154 +
10-nm spot size, 10% larger than th&2NA) diffraction limited value. Finally, wavefront gle

errors measured with lateral shearing interferoynatid transformed onto the mirror surface showed
guantitative agreement between the RMS slope erdo2g vs. 0.27 urad (OML vs. shearing), and

similar prominent features in the slope profile.

Following this 1D demonstration, we will apply slar techniques to a 2D (two mirror) KB
focusing system in the same experimental test ckan@@ngoing investigations of the knife-edge
and scanning slit techniques provide additionaadat comparison and learning. To conclude, the
synthesis oin-situ and ex-situmetrologies provides a firm foothold for the netéps in x-ray at-
wavelength metrology and nano-focusing at currend future high-brightness short-wavelength

light sources.
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