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ABSTRACT 
 

The Community Earth System Model, version 1 (CESM1) is evaluated with two coupled atmosphere–land 
simulations. The CTRL (control) simulation represents crops as unmanaged grasses, while CROP represents a 
crop managed  simulation  that  includes  special algorithms for midlatitude corn, soybean,  and cereal  phe- 
nology and carbon allocation.  CROP has a more realistic leaf area index (LAI) for crops than CTRL. CROP 
reduces winter LAI and represents the spring planting and fall harvest explicitly. At the peak of the growing 
season, CROP simulates higher crop LAI. These changes generally reduce the latent heat flux but not around 
peak  LAI  (late  spring/early  summer).  In  midwestern North  America,  where  corn,  soybean,  and  cereal 
abundance is high, simulated peak  summer  precipitation declines and agrees better  with observations, par- 
ticularly when crops emerge  late as is found from a late planting sensitivity simulation  (LateP). Differences 
between the CROP and LateP simulations underscore the importance of simulating crop planting and harvest 
dates  correctly.  On the biogeochemistry side, the annual  cycle of net ecosystem  exchange  (NEE) also im- 
proves in CROP relative to Ameriflux site observations. For a global perspective, the authors diagnose annual 
cycles of CO2  from the simulated NEE  (CO2 is not prognostic  in these  simulations) and compare against 
representative GLOBALVIEW monitoring stations.  The  authors  find an increased (thus  also improved) 
amplitude of the annual cycle in CROP. These regional and global-scale refinements from improvements in 
the simulated plant phenology  have promising  implications  for the development of the CESM and particu- 
larly for simulations  with prognostic  atmospheric CO2. 

 
 
 

1. Introduction 
 

Past studies indicate that managed and unmanaged 
terrestrial ecosystems interact with the atmosphere and 
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Other components of the earth  system through  a variety 
of biogeophysical and biogeochemical processes  and 
characteristics. Levis (2010) reviews this topic. In the 
present study we consider such effects by simulating 
certain  managed ecosystems. 

Managed ecosystems add to simulations of the earth 
1 

system the uncertainty of human interference. Numerous 
climate-modeling studies have explored the effects of



human land use on the earth system by usually replacing

trees in land surface models with a simplistic representa-

tion of crops, such as grasses (Pitman et al. 2009). How-

ever, realistic crop phenology and the use of fertilizer and

irrigation give croplands different biogeophysical and

biogeochemical characteristics relative to grasslands.

Xue et al. (1996) reduced North American tempera-

ture biases in their coupled land–atmosphere model by

prescribing more appropriate values of certain vegetation

parameters to their crops. A few years later, climate

modelers began introducing adaptations of complex crop

models into land surface models to better depict managed

ecosystems (Tsvetsinskaya et al. 2001a), as they had done

earlier with ecosystem models of unmanaged vegetation

(Foley et al. 1996). Originally intended to facilitate agri-

cultural management, such crop models usually combine

mechanistic and empirical algorithms to simulate com-

plex crop behavior to project yields for a range of nutrient

and water availabilities and weather conditions at local to

regional scales (e.g., Hodges et al. 1987).

Climate scientists first used crop models to simulate the

effects of climate change on crops (e.g., Mearns et al.

1999). Such studies neglected potential two-way climate–

crop interactions, so Tsvetsinskaya et al. (2001a,b) coupled

a regional climate model to a crop model in a proof-

of-concept exploration of climate–crop interactions over

the central Great Plains of North America. Tsvetsinskaya

et al. found that replacing the regional climate model’s

generic crop formulation with the more realistic repre-

sentation of corn from a crop model led to improvements

in the simulated leaf area index (LAI). These improve-

ments generated differences in the simulated turbulent

heat fluxes, which led to changes in temperature, humid-

ity, winds, and precipitation. At interannual time scales

the largest changes were found during drought years and

at diurnal time scales during the midafternoon. With the

more realistic representation of corn, the precipitation

was simulated closer to the observed.

Soon many others (Kucharik and Brye 2003; Bondeau

et al. 2007; Osborne et al. 2007; Stehfest et al. 2007; Gervois

et al. 2008; Levis et al. 2009; Lokupitiya et al. 2009)

adapted their land surface models to include realistic crop

algorithms for eventual use in comprehensive earth system

models. The goal was to simulate fundamental drivers of

crop management and growth dynamics interactively

rather than using datasets that may not hold under future

climate conditions. Most studies using such models have

explored a variety of agricultural issues without coupling to

atmospheric models. For example, Twine et al. (2004) used

the Agro-IBIS (Integrated BIosphere Simulator) model

to investigate the biogeophysical effects of replacing an

undisturbed Wisconsin grassland or forest with crops.

From grassland to crop, which is the case pertinent to our

study, they found increased net radiation and evapo-

transpiration, mainly in response to reduced surface

albedo. Again, such studies do not account for possible

two-way climate–crop interactions.

Only Osborne et al. (2007, 2009) performed global

coupled atmosphere–land simulations with an interac-

tive crop model. Osborne et al. used the crop model

GLAM (a groundnut, i.e., warm climate crop, model) in

the land component of the Hadley Centre Atmosphere

Model, version 3 (HadAM3). Osborne et al. (2009) ex-

amined the effect of interactive, as opposed to prescribed,

crop phenology on tropical climate variability and found

increased growing season variability in evapotranspira-

tion, relative humidity, and temperature.

In the present study, we replace the Community Land

Model’s (CLM’s) unmanaged ‘‘grass-like’’ crop with man-

aged corn, soybean, and temperate cereals as in Agro-IBIS

(Kucharik and Brye 2003). We take this opportunity to

document the CLM crop model as part of the special col-

lection of articles documenting the Community Earth

System Model, version 1 (CESM1) in the Journal of Cli-

mate. Furthermore, we examine changes in the interactions

simulated by our global coupled land–atmosphere model

by introducing the interactive crop management model. As

in Tsvetsinskaya et al. (2001a), we test the null hypothesis

that replacing unmanaged with managed crops does not

affect our model’s simulated climate.

Osborne et al. (2009) focused on tropical regions, while

we focus on the midlatitudes and especially midwestern

North America, where corn, soybean, and temperate

cereals exist in higher concentrations than elsewhere.

Past work has identified sensitive regions of potentially

strong land–atmosphere coupling in North America (e.g.,

Koster et al. 2004). We do not address physical climate

effects from crops on the global scale or in remote regions

through teleconnections.

From midwestern North America to the global scale

we do evaluate the model’s simulation of carbon fluxes.

Lokupitiya et al. (2009) found that using a crop model to

represent crops in a land surface model led to better

simulated LAI and that this resulted in better simulated

carbon fluxes at the land–atmosphere interface in the

central United States. Better simulated carbon fluxes

will likely improve earth system model simulations with

prognostic atmospheric CO2 concentrations.

2. Methods

a. Model description

We perform coupled simulations with the Community

Atmosphere Model, version 4 (CAM4.0) (Neale et al.

2012, manuscript submitted to J. Climate) and the

Community Land Model with Carbon and Nitrogen
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(CLM4CN) biogeochemistry (Lawrence et al. 2012).

These are component models of CESM1 (available online

at http://www.cesm.ucar.edu). We prescribe climatological

sea ice and sea surface temperatures (SSTs) (Neale et al.

2012, manuscript submitted to J. Climate) to eliminate

interannual atmospheric variability due to coupled ocean–

atmosphere interactions. References in this paragraph

include extensive model documentation and evaluation

and appear with this article in the Journal of Climate

special collections dedicated to the CESM1 and Com-

munity Climate System Model, version 4 (CCSM4).

Here we document the crop-specific phenology and

carbon allocation algorithms added to the unmanaged

vegetation framework of the CLM4CN (Lawrence et al.

2012). These crop algorithms originate in Agro-IBIS,

another state-of-the-art land surface model with similar

options to simulate dynamic vegetation (Kucharik et al.

2000) and interactive crop management (Kucharik and

Brye 2003). Agro-IBIS was evaluated favorably for ag-

ricultural sites and regions in the North American

midlatitudes (Kucharik 2003; Donner and Kucharik

2003; Kucharik and Twine 2007; Twine and Kucharik

2008). In the CLM, the crop algorithms were first tested

in offline simulations with CLM3.5CN (Levis et al. 2009).

These algorithms have now been released as an optional

configuration to the CLM user community with instruc-

tions in the corresponding user’s guide (Kluzek 2011).

The crop algorithms use temperature to drive growing-

season transitions in phenology and carbon allocation.

Generally speaking, carbon allocation to crop leaf, fine

root, live stem, and reproductive pools begins with leaf

emergence and ends at harvest. However, as an ex-

ample of a growing season transition, allocation to the

reproductive pool occurs only during the last phase of

crop development, identified as the phase from grain

fill to physiological maturity and harvest.

The CLM plant functional types (pfts) include an

unmanaged crop, modeled like an unmanaged C3 grass

and distributed spatially according to satellite data

(Oleson et al. 2010).1 Here we introduce three new

pfts—corn (CLM’s only C4 crop), soybean, and tem-

perate cereals—with gridcell coverage from the 1992

crop dataset of Ramankutty and Foley (1998) (Fig. 1a).

We change several pft parameter values following Agro-

IBIS, to further distinguish corn, soybean, and temper-

ate cereals from the unmanaged crop. In many—usually

warmer—areas, farmers plant cereals, such as winter

wheat, in the fall for a late spring harvest. Here we do

not represent winter cereals and treat all our temperate

cereals as warm season crops, like spring wheat, owing to

the unavailability of global data that distinguish winter

from spring cereals. Furthermore, we define temperate

cereals as the sum of wheat, barley, and rye, assuming

that these three crops have very similar characteristics

and could be treated as one plant functional type, fol-

lowing Table 1 of Bondeau et al. (2007). We assign to

wheat, barley, and rye the pft definitions for wheat.

To allow managed and unmanaged vegetation to coexist

in a model grid cell and be handled separately by CLM’s

crop and dynamic vegetation models, we divide the CLM

vegetated land unit in two parts. Pfts in the unmanaged

land unit all share the same below-ground properties per

grid cell, including water and nutrients (CLM4CN default

option, Fig. 1b). Pfts in the managed land unit occupy

separate soil columns, that is, they do not interact with each

other below the ground and, therefore, do not compete for

water and nutrients (Fig. 1c). This permits different man-

agement practices, such as irrigation and fertilization, per

crop. Implementations of prognostic irrigation (Levis and

Sacks 2011) and fertilization (B. Drewniak 2011, personal

communication) are forthcoming. Until then, we consider

all pfts as rainfed, and we disable the CLM4CN interactive

nitrogen limitation for corn, soybean, and temperate ce-

reals. For these three pfts we prescribe the Vcmax25 value

proposed for crops (101 mmol CO2 m22 s21) by Kattge

et al. (2009) as in Bonan et al. (2011).

CLM4CN calculates the LAI as a function of each pft’s

leaf carbon and specific leaf area. A detailed technical

description of this crop model appears in the appendix.

b. The simulations

We perform three 41-yr equilibrium present-day

CAM4–CLM4CN simulations at 1.98 latitude by 2.58

longitude resolution with all of the default model set-

tings and inputs associated with this resolution (Gent

et al. 2011). We average results from the last 20 years of

each simulation.

1) CTRL, the control simulation, which represents

crops as unmanaged C3 grasses and applies nitrogen

limitation to all pfts as in the default CLM4CN.

2) CROP, the selectively managed simulation, which in-

cludes phenology and carbon allocation algorithms

specific to midlatitude corn, soybeans, and temperate

cereals. In grid cells where the managed crops sum to

less than the CLM total crop fractional cover, we

continue to employ the unmanaged crop pft for the

remaining portion. Because our model is specific to

midlatitude crops, we restrict our implementation to

regions above 308 in the Northern and Southern Hemi-

spheres and retain the unmanaged crop pft in the tropics.

3) LateP, the late planting simulation, in which the

managed crops are planted on the latest date allowed1 C3 and C4 refer to different photosynthetic pathways of plants.
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by the model (see section b of the appendix). We

investigate whether differences in the resulting grow-

ing seasons simulated by LateP and CROP influence

the atmospheric state.

c. Data for model evaluation

We compare the simulated precipitation (P) and tem-

perature (T2m) in midwestern North America to data

from Willmott and Matsuura (2000). Here we define

midwestern North America as the contiguous region in

the world where corn, soybean, and temperate cereals

sum to more than 52.5% of gridcell cover at 1.98 3 2.58

horizontal spatial resolution. This region has the highest

crop cover in the world (Table 1).

We also compare the global simulations at individual

grid cells against site observations at two Ameriflux

sites. Gap-filled Ameriflux ‘‘level 4’’ data for the rainfed

sites in Bondville, Illinois, at 408N, 888W (Meyers and

FIG. 1. (a) Percent cover of the sum of managed crop plant functional types (pfts) in the CLM based on the data of

Ramankutty and Foley (1998). Managed crop pfts in the CLM are corn, soybean, and temperate cereals. Crop area in

the zone 308S–308N is assigned to the unmanaged crop pft. (b) Schematic of a CLM grid cell, its land units, and crop

pfts in the CTRL simulation vs (c) in the CROP and LateP simulations.
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Hollinger 2004) and Mead, Nebraska, at 418N, 968W

(Verma et al. 2005) include surface heat and CO2 fluxes,

P, LAI, and other variables (available online at http://

public.ornl.gov/ameriflux/site-select.cfm). Both sites em-

ploy no-till agriculture to grow corn and soybean in annual

rotation. For Bondville the data span 1996–2006 (except

the LAI, which spans 1997–2001) but the year 2000 and the

first half of 1996 are missing. For Mead the data span 2001–

05 but the first few months of 2001 and the last few months

of 2005 are missing. In Mead the LAI data span 2001–08.

These time periods are short relative to the 20-yr averages

calculated from our simulations. However, representative

LAI values tend to emerge even from a small number of

years. Hence we emphasize the comparisons of LAI more

than of the heat fluxes.

Another source of uncertainty when comparing tower-

measured versus model-simulated heat fluxes stems from

the spatial scale mismatch between model grid cells

(about 200 km) and tower-site footprints (at most a few

kilometers) (Randerson et al. 2009). Here, we have not

employed upscaling of the tower-site observations (Jung

et al. 2009). Instead, we have followed the direct com-

parison approach of Randerson et al. (2009), who ac-

knowledge low uncertainty in measured surface heat

fluxes and net ecosystem exchange (NEE) but moderate

to high scaling mismatch with model output. Despite low

uncertainty in measured surface heat fluxes, the problem

with energy balance closure remains at tower sites (not

in models) and suggests that latent plus sensible heat

fluxes may be biased low (Wilson et al. 2001).

For a global perspective on the biogeochemical effects

of interactive crop management in the CLM4CN, we use

the algorithm of Randerson et al. (2009) to diagnose

monthly anomalies of CO2 concentration from the simu-

lated NEE at a subset of GLOBALVIEW network CO2

monitoring stations (Masarie and Tans 1995). We compare

the values from our equilibrium simulations (in this case

the last 10 years) against the observed for years 1991–2000.

3. Results

CROP simulates the annual cycle of leaf area index

(LAI) for the three managed crops more realistically

than for the unmanaged crop plant functional type (pft).

In four sample regions (Europe, central Russia, Argentina,

and Midwestern North America) the managed crops

show reduced winter LAI and clear spring planting and

fall harvest periods. At the height of the growing season,

the managed crops display higher LAI. In contrast, the

unmanaged crop generally displays a flat annual cycle

with insufficient seasonal variability (Figs. 2a–d). These

differences are statistically significant across a range of

sites and regions (Table 2). Some observations show

corn LAI exceeding soy LAI (Flénet et al. 1996; Verma

et al. 2005), while others show the opposite during

certain phases of growth (Thenkabail et al. 2000). Our

simulations produce lower corn than soy LAI through-

out the growing season. These simulations include no

calibration of the CLM4CNcrop model to improve the

results of this study in any way.

We evaluate the simulated LAI against observations

in Bondville and Mead (Figs. 2e–f). At both sites, the

CROP-simulated LAI compares better to the observed

than does the CTRL-simulated LAI. At both sites

CROP simulates the second half and LateP the first half

of the growing season better. Both simulations over-

estimate the length of the growing season. Both simula-

tions also overestimate the LAI, especially in Mead. The

Agro-IBIS developers performed site-specific calibra-

tion of the model for Mead, using planting date and

hybrid information, and drove the model with meteo-

rological data collected at the site (Kucharik and Twine

2007) to match the observations. We have not per-

formed site-specific calibration of the CLM4CNcrop

model.

The phenological changes from the CTRL simulation

to CROP and LateP reduce the latent heat flux (L) in

fall and winter and usually not in spring and summer. In

most regions and seasons shown, the P and soil moisture

appear reduced, indicating generally drier conditions in

response to the inclusion of interactive crop manage-

ment in the model (Table 2).

Differences between the simulations that we may at-

tribute to the interactive crop management are likely

more robust in midwestern North America due to higher

managed crop abundance than anywhere else in the

TABLE 1. Cover (%) prescribed from data (sources discussed in the text) per plant functional type over the soil-covered areas of CLM4

grid cells. Selected sites and regions are discussed in the text. Note: where cover does not sum to 100%, the remainder goes to bare ground.

Type

Europe

(458–558N, 08–308E)

Central Russia

(528–568N, 608–858E)

North American

Midwest

Mead

(418N, 968W)

Bondville

(408N, 888W)

Tree 37 18 6 2 9

Shrub 1 1 0 0 0

Grass 21 37 18 18 23

Unmanaged crop 15 4 9 10 1

Managed crop 23 30 61 66 63
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world. Here we find that CROP simulates increased L

in May and June relative to the CTRL, while LateP

simulates increased L in July and August (Fig. 3a). This

pattern is qualitatively similar in Bondville and Mead

(Figs. 3b,c). Relative to the observations in Bondville,

CROP simulates L better in the second half and LateP

in the first half of the growing season, consistent with

the simulated versus observed LAI behavior. In Mead

the pattern of simulated L is similar, but relative to the

observations we can only say that LateP gets closer in

FIG. 2. Twenty-year-average monthly leaf area index (LAI) (m2 leaf m22 ground) simulated in the CROP simu-

lation. The unmanaged crop behaves similarly in the CTRL simulation (not shown). (a) Europe (458–558N, 08–308E);

(b) central Russia (528–568N, 608–858E); (c) Argentina as a Southern Hemisphere example (358–378S, 598–618W);

(d) midwestern North America, defined as the contiguous region with managed crop cover exceeding 52.5%; (e)

20-yr average LAI of the unmanaged crop for the CTRL and 20-yr area-weighted average LAI of the corn and

soybeans for the CROP and LateP simulations in Bondville, Illinois, vs the site observations (not 20-yr averages,

see section 2c); and (f) the same but in Mead, Nebraska. For observed LAIs we average the annually rotating corn and

soybean LAIs.

4844 J O U R N A L O F C L I M A T E VOLUME 25

6



T
A

B
L

E
2

.K
e

y
v

e
g

e
ta

ti
o

n
a

n
d

cl
im

a
te

v
a

ri
a

b
le

s
sh

o
w

n
a

s
2

0
-y

r
a

v
e

ra
g

e
s

b
y

re
g

io
n

a
n

d
se

a
so

n
fo

r
th

e
C

T
R

L
si

m
u

la
ti

o
n

;d
if

fe
re

n
ce

s
a

re
fo

r
C

R
O

P
2

C
T

R
L

(l
ab

e
le

d
D

C
R

O
P

)
a

n
d

L
at

e
P

2
C

T
R

L
(l

a
b

e
le

d
D

L
a

te
P

),
a

n
d

b
o

ld
fa

ce
in

d
ic

a
te

s
st

a
ti

st
ic

a
ll

y
si

g
n

ifi
ca

n
t

d
if

fe
re

n
ce

in
th

e
m

e
a

n
s

a
t

th
e

9
5

%
co

n
fi

d
e

n
ce

le
ve

l.
V

ar
ia

b
le

s
a

re
L

A
I:

le
af

a
re

a
in

d
ex

,
L

:
la

te
n

t
h

e
at

fl
u

x
,

P
:

p
re

ci
p

it
a

ti
o

n
,b

:s
o

il
m

o
is

tu
re

li
m

it
a

ti
o

n
o

n
p

h
o

to
sy

n
th

e
si

s
(1

m
e

a
n

s
n

o
li

m
it

a
ti

o
n

),
N

E
E

:n
e

t
e

co
sy

st
e

m
e

x
ch

a
n

g
e

,a
:s

u
rf

ac
e

a
lb

e
d

o
,a

n
d

R
n
:n

e
t

ra
d

ia
ti

o
n

a
t

th
e

su
rf

ac
e

;s
e

a
so

n
s

a
re

D
JF

:

D
e

ce
m

b
e

r–
F

e
b

ru
a

ry
,

M
A

M
:

M
a

rc
h

–
M

a
y,

a
n

d
S

O
N

:
S

e
p

te
m

b
e

r–
N

o
v

e
m

b
e

r.

L
A

I
(m

2
le

a
f

m
2

2
g

ro
u

n
d

)
L

(W
m

2
2
)

P
(m

m
d

2
1
)

b
(f

ra
ct

io
n

)
N

E
E

(g
C

m
2

2
d

2
1
)

a
(f

ra
ct

io
n

)
R

n
(W

m
2

2
)

S
e

a
so

n
C

T
R

L
D

C
R

O
P

D
L

a
te

P
C

T
R

L
D

C
R

O
P

D
L

a
te

P
C

T
R

L
D

C
R

O
P

D
L

a
te

P
C

T
R

L
D

C
R

O
P

D
L

a
te

P
C

T
R

L
D

C
R

O
P

D
L

a
te

P
C

T
R

L
D

C
R

O
P

D
L

a
te

P
C

T
R

L
D

C
R

O
P

D
L

a
te

P

E
u

ro
p

e
(4

5
8–

5
5
8N

,
0
8–

3
0
8E

)

D
JF

1
.9

5
2

0
.4

7
2

0
.4

9
1
3
.1

2
0
.2

0
.0

2
.3

4
9

2
0
.0

4
9

0
.1

3
4

0
.9

3
9

0
.0

1
3

0
.0

2
0

0
.7

7
2

0
.2

7
6

0
.3

1
4

0
.1

9
4

2
0
.0

0
8

2
0
.0

0
7

2
5
.4

2
0
.3

2
0
.3

M
A

M
2
.2

1
2

0
.1

1
2

0
.4

6
5
1
.5

0
.0

2
4
.1

2
.5

0
4

2
0
.0

6
6

2
0
.2

8
9

0
.9

8
9

2
0
.0

2
7

0
.0

0
2

2
0
.6

1
6

2
0
.3

8
6

0
.4

0
1

0
.1

4
1

0
.0

0
3

0
.0

0
4

8
3
.7

2
0
.2

2
0
.8

JJ
A

2
.7

1
0
.6

6
0
.4

2
8
7
.5

2
0
.2

1
.1

1
.9

1
6

0
.0

8
6

0
.0

0
0

0
.8

6
7

0
.0

0
7

2
0
.0

3
3

2
0
.8

7
5

2
0
.9

0
1

2
1
.1

9
8

0
.1

3
4

0
.0

0
7

0
.0

0
5

1
4
3
.9

2
2
.9

0
.1

S
O

N
2
.3

2
2

0
.4

0
2

0
.1

4
2
7
.1

2
2
.0

2
1
.2

1
.9

3
3

2
0
.1

1
3

2
0
.0

5
2

0
.9

2
7

2
0
.0

1
2

2
0
.0

4
2

0
.4

8
3

0
.7

7
2

0
.3

9
7

0
.1

5
4

0
.0

0
2

0
.0

0
1

2
9
.2

2
0
.8

2
0
.4

C
e
n

tr
a
l

R
u

ss
ia

(5
2
8–

5
6
8N

,
6

0
8–

8
5
8E

)

D
JF

0
.6

3
2

0
.0

3
2

0
.0

3
1
.9

2
0
.2

2
0
.3

1
.1

6
2

0
.1

0
2

2
0
.0

2
0

0
.2

2
8

2
0
.0

1
2

0
.0

1
2

0
.3

2
5

0
.0

8
9

0
.0

8
9

0
.6

0
0

0
.0

2
6

2
0
.0

0
6

2
1
9
.7

2
0
.2

2
0
.3

M
A

M
0
.7

3
0
.1

2
2

0
.0

7
3
7
.4

2
.1

2
0
.8

1
.2

3
1

0
.0

4
6

2
0
.1

0
9

0
.6

8
6

2
0
.0

4
7

0
.0

0
8

0
.0

1
2

2
0
.1

7
6

0
.4

5
1

0
.2

8
3

0
.0

1
2

2
0
.0

0
1

7
3
.9

2
1
.0

0
.5

JJ
A

1
.4

2
1
.1

3
0
.8

9
7
9
.4

2
.0

3
.7

1
.8

8
3

2
0
.1

1
7

2
0
.0

0
5

0
.7

7
6

2
0
.0

9
8

2
0
.0

7
9

2
0
.5

8
8

2
0
.9

7
2

2
1
.2

8
0

0
.1

6
2

0
.0

0
2

0
.0

0
2

1
3
7
.8

0
.7

1
.1

S
O

N
1
.3

1
2

0
.2

4
2

0
.0

1
1
8
.4

2
2
.7

2
0
.5

1
.2

1
0

2
0
.0

0
1

0
.0

7
8

0
.7

7
2

2
0
.0

4
0

2
0
.0

3
4

0
.2

1
2

0
.7

3
2

0
.5

2
7

0
.2

1
5

0
.0

2
1

0
.0

0
9

1
3
.5

2
0
.6

0
.5

N
o

rt
h

A
m

e
ri

ca
n

M
id

w
e
st

D
JF

0
.8

0
2

0
.5

4
2

0
.5

7
8
.9

2
0
.9

2
1
.3

0
.9

3
1

2
0
.0

5
9

2
0
.0

3
7

0
.5

2
8

2
0
.0

4
1

2
0
.0

2
4

0
.2

3
1

0
.3

1
0

0
.3

4
9

0
.3

5
1

0
.0

3
5

0
.0

3
5

1
.9

2
2
.4

2
1
.9

M
A

M
0
.9

3
2

0
.1

9
2

0
.6

0
5
3
.7

0
.7

2
6
.2

2
.2

2
6

2
0
.0

0
6

2
0
.2

6
0

0
.8

7
4

2
0
.0

5
7

0
.0

0
0

0
.3

1
8

2
0
.5

1
3

0
.9

0
6

0
.2

1
0

0
.0

0
4

0
.0

1
3

9
8
.6

0
.0

2
1
.9

JJ
A

1
.8

3
1
.6

0
0
.6

9
1
1
2
.9

0
.2

2
1
.1

3
.3

4
6

2
0
.1

2
9

2
0
.2

7
3

0
.8

0
1

2
0
.1

3
0

2
0
.1

3
4

2
0
.5

6
3

2
2
.6

2
3

2
2
.7

1
4

0
.1

6
2

0
.0

0
4

0
.0

0
9

1
6
2
.9

1
.6

0
.8

S
O

N
1
.5

9
2

0
.8

8
2

0
.3

2
3
6
.8

2
7
.1

2
5
.0

1
.3

6
2

2
0
.0

5
6

0
.0

1
2

0
.7

6
0

2
0
.0

4
4

2
0
.0

9
5

2
0
.1

3
6

2
.1

6
4

1
.0

8
8

0
.1

9
3

0
.0

3
0

0
.0

2
5

4
5
.0

2
5
.2

2
3
.3

M
e
a
d

(4
1
8N

,
9

6
8W

)

D
JF

0
.4

7
2

0
.3

4
2

0
.3

5
8
.6

2
1
.3

2
0
.8

0
.5

5
7

2
0
.0

9
3

2
0
.0

1
7

0
.5

6
6

2
0
.0

8
9

2
0
.0

5
4

0
.2

0
7

0
.2

7
9

0
.3

0
6

0
.3

3
5

0
.0

3
6

0
.0

3
4

1
.6

2
2
.7

2
1
.8

M
A

M
0
.6

4
2

0
.0

7
2

0
.4

8
4
8
.9

2
0
.3

2
9
.1

2
.0

1
1

2
0
.0

7
9

2
0
.3

9
3

0
.8

8
9

2
0
.0

5
4

2
0
.0

0
2

0
.2

5
1

2
0
.3

8
3

0
.9

9
3

0
.2

4
9

0
.0

1
0

0
.0

2
3

9
2
.7

2
0
.1

2
3
.8

JJ
A

1
.3

3
2
.0

4
1
.0

9
1
1
5
.0

3
.0

2
1
.8

3
.5

9
8

0
.0

4
7

2
0
.1

7
8

0
.8

1
9

2
0
.1

4
0

2
0
.1

5
4

2
0
.4

0
9

2
3
.1

0
0

2
2
.9

8
6

0
.1

8
1

2
0
.0

0
9

0
.0

0
9

1
6
1
.7

6
.2

1
.2

S
O

N
1
.1

1
2

0
.6

0
0
.0

1
3
5
.4

2
6
.9

2
4
.5

1
.2

1
8

2
0
.0

5
7

0
.0

1
3

0
.7

1
7

2
0
.0

1
1

2
0
.0

5
6

2
0
.1

0
9

2
.3

2
3

1
.1

3
0

0
.2

1
3

0
.0

5
0

0
.0

3
5

4
5
.1

2
7
.9

2
4
.5

B
o

n
d

v
il

le
(4

0
8N

,
8

8
8W

)

D
JF

1
.3

8
2

0
.9

3
2

1
.0

1
1
3
.4

2
1
.1

2
1
.8

1
.6

2
5

2
0
.1

3
3

2
0
.1

7
2

0
.7

4
9

2
0
.0

0
3

0
.0

1
6

0
.3

7
5

0
.6

7
7

0
.8

8
8

0
.2

3
6

0
.0

4
8

0
.0

3
7

1
3
.0

2
3
.0

2
2
.5

M
A

M
1
.5

3
2

0
.5

7
2

1
.0

4
6
9
.0

0
.8

2
4
.6

3
.2

6
9

0
.1

0
0

2
0
.3

3
5

0
.9

9
1

2
0
.0

8
0

0
.0

0
0

0
.8

2
1

2
0
.5

1
1

1
.2

7
6

0
.1

5
9

0
.0

0
7

0
.0

1
2

1
1
0
.9

2
1
.3

2
0
.3

JJ
A

3
.3

2
0
.9

1
2

0
.1

8
1
4
6
.7

2
2
.0

2
7
.4

4
.4

8
1

2
0
.5

1
7

2
0
.7

8
3

0
.9

3
1

2
0
.0

3
5

2
0
.1

0
2

2
1
.0

0
3

2
4
.4

9
7

2
4
.1

1
3

0
.1

3
2

0
.0

0
7

0
.0

1
2

1
7
7
.7

1
.9

0
.1

S
O

N
3
.0

1
2

1
.7

2
2

0
.6

8
5
4
.3

2
9
.1

2
4
.2

1
.9

3
8

2
0
.0

8
5

0
.1

9
7

0
.9

3
0

2
0
.0

6
5

2
0
.0

6
2

2
0
.4

9
6

3
.6

7
5

1
.5

4
3

0
.1

5
8

0
.0

1
8

0
.0

1
2

6
1
.5

2
6
.0

2
3
.0

15 JULY 2012 L E V I S E T A L . 4845

7



May and June and peaks one month early (July). At

both sites the model overestimates L at least in May,

June, and July.

Consistent with these patterns in L (earlier peak in

CROP, later peak in LateP), CROP shows a later de-

cline in P and LateP shows an earlier decline in P in

midwestern North America (Fig. 4). The LateP June–

August P compares very favorably to the observations

but April and May degrade relative to the CTRL.

Simulated versus observed P in Bondville and Mead

(not shown) generally agree with the regional result. In

Mead, the site observations display a May–August

double peak not captured by the model but also not

shown in the gridded data (Willmott and Matsuura

2000). The double peak may be particular to the period

of data collection in Mead. For example, climatological

P data from Madison, Wisconsin, include a June–August

double peak in some 30-yr climatologies (1951–80,

FIG. 3. Twenty-year-average monthly simulated turbulent heat fluxes: (a)–(c) latent and (d)–(f) sensible heat fluxes

in midwestern North America, Bondville, and Mead, respectively. The site observations used for comparison are not

20-yr averages (see section 2c).
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1961–90, and 1971–2000), a June–September double

peak in 1921–50, and not at all in others (1931–60 and

1941–70) (data available online at http://www.aos.wisc.

edu/;sco/stations/msn/msn-normals.html).

The model output and the site observations do include

double peaks in the sensible heat flux (H) (Figs. 3d–f).

The model simulates the magnitude of the early peak

closer to the observations at both sites (LateP performs

best), while underestimating the later peak in Bondville

and overestimating it in Mead. LateP simulates the

timing of the early peak correctly at both sites, while

CROP and CTRL tend to be a month early. The model

simulates the second peak one and two months early in

Bondville and Mead, respectively.

All three simulations overestimate summer T2m in

midwestern North America by 4–5 K (Willmott and

Matsuura 2000) due to a bias in the coupled model. A

simulation similar to our CTRL, with observed instead

of climatological SSTs, simulates a 2–6 K summer bias

in midwestern North America (R. Neale 2011, personal

communication). The July peak and reduced June to

July warming rate simulated in LateP matches in pattern

the observations best. However, LateP overestimates

spring T2m more than the other simulations (Fig. 5a).

Increases in spring and summer albedo (Table 2) and the

associated potential for cooling relative to the CTRL

may moderate, but apparently do not reverse, the added

warming due to reduced L.

In June CROP simulates surface cooling northwest of

the U. S. Midwest and little change or drying of 700-hPa

specific humidity (q) in the Midwest due to minor

changes in the advection of q (Fig. 5c). LateP simulates

large surface warming over the managed crop region,

still with little change in 700-hPa q over the Midwest

(Fig. 5d). Farther northwest conditions appear moister,

but the advection of q occurs from areas with little

change or drying q.

The annual cycles of net ecosystem exchange (NEE)

in Bondville and Mead show striking improvement in

CROP and LateP relative to the CTRL (Fig. 6), more

than any biogeophysical variable discussed in previous

paragraphs. CROP peaks a month early, while LateP

and the site observations peak in July. Using the sim-

ulated NEE, we diagnose monthly mean anomalies

from the annual mean CO2 concentration at five

GLOBALVIEW monitoring stations. At all stations

CROP and LateP show increased amplitude of the annual

cycle relative to the CTRL, in better agreement with the

observations (Fig. 7).

4. Discussion and conclusions

Traditionally, earth system model developers have

represented managed vegetation as unmanaged grass

because the availability of global-scale land management

datasets and parameterizations for crop type, planting,

harvesting, tillage, fertilization, and irrigation has lagged

behind simple vegetation mapping. This is beginning

to change, and we present changes and potential im-

provements in model simulations resulting from the re-

placement of unmanaged crop with corn, soybean, and

temperate cereals in the coupled CAM4–CLM4CN.

From the simulations performed here, we reject the

null hypothesis that we would not affect the CAM4 cli-

mate simulation by replacing the CLM4CN unmanaged

crop with managed corn, soybean, and temperate cereals.

For example, the coupled model simulates changes in

North American temperature and precipitation due to

changes in the turbulent heat fluxes and, in turn, the

modified LAI. Furthermore, we find strong sensitivity of

FIG. 4. Twenty-year-average monthly precipitation (a) simulated

vs observed (Willmott and Matsuura 2000) in Midwestern North

America and (b) difference (LateP minus CTRL simulations) in

June in North America. Only statistically significant grid cells are

shown (Student’s t test, 95% confidence level).
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FIG. 5. Twenty-year-average monthly 2-m temperature (a) simulated vs observed (Willmott and Matsuura 2000) in Midwestern North

America, (b) simulated in the CTRL in June in North America (isotherms range from 280 to 300 K), (c) difference for the CROP minus

CTRL simulations in June in North America, and (d) the same but for LateP minus CTRL. (b)–(d) Also shown are the 700-hPa winds in

vector form and the 700-hPa specific humidity (q) in grayscale, to assess moisture advection above the boundary layer.
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midwestern North American simulated temperature and

precipitation on the specific timing of crop greening. This

result is in agreement with the results of Lu et al. (2001),

who found strong seasonal climate–phenology interac-

tions in the central United States.

In the CROP and CTRL simulations, midwestern

crops begin to green in May. Both simulations peak in

June–July, but CROP with appreciably higher LAI than

in the CTRL (Figs. 2d–f). Likely because of the similar

timing, CROP and CTRL display small differences in

the atmospheric simulation despite the CROP higher

summer and lower winter LAI. In contrast, crops in the

LateP simulation begin to green in late June and peak in

August, similar to the simulation for western Wisconsin

FIG. 6. Twenty-year-average monthly simulated net ecosystem exchange (NEE) in (a)

Bondville and (b) Mead. The site observations used for comparison are not 20-yr averages

(see section 2c).
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in Twine et al. (2004). Delayed greening leads to re-

duced May–June latent heat flux, increased sensible

heat flux, increased 2-m temperature, and reduced pre-

cipitation. Relative to the CROP and CTRL simula-

tions, LateP simulates June precipitation closer to the

observed (Willmott and Matsuura 2000). In other

months, LateP precipitation differs less from CROP and

the CTRL and does not always improve relative to the

observations.

Extensive research on land–atmosphere interactions

identifies midwestern North America as sensitive to

changes in land surface properties (e.g., Oleson et al.

2004; Bonan 1997). In a thorough review, Raddatz

(2007) summarized the observational and modeling lit-

erature and concluded that agriculture affects weather

and climate on small to large spatial scales. Adegoke

et al. (2007) summarized satellite-based observational

work that correlates the timing and intensity of cloud

development in the central United States to both syn-

optic flow and land surface characteristics. Raddatz and

Cummine (2003) concluded that interactive crop phe-

nology is crucial in land surface models for the correct

FIG. 7. Ten-year average monthly anomalies from

the mean of detrended CO2 concentrations at five

GLOBALVIEW sites: site observations span 1991–

2000.
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simulation of the latent heat flux and, therefore, ther-

modynamic properties of the atmospheric boundary

layer over large agricultural regions, such as midwestern

North America.

In a modeling study, Raddatz (1998) suggested that

conversion of the Canadian Prairies from perennial

grasses to annual field crops has decreased thunderstorm

frequency early and late in the growing season and in-

creased it in the height of the growing season. Raddatz

(1999) suggested that the same conversion has warmed

the daily maximum temperature early and late and

cooled it in the height of the growing season. Our LateP

springtime and September warming relative to the

CTRL agrees with Raddatz (1999). Similarly our LateP

May–June reduction of precipitation relative to the CTRL

agrees with Raddatz (1998). The Raddatz modeling stud-

ies did not account for two-way land–atmosphere feed-

backs. Our simulations do so and indicate a net loss of soil

moisture with managed crops owing to generally reduced

precipitation minus evaporation, especially at the peak of

the growing season. To put our LateP results in the context

of extreme drought, we mention the simulations of Cook

et al. (2009) that captured the warmer and drier conditions

of the dust bowl years in midwestern North America when

removing the crops and accounting for the associated dust

loading in the atmosphere and the drought inducing SSTs

of the 1920s.

Beljaars et al. (1996) found that precipitation in the

European Centre for Medium-Range Weather Fore-

casts model is simulated better when accounting for in-

teractive soil moisture and when soils start the summer

season with sufficient soil moisture. In a study based on

observations in the Canadian Prairies, Hanesiak et al.

(2009) showed that areas with wetter soils tend to ex-

perience severe summer convective weather more fre-

quently than areas with drier soils. In a meticulous

investigation of the effects of initial soil moisture

anomalies on subsequent precipitation over North

America using the coupled CAM3–CLM3, Kim and

Wang (2007) found that spring soil moisture anomalies

affected precipitation in summer, when convection is

more prevalent, more than in spring and that the pre-

cipitation increased as they increased initial soil mois-

ture. They also found that wet spring anomalies had

a smaller effect, in magnitude and persistence, than dry

spring anomalies. Similarly, Tsvetsinskaya et al. (2001b)

found a greater effect from the interactive crop in

drought years. Kim and Wang found that dry soil

moisture anomalies suppressed evaporative cooling,

increased surface temperature, and decreased sea level

pressure. These changes weakened the westerlies and

shifted them northward. Moisture divergence occurred

over the Great Plains, while convergence and the

precipitation moved northward. Qualitatively these

conclusions applied in reverse for wet anomalies.

Our results are in qualitative agreement with the re-

sults of Kim and Wang (2007). Additional analysis of our

results shows 700-hPa wind anomalies that reduce the

westerlies north of 458N in CROP and south of 458N in

LateP (Figs. 5c,d). CROP simulates slightly reduced sea

level pressure over the southeastern United States and

slightly increased over the western United States (Fig.

8). Slight divergence of 850-hPa winds in a band near

408N increases omega, that is, subsidence at 500 hPa.

These small changes result in a small decrease of June

precipitation over the U. S. Midwest. LateP simulates

a decrease in sea level pressure in the northern United

States and develops an anticyclonic anomaly in 850

winds in the U. S. Midwest due to the warming. These

changes intensify the southerly flow from the Gulf of

Mexico mainly in the northern United States and central

and western Canada, causing divergence south and east

of these areas. Omega increases in large parts of the

central United States (areas of divergence) and de-

creases north and west of there in central and western

Canada. Increased subsidence coincides with the large

reduction in precipitation over parts of midwestern

North America.

Lu et al. (2001), Tsvetsinskaya et al. (2001b), and Kim

and Wang (2007) agree that the land surface influence

on sensible and latent heat fluxes and climate increases

when local to regional atmospheric processes dominate

over global phenomena. In midwestern North America

this is true in summer when the jet stream weakens and

local convective processes dominate over the large-scale

circulation (Allard and Carleton 2010).

We have not accounted for irrigation in the present

study. Irrigation in areas surrounding the Mead site

(rainfed locally) may partly explain Mead’s lower sen-

sible heat flux in August relative to the model and

compared to Bondville. No irrigation in the model may

explain, in part, why we overestimate midwestern North

American temperatures in summer. Sacks et al. (2009)

found ;1 K cooling and almost a 1 mm d21 increase in

summer precipitation in the central United States when

implementing realistic but prescribed irrigation rates in

CAM3–CLM3 simulations. Would irrigation cancel the

June bias reduction simulated in LateP by CAM4–

CLM4? Interactive irrigation (not tested, yet, with this

crop model) would not irrigate the crops until after leaf

emergence, so the springtime reduction in latent heat

flux and precipitation could persist.

The improved annual cycle in crop LAI simulated in

the CROP and LateP simulations leads to a better

simulated annual cycle of NEE in midwestern North

America. From the increased amplitude in the annual
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FIG. 8. Twenty-year-average monthly sea level pressure (SLP; isobars range from 1012 to 1020 hPa), 500-hPa

vertical velocity (v, in grayscale), and 850-hPa winds (vectors) (a) simulated in the CTRL in June in North America,

(b) difference for the CROP minus CTRL simulations, and (c) the same but for LateP minus CTRL. The 850-hPa

winds represent circulations near the surface.
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cycle of the net ecosystem exchange, we diagnose

a better annual cycle in CO2 concentration anomalies

at various sites around the world. Corbin et al. (2010)

documented analogous improvements in CO2 concen-

trations simulated in a regional coupled land–atmosphere

model. Such refinements have promising implications for

the simulation of prognostic atmospheric CO2 when op-

erating the fully coupled system (K. Lindsay 2012, un-

published manuscript).

In this study we have not controlled for the changes in

plant functional type parameters that distinguish the

managed from the unmanaged crops. We assume that

the effects seen here originate primarily from LAI

changes. More subtle effects from changing other pft

parameters may be evaluated in a separate study.

These results justify the modeling community’s con-

tinued attempts to improve the representation of crops

in land surface models. The LateP simulation often be-

haves better than CROP relative to observations, but

the growing season appears longer than the observed in

both simulations. A CROP simulation driven with me-

teorological data (i.e., without the warm bias in mid-

western North America) still overestimates the growing

season length (not shown), suggesting a bias in our crop

phenology calculations. We propose continued develop-

ment in the representation of crops before adopting LateP

as an improvement. At this early stage we mainly wish to

emphasize the high sensitivity displayed by our atmo-

spheric model to differences in the time of crop greening.

Agro-IBIS now includes some bioenergy cropping

systems such as Miscanthus (VanLoocke et al. 2010).

Updated versions of the CLM may include additional

crops of societal significance, such as Miscanthus and

rice, and additional forms of land management, for ex-

ample, irrigation, fertilization, and double cropping to

improve the realism of our simulations and to investigate

crop sensitivity to nutrient and water limitations. Crop

model applications may also include investigations on

environmental degradation and protection (e.g., soil

quality, fertilizer as pollutant, and societal encroachment

into wilderness areas). Introducing human dimensions in

models like the CESM will likely lead to the evolution of

a new generation of models consisting of Integrated As-

sessment Models (Füssel 2010) coupled to earth system

models. Such immediate to long term advances have the

potential of improving fully coupled simulations with the

CESM, while assisting human societies to answer press-

ing questions about food, energy, and water resources, as

well as questions regarding climate change mitigation and

adaptation.
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APPENDIX

Technical Description of CLM4CN Crop

The following sections describe the CLM4CN crop

model in detail. Very similar text (Levis and Sacks 2011)

is posted together with other model documentation on

the CLM page of the Community Earth System Model

Web site (Available online at http://www.cesm.ucar.

edu/models/cesm1.0/clm/index.shtml).

a. Crop plant functional types

The CLM default list of plant functional types (pfts)

includes an unmanaged crop (Table 2.1, Oleson et al.

2010) treated as an unmanaged C3 grass. The unmanaged

crop has gridcell coverage assigned from satellite data, as

do all natural pfts when CLM4CNDV (dynamic vegeta-

tion) (Castillo et al. 2012) is not active.

The new crop pfts used in CLM4CNcrop get gridcell

coverage from the present-day crop dataset of Ramankutty

and Foley (1998). We assign these managed crops in the

proportions given by Ramankutty and Foley without

exceeding the area previously assigned to the unmanaged

crop. The unmanaged crop continues to occupy any of its

original area that remains and continues to be handled

just by the CN part of CLM4CNcrop. The managed crop

types (corn, soybean, and temperate cereals) were chosen

based on the availability of corresponding algorithms in

Agro-IBIS. Temperate cereals include wheat, barley, and

rye here. We treat all temperate cereals as summer crops

(like spring wheat, for example) at this time. We may

introduce winter cereals (such as winter wheat) in a fu-

ture version of the model.

To allow crops to coexist with natural vegetation in

a grid cell and be treated by separate models (i.e.,

CNcrop versus CNDV), we separate the vegetated land

unit into unmanaged and managed land units. Pfts in the

unmanaged land unit share one soil column and compete

for water (default CLM4 setting). Pfts in the managed

land unit do not share soil columns to allow for different

land management practices for different crops.
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b. Phenology

CLM4CN includes evergreen, seasonally deciduous

(responding to changes in day length), and stress de-

ciduous (responding to changes in temperature and/or

soil moisture) phenology algorithms. In CLM4CNcrop

we have added the Agro-IBIS crop phenology algo-

rithm, consisting of three distinct phases.

Phase 1 starts at planting and ends with leaf emergence,

phase 2 continues from leaf emergence to the beginning

of grain fill, and phase 3 starts from the beginning of grain

fill and ends with physiological maturity and harvest.

1) PLANTING

Corn and temperate cereals must meet the following

requirements between 1 April and 14 June for planting

in the Northern Hemisphere (NH):

T10d . Tp

Tmin
10d . Tmin

p

GDD8 $ GDDmin, (A1)

where T10d is the 10-day running mean of T2m, (the sim-

ulated 2-m air temperature at every model time step),

and Tmin
10d is the 10-day running mean of Tmin

2m (the daily

minimum of T2m). The Tp and Tmin
p are crop-specific

coldest planting temperatures (Table A1), GDD8 is the

20-yr running mean growing degree days (units are de-

gree days or 8days) tracked from April through Septem-

ber (NH) base 88C with maximum daily increments of

308days [see Eq. (A3)], and GDDmin is the minimum

growing degree-day requirement (Table A1). Soy must

meet the same requirements but between 1 May and

14 June for planting. If the requirements in Eq. (A1) are

not met by 14 June, then corn, soybean, and temperate

cereals are still planted on 15 June as long as GDD8 . 0.

In the Southern Hemisphere (SH) the NH requirements

apply 6 months later.

GDD8 does not change as quickly as T10d and Tmin
2d , so

it determines whether the crop can be planted in a grid

cell, while the two faster-changing variables determine

when the crop may be planted.

At planting each crop is assigned 1 g leaf C m22 pft

column area to be transferred to the leaves upon leaf

emergence. An equivalent amount of seed leaf nitrogen

is assigned given the pft carbon (C) to nitrogen (N) ratio

for leaves (CNleaf). (This differs from Agro-IBIS, which

uses a seed leaf area index instead of seed carbon.)

At planting, the model updates the average growing

degree days necessary for the crop to reach vegetative

and physiological maturity, GDDmat, according to the

following Agro-IBIS rules:

GDDcorn
mat 5 0.85GDD8 and

950 , GDDcorn
mat , 18508days

GDD
temp.cereals
mat 5 GDD0 and

GDD
temp.cereals
mat , 17008days

GDD
soy
mat 5 GDD10 and

GDD
soy
mat , 17008days, (A2)

where GDD10 is the 20-yr running mean growing degree

days tracked from April through September (NH) base

108C with maximum daily increments of 308days.

Equation (A3) shows how we calculate GDD0, GDD8,

and GDD10:

GDD0 5 GDD0 1 T2m 2 Tf where

0 # T2m 2 Tf # 268days,

GDD8 5 GDD8 1 T2m 2 Tf 2 8 where

0 # T2m 2 Tf 2 8 # 308days,

GDD10 5 GDD10 1 T2m 2 Tf 2 10 where

0 # T2m 2 Tf 2 10 # 308days, (A3)

where, if T2m – Tf takes on values outside the above

ranges, it equals the minimum or maximum value in the

range. Also Tf equals 273.15 K, T2m has units of K, and

GDD has units of 8days.

2) LEAF EMERGENCE

According to Agro-IBIS, leaves may emerge when the

growing degree days of soil temperature to 0.05-m depth

tracked since planting (GDDTsoi
) reaches 3% to 5%

of GDDmat (Table A1). GDDTsoi
is base 88, 08, and 108C

for corn, soybean, and temperate cereals. Leaf onset, as

defined in the CN part of the model, occurs in the first

time step of phase 2, at which moment all seed C is

transferred to leaf C. Subsequently, the leaf area index

generally increases and reaches a maximum value dur-

ing phase 2.

3) GRAIN FILL

Phase 3 begins in a similar way to phase 2. A vari-

able tracked since planting like GDD
Tsoi

but for 2-m air

temperature, GDDT2m
, must reach a heat unit thresh-

old, h, from 40% to 70% of GDDmat (Table A1). For

corn the percentage itself is an empirical function of

GDDmat (not shown). In phase 3 the leaf area index

begins to decline in response to a background litterfall
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rate calculated as the inverse of leaf longevity for the

pft.

4) HARVEST

Harvest is assumed to occur as soon as the crop reaches

maturity. When GDD
T2m

reaches 100% of GDDmat or

the number of days past planting reaches a crop-specific

maximum (Table A1), then the crop is harvested.

Harvest occurs in one time step using the CN leaf

offset algorithm. New variables track the flow of grain C

and N to food and of live stem C and N to litter. Cur-

rently, food C and N are routed directly to litter using

the CN distinction of labile, cellulose, and lignin frac-

tions for leaves. The same fractions for leaves are used

for the flow of live stem C and N to litter for corn, soy-

bean, and temperate cereals. This is in contrast to the

CLM4CN approach, which puts live stem C and N to

dead steams first, rather than to litter.

c. Allocation

Allocation responds to the same phases as phenology

(section b of this appendix). Simulated carbon assimi-

lation begins every year upon leaf emergence in phase 2

and ends with harvest at the end of phase 3; therefore, so

does the allocation of such carbon to the crop’s leaf, live

stem, fine root, and reproductive pools.

1) LEAF EMERGENCE TO GRAIN FILL

During phase 2, the allocation coefficients (fraction of

available carbon) to each C pool are defined as

TABLE A1. Crop pfts in CLM4CNcrop and their parameters relating to phenology and morphology. Numbers in the first column

correspond to the list of pfts in Table 2.1 of Oleson et al. (2010). Note that Tp and Tmin
p are coldest planting temperatures but for winter

cereals Tmin
p is a warmest planting temperature. GDDmin is the lowest (for planting) 20-yr running mean growing degree days base 08C

(winter cereals) or 8 (other crops) tracked from April to September (NH). GDDmat is a crop’s 20-yr running mean growing degree days

needed for vegetative and physiological maturity. Harvest occurs at 100% GDDmat or when the days past planting reach the number in the

10th column. Crop growing season phases are described in the text. Here zmax
top is the maximum top-of-canopy height of a crop, SLA is

specific leaf area, and leaf orientation index, xL, equals 21 for vertical, 0 for random, and 1 for horizontal leaf orientation.

Number and pft

corresponding or

added to CLM

list of pfts

Phenological

type

Tp

(K)

Tmin
p

(K)

GDDmin

(8days)

GDDmat

(8days)

Phase 2

(%GDDmat)

Phase 3

(%GDDmat)

Harvest

(days Past

planting)

zmax
top

(m)

SLA

(m2 leaf g21 C)

xL

index

15 C3 unmanaged

crop

Stress

Deciduous

0.03 20.30

16 C3 irrigated

crop

Stress

Deciduous

0.03 20.30

17 Corn (also

referred to

as Maize)

Crop/Managed 283.15 279.15 50 950–1850 3 55–65 #165 2.50 0.05 20.50

18 Temperate

cereals

Crop/Managed 280.15 272.15 50 #1700 5 60 #150 1.20 0.07 0.65

19 Winter cereals

(place

holder)

Crop/Managed 278.15 50 1900 5 40 #265 1.20 0.07 0.65

20 Soybean Crop/Managed 286.15 279.15 50 #1700 3 70 #150 0.75 0.07 20.50

TABLE A2. Crop pfts in CLM4CNcrop and their parameters relating to allocation. Numbers in the first column correspond to the list

of pfts in Table 2.1 of Oleson et al. (2010). Note that crop growing season phases and corresponding variables are described mostly in

section c of the appendix.

Phase 2 Phases 2 and 3 Phase 3

Number and pft corresponding

or added to CLM’s list of pfts

ai
leaf

(fraction)

Lmax

(m2 m22)

ai
f root a

f
f root a

f
leaf a

f
livestem dL dstem

alloc dleaf
alloc

(fraction) (fraction) (dimensionless)

17 Corn (also referred to as maize) 0.800 5 0.400 0.050 0.000 0.000 1.05 2 5

18 Temperate cereals 0.750 7 0.300 0.000 0.000 0.050 1.05 1 3

19 Winter cereals (place holder) 0.425 7 0.300 0.000 0.000 0.050 1.05 1 3

20 Soybean 0.850 6 0.500 0.200 0.000 0.300 1.05 5 2
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arepr 5 0,

af root 5 ai
f root 2 (ai

f root 2 a
f
f root)

GDDT
2m

GDDmat

where
GDDT

2m

GDDmat

# 1,

aleaf 5 (1 2 af root)
ai

leaf(e
2b 2 e

[2b(GDD
T2m

/h)]
)

e2b 2 1
where b 5 0:1,

alivestem 5 1 2 arepr 2 af root 2 aleaf, (A4)

where ai
leaf, a

f
f root, and ai

f root are initial and final values of

these coefficients (Table A2), and h is a heat unit

threshold defined in appendix section b. At a crop-

specific maximum leaf area index, Lmax (Table A2),

carbon allocation is directed exclusively to the fine roots.

2) GRAIN FILL TO HARVEST

The calculation of af root remains the same from

phase 2 to phase 3. Other allocation coefficients

change to

aleaf 5 ai,3
leaf when ai,3

leaf # a
f
leaf else . . . ,

aleaf 5 aleaf 1 2
GDDT

2m
2 h

GDDmatdL 2 h

 !dleaf
alloc

$ a
f
leaf where

GDDT
2m

2 h

GDDmatdL 2 h
# 1,

alivestem 5 ai,3
livestem when ai,3

livestem # a
f
livestem else . . . ,

alivestem 5 alivestem 1 2
GDDT

2m
2 h

GDDmatdL2 h

 !dstem
alloc

$ a
f
livestem where

GDDT
2m

2 h

GDDmatdL 2 h
# 1,

arepr 5 1 2 af root 2 alivestem 2 aleaf
(A5)

where ai,3
leaf and ai,3

livestem (initial values) equal the last aleaf

and alivestem calculated in phase 2, dL, dleaf
alloc and dstem

alloc are

leaf area index and leaf and stem allocation decline

factors, and a
f
leaf and a

f
livestem are final values of these

allocation coefficients (Table A2).

d. General comments

Carbon and nitrogen accounting now includes new

pools and fluxes pertaining to live stems and re-

productive tissues. For example, the calculations of

growth respiration, above ground net primary pro-

duction, litter fall, and displayed vegetation all now ac-

count for reproductive carbon.

We track allocation to reproductive C separately from

the CN allocation to other carbon pools but within the

CN framework. CN uses aroot/aleaf and alivestem/aleaf to

calculate C and N allometry and plant N demand. We

also calculate arepr/aleaf but merge the reproductive and

live stem pools at this time instead of tracking them

separately.

Stem area index (S) is equal to 0.1L for corn and 0.2L

for other crops, as in Agro-IBIS, where L is the leaf area

index. All live C and N pools go to 0 after crop harvest,

but the S is kept at 0.25 to simulate a postharvest

‘‘stubble’’ on the ground.

Crop heights at the top and bottom of the canopy, ztop

and zbot (m), come from the Agro-IBIS formulation:

ztop 5 zmax
top

L

Lmax21

� �2

$ 0:05, where
L

Lmax 2 1
# 1

zbot 5 0:02m (A6)

The CN part of the model keeps track of a term rep-

resenting excess maintenance respiration that for pe-

rennial pfts or pfts with carbon storage may be extracted

from later gross primary production (GPP). Annual

crops do not have GPP or C storage after harvest, so at

harvest we extract CO2 directly from the atmosphere to

return the excess respiration pool to zero.

An implementation of interactive fertilization is

forthcoming (B. Drewniak 2011, personal communica-

tion) and interactive irrigation does not work for corn,

soybean, and temperate cereals, yet. Therefore, we

consider all pfts rainfed, and we disable the CLM4CN

interactive nitrogen limitation for corn, soybean, and
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temperate cereals. Instead, we prescribe the Vcmax25

value (101) proposed for crops by Kattge et al. (2009) as

used in carbon-only simulations with the CLM4 by

Bonan et al. (2011).

In the list of plant physiological and other parameters

used by CLM4CN, we started the managed crops with

the existing values assigned to the unmanaged C3 crop.

Then we changed the following parameters to distin-

guish corn, soybean, and temperate cereals from the

unmanaged C3 crop and from each other:

d growth respiration coefficient from 0.30 to the Agro-

IBIS value of 0.25;
d fraction of leaf N in the Rubisco enzyme from 0.1 to

0.2 g N Rubisco g21 N leaf for temperate cereals

to increase productivity (not chosen based on Agro-

IBIS);
d fraction of current photosynthesis displayed as growth

changed from 0.5 to 1 (not chosen based on Agro-

IBIS)—this means that no photosynthesis goes to

storage pools;
d CLM4CN values of the C to N ratio, CN, rather than

values from Agro-IBIS—for reproductive C we used

the value for live wood, CNlw, equal to 50—and

changed CNleaf_litter to equal CNleaf, so as to suppress

retranslocation;
d CLM4CN curve for the effect of temperature on

photosynthesis instead of crop-specific curves from

Agro-IBIS;
d quantum efficiency at 258C, a, from 0.06 to 0.04 mmol

CO2 mmol21 photon for C4 crops (corn), using the

CLM4CN C4 grass value;
d slope m of conductance-to-photosynthesis relation-

ship from 9 to 4 for C4 crops as in Agro-IBIS;
d specific leaf areas, SLA, to the Agro-IBIS values

(Table A1);
d leaf orientation, xL, to the Agro-IBIS values (Table

A1); and
d soil moisture photosynthesis limitation factor, bt, for

soybeans multiplied as in Agro-IBIS by 1.25 for

increased drought tolerance.
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