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[1] Thermal single-well injection-withdrawal (SWIW) tests entail pumping cold water into 
a hot and usually fractured reservoir, and monitoring the temperature recovery during 
subsequent backflow. Such tests have been proposed as a potential means to characterize 
properties of enhanced geothermal systems (EGS), such as fracture spacing, connectivity, 
and porosity. In this paper we develop an analytical solution for thermal SWIW tests, using 
an idealized model of a single vertical fracture with linear flow geometry embedded in 
impermeable conductive wall rocks. The analytical solution shows that the time dependence 
of temperature recovery is dominated by the heat exchange between fracture and matrix 
rock, but strong thermal diffusivities of rocks as compared to typical solute diffusivities are 
not necessarily advantageous for characterizing fracture-matrix interactions. The effect of 
fracture aperture on temperature recovery during backflow is weak, particularly when the 
fracture aperture is smaller than 0.1 cm. The solution also shows that temperature recovery 
during backflow is independent of the applied injection and backflow rates. This surprising 
result implies that temperature recovery is independent of the height of the fracture, or the 
specific fracture-matrix interface areas per unit fracture length, suggesting that thermal 
SWIW tests will not be able to characterize fracture growth that may be achieved by 
stimulation treatments. 

 

 
 

 

1. Introduction 
[2]  Enhanced geothermal systems (EGS) are engineered 

reservoirs that may be developed to produce energy from 
hot rock formations that are otherwise not economically 
viable for heat mining [Gérard  et al., 2006]. To achieve a 
practically useful production capacity, the development of 
EGS commonly requires stimulation treatments, which 
usually involve water injection under high pressure. By 
applying stimulation treatments, we expect to increase the 
aperture, permeability, and size of pre-existing fractures and 
make additional fractures accessible to the injected fluid. 

[3] While increased fracture permeability is advanta- 
geous  for  improving  the  production  of  thermal  energy, 
rapid migration of the injected water through preferential 
paths  with  insufficient  heat  transfer  from  the  rock  may 
result in premature thermal breakthrough at production 
wells, which would reduce the lifetime of the geothermal 
reservoir. For both success and sustainability of EGS, it is 
critical to ascertain the effectiveness of stimulation treat- 
ments for enhancing the fracture-rock matrix interface area, 
reducing flow impedance in the reservoir, and increasing 
flow rates of production wells. 
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[4] Tracer tests have been proposed as a means to esti- 
mate fracture-matrix interface areas. Such tests generally 
involve the injection of aqueous solutes into one or more 
injection wells, and monitoring of tracer returns in fluids 
produced from offset observation or production wells 
[Shook, 2001 ; Sanjuan et al., 2006]. Interdiffusion of sol- 
ute tracers between fractures and rock matrix produces 
characteristic tails in tracer breakthrough curves that may 
permit the determination of fracture-matrix interface areas 
[Pruess,  2002 ;  Pruess  et  al.,  2005 ;  Shan  and  Pruess, 
2005]. However, because tracer breakthrough at offset ob- 
servation wells may be weak and slow, interwell tracer tests 
(ITT) may require fluid sampling over extended time peri- 
ods of weeks or even months. Also, suitable observation 
wells may not always be available. 

[5] Single-well injection-withdrawal (SWIW) tests, 
variously referred to as ‘‘huff and puff,’’ ‘‘push-pull,’’ or 
‘‘injection-backflow’’ tests, can be an alternative to ITT. 
During an SWIW test, fluid with tracers is injected into a 
well and, after some quiescent or rest period, is produced 
out of the same well [Kocabas and Horne, 1987 ; Haggerty 
et al., 2001 ; Nalla and Shook, 2005 ; Ghergut et al., 2006, 
2009 ; Neretnieks, 2007]. SWIW tests typically require a 
much shorter test duration from hours to a few days as com- 
pared to weeks or months for ITT. This holds out the prom- 
ise of obtaining test  results  much  more  quickly,  which 
would provide significant economic benefits. Another 
potential advantage is that SWIW tests are much less 
affected than ITT by heterogeneities in the fracture network, 
potentially providing a clearer signal of matrix properties 
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and fracture-matrix interaction parameters such as flow-
wetted surface area (FWS), the all-important interface area
between flowing fractures and wall rocks of low permeabil-
ity [Neretnieks and Moreno, 2003; Doughty and Tsang,
2009]. The FWS is the critical parameter that determines
achievable rates of rocks-to-fluid heat transfer, and thereby
the productive capacity of the EGS reservoir.

[6] Past tests for estimating FWS have exclusively used
solute tracers, but temperature itself may be used as a tracer
[Kocabas and Horne, 1990; Kocabas, 2005, 2010; Pruess
and Doughty, 2010]. Thermal SWIW tests would entail
injecting cold water into a well and, after a certain quies-
cent or shut-in period, producing the water from the same
well and monitoring the time dependence of temperature
recovery. Using temperature as a tracer has potential
advantages over reactive or nonreactive solute tracers for
estimating heat transfer areas because temperature effects
depend directly on the heat exchange between fracture and
matrix, the essential process of heat mining that we aim to
characterize; heat conduction is a diffusive process that is
very ‘‘robust,’’ depending as it does only on the thermal pa-
rameters of rocks and fluids, whereas solute diffusion is
sensitive to tortuosity effects that may be difficult to char-
acterize and add uncertainty to interpretation; thermal dif-
fusivities of rocks are of order 10�6 m2 s�1, three orders of
magnitude larger than typical solute diffusivities (four to
five orders larger when considering tortuosity effects in
rocks of low permeability), suggesting that effects of frac-
ture-matrix exchange may be much stronger than for solute
tracers ; the local heat exchange between fluids and rocks is
analogous to a reversible linear sorption of solute tracer,
but the process depends only on robust thermal parameters,
not on highly heterogeneous and difficult-to-characterize
mineral abundances and surfaces as for sorbing solutes.

[7] Some research has been conducted to explore the
utility of thermal SWIW tests. Analytical solutions for tem-
perature return curves at the observation point (the well
used for fluid injection and withdrawal) have been devel-
oped for a single fracture [Kocabas and Horne, 1990;
Kocabas, 2005, 2010], and numerical simulations have
shown possibilities for characterizing the properties of
fractured reservoirs by thermal SWIW tests [Pruess and
Doughty, 2010]. However, the earlier analytical solutions
unfortunately include several typographical errors in their
derivation process and final equations, and are limited to
SWIW tests with no quiescent time. Because of the formu-
lation methodology of the earlier solutions, developed only
for the single observation point at the injection/withdrawal
well, it would be impossible to extend the solution to
include a finite rest period. On the other hand, numerical
simulations for thermal SWIW tests are found to be very
susceptible to space and time discretization errors. There-
fore, a better approach is needed for a full understanding of
the heat transport dynamics that affects the temperatures of
the returning fluid during thermal SWIW tests.

[8] The objective of this study is to elucidate the poten-
tial of thermal SWIW tests for characterizing fractured res-
ervoir properties. A theoretical approach is employed to
understand the heat transport in a fractured rock under con-
sideration of convective heat transfer within the fracture
and conductive heat transfer in the adjacent rock matrix.
We have developed an analytical solution for thermal

SWIW tests in a fractured reservoir, and have applied this
in a sensitivity analysis to evaluate the impact of fracture-
matrix interface areas and effective fracture aperture on
temperature recovery curves. Based on analytical studies,
we discuss the possibilities and limitations for determining
the thermal characteristics of fracture-matrix interactions
by thermal SWIW tests. In addition, potential applications
of our analytical solution are presented.

2. Theory
[9] We consider a vertically oriented fracture with uni-

form aperture 2b and porosity �f. The flow along the frac-
ture is linear, and instantaneous thermal equilibrium is
assumed for fluids and rocks within the fracture. The buoy-
ancy flow in the vertical fracture is neglected. During the
injection and withdrawal periods, it can be shown that vis-
cous forces dominate buoyancy forces for the parameters of
interest, and during the quiescent phase the temperature
profile at the thermal front is diffuse, diminishing the tilting
rate [Hellström and Tsang, 1988a, 1988b]. For simplicity,
we further assume that conductive heat transport in the frac-
ture is negligible, and consider heat conduction in the ma-
trix only in the direction perpendicular to the fracture. The
validity of this assumption is examined through numerical
simulations, which indicate that this simplification has only
a minor effect on return temperatures. Figure 1 shows a
schematic of the conceptual model considered in this study.
The x-axis is in the direction of the fracture, and the z-axis
is perpendicular to the fracture-matrix interfaces. Because
of symmetry, we need to consider only one-half of the
actual model for the solution. The cold water is injected at
a constant pore velocity, v, and after a finite quiescent time,
the water is extracted from the injection well at the same
pore velocity. During the quiescent period, v is assumed to

Figure 1. Perspective of a fracture with width 2b, height
H, and attached semi-infinite wall rocks.
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be zero since v near a well quickly reaches steady state after
the well is turned off [Haggerty et al., 2001].

[10] With the assumptions above, the heat transport in
the system during the injection phase can be described as
follows (see ‘‘nomenclature’’ for notation) :

�f cf
@Tf 1

@t1
þ �wcwv�f

@Tf 1

@x
� km

b

@Tm1

@z

����
z¼0

¼ 0; 0 � x <1 ;

(1a)

�mcm
@Tm1

@t1
� km

@2Tm1

@z2
¼ 0; 0 � x < 1; 0 � z <1; (1b)

where �f cf ¼ ð1� �f Þ�mcm þ �f �wcw is the specific heat
of both rock and fluid in the fracture per unit volume, and
pore velocity v ¼ q=ðbH�f Þ is constant along the fracture.

[11] We assume that the temperature is initially uniform
throughout the system and the temperature of the injected
fluid is constant during the injection phase. In addition, the
temperature at the fracture walls is always the same as the
temperature in the fracture. Then, the initial and boundary
conditions can be expressed as

Tf 1 ¼ Tm1 ¼ T0 at t1 ¼ 0; (2a)

Tf 1 ¼ Tinj at x ¼ 0; (2b)

Tf 1 ¼ Tm1 at z ¼ 0; (2c)

Tm1 ! T0 as z!1: (2d)

[12] To simplify the analysis, we define the following
dimensionless variables:

Tf 1D ¼
T0 � Tf 1

T0 � Tinj
; Tm1D ¼

T0 � Tm1

T0 � Tinj
; (3a)

xD ¼
kmx

�wcwv�f b2
; zD ¼

z

b
; t1D ¼

kmt1
�f cf b2

; (3b)

� ¼ �mcm

�f cf
: (3c)

[13] Using the dimensionless variables, (1a) and (1b) can
be rewritten:

@Tf 1D

@t1D
þ @Tf 1D

@xD
� @Tm1D

@zD

����
zD¼0

¼ 0 (4a)

�
@Tm1D

@t1D
� @

2Tm1D

@z2
D

¼ 0 (4b)

[14] The initial and boundary conditions become

Tf 1D ¼ Tm1D ¼ 0 at t1D ¼ 0; (5a)

Tf 1D ¼ 1 at xD ¼ 0; (5b)

Tf 1D ¼ Tm1D at zD ¼ 0; (5c)

Tm1D ! 0 as zD !1: (5d)

Note that the dimensionless temperatures Tf 1D and Tm1D, as
defined in (3a), decrease from 1 to 0 as the original temper-
atures increase from the cold injection temperature Tinj to
the hot initial rock temperature T0. The reason for adopting
this unusual convention is that it makes the initial condi-
tions homogeneous as shown in (5a), which simplifies solu-
tion of the governing equations by Laplace transforms. The
solution for this nonisothermal injection condition is avail-
able [Lauwerier, 1955]:

Tf 1DðxD; t1DÞ ¼ erfc

ffiffiffi
�
p

xD

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t1D � xD
p Uðt1D � xDÞ; (6a)

Tm1DðxD; zD; t1DÞ ¼ erfc

ffiffiffi
�
p
ðxD þ zDÞ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t1D � xD
p Uðt1D � xDÞ; (6b)

where U is the Heaviside step function:

UðyÞ ¼
1 for y > 0

0 for y � 0 :

(
(7)

[15] During the quiescent period, the convective heat
transfer in the fracture is neglected by the assumption of
v ¼ 0, simplifying the governing equations:

@Tf 2D

@t2D
� @Tm2D

@zD

����
zD¼0

¼ 0; (8a)

�
@Tm2D

@t2D
� @

2Tm2D

@z2
D

¼ 0: (8b)

Note that the time variable for the quiescent period is reas-
signed to distinguish it from that used for the injection
phase, with the convention that t2 ¼ 0 at the beginning of
the quiescent period. The dimensionless time variable for
the quiescent phase t2D is defined similar to t1D, as shown
in (3b).

[16] The temperature distribution at the end of injection
is used as the initial condition for the quiescent period:

Tf 2DðxD; t2D ¼ 0Þ ¼ Tf 1DðxD; t1D ¼ tDiÞ ¼ h2ðxDÞ; (9a)

Tm2DðxD; zD; t2D ¼ 0Þ ¼ Tm1DðxD; zD; t1D ¼ tDiÞ ¼ f2ðxD; zDÞ;
(9b)

where tDi is the dimensionless form of the total injection
time ti. The temperature at the rock matrix surface zD ¼ 0
is again assumed to be identical to the temperature in the
fracture:

Tf 2DðxD; t2DÞ ¼ Tm2DðxD; 0; t2DÞ ¼ g2ðxD; t2DÞ: (10)
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[17] The equations (8a) and (8b) along with the con-
straints given by (9) and (10) are solved using the Laplace
transformation. The detailed derivation process is shown in
Appendix A, and the solutions for the quiescent period are
shown below.

Tf 2DðxD; t2DÞ ¼ e�t2D erfcð
ffiffiffiffiffiffiffiffi
�t2D

p
Þ � Tf 2DðxD; t2D ¼ 0Þ

þ
Z t2D

0
e�ðt2D��Þerfcð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�½t2D � � �

p
Þ

�
ffiffiffi
�
p

2
ffiffiffiffiffiffi
��
p

Z 1
0

Tm2DðxD; �; t2D ¼ 0Þ � ��
�

e���
2=4�d� d�;

(11a)

Tm2DðxD; zD; t2DÞ ¼
ffiffiffi
�
p

2
ffiffiffiffiffiffiffiffiffi
�t2D
p

Z 1
0

Tm2DðxD; �; t2D ¼ 0Þ

� ½e��ðzD��Þ2=4t2D � e��ðzDþ�Þ2=4t2D � d�

þ
Z t2D

0
Tf 2DðxD; �Þ

ffiffiffi
�
p

zDe��z
2
D=4ðt2D��Þ

2
ffiffiffi
�
p ðt2D � �Þ3=2

d�:

(11b)

[18] The governing equations for the withdrawal phase
are similar to those for the injection phase. The only change
is the negative sign for the convective heat transfer term
due to the reversed flow direction during the withdrawal
phase. In addition, t3 is used as the time variable for the
withdrawal phase, with the same convention that t3 ¼ 0 at
the beginning of the withdrawal period. Therefore, the gov-
erning equations for the withdrawal phase in dimensionless
form are

@Tf 3D

@t3D
� @Tf 3D

@xD
� @Tm3D

@zD

����
zD¼0

¼ 0; (12a)

�
@Tm3D

@t3D
� @

2Tm3D

@z2
D

¼ 0; (12b)

where t3D ¼ kmt3=ð�f cf b2Þ is the dimensionless time vari-
able for the withdrawal phase. The other dimensionless var-
iables are identical to (3a)–(3c).

[19] The initial and boundary conditions are defined sim-
ilar to those in the quiescent period. The temperature distri-
bution at the end of the quiescent time is used as the initial
condition for the withdrawal phase:

Tf 3DðxD; t3D ¼ 0Þ ¼ Tf 2DðxD; t2D ¼ tDqÞ ¼ h3ðxDÞ; (13a)

Tm3DðxD; zD; t3D ¼ 0Þ ¼ Tm2DðxD; zD; t2D ¼ tDqÞ ¼ f3ðxD; zDÞ;
(13b)

where tDq is the dimensionless form of the total
quiescent time tq. The temperature at the rock matrix surface
zD ¼ 0 is,

Tf 3DðxD; t3DÞ ¼ Tm3DðxD; 0; t3DÞ ¼ g3ðxD; t3DÞ: (14)

[20] One important observation from the definition of
the problem domain for the withdrawal phase is that the
variation of fluid return temperatures with time will be
independent of the flow rate. This surprising feature fol-
lows directly from the fact that, among the dimensionless
variables used to describe the governing equations (12)
and the initial and boundary conditions (13) and (14), the
velocity term v only appears in the dimensionless dis-
tance xD. Accordingly, the time dependence of tempera-
ture recovery at the injection/withdrawal well (x ¼ 0)
will be the same, regardless of the applied flow rate. This
novel result has important ramifications for the feasibility
of thermal SWIW tests, which will be discussed in more
depth in the Results and Discussion section (section 3),
below.

[21] The detailed derivation process is given in Appen-
dix B, and the analytical solution for the withdrawal phase
is found to be

Tf 3DðxD; t3DÞ ¼
Z min ðt3D ;tDq�xDÞ

0

ffiffiffi
�
p

�

2

e���
2=4ðt3D��Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ðt3D � �Þ3
q

� Tf 3DðxD þ �; 0Þ d�

þ
Z t3D

0

Z min ð�;tDq�xDÞ

0

ffiffiffi
�
p
�

2

e���
2=4ð���Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ð� � �Þ3
q

� �
Z 1

0
Tm3DðxD þ �; �; 0Þ �

ffiffiffi
�
p
�

2

� e���
2=4½t3D�� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ðt3D � �Þ3
q d� d� d�:

(15)

Note here that the final solution (15) includes the given ini-
tial condition at the beginning of the withdrawal phase for
both fracture and matrix. Therefore, when a SWIW test is
conducted with no quiescent time, the temperature distribu-
tion at the end of the injection phase becomes the initial
condition of the withdrawal phase, and the solution (15)
can simply be rewritten as

Tf 3DðxD; t3DÞ ¼
Z min ðt3D;tDi�xDÞ

0

ffiffiffi
�
p
�

2

e���
2=4½t3D���ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ðt3D � �Þ3
q

� Tf 1DðxD þ �; tDiÞ d�

þ
Z t3D

0

Z min ð�;tDi�xDÞ

0

ffiffiffi
�
p
�

2

e���
2=4ð���Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ð� � �Þ3
q

� �
Z 1

0
Tm1DðxD þ �; �; tDiÞ �

ffiffiffi
�
p
�

2

� e���
2=4½t3D�� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ðt3D � �Þ3
q d� d� d�;

(16)

with the convention that t3 ¼ 0 at the beginning of the
withdrawal period.
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3. Results and Discussion
3.1. Verification of Solution

[22] Although the analytical solutions (15) and (16) have
the identical form, different methods are used for calcula-
tion due to the difference in the initial conditions at the be-
ginning of the withdrawal period. If writing out all of the
terms in (15), the analytical solution (15) for SWIW tests
involving injection, quiescent, and withdrawal phases
includes a six-dimensional improper integral. The inte-
grand goes to a finite limiting value at finite upper and
lower limits, but cannot be evaluated on at least one of
those limits because of an integrable singularity at the limit,
and some of the upper limits are infinite. In addition, vari-
able upper limits of the integration make the numerical cal-
culation of the integral more complicated. To obtain
accurate results, the solution (15) is calculated using a nu-
merical integration technique based on the extended mid-
point rule in combination with recursive adaptive
algorithms. On the other hand, the solution (16), which is
for SWIW tests with no quiescent period, is simply com-
puted using Mathcad (Parametric Technology Corporation,
Needham, MA) since it requires numerical integration only
in two and three dimensions.

[23] In order to verify the analytical solutions (15) and
(16), the equations are compared with numerical solutions
using TOUGH2 [Pruess et al., 1999]. TOUGH2 is a numer-
ical code for nonisothermal flows of multiphase, multicom-
ponent fluids, and has been widely verified against many
analytical solutions. The parameter values used for compar-
ison are listed in Table 1. The grid for the fracture consists
of 1000 blocks of 1 cm thickness each, for a total length of
10 m in the x direction. The matrix domain is discretized in
a nonuniform way to accurately model the heat exchange
between the fracture and the rock matrix; the grid spacing
for the matrix gradually increases from 0.01 cm at the frac-
ture wall to 2 m, for a total length of 10 m in the z direction,
so as to be infinite-acting for the time period considered
here. At the end of the fracture opposite the injection block,
boundary conditions are maintained constant at their initial
values. The analytical solutions show excellent agreement
with the TOUGH2 simulations for tq ¼ 0 h and tq ¼ 5 h

(see Figure 2). At the beginning of the withdrawal period,
the fluid temperature for tq ¼ 5 h is �82�C higher than that
for tq ¼ 0 h, indicating that conductive heat transfer from
the rock matrix produces significant changes in the temper-
ature returns. Note that TOUGH2 normally updates the
specific heat and density of water at every time step accord-
ing to the change in temperature. Here this functionality in
TOUGH2 was turned off to compare with the analytical so-
lution, which assumes these parameters to be constant
throughout the system over time.

[24] While the results are found to be sufficiently accu-
rate for solutions (15) and (16), the difference in computa-
tional effort between two cases is substantial. For the case
of no quiescent time, the analytical solution evaluation is
much faster than TOUGH2 (<10 min versus several hours),
but with a rest period, TOUGH2 becomes much faster than
the analytical solution evaluation. The solution (15) con-
verges extremely slowly, and it takes up to 1 week for com-
puting one point shown in Figure 2. Determining how this
type of multidimensional improper integral is best handled
is a nontrivial problem. Seeking an efficient solution
scheme, while truly worthwhile, will require significant
effort, and is considered beyond the scope of this study.
Therefore, the focus of sensitivity analysis will be on
SWIW tests with no quiescent period.

3.2. Sensitivity Analysis

[25] The analytical solution developed for thermal
SWIW tests can be a useful tool for estimating system pa-
rameters and sensitivities relevant to the heat exchange
between fracture and matrix rock. In order to obtain reason-
able estimates and avoid misinterpretation of data, it is im-
portant to assess the sensitivity of temperature recovery to
the various parameters of interest.

[26] From the analytical solution (16), we can infer that
at the injection/withdrawal well (x ¼ 0), tDi and � are the
only parameters affecting temperature return curves.
According to (3b) and (3c), since the thermal parameters
(�, c, k) of rocks and fluids can be assumed to be constant

Table 1. Parameter Values Used for TOUGH2 Simulation

Reservoir Properties Value

Fracture permeability 5 � 10�12 m2

Matrix permeability 1 � 10�18 m2

Fracture porosity, �f 0.5
Fracture aperture, 2b 2 cm
Fracture height, H 50 m
Thermal conductivity of matrix, km 2.1 W/m/�C
Specific heat of matrix, cm 1000 J/kg/�C
Density of matrix, �m 2650 kg m�3

Injection/withdrawal pore velocity, v 4 � 10�4 m s�1

Temperature of injected water, Tinj 20�C
Total injection time, ti 5 h
Total quiescent time, tq 0 or 5 h
Specific heat of water, cw 4200 J/kg/�C
Density of water, �w 1000 kg m�3

Initial conditions
Pressure 200 bar
Temperature, T0 200�C

Figure 2. Comparison of the analytical solution with the
numerical (TOUGH2) solution for tq ¼ 0 h and tq ¼ 5 h.
Temperature return profiles at x ¼ 0 during the withdrawal
period.
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during a SWIW test and may be assumed to be known, tDi

and � are dependent on only b, �f, and ti. Therefore, sensi-
tivity analysis is conducted for these key parameters. Unless
otherwise indicated, the parameters in Table 1 are used as
the reference conditions to calculate temperature return
curves at x ¼ 0, and only one parameter at a time is varied.

[27] Figure 3 shows the effect of fracture half-aperture b
on the return temperatures. As the fracture aperture
increases, the temperature recovery becomes slower. How-
ever, the differences between temperature-return curves
become smaller when b decreases, and the curves converge
to one another when b is smaller than 0.1 cm. That is, when
the fracture aperture is sufficiently small compared to the
available heat transfer area between the fracture and rock
matrix, the heat conduction from the matrix is a predomi-
nant mechanism controlling the temperature change within
the fracture. This can be further supported by our analytical
solution. As shown in the Fourier-Laplace space solution
(B6) and the real space solution (16), the return tempera-
tures are determined by the integrated effects of the initial
temperature within the fracture and the heat flux at the frac-
ture-matrix interfaces over time and space. Figure 4 shows
the fraction of thermal energy in the produced fluid (rela-
tive to injection temperature) that is contributed by conduc-
tive heat transfer from the adjacent rock matrix. The
fraction rapidly increases within the first 1 h, and reaches
up to 0.99 for fracture half-apertures b � 0.1 cm, thereby
explaining the insensitivity of the temperature return curves
to b in this range in Figure 3.

[28] The temperature return curves are insensitive to �f

(see Figure 5). At x ¼ 0, �f only appears in
�f cf ¼ ð1� �f Þ�mcm þ �f �wcw . Based on the values in
Table 1, �mcm and �wcw have comparable magnitude of
�4.2� 106 and 2.65 � 106 J/m3/�C, respectively, so that
�f cf depends only weakly on �f. As a result, the change of
�f has a minor impact on the temperature return curves.
Note that even if temperatures are measured at locations
other than x ¼ 0, return temperatures are not sensitive to �f.
As shown in (3b), �f in the dimensionless parameter xD is
cancelled out by the velocity term v, which for a fixed
injection/production rate q ¼ vbH�f is inversely propor-
tional to �f.

[29] Figures 6a and 6b show the temperature return
curves for different injection times of ti ¼ 1 h and ti ¼
10 h, respectively. As the injection time is reduced, the dif-
ferences between the temperature-return profiles for differ-
ent b become more distinct. At the same time, however, the
range of investigation is reduced (see Figure 7), making the
estimated parameters less significant because the region
characterized by the test is becoming too small to represent
the fractured rock of interest. Note that among the parame-
ters involved in tDi, injection time ti is the only factor that
can actually be controlled to improve the sensitivity of
SWIW tests.

[30] As had been mentioned above, temperature recovery
is independent of the applied injection/withdrawal flow ve-
locity v. This insensitivity is a consequence of the dimen-
sionless parameters admitted by the problem, and does not
depend on the detailed form of the analytical solution (16).
It precludes determining fracture height, or an increase
thereof achieved by stimulation treatments, from a thermal
SWIW test.

[31] It is remarkable that the flow rate has no influence
on the return temperatures at the observation point (x ¼ 0).

Figure 4. Effect of b (half-fracture aperture) on the frac-
tion of heat energy extracted from the rock matrix.

Figure 5. Effect of �f (porosity of fracture) on tempera-
ture return profiles.

Figure 3. Effect of b (half-fracture aperture) on tempera-
ture return profiles.
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The sensitivity of return temperatures to changes in flow
velocity, @Tf 3D=@v, increases approximately linearly with
distance x from the fracture inlet, and converges to zero as
the injection/withdrawal well is approached (Figure 8).

This means that the time dependence of temperature recov-
ery at x ¼ 0 will be identical regardless of the flow rate. A
change of flow rate affects both the cooling rate during the
injection period and the reheating rate during the with-
drawal period, but the effects are remarkably compensated
at x ¼ 0.

[32] Among the most important changes in EGS reser-
voirs sought and expected from stimulation treatments are
increasing the fracture height (equal to fracture-matrix
interface areas per unit length), and establishing connectiv-
ity for and gaining access to additional fractures. Both of
these effects would increase the area available for heat
transfer to the injected fluid and improve the rate of heat
extraction from the reservoir rock. For a fixed injection/
withdrawal rate, either change will reduce the flow velocity
in the fractures which, as seen from our analytical solution,
has no effect on temperature recovery at the injection/with-
drawal location x ¼ 0. The insensitivity of temperature re-
covery to applied flow rate at x ¼ 0 implies that thermal
SWIW tests are not able to characterize the specific frac-
ture-matrix interface area, which is the reservoir parameter
of greatest interest for long-term heat mining.

[33] The insensitivity of thermal SWIW tests to the
injection/withdrawal flow velocity, on the other hand, is
ideal for evaluating the thermal diffusivity of the rock ma-
trix, because the influence of advective heterogeneity can
be disregarded. More importantly, this independence on the
flow velocity also holds for SWIW tests using solute tracers
because local heat exchange between fluids and rocks is
analogous to reversible linear sorption of solute tracers.
While the thermal diffusivity of a rock matrix is commonly
assumed to be known for EGS reservoirs, diffusion and
sorption properties of solute tracers, including contami-
nants such as radionuclides and chemical wastes, are im-
portant parameters that have to be measured through field
tests [Haggerty et al., 2001; Moreno et al., 1997; Neretnieks,
2007; Schroth et al., 2001]. Therefore, the analytical solution
developed for thermal SWIW tests can be applied for analyz-
ing SWIW tests using solute tracers and evaluating in situ
diffusion and sorption coefficients of solute tracers.

Figure 6. Effect of b (half fracture aperture) on tempera-
ture return profiles (a) for ti ¼ 1 h and (b) for ti ¼ 10 h.

Figure 7. Spatial profiles of temperature in the fracture
after injection at a pore velocity of 4 � 10�4 m s�1 for time
periods of 1, 5, and 10 h.

Figure 8. Variations of @Tf 3D=@v as a function of x at t3
¼ 0.5, 2.5, and 4.5 h after the beginning of the withdrawal
period.
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3.3. Application

[34] As the transform of the initial condition is inverted
back to the original form by the convolution theorem (see
Appendices A and B), the initial condition is not solved to
find the transform during the derivation process. Accord-
ingly, the final solutions (15) and (16) include the given ini-
tial condition for both fracture and matrix. The advantage
of this approach is that different initial conditions can eas-
ily be applied to our analytical solution. As an example, we
show here the application to a thermal SWIW test with
slug-like cold-water injection, in which cold water is
injected for a limited time period, after which injection
continues at the original reservoir temperature T0. For this
case, the boundary condition at the fracture inlet xD ¼ 0
can be written:

Tf 1D ¼ 1� Uðt1D � tDsÞ¼
1 for 0 � t1D � tDs

0 for t1D > tDs;

(
(17)

where tDs is the dimensionless form of the tracer injection
time ts, and should be smaller than tDi.

[35] By linearity, the solution for this slug injection test
can be derived from the solution for the step injection test
shown in (6). The temperature distribution at the end of the
injection and the beginning of the withdrawal period is

Tf 1DðxD; tDiÞ ¼ Tf 3DðxD;t2D ¼ 0Þ

¼ erfc

ffiffiffi
�
p

xD

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tDi � xD
p UðtDi � xDÞ

� erfc

ffiffiffi
�
p

xD

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tDi � tDs � xD
p UðtDi � tDs � xDÞ;

(18a)

Tm1DðxD; zD; tDiÞ ¼ Tm3DðxD; zD; t2D ¼ 0Þ

¼ erfc

ffiffiffi
�
p
ðxD þ zDÞ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tDi � xD
p UðtDi � xDÞ

� erfc

ffiffiffi
�
p
ðxD þ zDÞ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tDi � tDs � xD
p UðtDi � tDs � xDÞ:

(18b)

Substituting (18) into (16) gives the solution for the SWIW
test with a slug-like cold water injection.

[36] Because of a mathematical equivalence between re-
versible linear sorption and local heat exchange between
fluids and rocks [Pruess et al., 2005], the analytical solu-
tion for slug-like nonisothermal injection can also be
applied to SWIW tests using solute tracers, which com-
monly use slug-like tracer injection. However, because typ-
ical solute diffusivities are three orders of magnitude
smaller than thermal diffusivities of rocks (equal to
km=�mcm), a much weaker fracture-matrix interaction is
expected when solute tracers are used. Figure 9 shows the
difference between the breakthrough curve for a solute
tracer and the temperature return curve; the peak of the
breakthrough curve for the solute tracer is substantially
higher than that of the temperature return curve. Here the

diffusivity of the solute tracer is smaller than the thermal
diffusivity of the rock matrix by a factor of 103, and the
parameters shown in Table 1 are used except ts ¼ 5 h and
ti ¼ 10 h. The match with the TOUGH2 simulations is again
excellent, showing the robustness of our analytical solution.
It should be noted that the dimensionless concentrations
increase from 0 to 1 as the solute concentrations increase
from the initial background concentration to the injection
concentration, unlike the dimensionless temperatures.

[37] The superposition concept used in this example can
be generalized to treat any time series of tracer injection
steps. Therefore, with our novel approach of handling the
initial condition throughout the derivation procedure, our
analytical solution can theoretically be extended for ‘‘noni-
deal’’ SWIW tests, where the injection and withdrawal
rates have step changes with any number of intermittent
quiescent periods. The condition at the end of each previ-
ous step becomes the initial condition for the current step,
and the solution for each step can be derived using the pro-
cedure shown either in Appendix A for a quiescent period
or in Appendix B for a withdrawal period. In this way, the
solution with a nested structure will be developed. This
suggests that the validity of flow velocity independence
remains intact for nonideal SWIW tests. While it is
straightforward to derive an analytical solution for nonideal
SWIW tests, the practical utility of the analytical solution
is yet limited due to the difficulty in evaluating the solution
with present techniques.

4. Concluding Remarks
[38] An analytical solution has been developed to

explore the possibilities of thermal SWIW tests for charac-
terizing fractured reservoir properties, particularly related
to fracture-matrix interactions. While direct application of
the analytical solution may not be possible for most practi-
cal cases due to the simplified geometric conditions in our
model, the analytical solution reveals some unexpected but
important results that are of great value for understanding
the fundamentals of heat transfer in fractured reservoirs.
Temperature return curves do depend on fracture aperture,

Figure 9. Comparison of the breakthrough curve for a
typical solute tracer with the temperature return curve.
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but the sensitivity of temperature returns to the fracture
aperture is not large. For the single fracture considered in
this study, heat transfer from the rock matrix is rapid and
overwhelming for practically relevant fracture apertures.
The differences in the temperature return curves for differ-
ent fracture apertures may not be distinct enough to deter-
mine the parameter value. Our analysis also shows that the
return temperatures are insensitive to flow rate. This re-
markable and novel result, not achieved in previous work,
implies that changes in fracture-matrix interface areas due
to reservoir stimulation do not provide an observable signal
in thermal SWIW tests.

Appendix A: Derivation of Analytical Solution
for Quiescent Period

[39] By superposition, the solution to (8b) satisfies the
following:

Tm2D ¼ Tm2D;1 þ Tm2D;2; (A1)

where Tm2D;1 and Tm2D;2 are solutions of the two problems

�
@Tm2D;1

@t2D
� @

2Tm2D;1

@z2
D

¼ 0; (A2a)

Tm2D;1ðxD; 0; t2DÞ ¼ 0 ð0 < t2D <1Þ; (A2b)

Tm2D;1ðxD; zD; 0Þ ¼ erfc

ffiffiffi
�
p
ðxD þ zDÞ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tDi � xD
p UðtDi � xDÞ ¼ f2ðxD; zDÞ

ð0 � zD <1Þ;
(A2c)

and

�
@Tm2D;2

@t2D
� @

2Tm2D;2

@z2
D

¼ 0; (A3a)

Tm2D;2ðxD; 0; t2DÞ ¼ Tf 2DðxD; t2DÞ ¼ g2ðxD; t2DÞ ð0 � t2D <1Þ;
(A3b)

Tm2D;2ðxD; zD; 0Þ ¼ 0 ð0 < zD <1Þ: (A3c)

[40] First, the solution to (A2) is obtained using the
method of images; the problem domain is extended to
zD ¼ �1. Calling the extended function f2;ext, we choose
f2;ext to be the odd extension of f2ðxD; zDÞ, which automati-
cally satisfies the boundary condition (A2b). Then, apply-
ing the Fourier transform to (A2a) with respect to zD, we
obtain

1

�
ði!Þ2T̂m2D;1 ¼

@T̂m2D;1

@t2D
; (A4)

where T̂ is the temperature in the Fourier space. The gen-
eral solution for (A4) is

T̂m2D;1 ¼ Ae�
1
�!

2t2D ; (A5)

where A is constant. Applying the Fourier transformed
boundary condition of (A2c), we obtain

A ¼ f̂ 2;extðxD; !Þ: (A6)

Substituting (A6) to (A5) and then using v!the Fourier
convolution principle, the solution for (A2) is

Tm2D;1ðxD; zD; t2DÞ ¼ f2;extðxD; zDÞ �
ffiffiffi
�
p

2
ffiffiffiffiffiffiffiffiffi
�t2D
p e��z

2
D=4t2D

¼
ffiffiffi
�
p

2
ffiffiffiffiffiffiffiffiffi
�t2D
p

Z 1
�1

f2;extðxD; �Þe��ðzD��Þ2=4t2D d�

¼
ffiffiffi
�
p

2
ffiffiffiffiffiffiffiffiffi
�t2D
p

Z 1
0

f2ðxD; �Þ½e��ðzD��Þ2=4t2D � e��ðzDþ�Þ2=4t2D � d�:

(A7)

As shown in (A7), the solution is expressed only over the
actual domain, 0 � zD <1, and the fictitious extension is
eliminated.

[41] Next, applying the Laplace transform with respect to
t2D, (A3a) becomes

1

�

@2Tm2D;2

@z2
D

¼ sTm2D;2; (A8)

where T is the temperature in the Laplace space. The gen-
eral solution for (A8) is

Tm2D;2 ¼ Be�
ffiffiffi
s�
p

zD ; (A9)

where B is constant. Applying the boundary condition
(A3b), we obtain

B ¼ g2ðxD; sÞ: (A10)

Substituting (A10) for (A9) and using the Laplace convolu-
tion theorem, the solution for (A3) is

Tm2D;2ðxD;zD; t2DÞ¼ g2ðxD; t2DÞ �
ffiffiffi
�
p

zDe��z
2
D=4t2D

2
ffiffiffi
�
p

t3=2
2D

¼
Z t2D

0
g2ðxD; �Þ

ffiffiffi
�
p

zDe��z
2
D=4ðt2D��Þ

2
ffiffiffi
�
p ðt2D� �Þ3=2

d�:

(A11)

By approximation to the identity [Folland, 1995], since
g2ðxD; t2DÞ is continuous on Rn with support in
½0;1Þ�½0;1Þ, Tm2D;2ðxD;zD; t2DÞ converges uniformly to
g2ðxD; t2DÞ as zD! 0, meaning that Tm2D;2ðxD;zD; t2DÞ is
continuous on [0,1) � [0,1) � [0,1) with Tm2D;2ðxD;
0; t2DÞ ¼ g2ðxD; t2DÞ: Similarly, Tm2D;1ðxD;zD; t2DÞ in (A7)
satisfies the initial condition (A2c).

[42] From (A1) therefore, the solution of (8b) is

Tm2DðxD; zD; t2DÞ ¼
ffiffiffi
�
p

2
ffiffiffiffiffiffiffiffiffi
�t2D
p

Z 1
0

f2ðxD; �Þ

� ½e��ðzD��Þ2=4t2D � e��ðzDþ�Þ2=4t2D � d�

þ
Z t2D

0
g2ðxD; �Þ

ffiffiffi
�
p

zDe��z
2
D=4ðt2D��Þ

2
ffiffiffi
�
p
ðt2D � �Þ3=2

d�:

(A12)
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[43] Applying the Laplace transform to (8a) with respect
to t2D, we obtain

sT f 2D � Tf 2DðxD; 0Þ �
@Tm2D

@zD

����
zD¼0

¼ 0: (A13)

From (A1) and (A11),

@Tm2D

@zD

����
zD¼0

¼ @Tm2D;1

@zD

����
zD¼0

�
ffiffiffiffiffi
s�
p

g2ðxD; sÞ: (A14)

Substituting (A14) for (A13) and then rewriting (A13),

ðsþ
ffiffiffiffiffi
s�
p
ÞTf 2D � h2ðxDÞ �

@Tm2D;1

@zD

����
zD¼0

¼ 0: (A15)

Then,

Tf 2D ¼
1

sþ
ffiffiffiffiffi
s�
p h2ðxDÞ þ

@Tm2D;1

@zD

����
zD¼0

" #
: (A16)

By applying the inverse Laplace transform and using the
Laplace convolution principle,

Tf 2D ¼ e�t2D erfcð
ffiffiffiffiffiffiffiffi
�t2D

p
Þ � h2ðxDÞ

þ
Z t2D

0
e�ðt2D��Þerfcð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�½t2D � � �

p
Þ � @Tm2D;1

@zD

����
zD¼0

d�:

(A17)

From (A7),

@Tm2D;1

@zD

����
zD¼0

¼
ffiffiffi
�
p

2
ffiffiffiffiffiffiffiffiffi
�t2D
p

Z 1
0

f2ðxD; �Þ
��

t2D
e���

2=4t2D d�: (A18)

Therefore, substituting (A18) and the initial condition (9)
into (A17) yields the solution for the fracture temperature
in the real domain during the quiescent period:

Tf 2DðxD; t2DÞ ¼ e�t2D erfcð
ffiffiffiffiffiffiffiffi
�t2D

p
Þ � Tf 2DðxD; t2D ¼ 0Þ

þ
Z t2D

0
e�ðt2D��Þerfcð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�½t2D� � �

p
Þ

�
ffiffiffi
�
p

2
ffiffiffiffiffiffi
��
p

Z 1
0

Tm2DðxD; �; t2D ¼ 0Þ

���
�

e���
2=4�d� d�:

(A19)

The solution for the matrix temperature during the quies-
cent period is obtained from (9b), (10), and (A12):

Tm2DðxD; zD; t2DÞ ¼
ffiffiffi
�
p

2
ffiffiffiffiffiffiffiffiffi
�t2D
p

Z 1
0

Tm2DðxD; �; t2D ¼ 0Þ

� ½e��ðzD��Þ2=4t2D � e��ðzDþ�Þ2=4t2D �d�

þ
Z t2D

0
Tf 2DðxD; �Þ

ffiffiffi
�
p

zDe��z
2
D=4ðt2D��Þ

2
ffiffiffi
�
p
ðt2D� �Þ3=2

d�:

(A20)

Appendix B: Derivation of Analytical Solution
for Withdrawal Period

[44] The derivation procedure of Tm3D is identical to that
of Tm2D described in Appendix A, and therefore the solu-
tion of (12b) is

Tm3DðxD; zD; t3DÞ ¼
ffiffiffi
�
p

2
ffiffiffiffiffiffiffiffiffi
�t3D
p

Z 1
0

f3ðxD; �Þ½e��ðzD��Þ2=4t3D

�e��ðzDþ�Þ2=4t3D � d�

þ
Z t3D

0
g3ðxD; �Þ

ffiffiffi
�
p

zDe��z
2
D=4ðt3D��Þ

2
ffiffiffi
�
p ðt3D � �Þ3=2

d�:

(B1)

[45] Then, applying the Laplace transform to (12a) with
respect to t3D, we obtain

sT f 3D � Tf 3DðxD; 0Þ �
@Tf 3D

@xD
� @Tm3D

@zD

����
zD¼0

¼ 0: (B2)

Similar to (A14), the following is satisfied for Tm3D :

@Tm3D

@zD

����
zD¼0

¼ @Tm3D;1

@zD

����
zD¼0

�
ffiffiffiffiffi
s�
p

g3ðxD; sÞ: (B3)

Substituting (B3) for (B2), (B2) becomes

ðsþ
ffiffiffiffiffi
s�
p
ÞTf 3D � h3ðxDÞ �

@Tf 3D

@xD
� @Tm3D;1

@zD

����
zD¼0

¼ 0: (B4)

Here the method of images is applied to extend the problem
domain to xD ¼ �1. The initial condition h3ðxDÞ is
assumed to be the even function. Applying the Fourier
transform to (B4) with respect to xD,

ðsþ
ffiffiffiffiffi
s�
p
ÞT̂ f 3D � ĥ3ð!Þ � i!T̂ f 3D �

@T̂m3D;1

@zD

����
zD¼0

¼ 0: (B5)

Then,

T̂ f 3D ¼
1

sþ
ffiffiffiffiffi
s�
p
� i!

ĥ3ð!Þ þ
@T̂m3D;1

@zD

����
zD¼0

" #
: (B6)

By applying the inverse Fourier transform and using the
Fourier convolution principle, the solution is obtained and
re-expressed over the actual domain, 0 < xD <1:

Tf 3D¼Uð�xDÞeðsþ
ffiffiffi
s�
p
ÞxD � h3ðxDÞþ

@Tm3D;1

@zD

����
zD¼0

" #

¼
Z 1
�1

Uð��Þeðsþ
ffiffiffi
s�
p
Þ� h3ðxD��Þþ

@Tm3D;1ðxD��;zD;sÞ
@zD

����
zD¼0

" #
d�

¼
Z 1

0
e�ðsþ

ffiffiffi
s�
p
Þ� h3ðxDþ�Þþ

@Tm3D;1ðxDþ�;zD;sÞ
@zD

����
zD¼0

" #
d�:

(B7)
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The inverse Laplace transform of (B7) with respect to s is

Tf 3D ¼
Z t3D

0

ffiffiffi
�
p
�

2

e���
2=4ðt3D��Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ðt3D��Þ3
q �h3ðxDþ�Þd�

þ
Z t3D

0

Z �

0

ffiffiffi
�
p

�

2

e���
2=4ð���Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ð���Þ3
q �@Tm3D;1

@zD

����
zD¼0

d�d�:

(B8)

Similar to (A18),

@Tm3D;1

@zD

����
zD¼0

¼
ffiffiffi
�
p

2
ffiffiffiffiffiffiffiffiffi
�t3D
p

Z 1
0

f3ðxD;�Þ
��

t3D
e���

2=4t3D d�: (B9)

Therefore, substituting (B9) and the initial condition (13)
into (B8) yields the solution for the fracture temperature in
the real domain during the withdrawal phase:

Tf 3DðxD;t3DÞ¼
Z minðt3D;tDq�xDÞ

0

ffiffiffi
�
p
�

2

e���
2=4ðt3D��Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ðt3D��Þ3
q

�Tf 3DðxDþ�;0Þd�

þ
Z t3D

0

Z minð�;tDq�xDÞ

0

ffiffiffi
�
p

�

2

e���
2=4ð���Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ð���Þ3
q

��
Z 1

0
Tm3DðxDþ�;�;0Þ�

ffiffiffi
�
p
�

2

� e���
2=4ðt3D��Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�ðt3D��Þ3
q d�d�d�:

(B10)

Notation

Nomenclature
b half fracture aperture, m

cf average specific heat of rock and fluid in fracture,
J/kg/�C

cm specific heat of rock matrix, J/kg/�C
cw specific heat of water, J/kg/�C
km thermal conductivity of rock matrix, W/m/�C
H fracture height, m
p Laplace transform variable with respect to x
q volumetric flow rate, m3 s�1

s Laplace transform variable with respect to t
t time (s)
ti total injection time (s)
tq total quiescent time (s)
ts tracer injection time (s)
T temperature (�C)

Tinj temperature of injected fluid (�C)
T0 initial reservoir temperature (�C)
v pore velocity (m s�1)
x distance along flow direction (m)
z distance normal to flow direction (m)
�f porosity of fracture
�f average density of rock and fluid in fracture (Kg/m3)
�m density of rock matrix (Kg/m3)

�w density of water (Kg/m3)
� dimensionless parameter in (3c) (� ¼ �mcm=�f cf )
! Fourier transform variable

Subscripts
f fracture

m matrix
w water
D dimensionless
1 injection phase
2 quiescent period
3 withdrawal phase
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