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Abstract
Coupled flow and geomechanics play an important role in the analysis of gas hydrate reservoirs under production. The stiffness
of the rock skeleton and the deformation of the reservoir, aswell as porosity and permeability, are directly influenced by (and
interrelated with) changes in pressure, temperature and fluid (water and gas) and solid (hydrate and ice) phase saturations. Fluid
and solid phases may coexist, which, coupled with steep temperature and pressure gradients, result in strong nonlinearities in the
coupled flow and mechanics processes, making the description of system behavior in dissociating hydrate deposits exceptionally
complicated.

In previous studies, the geological stability of hydrate-bearing sediments was investigated using one-way coupled analysis,
in which the changes in fluid properties affect mechanics within the gas hydrate reservoirs, but with no feedback from geome-
chanics to fluid flow. In this paper, we develop and test a rigorous two-way coupling between fluid flow and geomechanics,
in which the solutions from mechanics are reflected in the solution of the flow problem through the adjustment of affected
hydraulic properties. We employ the fixed-stress split method, which results in a convergent sequential implicit scheme.

In this study of several hydrate reservoir cases, we find noticeable differences between the results based on one- and two-
way couplings. The nature of the elliptic boundary value problem of quasi-static mechanics results in instantaneous compaction
or dilation over the domain, through loading from reservoirfluid production. This induces a pressure rise or drop at early times
(low pressure diffusion), and consequently changes the effective stress instantaneously, possibly causing geological instability.
Additionally, the pressure and temperature regime affectsthe various phase saturations, the rock stiffness, porosity, and perme-
ability, thus affecting the fluid flow regime. These changes are not captured accurately by the simpler one-way coupling.The
tightly coupled sequential approach we propose provides a rigorous, two-way coupling model that captures the interrelationship
between geomechanical and flow properties and processes, accurately describes the system behavior, and can be readily applied
to large-scale problems of hydrate behavior in geologic media.

Introduction
Background. The interrelationship between fluid flow through porous media and the geomechanical status of the system is
controlled by the properties of the specifics of flow, variousphases present in the pores (e.g., gas, aqueous, oil/organic, ice, etc.)
and of the solid system (i.e., the individual grains of the geologic medium and the reservoir skeleton). Under certain conditions,
the interrelationship is strong, and coupling of the flow processes with geomechanics is necessary to accurately describe the sys-
tem behavior. In such cases, changes in pressure brought about by flow (e.g., in the process of fluid production from reservoirs)
alter the stress fields, resulting in changes in porosity andpermeability, and potentially leading to yielding, failures and fracture
evolution or closures; these processes can in turn affect the flow behavior of the entire system. Reservoir engineering is replete
with examples of such strongly coupled flow-geomechanics processes with a significant impact on production and economic
consequences: stability of borehole and surface facilities, hydraulic fracturing for fluid production from low-permeability reser-
voirs, reservoir compaction (especially in highly compressible systems) and land surface subsidence, sand production during
reservoir fluid production from unconsolidated or unstableformation, system responses during geologicCO2 sequestration,
gas production from hydrate accumulations, etc. - see Bagheri and Settari (2008), Merle et al. (1976), Lewis and Schrefler
(1998), Kosloff et al. (1980), Freeman et al. (2009), Rutqvist et al. (2010b), and Rutqvist and Moridis (2009).

Hydrate reservoirs are considered as potentially substantial future energy resources (Moridis, 2003; Moridis et al.,2009a,
2011) because of the vast quantities of hydrocarbon gas (mainly CH4) they trap (Sloan and Koh, 2008). Hydrate deposits
that are desirable gas production targets almost invariably involve coarse, unlithified, unconsolidated media (such as sands
and gravels). In such deposits, it is the hydrate that imparts mechanical strength to the medium, and hydrate dissociation for
gas production drastically changes the geomechanical status of the system. Additionally, the system undergoes significant
temperature changes because dissociation is a strongly endothermic reaction. Thus, fluid flow, heat transport and geomechanics
are inexorably intertwined and need to be considered together as strongly coupled processes in hydrate accumulations under
production because the inevitable significant changes in pressureP , temperatureT and saturationsSJ of the various phases
J (aqueous, gas, hydrate, ice) during dissociation directlyaffect the stiffness of the solid skeleton and the stress andstrain
fields, resulting in deformation of the reservoirs and potentially large changes in the porosity and permeability (Rutqvist and
Moridis, 2009; Rutqvist et al., 2009). Thus, in the study of gas production from hydrate deposits, the geomechanical stability
and integrity of both the hydrate-bearing sediments (HBS) and the wellbore need to be considered.

Gas hydrates are solid crystalline compounds in which gas molecules are trapped within the lattice of ice crystals (Moridis,
2003). Trapped gases and the ice crystals are calledguestsandhosts, respectively. Given the availability of appropriate gas
sources, hydrates evolve according to the exothermic equation

G + NH H2O = G · NH H2O + QH , (1)
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whereG ·NHH2O is the hydrate,G denotes a hydrate-forming gas,NH is the corresponding hydration number, andQH is the
specific enthalpy of hydrate formation/dissociation. Although natural hydrates can include several guests such asCH4, CO2,
H2S, andN2, CH4 is by far the most dominant gas in natural hydrate accumulations. Hydrates are generally encountered
in two distinctly different geologic settings where the conditions of low temperatureT and high pressureP that favor their
formation and stability are satisfied: in the Arctic and in the oceans.

The three main hydrate dissociation methods (Makogon, 1987, 1997) that can be used for hydrocarbon recovery (Moridis
et al., 2009a) are as follows.

• Depressurization, which occurs whenP is lowered below the pressure of hydrate stabilityPe at a givenT

• Thermal stimulation, which involves raisingT above the dissociation temperatureTe for a givenP

• Inhibitor effects, involving the use of substances such as brines and alcohols that destabilize the hydrates.

During dissociation, in addition to changes in the stress distribution, significant changes in the phase volumes occur in the
pores of the HBS because of the considerable density difference between hydrates and the liquid water and gas released in
the process. Thus, hydrate dissociation (or formation) cancause displacement (dilation or compaction) of the hydrate-bearing
geological formation that can be pronounced in the vicinityof the well. The change in the mechanical status and properties
propagates instantaneously away from the well toward the boundaries because of the nature of the quasi-static mechanics
involved. In turn, the change in geomechanical status within the reservoirs can affect the reservoir fluid flow through the
changes it imparts on the hydraulic properties and the corresponding.

Even though fluid flow and geomechanics need to be considered as coupled processes in order to accurately predict the
reservoir behavior during gas production from hydrates, such coupling has received limited (if any) attention. Recently, Rutqvist
and Moridis (2009) investigated the geomechanical effectson well stability resulting from hydrate dissociation in oceanic HBS
systems caused by hot fluids from conventional deeper reservoirs intersecting extensive hydrate beds as they ascend to the
surface. Their study showed that the stability of the HBS around the warm pipes and wells may be significantly affected by
thermal loading. Similarly, Rutqvist et al. (2009) showed that gas production from permafrost-associated hydrates exhibited
very limited displacement at the surface (and practically no danger to surface facilities and equipment) because of theprotective
effect of the stiff permafrost, but geomechanical changes in the HBS and in the vicinity of the well were more pronounced and
could result in yielding and failure - not necessarily an adverse effect, since it had the potential of increasing the effective
permeability of the HBS through development of fractures. Another study by Rutqvist et al. (2010a) investigated the stability
of sloping oceanic HBS under a variety of loads (thermal and mechanical).

All these studies involved exclusively one-way (hereafterreferred to as1W) coupling of fluid flow, heat transport and ge-
omechanics, with the change in fluid pressure and temperature affecting mechanics, but without considering feedback from
mechanics to flow through changes in the hydraulic properties. For the reasons mentioned earlier, such 1W coupling represen-
tation is not fully representative of (and often not fully appropriate for) the tightly coupled flow and geomechanics (i.e., high
coupling strength; Kim et al. (2011b)) encountered in HBS, in which water is typically less compressible than the porousmedia,
potentially affecting the quality of predictions. Two-waycoupling is far more appropriate to accurately predict the behavior of
such hydrate reservoirs undergoing changes.

Focus and approach. In this paper, we study two-way (hereafter referred to as2W) coupling between fluid flow and ge-
omechanics in hydrate reservoirs under production as an extension of Rutqvist and Moridis (2009) and Rutqvist et al. (2009),
while still employing 1W coupling between heat flow and mechanics. This is a valid approximation, justified by the large heat
capacity and/or small heat contribution originating directly from the deformation of the HBS (Lewis and Schrefler, 1998).

Two representative approaches can be used to simulate the 2Wcoupling of fluid flow and geomechanics: the fully coupled
(monolithic) method or the sequential method (Zienkiewiczet al., 1988; Armero and Simo, 1992; Settari and Mourits, 1998;
Wan, 2002; Dean et al., 2006; Jha and Juanes, 2007; Jean et al., 2007). The fully coupled method can provide a stable and
convergent solution, but it requires a unified flow-mechanics simulator, and a unified grid that can provide sufficient definition
of both the flow and geomechanical processes. This entails anenormous software development effort, results inevitablyin very
large matrices, and necessitates very large memory requirements and correspondingly large computational costs.

On the other hand, the sequential implicit approach offers wide flexibility from a software engineering perspective, and uses
separate software modules (and often separate grids) to handle the flow and geomechanical processes. The two robust modules
communicate through a well-defined interface (Felippa and Park, 1980). However, sequential approaches may be limited by
numerical stability and convergence (Armero and Simo, 1992; Armero, 1999). Here we discuss a sequential method that can
provide stable solutions while being competitive in terms of accuracy with the corresponding fully coupled method.

According to Kim et al. (2011b), typical sequential techniques involve thedrainedandfixed-strain splitmethods. In the
drained splitmethod, the geomechanical problem (withP , T andSJ and the fluid properties and conditions kept constant,
but with the fluid mass allowed to move) is solved first to estimate the displacement, followed by the solution of the coupled
fluid flow and heat transport problem to determineP , T andSJ . Thefixed-strain splitmethod involves first the solution of the
coupled problem of fluid flow and heat transport (while keeping the strain fields frozen, but allowing the total stress fields to
vary) to estimateP , T andSJ , followed by the solution of the geomechanical equations toestimate the displacements.
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These methods can provide – at best – conditional stability that is independent of the time step size, but may lead to non-
convergence even when they are stable. Two other methods appear far more appealing:undrainedandfixed-stress splits. They
are both unconditionally stable, but the fixed-stress splitproduces more accurate solutions when flow and mechanics aretightly
coupled (Kim et al., 2011b). In theundrained splitmethod, the geomechanical problem (with no change in the fluid mass
locally, but with theP , T andSJ varying) is solved first to estimate the displacement, followed by the solution of the coupled
fluid flow and heat transport problem to determineP , T andSJ . Thefixed-stress splitmethod involves first the solution of the
coupled problem of fluid flow and heat transport (while keeping the total stress fields frozen, but allowing the strain fields to
vary) to estimateP , T , SJ , followed by the solution of the geomechanical equations toestimate the displacements.

In an isothermal problem, the fixed-stress split can be easily implemented through a simple porosity correction. The
isothermal assumption is not appropriate in the description of hydrate dissociation because of the strongly endothermic nature
of the reaction. Thus, we employ the fixed-stress split method with an extended porosity correction to model thermo-hydro-
mechanics in hydrate deposits. This 2W coupled sequential implicit scheme of fluid flow, heat transport and geomechanics
has almost the same computational cost as the 1W coupled scheme. The porosity correction is applied to the 2W coupled
problem of fluid flow and geomechanics, while the coupling of heat transport and mechanics is based on a 1W scheme for the
aforementioned reasons.

Expanding on the study of Rutqvist and Moridis (2009), we investigate test cases for depressurization, thermal stimulation,
and plasticity. In these cases, we compare the results of thenumerical simulations involving the present coupling method (i.e.,
2W coupling between fluid flow and geomechanics, with 1W coupling of heat transport and geomechanics) to those obtained
using the 1W coupling method used in the earlier studies. From these test cases, we determine that 2W coupling is necessary
for the rigorous and accurate prediction of the overall behavior of hydrate reservoirs, in particular when investigating reservoir
and well stability. The significant differences between thepredictions from the 1W and the 2W coupling methods are obvious
in cases of high coupling strength (i.e., involving nearly-incompressible fluids such as water), of different time scales for fluid
flow and geomechanics, and low pressure-diffusion (i.e., atearly times or for low permeability HBS), all of which describe
most hydrate reservoirs.

Mathematical formulation
Mass and heat balance equations. In describing coupled flow and geomechanics, we employ a continuum theory, in which
the fluid and solid are considered as overlapping continua. The governing equations of fluid and heat balance are based on the
earlier studies of Moridis (2003) and Moridis et al. (2008) (Refer to those references for more details.), which can be written in
an integrodifferential form as

d

dt

∫

Ω

mκdΩ +

∫

Γ

f
κ · n dΓ =

∫

Ω

qκdΩ, (2)

where the superscriptκ denotes either a mass component or heat;mκ, fκ, andqκ are accumulation, flow, and source of mass
of the componentκ or heat in the domainΩ with a boundary surfaceΓ, respectively. We denote byd(·)/dt the time derivative
of a physical quantity(·) relative to the motion of the solid skeleton. In long-term gas production from hydrates, Kowalsky and
Moridis (2007) showed that dissociation can be accurately described as an equilibrium (as opposed to kinetic) reaction. Under
these conditions, only two components need be considered:H2O (κ = w) andCH4 (κ = m), i.e., hydrate is considered as just
one possible state of the CH4-H2O system. These two components are distributed among four possible phasesJ , i.e., aqueous
(J = A), gaseous (J = G), hydrate (J = H), and ice (J = I). Then, the accumulation termmκ (κ ≡ w,m) is given by

mκ =
∑

J=A,G,H,I

φ SJ ρJ Xκ
J , κ ≡ w,m (3)

whereφ is the true porosity, defined as the ratio of the pore volume tothe bulk volume in the deformed configuration;SJ andρJ

are saturation and density of the phaseJ , respectively; andXκ
J is the mass fraction of componentκ in the phaseJ . Obviously,

Xw
I = 1. From the hydrate stoichiometry,Xw

H = NHWw/(Wm + NHWw) andXm
H = 1−Xw

H , whereWm andWw are the
molecular weights ofCH4 andH2O, respectively.

The mass flow termfκ in Equation 2 is given by

f
κ =

∑

J=A,G

(wκ
J + J

κ
J) , (4)

wherewκ
J andJ

κ
J are the convective and diffusive mass flows of componentκ in the phaseJ . The summation over the phases

J is limited to the mobileA andG, the solid phasesH andI being immobile. For the aqueous phase,w
κ
A is described by

Darcy’s law as

w
κ
A = Xκ

A wA, wA = −
ρA krA

µA
k (GradPA − ρA g), (5)
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wherek is the absolute permeability tensor;µJ , krJ , andPJ are the viscosity, relative permeability, and pressure of the fluid
phaseJ , respectively.g is the gravity vector, andGrad is the gradient operator. For the gaseous phase,w

κ
G can be written as

X
κ
G = Xκ

G wG, wG = −

(

1 +
kK

PG

)

k
ρG krG

µG
(GradPG − ρG g), (6)

wherekK is the Klinkenberg factor. The diffusive flowJκ
J (κ ≡ m,w;J ≡ A,G) is described as

J
J
J = −φ SJ τG D

κ
J ρJ GradXκ

J , (7)

whereD
κ
J is the hydrodynamic dispersion tensor, andτG is the gas tortuosity, often computed from the Millington and Quirk

(1961) model asτG = φ1/3S
7/3

G .
For the heat balance equation,κ ≡ θ, and the heat accumulation termmθ becomes

mθ = (1 − φ)

∫ T

T0

ρR CR dT +
∑

J=A,G,H,I

φ SJ ρJeJ , (8)

whereρR = ρR(T ) andCR = CR(T ) are the density and heat capacity of the porous medium, respectively; T is the tempera-
ture;T0 is a reference temperature; andeJ is the specific internal energy of phaseJ . The heat flowfθ includes conduction and
convection contributions, and is described as

f
θ = −Kθ∇T +

∑

J=A,G

hJ wJ , (9)

whereKθ is the composite thermal conductivity of the porous media and phaseJ system, andhJ is the specific enthalpy of
phaseJ . eJ andhJ are given by

eJ =
∑

κ=w,m

Xκ
J eκ

J and hJ =
∑

κ=w,m

Xκ
J hκ

J , (10)

whereeκ
J andhκ

J indicate the specific internal energies and enthalpies of componentsκ in the phaseJ . Note that, under
equilibrium conditions, the heat of hydrate dissociation is accounted for when differencing the hydrate mass between two
points in time, i.e.,

∆mθ = (1 − φ)

∫ T2

T1

ρR CR dT + ∆(
∑

J=A,G,I

φ SJ ρJ eJ) + HD ∆(φ SH ρH), (11)

whereT1 andT2 are the temperatures at these two times, andHD is the heat of hydrate dissociation.

Geomechanics equations. Assuming a quasi-static state, the governing equation for mechanics is given by

Div σ + ρb g = 0, (12)

whereDiv is the divergence operator;σ is the Cauchy total-stress tensor; andρb = φ ΣSJρJ + (1− φ)ρR (J ≡ G,A,H, I) is
the bulk density. Here, we assume small deformation (i.e., infinitesimal transformation) and an isotropic geomaterial.

Initial and boundary conditions. For completeness, initial and boundary conditions are needed to fully describe the problem.
For fluid flow, the boundary conditions are:PJ = P̂J andXκ

J = X̂κ
J (with the symbol(̂·) indicating prescribed values,

J ≡ A,G andκ ≡ w,m ) on the boundary of the prescribed pressureΓP , andf
κ · n = f̂κ (prescribed mass flux) on the

boundary of the prescribed flowΓf . For well-posedness, we assume thatΓP ∩ Γf = ∅, andΓP ∪ Γf = ∂Ω. The boundary
conditions for heat flow are:T = T̂ on the prescribed temperature boundaryΓT , andf

θ · n = f̂θ (prescribed heat flux) on the
corresponding boundaryΓθ, whereΓT ∩ Γθ = ∅, andΓT ∪ Γθ = ∂Ω.

In the stress equation of the geomechanical problem, the boundary conditions are as follows:u = û (prescribed displace-
ment) on the prescribed displacement boundaryΓu andσ · n = τ̂ (prescribed traction) on the corresponding boundaryΓσ,
whereΓu ∩ Γσ = ∅, andΓu ∪ Γσ = ∂Ω. The initial stress fields should satisfy mechanical and thermodynamic equilibriums,
and be consistent with the fluid pressures, temperature, andthe history of the stress-strain paths. Here, we take the initial
conditions of the coupled problem asPJ |t=0 = PJ,0, Xκ

J |t=0 = Xκ
J,0 (J ≡ A,G, κ ≡ w,m ) , T |t=0 = T0, andσ|t=0 = σ0.
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Methane hydrate formation and dissociation
Applying the general Equation 1 to the case ofCH4, the dissociation/formation of methane hydrates are described as

CH4 · NHH2O (hydrate) ↔ CH4(gas) + NHH2O + QH (liquid or ice), (13)

whereNH is the hydration number specific to the methane hydrate. The reaction of Equation 13 is depicted on the phase
diagram of the water- methane- vapor(gas)-hydrate system (shown in Figure 1) as the 3-phase co-existence lines of A+G+H
(when liquid water is involved) and I+G+H (when ice is involved), and includes the quadruple pointQP .

Figure 1: Pressure-temperature equilibrium relationship in the phase diagram of the water-methane-vapor-hydrate sys tem (Moridis
et al., 2008). I, V, Lw, and H indicate ice, vapor, liquid water, and hydrate phases, respe ctively. The dash symbol (·) − (·) signifies
coexistence of the phases. For example, I − H means that ice and hydrate phases coexist.

From Figure 1, it is obvious that hydrates undergo dissociation whenT rises to the equilibrium temperature for a givenP ,
or P falls below the equilibrium pressure for a givenT . This affects the medium dilation not only because of directthermal
expansion but also because of the decrease of the effective stress due to the increased fluid pressure. The dilation can also
influence the porosity and permeability fields, the stability and integrity of the wellbore assembly, and/or the integrity of the
cap rock, while at the same time affecting the flow of fluids andheat. These coupled processes between flow and geomechanics
can be modeled through the constitutive relations described in the ensuing discussion.

Constitutive relations between flow and geomechanics
The constitutive relations for thermoporomechanics are based on Biot (1941) and Coussy (1995, 2004), where fluid, heat,and
geomechanics are tightly coupled. The total stressσ, fluid massmJ , and entropȳS in the elastic coupled system are functions
of the total strainε, fluid pressurePJ , and temperatureT , written as

δσ = Cdr : δε
︸ ︷︷ ︸

δσ
′

− bJ δpJ 1 − 3αT Kdr δT 1, (14)

(
δm

ρ

)

J

= bJ δεv + NJK δpK − 3αm,J δT, (15)

δS̄ = s̄J δmJ + 3αT Kdr δεv − 3αm,J δpJ +
Cd

T
δT, (16)

whereCdr is the drained-isothermal elastic moduli;N = {NJK} is the inverse matrix of the Biot moduliM = {MJK} (i.e.,
N = M

−1), whereN andM are positively definite matrices;3αT is the volumetric skeleton thermal dilation coefficient;Kdr
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is the drained isothermal bulk modulus;1 is the rank-2 identity tensor;εv is the total volumetric strain;αm,J = 3αφ + 3αJ φ,
where3αφ and3αJ are the coefficients of thermal dilation related to porosityand the phaseJ , respectively;ε is the linearized
total strain tensor;bJ is the Biot coefficient for phaseJ , determined frombJ = bSJ , whereb is the Biot coefficient for
single phase flow;̄S is the total entropy, and̄sJ is the internal entropy per unit mass of the phaseJ (i.e., specific entropy);
Cd = C + mJCpJ is the total volumetric heat capacity, whereC is the skeleton volumetric heat capacity andCpJ is the
volumetric specific heat capacity of the phaseJ at constant pressure. We defineσ′, the effective stress, in the incremental form
asδσ′ = Cd : δε, whereσ′ = 0 at ε = 0. The symbolδ denotes variation relative to the motion of the solid skeleton. The
double indices inCd and Equations 14 – 16 indicate summation.

For a two-phase, two-component fluid system (such as oil and water), an appropriateN that is typically used in engineering
applications is given by (e.g., Lewis and Schrefler (1998))

N =








φSoco − φ
dSw

dPc
+ So

b − φ

Ks
So φ

dSw

dPc
+ So

b − φ

Ks
Sw

φ
dSw

dPc
+ Sw

b − φ

Ks
So φSwcw − φ

dSw

dPc
+ Sw

b − φ

Ks
Sw








, (17)

where the subscripto andw indicate oil and water phases, respectively,cJ is the compressibility of the fluid phaseJ , Pc is the
capillary pressure between oil and water, andKs is the intrinsic solid grain bulk modulus.

In Equation 16, we can ignore the volumetric strain term3αT Kdrδεv when the heat capacity is relatively large, in which
case the contribution of the direct heat source from the geomechanical deformation to the accumulation term of the heat
transport equation is very small. This can justify 1W coupling between heat transport and geomechanics, allowing us to use
the governing equation of heat transport with no volume change (i.e., using the fixed bulk volumeΩ). However, because
heat transport and fluid flow are strongly coupled, the effectof geomechanics on heat transport is still considered through the
impact of geomechanical changes on fluid flow. Note that volume changes are fully considered in fluid flow (Equation 2) and
geomechanics (Equation 12).

We now compare Equation 15 to the equivalent term typically used in conventional reservoir simulations (i.e., without
geomechanical coupling), in which the accumulation term isdescribed as

δmJ = ρJ ΦSJ (cJ δPJ − cT δT ) + ρJ SJδΦ + ρJ ΦδSJ , where cJ =
1

ρJ

dρJ

dPJ
, cT = −

1

ρJ

dρJ

dT
. (18)

Φ is Lagrange’s porosity, defined as the ratio of the pore volume in the deformed configuration to the bulk volume in the
reference (initial) configuration. We can take Lagrange’s porosity in Equation 17, instead of true porosity, because itis also
admissible (i.e., symmetric and positively definite) and the difference is negligible. Comparing Equations 15 and 18, we have

δΦ =
b − φ

Ks

∑

J=F

SJ δPJ + b δεv, (19)

where theJ = F in the summation term indicates inclusion of all fluid (mobile) phases in the system. Equations 14 and 19
clearly demonstrate the tight coupling between fluid flow andgeomechanics because it is obvious that volume changes cannot
be ignored when estimating fluid flow. For a highly incompressible fluid (such as an aqueous phase), the coupling strength
increases (Kim et al., 2011a,b), and 2W coupling is necessary to accurately describe the system behavior.

Thus, when permeability is coupled to the geomechanical status of the system, it can be estimated using a porosity-
dependent permeability relationship such as that proposedby Moridis et al. (2008),

k = k0 exp

[

γ1

(
Φ

Φ0

− 1

)] (
Φa − Φc

Φ0 − Φc

)γ2

, where Φa = Φ(SA + SG), (20)

γ1 andγ2 are experimentally determined parameters;Φc is acritical porosityat which permeability is reduced to zero; and the
subscript0 indicates a reference state (e.g., the initial state). Notethat Equation 20 involves exclusively Lagrange porositiesΦ,
not the true porositiesφ. For unconsolidated, unlithified media such as those occurring in HBS that are desirable production
targets,γ1 is in the 5-7 range (Moridis et al., 2008).

From Equation 19, we can deduce that the porosity changes arenot caused only by changes in the non-wetting fluid pressure,
but also by saturation changes. For example, in an oil-watersystem, we can rewrite Equation 19 as

δΦ =
b − φ

Ks

(

δPo − Sw
dPc

dSw
δSw

)

︸ ︷︷ ︸

δPE

+b δεv, (21)

wherePc is the capillary pressure between oil and water, andPE is the equivalent pore-pressure (Coussy, 2004). Under strong
capillarity, variations in the saturation can cause changes in the Lagrange porosity even when the oil pressure does notchange.
Drying shrinkage of a porous medium in an air-water system isan example of such a phenomenon (Coussy et al., 1998).
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Numerical schemes and simulators
For the solution of the problem of coupled fluid flow and heat transport during dissociation in the process of gas production
from HBS, we employ the TOUGH+HYDRATE simulator (Moridis etal., 2008), which involves finite volume and backward
Euler methods for space and time discretizations, respectively. The space discretization implemented in the code provides local
mass conservation at the element level and stable pressure fields due to piecewise constant interpolation (Phillips andWheeler,
2007a,b; Jha and Juanes, 2007). This approach has distinct advantages compared to the piecewise continuous interpolation used
in finite element schemes, which may result in early-time spurious pressure oscillations in consolidation problems (Vermeer
and Verruijt, 1981; Murad and Loula, 1992, 1994; Wan, 2002; White and Borja, 2008).

For the solution of the geomechanical problem, we use the “Fast Lagrangian Analysis of Continua in 3D” (FLAC3D)
simulator (Itasca, 2006), which is widely used in the soil-and rock mechanics community in a wide variety of academic and
engineering applications. This simulator adopts the finitedifference approach, which provides first-order approximation in
space and time.

Sequential approach and implementation
The two simulators described above are implemented in a sequential manner. One of the benefits of sequential implicit schemes
is that the user can employ separate software modules for (a)the coupled fluid flow and heat transport and (b) the geomechanics.
In sequential schemes, these two subproblems are solved in asequence by fixing one or more state variables. For example,
the total strain or total stress can be kept constant when solving the fluid and heat flow problem first. Alternatively, whenthe
mechanical problem is solved first, one or more of fluid pressures, temperature, fluid mass, or heat can be kept constant. After
the sequential solution of the subproblems, either a more accurate solution can be obtained by additional iterations, or the time
can be advanced and the solution at the new time step can begin.

Kim et al. (2011c) and Kim et al. (2011d) investigated the numerical stability and convergence of the four sequential methods
discussed earlier under isothermal conditions. They showed that the undrained and fixed-stress splits are unconditionally
stable, and that the fixed-stress split yields higher accuracy than the undrained split, particularly under high coupling strength
conditions. Based on these findings, we employ the fixed-stress split in this paper. The solution strategy of the fixed-stress split
is given as








un

pn
J

Tn








Afl
ss−→








u∗

p
n+1

J

Tn+1








Au
ss−→








un+1

p
n+1

J

Tn+1








, where







Afl
ss : Fluid and heat flow; δσ̇ = 0,

Au
ss : Mechanics; PJ , T : prescribed,

(22)

whereAF
ss andAU

ss stand for the fluid-and-heat flow and the mechanics steps, respectively.u∗ is an intermediate displacement,
but there is no need to calculate or store it.

During theAfl
ss step, combining the constraintδσ̇ = 0 with Equation 19 under the backward Euler method yields

Φn+1 − Φn =

{
b2

Kdr
+

b − φ

Ks

}

︸ ︷︷ ︸

Φcp

∑

J=F

Sn+1

J,e

(
pn+1

J − pn
J

)
+ 3αT b

(
Tn+1 − Tn

)
− ∆Φ, SJ,e =

SJ
∑

J=F SJ
,

∆Φ =
b2

Kdr

∑

J=F

Sn
J,e

(
pn

J − pn−1

J

)
+ 3αT b

(
Tn − Tn−1

)
− b

(
εn
v − εn−1

v

)

= −
b

Kdr

(
σn

v − σn−1
v

)
, (23)

where∆Φ is the porosity correction term;σv is the volumetric (mean) total stress; andn−1, n andn+1 denote three successive
points in the discretized time domain.

∑

J=F SJ is the sum of fluid (mobile) phase saturation, whereF implies fluid (mobile)
phase. The termcp in Equation 23 represents the pore compressibility that is routinely used in conventional simulators (i.e.,
not considering geomechanics rigorously). The porosity correction term∆Φ is ignored in conventional reservoir simulators
(and even when 1W coupling of fluid flow and geomechanics is implemented), but needs to be considered in a tightly coupled
problem.

Note that the porosity function in the 1W coupling scheme still depends on the liquid phase saturationSJ and the drained
bulk modulusKdr, just as the 2W coupling scheme does. TheKdr in 1W coupling realizations is estimated from the mechanics
boundary conditions. In the 2W coupling scheme, whenKdr cannot be determined exactly because of complex boundary
conditions or high mechanical nonlinearity, it is estimated as less stiff than the true local bulk modulus (Kim et al., 2011d). For
example, it is possible to use the constrained modulus for the porosity function in 2W coupling; the same could be used in 1W
coupling, and is stiffer than the true bulk modulus. This approximate estimation ofKdr in 2W coupling schemes may cause
numerical instability or non-convergence by violating thenumerical stability criterion determined by Kim et al. (2011d). We
will demonstrate this numerical behavior with three-dimensional numerical examples in a later section.
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For elastoplasticity, the elastoplastic tangent bulk modulus is estimated from the relationship (Kim et al., 2011d)

Kep
dr = Ke

dr

εv,e

εv
, εv,e = εv − εv,p, (24)

whereKe
dr andKep

dr are the elastic and elastoplastic drained bulk moduli, respectively, andεv,e andεv,p are the elastic and
plastic volumetric strains, respectively.

For the oil and water system discussed earlier, Equation 23 can be written as

Φn+1 − Φn =

{
b2

Kdr
+

b − φ

Ks

}

︸ ︷︷ ︸

Φcp

{
(
Pn+1

o − Pn
o

)
− Sn+1

w

dPc

dSw

(
Sn+1

w − Sn
w

)
}

+ 3αT b
(
Tn+1 − Tn

)
− ∆Φ, (25)

wherePo, Sw, andT are chosen as the primary variables for the solution of the problem.
In reservoir simulation, 2W coupling between fluid flow and geomechanics has been implemented through the porosity

function and its correction term (Settari and Mourits, 1998; Tran et al., 2004). However, the pore pressure in these studies is
not clearly defined. For example, the approach proposed by Settari and Mourits (1998) becomes identical to Equation 25 for
linear elasticity only when the pore pressure in Settari andMourits (1998) is defined as the equivalent pore-pressure employed
in this paper. If the pore pressure is defined as the oil pressure, the approach of Settari and Mourits (1998) neglects the term
related to capillary pressure in Equation 25, which is associated with deformation of porous media caused by changes in the
water saturation and is akin to drying-related shrinkage inair-water systems. If the pore pressure is defined as the average
pore-pressure (a widely used approach in many engineering fields, e.g., Wan (2002) and Gai (2004)), large errors or numerical
instability can result when strong capillarity is involved; conversely, using the equivalent pore-pressure defined byCoussy
(2004) in Equation 21 yields numerical stability and accuracy. The interested reader is refered to Kim et al. (2011a) fora
detailed discussion of the concepts of the average and equivalent pore pressures.

The computational efforts for 1W and 2W couplings are almostthe same. The additional computational cost associated with
2W coupling involves only the local calculation of Lagrange’s porosity correction term∆Φ, which is negligible when compared
to the global computational cost. In terms of memory requirement, the 2W coupling approach necessitates the allocationof
additional memory only forPJ , T , andSJ (or the volumetric (mean) total stress) at then − 1 time step. The porosity function
is updated anyway, and the code modification is easy and straightforward.

Numerical examples
We first tested the coupled TOUGH+HYDRATE and FLAC3D codes – hereafter referred to as THF, and incorporating both 1W
and 2W coupling options with correspondingly different constitutive relationships – in the validation of the classical problems
of Terzaghi (Wang, 2000) and Mandel (Abousleiman et al., 1996). We then obtain the THF solutions of representative 2D and
3D problems of system behavior during gas production from HBS, involving the coupled processes of hydrate dissociation,
fluid flow, strong heat exchanges and the corresponding geomechanical system responses. In the validation studies and inall
subsequent test cases we employ the staggered method with one iteration, also called the sequential non-iterative method. In
all subsequent numerical studies, we useγ1 = 0, γ2 = 3.0 andΦc = 0 in Equation 20.

Validation. Figures 2a and 2b describe the Terzaghi problem and an approximation to the Mandel problem, respectively. Thor-
ough descriptions and analytical solutions to the Terzaghiand Mandel problems are presented in Wang (2000) and Abousleiman
et al. (1996), respectively.

The instantaneous pressure buildup att = 0 in the Terzaghi problem, or the initial pressure rise in the Mandel problem
cannot be handled by 1W coupling because this approach is incapable of providing (and solving) the appropriate constitutive
relations that accurately describe the two problems. Two-way coupling between fluid flow and geomechanics involves the
appropriate – also more scientifically and numerically robust – equations and yields accurate solutions, capturing theconsoli-
dation effects in the two aforementioned problems. Thus, 2Wcoupling provides more rigorous constitutive relations than 1W
coupling.

The Terzaghi problem (see Figure 2a) involves a 1-D system (column) of a water-saturated porous medium, with drainage
boundary at the top of the domain (where the fluid pressure isPbc = 10 MPa) and a no-flow boundary at the bottom. The
total stress imposed by the overburden at the top boundary isσ̄ = 2 × 10 MPa, and a no-displacement boundary condition is
applied at the bottom. The homogeneous domain has a length ofLz = 18 m, and is subdivided into 9 grid blocks of uniform size
∆z = 2 m. In all gridblocks,∆x = ∆y = 1m. The initial temperature and fluid pressure areTi = 12.5 oC andPi = 10 MPa,
respectively. The water thermophysical properties (density, viscosity, and compressibility) are determined from steam tables as
functions ofP andT . The permeability of the porous medium isk0 = 5.92 × 10−14 m2(= 60 md), the porosity isφ0 = 0.3,
the constrained modulus isKdr = 900 MPa, and the Biot coefficient isb = 1.0. The system specifications include (a) no fluid
production or injection, (b) omission of gravitational effects, and (c) an observation point at the bottom grid block. Instantaneous
loading att = 0 results in an increase inP , followed by a decrease (dissipation) caused by pressure diffusion, as shown in the
left of Figure 3. We assign much stiffer mechanical properties to the top layer to conform to the boundary conditions usedin
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Figure 2: Configurations of the Terzaghi (a) and Mandel (b) pr oblems. The triangles and circles at the boundaries of the tw o domains
denote fixed displacement and rollers to constrain displace ments, respectively.

the Abousleiman et al. (1996) study (see Figure 2b) that yield an analytical solution, to which the THF solution is compared.
This approximation is equivalent to the penalty method, a mathematical approximation for solving mechanics with constraints
(Hughes, 1987). The homogeneous domain is subdivided into18 × 2 grid blocks in(x, z). The thickness and the Young’s
modulus of the first and second layer are∆z = 0.001 m, E = 90 GPa and∆z = 0.999 m, E = 900 MPa, respectively.
The geomechanical boundary conditions include (a) an overburden-induced total stress at the the topσ̄ = 2 × 10 MPa, (b)
no horizontal displacement at the center, and (c) no vertical displacement at the bottom (see Figure 2b). Bothx-boundaries
have a side burden of̄σh = 10 MPa. The initial temperature and fluid pressure areTi = 12.5 oC andPi = 10 MPa,
respectively. The medium properties are as follows:φ0 = 0.3, Poisson’s ratioν = 0.0, b = 1.0, a horizontal permeability
kx0 = 6.02 × 10−15m2(= 6.1 md), and a very high permeabilitykz0 = 5.0 × 10−6 m2(= 5.07 × 106 md) in the vertical
direction to facilitate horizontal fluid flow. The system specifications also include (a) drainage boundaries atx = 0 and
x = xmax kept at a constant boundary fluid pressure ofPbc = 10 MPa, (b) no-flow boundaries at the top and bottom of the
domain, (c) omission of gravitational effects, and (d) an observation point at the central gridblock (i.e., (row, column)=(2, 9)).
The pressure rises at an earlyt because of multi-dimensional mechanics (the Mandel-Cryereffect), as shown in Figure 3.

Comparison of the THF to the analytical solutions of the two validation problems shows (a) coincidence in the Terzaghi
problem (Figure 3a), and (b) an excellent match in the Mandelproblem. The small differences between the numerical and
analytical solution at early times in Figure 3b are due to theapproximation of boundary conditions in the Mandel problem.
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Figure 3: Comparison of the THF solutions to the analytical s olutions of (a) the Terzaghi problem (Wang, 2000) on the left , and (b) the
Mandel problem (Abousleiman et al., 1996) on the right. td = 4cvt

(Lz)2
and td = 4cvt

(Lx)2
for the Terzaghi and Mandel problems, respectively,

where cv is the consolidation coefficient defined as cv = k0

(1/Kdr+φcA)µA
. cA and µA are the compressibility and viscosity of the

aqueous phase. Lz and Lx are vertical and horizontal lengths of the reservoir domain s, respectively.

Two-dimensional test problem. The first test problem involves gas production by means of depressurization-induced disso-
ciation from a hydrate accumulation using a horizontal well, and is depicted in Figure 4. Although the reservoir depicted in
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Figure 4a is a 3D system, because of symmetry about thex = 0 axis and the assumption of uniformity along they-direction,
only the 2D subdomain (single slice, with∆y = 10 m) of the domain shown in Figure 4b need be simulated (i.e., theplane
strain mechanics (Rutqvist and Moridis, 2009)). This 2D domain is subdivided into20 × 10 uniformly-sized gridblocks in
(x, z), with gridblock dimensions of∆x = 10 m, ∆y = 10 m, and∆z = 10 m. For a solid saturationSs(≡ SH + SI) = 0,
the Young’s modulus and the Poisson’s ratio areE = 200 MPa andν = 0.15, butE = 1.4 GPa andν = 0.15 for a full solid
saturation, i.e.,Ss = 1. For a givenSs (0 < Ss < 1), E andν are obtained from a linear interpolation between the twoSs

limits (Rutqvist and Moridis, 2009). Other medium properties are:ρb = 2600 kg m−3, φ0 = 0.3, b = 1.0, Pc = 0, a medium
specific heat ofCR = 1000 Jkg−1 oC−1, a wet thermal conductivitykθw = 3.1 Wm−1 oC−1, a dry thermal conductivity
of kθd = 0.5 Wm−1oC−1, and a composite thermal conductivity computed from the Moridis et al. (2005) relationship. The
initial conditions are:Pi = 9.71 MPa, Ti = 12.5 oC, a hydrate saturationSH = 0.5, and an aqueous saturationSA = 0.5.
The system has no-flow boundaries on all sides. The geomechanical boundaries include no-horizontal displacement boundaries
at x = 0 andx = xmax, no-vertical displacement boundaries at the bottom, an overburden-induced principal total stress of
σ̄ = −9.71 MPa, and no strain att = 0.

We consider two cases: A high-permeability case withk0 = k0,max = 2.96×10−13m2(= 300 md), and a low-permeability
case withk0 = k0,min = 2.96×10−15m2(= 3 md). We investigate the performance of the coupled THF simulations with both
1W and 2W coupling capabilities in the analysis of a variety of problems: depressurization-induced dissociation and fluid flow,
both neglecting and accounting for gravitational effects,in which case the pressure distribution with depth follows the hydraulic
pressure gradient, withPi = 9.71 MPa at the top layer; system response behavior during thermal loading; and an evaluation
of the role of plasticity. We determine the sensitivity of the THF solutions to several important variables, parametersand
conditions, and we compare the solutions obtained using both 1W and 2W couplings. For 1W coupling and elastic conditions,
the drained modulus for the rock compressibilityKdr is the constrained modulusKC

dr because of the horizontally constrained
boundary condition, which produces more accurate results than other possibleKdr estimates; for 2W coupling under elastic
conditions, theKdr estimate is obtained from the 3D drained bulk modulusK3D

dr . The termsKC
dr andK3D

dr are defined as

KC
dr =

E(1 − ν)

(1 + ν)(1 − 2ν)
, K3D

dr =
E

3(1 − 2ν)
. (26)

Figure 4: 2D problem of depressurization-induced gas produ ction from a hydrate deposit using a single horizontal well: ( a) overall
system description (left), and (b) description of the simul ated domain, and of the flow and geomechanical boundary condi tions (right).

Depressurization-induced hydrate dissociation and reservoir fluid production.We first investigate the behavior of the elas-
tic reservoir in Figure 4 in order to understand the interrelation between fluid flow, heat transfer and geomechanics in hydrate
reservoirs under depressurization-induced production. Gravitational effects are ignored in this first study. The nonlinear elastic-
ity is driven by the change in the solid saturationSs, even though the rock itself is linearly elastic. Reservoirfluids are produced
from Well 1 at the gridblock located at (row, column) = (5, 1) at a total mass rate ofQp = 5.0× 10−2kg/s (see Figure 4b).Qp

includes both gas and aqueous phase contributions. There are two monitoring wells: Well 2 at (1, 1) and Well 3 at (10, 1).
In Figure 5 we compare the THF solutions at two observation points (Wells 1 and 3), using 1W and 2W couplings for

the high reservoir intrinsic permeability, i.e., whenk0 = k0,max. The variabletd on thex-axis of the graphs in Figure 5 is
defined astd = Qpt/Mi (whereMi is the initial reservoir mass-in-place), and represents the produced reservoir fluids as a
fraction ofMi while at the same time providing a direct measure of the time to reach that point becauseQp is constant. At
td ≈ 1.0 × 10−3, gas evolves in the hydrate deposit (i.e.,SG > 0) at the locations of both Wells 1 and 3 (not shown in this
paper). Because of continuous production, the pressure in the system declines monotonically. The evolution of pressures at
Wells 1 and 2 (Figures 5a and 5b) is described by the relative (dimensionless) pressurePd = PA/Pi, i.e., as a fraction of the
original (discovery) reservoir pressurePi, and indicates practical coincidence of the THF solutions for 1W and 2W couplings
over the entire domain because the fast diffusion of pressure (caused by the largek0,max) prevails over the mechanics-induced
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change in pressure. Similarly, the volumetric strainsεv in Figures 5c and 5d from the 1W and 2W coupling formulations are
shown to be practically identical at these two (as well as at all other) locations in the domain.
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Figure 5: Comparison of the THF solutions for the high-perme ability ( k0 = k0,max) case of the 2D problem using one-way (1W) and
two-way (2W) coupling formulations: (a) Pressure evolution a t Well 1; (b) Pressure evolution at Well 3; (c) Evolution of th e volumetric
total strain εv at Well 1; and (d) Evolution of εv at Well 3.

The analogous THF solutions in Figure 6 correspond to the lowpermeability case (k0 = k0,min) and paint a very different
picture, exhibiting substantial differences between the predictions based on 1W and 2W couplings. In this case, compaction or
dilation of the reservoir occurs predominantly due to slow pressure diffusion and loading effects resulting from the production
of fluids. There is no difference between thePd predictions from the two coupling methods at the productionWell 1 (Figure
6a). However, fluid production transfers increasingly large mechanical loads from the reservoir fluids to the reservoirskeleton,
thus generating mechanical loading that results in compaction at the locations of Wells 2 and 3.

When invoking the 2W coupling formulation, the reservoir compaction and slow pressure diffusion at early times lead to the
pressure buildup observed at the locations of Wells 2 and 3, shown in Figures 6 (b) and (c). The pressures at Wells 2 and 3 begin
decreasing after a relatively short time because of pressure diffusion, and exhibit significant deviations from the 1W solutions
at all times during the simulation period. This pressure behavior cannot be captured by 1W coupling, which is incapable of
describing the effects of geomechanics on flow.

Figure 6(d) shows the different propagation pathways of theeffective stresses (i.e.,σ′

m andτ ′

m) at Well 3, as estimated using
the 1W and 2W coupling methods, where

σ′

m =
σ′

1 + σ′

3

2
and τ ′

m =
σ′

1 − σ′

3

2
,

andσ′

1 andσ′

3 are the maximum and minimum principal effective stresses, respectively. If the Mohr-Coulomb failure criterion
is defined by a cohesion ofch = 0.15 MPa and a friction angle ofΨf = π/6 (represented by the MC line in Figure 6(d)), the
shear failure that occurs attd = 1.4 × 10−3 can be detected by the 2W coupling, but is completely missed by the 1W coupling
method.

In addition to changes in pressure, the strongly coupled processes involved in hydrate dissociation result in significant
changes in a wide range of flow and thermodynamic parameters and conditions. Some of them are shown in Figure 7, which
provides additional insights into the differences betweenthe THF solutions at the Well 2 location using 1W and 2W coupling
schemes for thek0 = k0,min case of the 2D problem. As is obvious from Figure 7(b), no gas evolves in 1W and 2W predictions.
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Invoking the 2W coupling scheme, the pressure increase in Well 2 (see 5(b)) leads to an increase in the temperature that exceeds
the initial oneTi (as described by the relative temperatureTd = T/Ti > 1 for td < 2.3 × 10−3; see Figure 7(a)) because of
the coupling between the equilibrium dissociationPe andTe (Figure 1). Similarly, the evolution of hydrate saturationSH in
Figure 7(c) to levels above its initial value shows that the 2W scheme predicts the formation of secondary hydrate at times that
correspond to the higherP at Well 2 (Figure 7(c)), which is consistent with expectations, indicates that the rise inP outweighs
the counter-effects of a risingT , and leads to the lower effective permeabilitykp of Figure 7(d). The 1W coupling method is
unable to describe the rises inT , P , andSH , as well as the corresponding decline inkp, that the 2W scheme captures.
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Figure 6: Comparison of the THF solutions in the low-permeabi lity ( k0 = k0,min) case of the 2D problem using one-way (1W) and
two-way (2W) coupling formulations: (a) pressure evolution a t Well 1; (b) pressure evolution at Well 2; (c) pressure evolu tion at Well 3;
and (d) effective stress propagation at Well 3. The MC line indicates the Mohr-Coulomb model. Note that the tensil e stress is positive.

To further analyze the different behaviors predicted with the two coupling methods, we repeat thek0 = k0,min 2D study
but now using a modified domain, i.e., one in which the gridblocks have the same∆x and∆y, but a uniform and smaller
∆z = 1.0 m, resulting in an aspect ratio for the entire domain that, at 20:1, is higher than the one discussed in the earlier
2D problem. The THF results in Figure 8 exhibit the same characteristics identified in Figure 6 in terms of the differencesin
behavior between the 1W- and 2W-associated predictions. Away from the production well (Figure 8 (a)), the pressure rises at
early times because of compaction, and then decreases due topressure diffusion. Figure 8(b) indicates that, if elastoplasticity is
described by the Mohr-Coulomb model withch = 0.05 MPa andΨf = π/6, 2W coupling can capture failure at earlier time
(td = 9.3 × 10−5) than 1W coupling.

Fundamentally, the differences between the solutions from1W and 2W couplings in the THF simulations are a consequence
of the characteristics of quasi-static mechanics, which result in different time scales for fluid flow and geomechanics.That is,
a perturbation at any given point (including boundary points), e.g., a change caused by production in flow, or by traction
in mechanics, affects the entire domain as it propagates with the infinite speed of sound, and changes instantaneously the
flow conditions, parameters and properties such as pressure, saturation, temperature, porosity, and permeability in the entire
domain. Additionally, when changes in the mechanical moduli (e.g., bulk and shear moduli) occur due to changes in hydrate
and/or ice saturation, the total and the effective stressesare redistributed, affecting in turn the distribution of strain, porosity,
and permeability in the domain. As a result, 2W coupling between mechanics and fluid flow is necessary if it is important to
capture the complicated reservoir behaviors described above, while 1W coupling simplifies or averages all the reservoir coupled
processes. This simplification or averaging is more pronounced in low permeability fields.
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Figure 7: Comparison of the THF predictions of important var iables and conditions at the location of Well 2 in the low-perm eability
(k0 = k0,min) case of the 2D problem using one-way (1W) and two-way (2W) coupli ng formulations: (a) relative temperature Td; (b) gas
saturation SG; (c) hydrate saturation SH ; and (d) effective permeability kp. The differences between the 1W and 2W predictions are
attributed to reservoir compaction and slow pressure diffu sion.
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Figure 8: Evolution of (a) pressure and (b) effective stress es at Well 3 during the THF simulation of the k0 = k0,min system and a high
aspect ratio (20:1). We observe differences between 1W and 2W coupling methods.
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Thermal loading.In depressurization-induced dissociation, it may be necessary to inject heat directly into the 2-D domain
through the production well (e.g., electrical heating) during production in order to avoid the formation of ice or secondary
hydrate in the vicinity of the well. Evolution of these solidphases could significantly reduce permeability, inhibit flow, and
even ultimately result in complete flow blockage.

We investigate the performance of the two coupling methods in the THF simulator in the case of thermal loading resulting
from direct heat injection at a rate ofQh = 2.0 × 104 W into Well 1 of the 2-D system withk0 = k0,min that we described
earlier (Figure 4). Figure 9 shows the evolution ofPd, Td andεv at the production well (Well 1) and at the bottom observation
well (Well 3). The two coupling methods yield the same results at Well 1 (Figure 9 (a)), but we observe a different behaviorat
Well 3 (Figures 9 (b), (c), and (d), with significant deviations between the 1W and 2W predictions). The temperature at Well 3
increases initially slightly aboveTi due to the thermodynamic equilibrium constraint and the higher pressure, which builds up
because of reservoir compaction and the undrained condition at early times (Figure 9 (b), (c), and (d)).
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Figure 9: Comparison of the 1W and 2W formulations in the THF s olutions in the low-permeability ( k0 = k0,min) case of the 2-D
problem with thermal loading: (a) pressure evolution at Well 1; (b) pressure evolution at Well 3; (c) evolution of total vo lumetric strain
at Well 3; and (d) effective stress propagation at Well 3. Not e the proximity of the two solutions at Well 1 (the production well), and the
significant deviations at the location of Well 3 (see Figure 4 b).

Plasticity and geological stability.Using the 2-D system shown in Figure 4, we investigate the behavior of nonlinear elastic
reservoirs, in which the nonlinearity of mechanics resultsfrom the change in solid saturation (i.e., hydrate and/or ice). In this
section, we study the geomechanical stability of the hydrate reservoirs, introducing elastoplasticity. We employ theMohr-
Coulomb model for elastoplasticity (embedded in the FLAC3Dcomponent of THF), which is widely used to model failure in
cohesive frictional materials. The yield criterionf and the plastic potential functiong are written as

f = τ ′

m − σ′

m sin Ψf − ch cos Ψf ≤ 0, (27)

g = τ ′

m − σ′

m sin Ψd − ch cos Ψd ≤ 0,

whereΨd is the dilation angle.
As shown in Figure 10, the yield function of the Mohr-Coulombmodel includes six corners and a common vertex on the
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tension side of the hydrostatic axis. The discontinuous corners may cause numerical instability in return mapping (Borja et al.,
2003; Wang et al., 2004).
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We use again the reservoir domain in Figure 4(b) with∆z = 10.0 m andk0 = k0,min. We use a very high cohesion
in the entire domain, making the system behave elastically,except at the top layer; therech = 0.1 MPa at Ss = 0, and
ch = 0.3 MPa at Ss = 1. We then evaluate the geomechanical stability of the relatively weak top layer during production,
while all other layers behave elastically. The friction anddilation angles areΨf = π/6 andΨd = 0.0, respectively. The
mass production and thermal injection rates areQp = 0.1 kg s−1 and2.0 × 104 W , respectively, and gravitational effects are
considered.

In Figure 11(a), there is a significant difference in the aqueous phase pressure between the THF predictions based on the
1W and 2W coupling methods. Compaction induced by fluid production causes a high pressure buildup at early times. The
two different coupling methods exhibit different evolution paths of the effective stresses during the simulation. As shown in
Figure 11(b), the 2W-associated solution enters the plastic regime at an earlier time (i.e., attd ≈ 1.7 × 10−3, whenσ′

m ≈
0.13 MPa) than the solution from the 1W formulation does (occurring at td ≈ 3.4 × 10−3, whenσ′

m ≈ 0.68 MPa). Note
the curved line betweenσ′

m ≈ 0.0 ∼ 0.435 MPa andτ ′

m ≈ 0.0 ∼ 0.36 MPa when using the 2W coupling, while the 1W
coupling yields a nearly straight or much less curved line. This feature can also be seen in Figures 6 (d) and 8 (d). Thus, the
2W coupling method can detect the danger of failure in weak geological media much earlier and more accurately than the 1W
coupling method can, which fails to capture the danger of such an event even when the failure is in progress.
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Figure 11: Geomechanical stability of the weak top layer where ch = 0.1 MPa at Ss = 0 and ch = 0.3 MPa at Ss = 1. The other
layers behave elastically. (a): evolution of the aqueous ph ase pressure at Well 2; (b) propagation of the effective stre sses. Note the
significant differences between the THF solutions with the 1W a nd 2W couplings.

Three-dimensional test problem. Investigating a more realistic problem, we study the coupled processes of fluid flow, heat
transport and geomechanics in a three dimensional hydrate deposit in a simulation that accounts for gravity, body force, and
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elasticity. In addition to the hydrate-bearing strata, thesimulation domain includes other important geological bounding forma-
tions: the overburden, the underburden, and side burdens (Figure 12 (a)). Because of symmetry, we only consider a quarter of
the domain, which comprises a total of23 × 23 × 16 grid blocks in (x, y, z) – see Figure 12 (b). The hydrate-bearing stratum
involves20×20×10 grid blocks in (x, y, z), and the remaining gridblocks in each direction describe the corresponding bound-
ing formations. The space discretization is based on uniform-sized gridblocks with dimensions∆x = 10 m, ∆y = 10 m, and
∆z = 10 m.

The geomechanical boundary conditions involve an overburden-related total stress of−9.41 MPa at the top of the domain,
zero-vertical displacements at the bottom and zero-horizontal displacements along the sides of the domain. The hydrate-bearing
formation is surrounded by no-flow boundaries on all sides. The initial pressure distribution follows the hydrostatic gradient,
with Pi = 9.7 MPa at the top layer. The remaining initial conditions and related properties are uniformly distributed in the
deposit, and are as follows:Ti = 12.5oC, φ0 = 0.3, SA = 0.5, SH = 0.5 andb = 1.0. Reservoir fluids are produced from
a single vertical well at the center of the system (see Figure12 (a)) at a mass rateQp = 5.0 × 10−2 kg s−1 with no wellbore
heating. We assume that the zones outside the hydrate zone are highly permeable, and then the coupled problem outside the
hydrate reservoir converges to the representation of the geomechanics problem with drained moduli. In this study, we consider
two cases with different intrinsic permeabilities and elastic moduli.

Figure 12: 3D problem of depressurization-induced gas prod uction from a hydrate deposit using a single vertical well: (a ) overall
system description, depicting the overburden, underburde n and sideburdens (left), and (b) description of the simulat ed domain, which
represents only a quarter of the system because of symmetry ( right). OB-1 and OB-2 denote observation wells.

Determination of the bulk modulus in fluid flow.In this simulation example, the hydrate-bearing layer has adrained bulk
modulusK3D

dr = 200 MPa and a shear modulus ofGdr = 300 MPa that apply over the full range ofSH , while all other
zonesK3D

dr = 2 MPa andGdr = 3 MPa. The intrinsic permeability of the porous medium in the hydrate-bearing zone is
k0 = 2.96 × 10−16m2(= 0.3md). Because of the reasons already discussed in detail in previous sections, the 1W formulation
is not used in this and subsequent 3D studies, all of which arebased on a 2W coupling in the THF simulator.

When using 2W coupling, it is possible to choose different bulk moduli for the rock compressibility (Equation 23) in the
description of the flow problem, e.g., the constrained modulusKC

dr instead of the 3D drained bulk modulusK3D
dr (Equation 26),

when the reservoir is horizontally constrained.
For simple boundary conditions of linear elastic mechanics, we can obtain the true (exact) local bulk modulusKt

dr for
the estimation of the rock compressibility in the flow problem. For example,Kt

dr = KC
dr for the Terzaghi problem (Wang,

2000), orKt
dr = K3D

dr for a fully unconstrained boundary of linear elastic mechanics. However, the true bulk modulus for the
rock compressibility cannot be obtained because of heterogeneity, complex mechanical boundary conditions in two or three
dimensions, or because of material non-linearity in mechanics. According to the mathematical analysis in Kim et al. (2011d), a
less stiff bulk modulus is appropriate to attain numerical stability and convergence. Based the a-priori stability andconvergence
estimates, the constrained modulusKC

dr is not an appropriate choice because it is always stiffer than the true bulk modulus, and
it may cause non-convergence or numerical instability (Kimet al., 2011d). In such cases, the approach recommended by Kim
et al. (2011d) provides a less-stiff estimate of the bulk modulus for a given dimension (e.g.,K3D

dr for 3D problems). In Kim
et al. (2011d), a 2D consolidation problem is used to supportthe a-priori stability and convergence estimates. In what follows,
we confirm that the mathematical analysis in Kim et al. (2011d) is also supported by full 3D problems.

Figure 13 shows the evolution of pressure at two observationpoints (OB-1 and OB-2) in the domain when the constrained
modulusKC

dr = 600 MPa and the 3D drained bulk modulusK3D
dr = 200 MPa are used in the estimation of rock compress-

ibility. Note that the constrained modulusKC
dr is stiffer than the true modulusKt

dr, whereas the 3D drained bulk modulus
KC

dr is less stiff than the true modulusKt
dr. As is evident from Figure 13, severe oscillation and near non-convergence occur

when we use the constrained bulk modulus. More importantly,according to the a-priori estimates (Kim et al., 2011d), this
non-convergence cannot be fixed by reducing time step size, nor disappear for high permeability. Independence from timestep
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size is surprising because most researchers believe that reducing time step size could fix numerical non-convergence. On the
other hand, the THF solutions based on the 3D drained bulk modulus yield monotonic and convergent pressures.
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Figure 13: Pressure evolution at (a) OB-1 and (b) OB-2. Use of th e constrained modulus KC
dr = 600 MPa with 2W coupling in the flow

problem causes severe oscillations and near non-convergen ce. The less stiff 3D drained bulk modulus K3D
dr = 200 MPa results in

stable and convergent solutions.

Mass production with high permeability and stiff surroundings.We repeated the 3D simulation using the same domain,
initial and boundary conditions, and system properties, but with a largerk0 = 2.96 × 10−14m2(= 30 md). The values of the
drained bulkK3D

dr and shearGdr moduli for each zone used in the THF simulation are listed in Table 1. The higherk0 yields
fast pressure diffusion at locations OB-1 and OB-2, as shownin Figure 14. The pressure decreases initially very rapidlyat
OB-1 (which is the production point) while hydrates dissociate – see Figure 14(a). After hydrates completely dissociate at this
gridblock (an event which occurs attd ≈ 6.83 × 10−4), the pressure increases because of an increase in permeability in the
hydrate-free medium, and finally appears to stabilize when there is balance between production and fluid release (replacement)
from hydrate dissociation. Given the constantQp production, a further pressure decline is inevitable at longer times. The
evolution of pressure at location OB-2 – see Figure 14(b)– indicates a monotonic pressure decline, and indicates that hydrates
have not completely dissociated at the corresponding gridblock. Here, we obtain the stable and monotonic solutions when KC

dr
is used for the estimation of the rock compressibility in theflow problem. We also observe the stable and monotonic solutions
for low permeabilityk0 = 2.96 × 10−16m2(= 0.3 md) (not shown in this paper). The reason for the stable and monotonic
solutions is that the drained bulk modulus of the side burdenarea (K3D

dr = 300MPa) is much stiffer than that in the previous
case (K3D

dr = 2MPa). The hydrate zone is more constrained horizontally than that in the previous case, thus the constrained
modulusKC

dr for the rock compressibility within the hydrate zone is muchclose to the local true bulk modulusKt
dr.

In the previous case, when we useK3D
dr = 20GPa for the drained bulk modulus of the side burden area instead of

K3D
dr = 2MPa, we observe that the solutions are stable and monotonic (notshown in this paper), becauseKC

dr in the hydrate
zone is close toKt

dr. All these numerical behaviors including the earlier simulation 3D results are the unique characteristics
in coupled flow and geomechanics, and we find that the mathematical analysis and discussion in Kim et al. (2011d) are also
supported by these 3D hydrate reservoir simulations.

Figure 15 shows distributions of the pressure, hydrate saturation SH , total volumetric strainεv, andL2 norm of the de-
viatoric straine, wheree = ε − 1

3
εv1, along the diagonal plane of the reservoir domain at the end of simulation, i.e., at

td = 7.6 × 10−3. As expected, due to depressurization, hydrates dissociate and compaction occurs around the production well
(Well 1). As a result, the compaction around the production well causes a relatively large area of shear deformation (Figure
15 (d)), compared with the area of compaction (Figure 15 (c)). Then, the shear deformation may trigger shear failure and
geological instability for weak cohesive frictional materials.

Table 1: Drained moduli at each zone of the reservoir domain.
Elastic moduli Overburden Side burden Underburden Hydratezone
K3D

dr 20 MPa 300 MPa 2 GPa 100 MPa atSH = 0.0, 400 MPa atSH = 1.0
Gdr 30 MPa 450 MPa 3 GPa 150 MPa atSH = 0.0, 600 MPa atSH = 1.0
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Figure 14: Evolution at the pressure at OB-1 (a) and OB-2 (b). Du e to the high permeability, the water pressure diffuses fast. At OB-1,
the pressure drops at early time until the hydrate saturatio n becomes non-zero. After the hydrates completely dissocia te at OB-1, the
pressure increases and then stabilizes.

Figure 15: Distributions of the pressure (a), hydrate satur ation SH (b), total volumetric strain εv (c), and L2 norm of the deviatoric strain
e (d), along the diagonal plane of the reservoir domain. Note t he hydrate dissociation around the well because of depressur ization.
Large shear deformation may induce shear failure and geolog ical instability for weak cohesive frictional materials.
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Summary and Conclusions.
We have developed, verified, and demonstrated the use of a tightly coupled sequential approach for modeling hydrate reservoirs
involving the TOUGH+HYDRATE simulator (Moridis et al., 2008) and the FLAC3D (Itasca, 2006) commercial code. We
employed the fixed-stress split method for two-way (2W) coupling as a sequential method that provide numerically stable and
convergent solutions. The computational effort of 2W coupling is almost the same as that of one-way (1W) coupling. Two-way
coupling method used in this study provides a rigorous 2W coupled simulator that can readily be applied to large scale problems
related to processes in hydrate-bearing sediments.

In several test cases involving depressurization, thermalloading, and plasticity we found noticeable differences inthe sim-
ulation results between 1W and 2W coupling methods. The differences are due to the following factors: (i) hydrate reservoirs
typically have a high coupling strength, because the solid skeleton becomes soft during the dissociation of hydrates and water is
highly incompressible, although gas is compressible; (ii)fluid flow and geomechanics processes occur on different timescales;
because the mechanics response is quasi-static, the perturbation by fluid production or injection is propagated instantaneously
and affects the flow (hydraulic) parameters and properties;and (iii) the existence of the solid phases (i.e., hydrate and ice)
leads to low permeability, even though the intrinsic permeability is high. For early times or a low permeability system,the
effects resulting from the different time scales of fluid flowand geomechanics can become large. We also confirm that full 3D
simulations for hydrate reservoirs support the a-priori numerical stability and convergence estimates in Kim et al. (2011d).
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Nomenclature.

Cdr Drained-isothermal elasticity tensor

C Skeleton volumetric heat capacity

Cd Total volumetric heat capacity

Cp,J Volumetric specific heat capacity at constant pressure for the phaseJ

CR Heat capacity of the porous media

D
κ
J Hydrodynamic dispersion tensor

E Young’s modulus

Kdr Drained isothermal bulk modulus

Ke
dr, Kep

dr Elastic and elastoplastic bulk moduli

KC
dr Constrained modulus

K3D
dr 3D drained bulk modulus

Kt
dr True (exact) local bulk modulusKt

dr

Ks Intrinsic solid grain bulk modulus

J
k
J Diffusive mass flux of the componentk in the phaseJ

Mt Total initial mass in place

M = {MJK} Biot modulus matrix

NH Hydration number

N = {NJK} Inverse matrix of the Biot modulus matrix

QH Specific enthalpy of hydrate formation/dissociation

Qh Enthalpy injection

Qp Total mass production rate
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S̄ Total entropy

SJ Saturation of the phaseJ

T Temperature

W k Molecular weight of the componentk

Xk
J Mass fraction of the componentk in the phaseJ

b Biot coefficient in single phase flow

bJ Biot coefficient for of the phaseJ

ch Cohesion for the Mohr-Coulomb failure criterion

cJ Compressibility of the fluid phaseJ

cp Pore compressibility

cv Consolidation coefficient

e Deviatoric strain

eJ Specific internal energy of the phaseJ

f
θ Flux of the heat

f , g Yield criterion and the plastic potential function

g Gravity vector

kK Klinkenberg factor

k Absolute permeability tensor

krJ Relative permeability for the fluid phaseJ

kθw, kθd Wet and dry thermal conductivities, respectively

mw
H , mm

H Pseudostorage terms for the hydrate

mk Mass of componentk

mθ Accumulation of the heat

Pco (Pc) Capillary pressure between oil and water

PE Equivalent pore-pressure

PJ Pressure for the fluid phaseJ

qk Source of mass of the componentk

sJ Specific entropy

qθ Source of the heat

t Traction

u Displacement

w
k
J Convective mass flux of the componentk in the phaseJ

∆x Grid spacing in thex axis

∆y Grid spacing in they axis

∆z Grid spacing in thez axis

∆Φ Porosity correction
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Φ Lagrange’s porosity

Φc Critical porosity

Ψf , Ψd Friction and dilation angles for the Mohr-Coulomb failure criterion

3αT Volumetric skeleton thermal dilation coefficient

3αφ, 3αJ Coefficients of thermal dilation related to porosity and thephaseJ

ε Linearized total strain tensor

εv Total volumetric strain

εv,e, εv,p Elastic and plastic volumetric strains

γ1, γ2 Coefficients for permeability

µJ Viscosity for the fluid phaseJ

ν Poisson’s ratio

φ True porosity, Euler’s porosity

ρb Bulk density

ρJ Density of the phaseJ

ρR Density of the porous media

σ Cauchy total-stress tensor

σ′ Effective stress tensor

σ′

1, σ′

2, σ′

3 Maximum, intermediate, and minimum principal effective stresses

τg Gas tortuosity

f
k Flux of mass of the componentk

(·)θ Heat component

(·)0 Reference state

(·)d Dimensionless quantity

(·)n Time level

˙( ) Time derivative

Grad Gradient operator

Div Divergence operator

1 Rank-2 identity tensor
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