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Abstract— Controlled nanostructuring of thin-film solar cells 

offers a promising route toward increased efficiency through 
improved light trapping. Many such light trapping designs 
involve structuring of the active region itself. Optimization of 
these designs is aided by the use of computer simulations that 
account for both the optics and electronics of the device. We 
describe such a simulation-based approach that accounts for 
experimental trade-offs between high-aspect ratio structuring 
and electronic material quality. Our model explicitly accounts for 
localized regions of degraded material quality induced by light 
trapping structures in n-i-p a-Si:H solar cells. We find that the 
geometry of the defects couples to the geometry of light 
absorption profiles in the active region and that this coupling 
impacts the spectral response of the device. Our approach yields 
insights into the nanoscale device physics associated with 
localized geometry-induced defects and provides a framework for 
full optoelectronic optimization. 

 
Index Terms— thin-film solar cell,  light trapping, plasmon, 

simulation 
 

I. INTRODUCTION 
An important challenge in the development of thin-film 

solar cells is the optimization of light trapping design. Thin 
absorber layers can be less expensive to fabricate and can 
offer electrical advantages over thick devices [1-4]. In order to 
achieve the high efficiencies required to make such 
technologies competitive with traditional wafer based solar 
cells, it is critical to optimize both their optical and electrical 
performance. While thin-film silicon solar cells typically rely 
on randomly textured substrates to achieve light trapping [5], 
[6], significant attention has recently been directed toward 
designed nanostructuring of solar cells, which offers increased 
control of light absorption and propagation in the device [2, 3, 
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7-24]. Design of such structures is aided by the use of 
computer simulations that account for both optical and 
electrical performance of the device [8, 25].  

Many promising nanophotonic designs involve structuring 
of the active layers themselves [3, 14-24]. Such approaches 
can offer enhanced light trapping through anti-reflection 
effects, resonant absorption in semiconductor nanostructures, 
and improved control over the optical mode structure in the 
active layer [3, 15]. It is important to note that deposition of 
highly structured active layers can result in localized regions 
of low material quality, resulting in a trade-off between 
enhanced optical design and optimized material quality [20, 
22, 26-28]. In order to optimize device efficiency, it is 
therefore important to consider the effect of morphologically 
induced local defects when designing and optimizing light-
trapping nanostructures [22].  

The focus of this work is to demonstrate that such local 
defects can be accounted for in multi-dimensional 
optoelectronic simulations of nanostructured thin-film a-Si:H 
solar cells. Explicitly accounting for local variations in 
material quality in these simulations provides physical insight 
into the microscopic device physics governing operation. In 
particular, we find that defect location can couple to the 
optical excitation profile in the device, resulting in a spectral 
response different from that obtained when uniform material 
quality is assumed. 

Our approach is based on coupled optical and electrical 
simulations in which the optical generation rate is calculated 
from full-wave electromagnetic simulations and taken as input 
into a finite-element method device physics simulation [8, 29]. 
This method has been shown to reproduce experimental 
current-density voltage curves of a-Si:H solar cells featuring 
light trapping nanospheres [30]. In the electrical simulation 
step, we address the trade-off between optical design and 
electrical material quality by including a localized region 
within the a-Si:H exhibiting increased dangling bond trap 
density. This region of degraded material represents a 
recombination active internal surface (RAIS) formed during 
deposition. Such localized regions of low-density, low-
electronic-quality material quality are known to form during 
PECVD when growing surfaces collide with one another 
during deposition, a process that is particularly likely in high-
aspect ratio features used for light trapping [20, 22, 26, 27]. 

II. SIMULATION DETAILS 
The structure we investigated is shown in Fig. 1. The design 
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is based on an n-i-p a-Si:H device in which all layers are 
conformally deposited over a nanostructured substrate. Our 
approach is to first carry out single-wavelength, full-wave 
optical simulations with the finite-difference time-domain 
(FDTD) method. The carrier generation profile in the a-Si:H is 
extracted from the FDTD results for each wavelength and is 
weighted by the AM1.5G spectrum. The resulting white-light 
generation profile is then taken as input into a finite element 
method (FEM) device physics simulation in which the 
electrostatic and carrier transport equations are numerically 
solved in the a-Si:H region to extract the current density -
voltage (J-V) characteristics of the device. From the simulated 
J-V curve, we extract the open circuit voltage (Voc), the short 
circuit current density (Jsc), the fill factor (FF), and the 
resulting conversion efficiency. We also use the single-
wavelength generation profiles as input into short-circuit 
calculations to simulate spectral external quantum efficiency 
(EQE) of the device. This approach accounts for the full 
microscopic device physics of carrier collection under 
illumination and bias in complex geometries. 

The structures are based on, from bottom to top, 200 nm of 
nanostructured Ag, a 130 nm thick aluminum doped zinc 
oxide (AZO) layer, a n-i-p a-Si:H active region with 10 nm 
thick n and p layers and 270 nm i-layer, and  an 80 nm indium 
doped tin oxide (ITO) layer. All the upper layers are assumed 
to conformally coat the textured Ag. The Ag features are 200 
nm wide, the AZO and a-Si:H features are 220 nm wide, and 
the ITO features are 300 nm wide. The pitch of the features is 
300 nm, the closest packing achievable without overlap of the 
ITO features. The height of the raised features is 200 nm in all 
layers. The simulations in this study are done in 2D to take 
advantage of reduced computational demand, but we note the 
methods are applicable to full 3D simulations as well [8]. We 
note that the schematic in Fig. 1 is three simulation volumes 
wide. The explicit simulation volume is that between 
neighboring dashed lines, and Neumann boundary conditions 
are imposed at the horizontal boundaries to model the periodic 
structure. In all plots of spatial results presented here, we have 
stitched together three copies of the simulated region in order 
to help the reader visualize the periodic structure implied by 
the boundary conditions. 

The first step in our approach is to carry out optical 
simulations by numerically solving Maxwell’s equations with 
a commercial finite-difference time-domain simulation 
package [31]. Single-wavelength simulations are carried out at 
10 nm increments in wavelength between 350 and 800 nm. 
Both transverse electric and transverse magnetic polarizations 
of incident light are simulated, and the results averaged to 
model unpolarized sunlight. The optical constants for ITO, 
AZO, and a-Si:H were taken from experimental measurements 
[3]. The optical constants for Ag were obtained from a 
Lorentz-Drude fit to values given by Palik [32] as described 
by Rakic et al. [33]. Each single-wavelength (at wavelength λ) 
simulation results in an optical field intensity, |E(𝑟,λ)|2, profile 
in the simulated structure. We then calculated the wavelength 
dependent generation rate, profile, Gopt(𝑟,λ),  in the a-Si:H 
using 

 (1) 

derived from the divergence of the Poynting vector, where 𝜀′′ 
is the imaginary part of the permittivity. These single-
wavelength generation profiles were weighted by the AM1.5G 
spectrum to obtain a one-sun, white-light generation profile, 
Gopt(𝑟), within the a-Si:H.  

To connect the optical simulations to the device physics 
simulation, we then interpolated the carrier generation profiles 
in the a-Si:H region onto a finite element mesh for calculation 
of the J-V characteristics under illumination. Then the 
electrical simulations were carried out with a commercial 
technology computer aided design (TCAD) software package 
[34] which numerically solves the electron (2) and hole (3) 
continuity equations, 

 (2) 

 (3) 

the transport equations for electrons (4) and holes (5), 
 (4) 

 (5) 

 and Poisson’s equation,  
 (6) 

for the electrostatics. In Equations (2)-(6), n and p are the 
electron and hole concentrations, G is the generation rate, q is 
the elementary charge, 𝐽𝑛 and 𝐽𝑝 are the electron and hole 
current densities, µn and µp are the electron and hole 
mobilities, 𝐸 is the electrostatic field, Dn and Dp are the 
electron and hole diffusion coefficients, and 𝐷 is the electric 
displacement. The generation profiles calculated via FDTD 
are taken as input into the continuity equations. The 
recombination rate (U) is calculated with a model included in 
the TCAD software package which explicitly calculates the 
statistics of trap occupation, trap-mediated recombination, and 
charge state along with the associated electrostatics [34].  

We simulated only the a-Si:H regions electrically, and the 
boundary conditions at the contacts are assumed to be ohmic 
contacts to the n- and p-type regions. We also include a 5 Ω 
cm2 series resistance at the top contact and a shunt resistance 
(parallel to the device) of 5 kΩ cm2 with the built-in TCAD 
circuit simulation capabilities. The band gap was taken to be 
1.78 eV in all regions with a 4 eV electron affinity. The active 
dopant concentration in the doped regions was 3 × 1019 cm-3 

eV-1. All other electronic material parameters are taken to be 
the values suggested by Schropp and Zeman [35]. We 
included distributions of traps throughout the band gap to 
represent band tail (exponential distribution from each band 
edge) and dangling bond (Gaussian mid-gap distribution) 
states. The parameters for the trap distributions are based on 
those described by Schropp and Zeman [35], with the 
exception that the peak dangling bond density in the intrinsic 
a-Si:H was taken to be 2 × 1017 cm-3 eV-1 to account for the 
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experimental observation that Voc decreases with increasing 
intrinsic layer thickness [3]. The full trap parameters as 
implemented in our simulations have been previously 
described [8]. Simulation of a perfectly flat device with the 
layer thicknesses described above and these material 
parameters yields an conversion efficiency of 5.81%, a Jsc of 
8.82 mA cm-2, Voc of 943 mV, and FF of 70.4. 

To explicitly account for the effects of RAISs, we include 5 
nm wide vertical strips of defective a-Si:H extending through 
all the active regions of the device. In these RAIS strips we 
specified an increased peak dangling bond density of 2 × 1020 
cm-3 eV-1. The dashed lines in Fig. 1 show the location of the 
RAISs. The explicit width of each simulated RAIS is 2.5 nm; 
since it is located on the edge of the simulation volume, the 
Neumann boundary conditions give it an implied width of 
5nm by symmetry. Our assumption that these low-density 
regions are characterized by an increased dangling bond 
density is justified by experiments showing that a-Si:H solar 
cells with increased concentrations of microvoids showed 
degraded performance attributed to an increase in dangling 
bond density [36]. We found that the peak dangling bond 
density specified in the RAISs results in device performance 
similar to that obtained by specifying a surface recombination 
velocity (SRV) of 106 cm s-1 at the interface between the 
RAISs and the bulk a-Si:H. Specifying an SRV of  106 cm s-1 
yields a 5.86% efficient device compared to an efficiency of 
5.90% with a peak trap density of 2 × 1020 cm-3 eV-1 in the 
RAISs region (the value used throughout this study). We 
prefer the explicit inclusion of traps in the model because it 
more closely represents the fundamental physical mechanism 
underlying the recombination activity of the RAISs. 

For white-light J-V simulation, we take the AM1.5G 
weighted generation profile Gopt(𝑟), as input into the continuity 
equations (2) and (3). The J-V curve is then swept by 
quasistatically varying the voltage boundary conditions at the 
contacts. We also simulate the spectral response of the device 
by calculating the short circuit current due to the single-
wavelength generation profiles, Gopt(𝑟,λ). For the spectral 
response simulations, illumination power at each wavelength 
is 10 mW cm-2, This power was previously found not to alter 
the device physics of short circuit charge carrier collection 
when compared with AM1.5G illumination [8]. 

III. RESULTS AND DISCUSSION 
 We begin by comparing the J-V characteristics of identical 

devices with and without RAISs. These J-V curves are shown 
in Fig. 2. In agreement with experimental reports [22, 26, 27], 
the introduction of RAISs is found to adversely affect 
performance. When RAISs are included in the electrical 
simulation, the AM1.5G energy conversion efficiency is 
reduced from 7.71 % to 5.90%, the Jsc from 10.69 mA cm-2 to 
9.79 mA cm-2, the Voc from 0.954 V to 0.864 V, and the FF 
from 76.3 to 70.4. To determine if the reduced Voc is due to the 
reduced Jsc, we also simulated the cell without RAISs and with 
the generation profile, Gopt(𝑟), uniformly scaled down by a 
factor of 0.9158. This resulted in a Jsc matched to that of the 

case including RAISs (9.79 mA cm-2). In this case however 
the Voc was only reduced by 3 mV, to 0.951 V, and the FF 
remained 76.3. This indicates that the reduction in Voc cannot 
be directly attributed to the reduced Jsc associated with the 
RAIS. 

Studying the simulated spectral response of these devices 
reveals interactions between the generation profile and the 
geometry of the device and RAISs themselves. Fig 3a shows 
the simulated EQE as a function of wavelength for three cases: 
a control in which the a-Si:H is assumed to maintain high 
quality, with a peak dangling bond density in the intrinsic 
region of 2 × 1017 cm-3 eV-1, the RAIS case described in 
Section II, and a device in which the intrinsic a-Si:H has a 
uniformly degraded material quality without explicitly 
considering localized defects. In the third case, the peak 
dangling bond density in the intrinsic region is increased to 
1.08 × 1018 cm-3 eV-1, which was chosen because it results in a 
white light device efficiency of 5.90%, identical to that 
obtained in the RAIS case. (The uniformly degraded cell 
exhibits a Jsc of 10.18 mA cm-2, a Voc of 0.880 V and a FF of 
66.4 under AM1.5G illumination.) This allows us to compare 
a case where optical design interacts with a localized defect to 
a case where the degradation is global throughout the film. 
Fig. 3a shows that both the uniform and RAIS cases exhibit 
degraded spectral response when compared to the control case. 
However, we also note that the RAIS and uniform degradation 
EQE curves vary from one another.  

To understand this effect, we compare the internal device 
physics for the RAIS case under two illumination 
wavelengths: 500 nm, at which there is negligible deviation 
between the RAIS case and the control, and 600 nm at which 
the RAIS case exhibits degraded EQE. In both the uniform 
degradation and RAIS cases, the optical generation profile at 
each wavelength is identical, so differences are due to 
electrical properties. Comparing the recombination activity 
within the RAIS region at these illumination wavelengths as 
shown in Fig. 3b, we see that the recombination activity is 
significantly higher at 600 nm wavelength illumination. Fig. 
3c,d shows that under 600 nm illumination, much more optical 
generation is taking place in and around the RAIS than at 500 
nm illumination. Thus we attribute both the spectral variation 
in RAIS recombination activity and the deviations between the 
RAIS and uniform degradation EQE curves to interaction 
between the geometry of the generation profile and geometry 
of the RAIS. If there is a large amount of optical generation in 
and around the RAIS, this leads to an increase in RAIS 
recombination activity and a corresponding decrease in EQE.  

To quantify the effect of this optoelectronic interaction 
under AM1.5G illumination, we compare the results of the full 
white-light simulation of the RAIS case to a case in which we 
assume a constant uniform optical generation rate of 3.04 × 
1021 cm-3 s-1; this generation level was chosen because it 
produces the same Jsc as the realistic simulation including the 
nonuniform generation profile associated with the light 
trapping nanostructures. While somewhat unphysical, this 
uniform generation case allows us to understand the effect of 
the interaction between the RAIS geometry and the optical 



 4 

generation profile. We define a quantity, the optical generation 
current density in the intrinsic region, Jopt,i,  which is an 
equivalent electrical current calculated from the spatially 
integrated white-light generation profile, Gopt(𝑟), over the 
intrinsic a-Si:H region assuming unity carrier collection 
efficiency. It is well known that carrier collection is poor from 
the doped regions, making the intrinsic layer the region area of 
interest.  We observe that the ratio Jsc/Jopt,i changes from 0.88 
for the full optoelectronic simulation to 0.80 for the uniform 
generation simulation. If we carry out the same procedure for 
the case without the RAISs, the ratio Jsc/Jopt,i remains high, 
changing from 0.96 to 0.95. This shows that the interaction 
between microstructure and optical generation profile is not 
limited to single-wavelength illumination, but it also affects 
the internal quantum efficiency of charge collection under full 
AM1.5G illumination. It is particularly important to account 
for this interaction in periodic structures such as that studied 
here since both the generation profile and the defect structure 
are periodic. 

This geometric interaction between the optics and electrical 
device physics can only be captured with multidimensional 
modeling. Furthermore, this effect illustrates the importance of 
accounting for defect geometry, and that approximations 
involving uniformly degraded active material to account for 
localized defects do not fully capture the optoelectronic device 
physics. We note that several 1-D device simulation tools have 
been widely and successfully used to simulate and study solar 
cell performance in a variety of applications [37-41]. 
However, this interaction between optics and defect geometry 
is inherently multidimensional and cannot be captured with a 
1-D simulation.  
 This modeling approach also provides insights into the 
microscopic device physics of the RAIS under 1 sun AM1.5G 
illumination. Fig. 4 shows the magnitude of the current density 
within the a-Si:H in the device without (Fig. 4a), and with 
(Fig. 4b) RAISs at the respective maximum power point 
operating voltage. We observe local reduction in current 
density in the region around the RAIS (Fig. 4b) when 
compared to the control case (Fig. 4a.). This shows that 
current flow in the bulbous regions (which are assumed to be 
high-quality a-Si:H) remains largely unperturbed by the 
addition of the RAISs and that the detrimental effects of the 
RAIS is localized to the immediate region surrounding them.  

Fig. 5 shows the recombination activity in the RAIS as a 
function of operating bias under AM1.5G illumination. We 
see that as the device is forward biased, the recombination rate 
in the defective RAIS region increases. This is expected, since 
carrier collection form the absorber is necessarily less efficient 
as the device is forward biased and the built-in electrostatic 
field driving carrier collection is reduced, enabling more 
carriers to recombine in the highly defective RAIS region 
before being collected. It is interesting to note that most of this 
increase in recombination activity occurs near the front of the 
device. We emphasize that this is purely a result of the 
solution to the electrostatic, current, and continuity equations 
(Equations (2)-(6)) under the changing contact boundary 
conditions, and is not due to any assumed change in the 

physical or electronic structure of the RAIS regions 
themselves under forward bias. 
  

IV. CONCLUSION 
We have demonstrated the use of coupled multidimensional 

optical and electrical simulations for the study of the 
optoelectronic device physics of localized defects induced by 
nanostructures in thin-film solar cells. In addition to providing 
a detailed picture of the microscopic device physics affecting 
carrier collection, our results highlight the importance of 
accounting for the specific geometry of the defects themselves 
along with the full optical absorption profile within the device. 
In particular, we found that interactions between the geometry 
of the absorption profile and the RAISs can induce significant 
variations in carrier collection efficiency. Such effects cannot 
be fully accounted for without implementing a 
multidimensional model such as that used here. 

It is critical to account for trade-offs between optical and 
electrical performance in the optimization of light-trapping 
structures for solar cells. This prevents the unconstrained 
optimization of the optical properties of a device from yielding 
impractical geometries that suffer severe material quality 
degradation. The method we present could be coupled to an 
empirical study on morphologically dependent material 
quality for a specific process in order to fully understand and 
optimize the optoelectronic design of thin-film solar cells. 
Furthermore, our general approach of multi-dimensional 
optoelectronic simulations including local variations in 
material parameters is applicable to other photovoltaic 
material systems in addition to a-Si:H. Our approach provides 
a framework within which light trapping designs for different 
photovoltaic material systems, which are governed by 
different practical limitations, can be optimized. 
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Fig. 1. Schematic showing the geometry of simulated n-i-p a-Si:H solar cell. The red regions indicate the doped a-Si:H. The dashed lines indicate the location of 
recombination active internal surfaces (RAISs), which are accounted for in the model as local regions of degraded material quality extending vertically through 
the device. 
 

 
Fig. 2. Current density – voltage curves showing the simulated change in performance between the case in which no material degradation is assumed (black) and 
the case in which RAISs are included. The conversion efficiencies are noted on the plot. 
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 7 

 
Fig. 3. Spectral coupling between optics and defect geometry. (a) The simulated external quantum efficiency (EQE) for a device with no assumed material 
degradation (control), a device with the i-a-Si:H uniformly degraded, and a device with RAISs. We note that the EQE curves for the uniform degradation and 
RAIS case differ from one another. (b) The recombination rate in the RAIS region plotted as a function of depth in the i-layer (with 0 being the p/i interface) for 
single-wavelength illumination at 500 and 600 nm. (c) and (d) the generation rate profile for single-wavelength illumination at 500 and 600 nm, respectively. We 
note that under 500 nm illumination, the EQE for the control and RAIS cases exhibit very small deviations from one another, while at 600 nm, the RAIS EQE is 
significantly degraded. We attribute this to increased optical generation in the vicinity of the RAISs at 600 nm illumination, leading to more recombination in the 
RAIS and thus decreased EQE 
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Fig. 4. Simulated magnitude of the current density within the a-Si:H at the maximum power point operating bias of the respective device under AM1.5G 
illumination for (a) the control case with no material degradation (operating bias: 792 mV) and (b) the RAIS case (operating bias: 690 mV). We note that current 
is suppressed near the RAIS itself, while collection from other areas of the device is not significantly impacted. 
 

 
Fig. 5. Simulated recombination rate in the RAIS region plotted as a function of depth (with 0 being the p/i interface) in the intrinsic a-Si:H layer, at short circuit, 
maximum power operating point (690 mV), and open circuit (864 mV). The recombination activity in the defective RAIS region is shown to increases as the 
forward bias is increased. 
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