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Zephyr Con~rol and Diagnostics 

Requirements 

vi ctor Elischer 
Van Jacobson 

Real Time Systems Group 
Lawrence Berkeley Laboratory 

University of California 

The Zephyr Control and Diagnostic System must 

(1) Allow Zephyr Central Control to easily set 
time, duration and voltage of each Neutral 
of every Neutral Beam source. 

the start 
Beam pulse 

(2) Allow an operator to easily and safely bring each Neu­
tral Beam source to the point where it is ready to 
deliver beam to Zephyr. (This includes both the long 
"conditioning" phase of a new Neutral Beam Source and 
the short "warm up" necessary for a "cold" but condi­
tioned source). 

(3) Monitor long and short term behavior of the Neutral 
Beamlines to alert the operator to potentially dama­
ging trends before any damage occurs. 

(4) Provide sufficient diagnostic information to allow 
operators, engineers and physicists to rapidly deter­
mine the cause of any problems with a Neutral Beam 
source or beamline. 

In addition, the entire Neutral Beam system must be highly 
reliable (>75% availability), produced at a minimum cost and 
completely operational in a relatively short time (4 calen­
dar· years). 

The next· section details a Diagnostic and Control system 
which we~eel meets all of the above criteria. It is an 
adaptation of the LBL developed system used to control the 
TFTR Neutral Beam Test Facility (NBSTF) and General Atomic's 
Doublet-III Neutral Beam Injectors (the existing LBL Neutral 
Beam system was itself an outgrowth of earlier LBL developed 
real-time accelerator control systems and, thus, represents 
approximately SO man-years of accumulated development in 
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real-time control}.[4,5,6,8,9,lO,12] 

Since the Zephyr Control and Diagnostics system is a 
small iteration from the existi'ng LBL Neutral Beam system, 
equipment cost and delivery schedules can be specified with 
some confidence (the entire system is constructed from com­
mercially available equipment[l]). The use of the proven 
LBL software minimizes the largest component of the system's 
cost (the software development cost). Since the NBSTF 'and 
Doublet-III control systems have demonstrated exce,llent 
availability (>95% overall, >99% for the computer system), 

~ have met or exceded all of their original design obje~tives 
and are well liked by their users, we have good reason to 
believe this is the best system solution for Zephyr' . 

... 

2. Control System Architecture 

This section discusses the hardware and software com­
ponents of the Neutral Beam Control System. It starts with 
a description of the primary transducers and controls, pro­
ceeds to the data acquisition hardware, the computer system, 
operator/Zephyr interface then software architecture. 

A simplified block diagram of the entire Neutral Beam 
Control System is shown in Fig.4-l. It consists of one 
medium scale mini-computer per beamline. All beamlines are 
identical (to minimize maintenance and development costs) 
and there is no communication among beamlines (to minimize 
the impact of a beamline's failure). A few simple interface 
signals (discussed in Sect.2.5) connect Zephyr Central to 
each beamline. 

Each beamline computer is connected to the beamline 
,instrumentation and controls via CAMAC crates an,d modules. 
CAMAC was cho~en (as opposed to a vendor supplied process 
I/O system) ~~nce it is an international standard for 
nuclear instrumentation and thus probably familiar to 

• engineers and physicists working on both Zephyr and the 
Zephyr Neutral Beams. Also, there are commercially availa­
ble CAMAC modules to perform almost every function necessary 

,~ for Neutral Beam operation - we have found no vendor able to 
supply an equivalent range. 

In addition to the computers for the injection beam­
lines, 'there is a control computer for the Test Cell beam­
line (to be used for source conditioning and detailed 

- 2 - (DRAFT) 



'. 

Zephyr Cont~rol and Diagnost:ics March 3, 1981 

diagnostic investigations of the Neutral Beams) and a compu­
ter for software and hardware developmen"t (this last is fre­
quently omitted - since the" li fe--=-cyc-le costs of the control 
system will be dominated by the programming and operating 
costs and lack. of an available machine for development and 
test generally makes the programming take at least twice as 
long, this "economy" generally saves a few hundred thousand 
dollars initially and ends up costing many times that). 
Since all the computers are identical, either the Test Cell 
machine or the Development machine can be used to run an 
Injection Beamline in the event of a failure. (The <':,f'ailure 
rates of mini-computers are very low the NBSTFModcomp 
Classic has had only one in its 2 year operating life - but 
the MTTR is often long - the Classic problem took almost 3 
weeks to isolate; the NBSTF development computer was used in 
its place while the problem was being worked on). 

Figure 4-2 is a fairly detailed block diagram of a 
single beamline computer. Briefly, a typical shot sequence 
is: power supply setpoints are taken from the data base and 
output to the power supply subsystem viaCAMAC D/A conver­
ters. The CAMAC based timing system is triggered (from the 
local "Fire" button or the Zephyr master timing system) and 
it in turn sequences the power supplies and various other 
hardware and software modules {the circled T's are the tim­
ing system outputs which trigger some sequence of events}. 
Some software modules acquire experimental data and place it 
in the data base. The arrival of new data then triggers 
higher level software modules which display the data, fit it 
to models of the physical process involved, search for 
alarms or anomalies or update models of the long term source 
behavior. These new models, together with possible operator 
input, are then used to predict the correct power supply 
setpoints for the next shot. 

2. 1 . Instrumentation. 

A variety of instrumentation is necessary to keep a 
beam;tine operational and to spot and fix various failures. 

Thermocouples are required on virtually everything in 
line-of-sight to the beam. A sufficiently dense rec­
tangular array is required on the beamline calorimeter 
to allow a model to be fit to the temperature distri­
bution. The results of this fit will be used in "tun­
ing" the source for maximum power density and minimum 
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divergence angle. Itis also used to center the beam 
so there is minimum power lost on the various aper­
tures. 

The Ion Dump requires a "cross" pattern of thermo­
couples with enough resolution in the vertical direc­
tion to adjust the magnet current so that all three 
energy components of the beam lie on the dump. 

Each aperture 
thermocouples 
during normal 

requires top, bottom, left and right 
for use in correcting beam position 

operation (Zephyr injection). 

Water Flow Calorimetry is required on each aperture, 
.. Ion Dump and Calorimeter cooling water circui t. This 
diagnostic provides an energy inventory which directly 
measures the energy· supplied to Zephyr. It is also 
the main indicator for degradation in the Neutral Beam 
Injector (e. g. , a change in source perveance will 
cause an increase in divergence angle Which will show 
up as too much energy deposited on one of the aper­
tures) . 

Cryo System Indicators (consisting of Carbon-Glass 
Resistors (CGRs), Ion gauge s, thermocouple gauges and 
LN and LHe level indicators) are needed on the cryo 
panels, dewars and transfer lines. The large cryo 
system has a number of failure modes but catastrophic 
events can usually be prevented by adequate informa­
tion (e.g., high ion gauge pressure in one of the 
chambers could indicate a leak or a failure to pump. 
A high LHe panel temperature would then indicate a 
phase inversion in one panel which was causing it not 
pump. Adjusting the flow could correct this problem 
before the high gas load caused all the panels to 
fai!). 

Electrical-Signals (various power supply and source 
voltages and currents) are used as inputs to the 
source Fault Detector, are the primary measure of all 
source characteristics (perveance, arc efficiency, 
filament resistance, etc.) and the usual diagnostic 
for investigating both single-shot failures and long 
term degradations. The usual sensors are resistive 
dividers, current .shunts,- hall probes and current 
transformers. The eventual data must be in the form 
of time histories (i.e., waveforms) with at least 1KHz 
bandwidth (with lMHz required on a few signals). 
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Experience at NBSTF has demonstrated that the MTTR for 
an electrical probl.em (which comprise the bulk of the 
beamline problems) varies inversely.wi th -the numger-of-­
monitors available (NBSTF monitors about 60 power sup­
ply and source waveforms and it would be useful to 
look at several more). 

since certain signals are the primary indicator of 
source performance (i.e., ,laccl, Vaccl, Igg, etc.) and 
large dividers and shunts have substantial gain ·~nd 
offset drift over relatively short times « 1 day), at 
minimum these signal should have a computer controlla­
ble calibration system which calibrates as mu~h of the 
signal path (transducer, cabling, signal co~ditioner, 
telemetry, digitizer, etc.) as possible. .. 

Fault Detector (sparks, overcurrent, etc.) is neces­
sary to prevent various electrical faults from dama­
ging the source or power supplies. Most faults are 
simply preset thresholds (e.g., Gradient Grid current 
> 250ma) and the fault detector must cause power to be 
temporarily removed from the source'. However, post­
shot analysis of faults requires that the type and 
time (to within about 1 micro-second) of each fault be 
available to the computer. For_ example, a Gradient 
Grid to Suppressor Grid spark is usually indicated by 
a fast dV/dt in Vaccl. However, a Source Grid to Gra­
dient Grid spark also has this fast dV/dt but is 
accompanied by a high Gradient Grid and Suppressor 
current. All three fault indications and their time 
of occurrence are needed to resolve between the two 
events. 

Safety Interlocksare required to protect people and 
equipment from mistakes and improper operation (e.g., 
firing with people in the high voltage area" attemp­
ting a shot with the filament power supply off, etc.). 
Since the-- interlocks are the primary safety system, 
they should be simple and self contained. However, 
since a substantial portion of the machine turn-on 
time can be involved in making up the interlocks, com­
plete information on interlock status should be 
available to the computer so missing interlocks can be 
flagged for rapid location and fixed. 
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2. 2 ~ Interface Hardware 

wi th the exception of the ____ Wa ter- - Flow - -Calorimetry,-
Waveform Calibration system and Fault Detector, all of the 
above instrumentation, up to and including the interface to 
the computer is mass produced commercial equipment: 

The thermocouples are type E (chosen for its tempe~a­

ture range and high output). They are buffered with 
individual amplifiers and brought into the computer 
thru multiplexed, dual-slope integrating adc's~ Both 
the amplifiers and Adc's are available as CAMAC modu­
les from a number of vendors (NBSTF and Doublet-Ill 
use Kinetic Systems KS-3540 amplifiers aI;ld KS-3510 
Adc' s) . (Note: the Neutral Be am environment contains 
both substantial electrical noise and high radiation 
fluxes. To avoid electronic equipm¢,nt radiation 
damage and to simplify maintenance, all electronic 
equipment should be located outside' the shielding 

, walls. Since this results in long si'gnal runs, all 
signal conditioners need to be true differential with 
high common mode noise rejection.) 

CGR's, Ion Gauges and Liquid Level Indicators are are 
standard commercial products. The CGR's and level 
indicators interface signal condtioning pre-amplifiers 
and 12-bit CAMAC Adc's; the Ion Gauges thru 16-bit 
-CAMAC digital input modules using the digital inter­
face supplled by the Ion Gauge manufacturer. 

The power supply and source electrical monitor signals 
are conditioned (attenuated or amplified) to be in the 
+- 5 V range acceptable to industria~ process I/O 
hardware. The amplification is via commercially 
available instrumentation amplifiers, the attenuation 
via compensated resistor networks. Signals which ori­
ginate -at ground level are run directly into commerci­
ally a\,ail:able waveform digitizers (NBSTF and 
Doublet-III use either 32 channel, 12 bit, 1 KHz 
Lecroy 8212's or 8 channel, 8 bit, 1 MHz Lecroy 
2264's, depending on the time resolution necessary). 
Signals which originate at Accel potential are condi­
tioned, then brought down to ground level via commer~ 

cial fiber optic telemetry (2 MHz bandwidth). The 
analog-telemetry output is then fed into the appropri­
ate waveform digitizer. 
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The interlocks are done by a commercially available 
programmable sequencer (Doublet-II and Doublet-III use 
the Texas Instruments TI-6MT-,- --TFTRthe -Pro-ces-s--Control 
Systems PCS-2000). 

All sequencing and timing (both hardware and software) 
is controlled by a CAMAC based timing system. The 
timers have an external trigger input (which start 
them timing) and 2 24-bit registers. One register 
sets the time from the trigger to when the _timer "ON" 
transi tion occurs and the other sets the time' from the 
"ON" transition to the "OFF" transition. These 
registers are used as presets for 24-bi t down counters 
counted out by a 1 MHz crystal clock and can generate 
timing signals ranging from 1 micro-second to 2 days 
delay and/or duration. NBSTF, Doublet~III and TFTR 
use a CAMAC timer module developed, by TFTR/LBL but 
commercial equivalents are availab~~~ 

In addition to the major diagnostic signals listed 
above, a variety of miscellaneous signals are inter­
faced via general purpose CAMACD/A's, Adc's, Digital 
input modules and Digital output modules. These 
include a shot counter (2 l6-bit digital inputs), set­
point requests from Zephyr' Central (a l2-bi t Adc), 
status report to Zephyr Central (a l6-bit digital out­
put), etc. These are all stock CAMAC modules availa­
ble from virtually any CAMAC supplier. 

Of the non-commercial hardware, the water flow 
calorimetry is done by an LBL developed, micro-processor 
based CAMAC module (currently being used by NBSTF and 
Doublet-III). Calibration is done by an LBL ,developed cali­
bration signal generator NIM module (currently being used by­
NBSTF and LBL TS-III). An LBL developed prototype of the 
fault detector (lacking the computer readout of fault times) 
i-s in use-.at NBSTF and the version described here is in 
development (~or use in NBETF). 

2.3. Computer 

Each beamline is controlled by a medium-sized mini­
computer.The criteria for the computer are: 

It must be fast enough to perform all necessary pro­
cessing for a shot at the _maximum Neutral Beam rep 
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rate (a shot every 2 minutes). 

- It must have enough disc storage .. -for .. all-,-of - 'its - -pro­
grams, all of the large volume per shot data (e.g., 
512k bytes of waveform data / shot) and all historic 
shot data required by the modelling, auto-conditioning 
and fault detection software. 

There must be sufficient main memory to perform 
several tasks in parallel (e.g., do a fit toth~ 
calorimeter thermocouple data while the acquiring 
waveform data). 

In addition, since all of the available evidence demon­
strates the life-cycle costs of the Control System will be 
dominated by the software costs (general industry results 
show the software / hardware cost ratio is abou'tl 0 to 1 and 
our experience confirms this), the computer sy'stem should be 
chosen to minimize the software cost. Some fa'ctors involved 
in this are: . 

The computer should be fast enough that the bulk of 
the software can be done in a high-level language 
(this results in about a 5-fold productivity impro­
vement) . 

The computer should be large enough that it is only 
run at about 50% utilization of its bandwidth, main 
memory or disc (software costs tend to go up exponen­
tially as any resource approaches saturation). 

The computer operating system should contain facili­
ties for breaking down a problem into discrete units, 
sequencing those units and managing 'communication 
among them. 

In the last 5 years, a substantial body of literature on 
engineering sO-ftware/hardware systems has developed. The 
bibliography mentions a few important papers.[2,3,7] The 
points above .are a distillation of this literature and our 
own experience with real-time control systems. 

The NBSTF and' Doublet-III _systems- use Modcomp Classic 
computers with S12K words of memory, 3330-style 80M byte 
discs (1 per system) ... -.75 ips tape drives' ('1 per system) and 
a medium speed line printer (l.per facility - usually on the 
development machine). 
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2.4. Operator Interface 

The operator interf~ce to the Neutral Beam line is-via-a 
simple operator' sconsol-e-~--The console consists of three 
video graphics CRT's (2 color and one black and white), a 
transparent, touch sensi ti ve panel over the face of the 
monochrome CRT and 2 programmable knobs. The graphics CRT's 
have sufficient resolution (512 x 512) to show contour plots 
of the calorimeter temperature data, scope-like picture,s of 
power supply waveforms, block diagrams of the beamllne 
marked with interlock status, etc. The monochrome CRT and 
touch panel are used for all control functions. The touch 
panel has a resolution of 64 x 64 (about .5 by,. 5 cm 
squares). Controls, timing diagrams, mimic diagrp'ms, etc., 
are painted on the CRT and the operator simply touches the 
appropriate part of the screen to perform some' function 
(Fig.4-3 shows a touch panel display used to cO,Iltrol' beam­
line timing and a menu used to select displays of tempera­
ture data). Things which require smooth' adj\.lstment (power 
supply settings, on times, etc.) are assigned via touch 
panel button to one of the knobs. A small q'isplay over the 
knob gives the name of the thing it isa'djusting and the 
current value (e.g., "Vaccl 75.8KV"). Turning the knob 
raises or lowers the value. . 

This type of operator interface has been shown to have a 
number of advantages.[6,11] 

It requires virtually no training time 
points at what one wants done. 

one simply 

It is infinitely expandable - when a new 
function is added to the system, controls 
simply a matter of painting the appropriate 
the CRT screen. 

device 
for it 
thing 

or 
are 

on 

It reduces operational errors the only controls 
which ever,_ appear on the screen are ones which are 
reasonable to use at the current phase of operation. 
It's impossib1e for anyone to "accidentally hit the 
wrong button" and cause damage. 

It makes the machine s,imple to operate - the operator 
is usually dea1ing with an unambiguous picture of what 
is being operated (e.g., control of -vacuum valves - is 
done--by --painting a picture of the beamline vacuum 
tanks and valves. A valve is opened or closed by 
touching it.) There is little possibility of 
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and operating on the 

Most of the diagnostic and control information is in the 
form of various displays which can be called up on either 
color CRT. A video hardcopy device is connected to the con­
sole which will make paper copies (monochrome) of whatever 
is on any of the CRT screens. 

The CRT's, graphics controller and hardcopy device are 
commercial equipment (NBSTF uses' Mitsubishi CRT's, Grinnel 
graphics controllers and a Versatek video hardcopy unit). 
The touch panel/knob panel is an LBL developed, micro­
processor based unit used in a number of control systems 
(NBSTF, Doublet-III, BART). 

2.5. Zephyr Controls 

The substantial investment in high level Neutral Beam 
control software allows Zephyr to treat the entire Neutral 
Beamline as a simple "black box". Zephyr simply specifies 
the operating vOltage and on times for each Neutral Beam via 
analog voltages (e.g., OV for OKV, SV for 40KV, etc. In 
general, the Neutral Beam system uses analog signals for 
c6mmunication, even-between basically digital devices (like 
2 ·computers). This is because it is universal (any process 
control computer can generate and receive 0 - 10V signals), 
it is easy to troubleshoot (the signal can be tested by a 
scope or meter and generated by any signal generator) and 
because Large Scale Integrated Circuits have made system 
costs almost solely a function of the number of interconnec­
tions - 10 bits of information can go over 1 wire in analog 
form but requires 10 wires in digital form.) In addition, 
the Zephyr timing system must supply a pulse to the. Neut::ral 
B~am timing-system about 2 minutes before a shot to allow it 
to setup (items-like power supply tap changes can take more 
than a minute to complete) and a pulse 3 seconds before a 
shot to initiate the Neutral Beam firing sequence (the Neu­
tral Beam will fire some fixed time accurate to 
microseconds from this last pulse). The communication 

• from the Neutral Beam computer to Zephyr is a single l6-bit 
word indicating its state (up/down, ready to fire, failure 
on last shot, etc.). .This status word -can-be read at any 
time and need not be read at all. 
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When the Neutral Beam computer receives the "setup" tim­
ing pulse,_ it reads the desired operating vOltage and beam 
pulse length, computes Accel, Arc, Gradient Grid, _Suppressor­
and Filament power supply settings using the optimum opera­
ting point predicted by the source models for that voltage, 
commands the power supplies to those settings and sets up 
the control timing and data acquisition sequence appropriate 
for a shot into Zephyr. Local operation of the beamline is 
accomplished via touchpanel buttons which select among 
variqus operating modes, (start-up, condi tioni ng ,be:3JTIto 
calorimeter, etc.) and cause the -Zephyr pul se to be i:gnored. 

(The Doublet-III 4 beamline, B source Neutral Beam system 
communicates with the Doublet-III Tokamak Control· computer 
essentially as described above). 

2.6. Software Architecture 

The Neutral Beam system consists of a number of small 
"tasks". Each task performs a single specific fUnction 
(e. g., read thermocouple post-shot temperatures, fit a bi­
gaussian to a temperature distribution, display current shot 
on a graph of the source models, etc.). All data input to a 
task comes from an external database (a task has no memory -
it keeps no internal data). Each task produces a single 
output which is put into the database (i. e., a set Of tem­
peratures, the fit parameters - no task is allowed to do 
something like read temperatures and display them: a display 
would be a 2nd output). 

The system is constrained this way to reduce its com­
plexity.[7] The basic operation of any program is to use 
some data to produce other data. Since programs have only a 
single. output, there are no side effects (e.g., one doesn't 
worry about-tpe operation of updating the source models 
resulting in--f.he display currently on the right hand screen 
being wiped out). The output completely characterizes the 
program (e.g., for the tuning program to use the results of 
the fit, it's only necessary for its writer to understand 
what the fit output parameters are, not how they were gen­
erated. Since- tasks have no memory, failures are easy to 
test and isolate {i.e., since there is no internal data, the 
output is solely a function of the inputs and - an incorrect 
output is either due to an incorrect input or a mistake in 
the algorithm. The former is easy to test since the inputs 
are always available for inspection in the database. The 
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latter is easy to correct since the same input must always 
generate the same output). 

In general, it is reasonable to run the same algorithm 
(task) on any subset of a type of data (e.g., displaying the 
temperatures on an aperture is . the same algorithm, 
regardless of which aperture). Thus, a task is started by 
handing it the names of the database items it is to use as 
inputs and outputs. When a task has processed the list of 
data, it sends whoever started it a message saying it is 
done processing the set of data. (Since a task produces a 
single output, this ,completion message is equivalent tosta­
ting that the task I s output data is now available). 

A special task called the Dispatcher manages all of the 
task sequencing. It works from a description o,fthe inputs 
and outputs of each task and the following rules: 

a task is started if it is "requested" (initial 
requests are generated by things like lnterrupts from 
the' timing, system and touch panel butt:.on pushes) and 
all of its inputs are available. 

a task is requested if its output is needed by any 
requested task. 

The first rule causes a task not to be run until everything 
necessary for it to run is available. ' E.g., the operator 
may request the fit display at any time during a shot. It 
will not appear until the fit parameters for the current 
shot have been computed. 

The second rule causes requests to percolate "backwards" and 
creates a system which automatically does only what is 
necessary - the only programs run are those which are neces­
sary precursors to some display or program requested by the 
operator or-ne.cessary to the safe operation of the Neutral 
Beam (these programs are automatically requested). For 
example, requesting a display of the plasma probe profile 
results in a request for filtering and averaging of the 
plasma probe waveforms. The request for averaging will in 
turn generate a request for acquisition of the plasma probe 
waveforms. The profile display task knows nothing of either 
of these requests it will simply run when the data has 
been acquired and.-ave-r:aged. If -it -is requested again before 
the next shot, it will run immediately (since all of its 
data is available) and there is no extraneous requests for 
the averaging or acquisition. If the display is not 
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requested, 
averaged 
data) . 

the probe data will be neither acquired nor 
(unless something that is requested requires probe 

The NBSTF/Doublet-III Neutral Beam system consists of 
about 60 small tasks which, via various sets of input data, 
produce about 200 displays and per"form about 100 addit;i.onal 
control or housekeeping functions. The average task size is 
about 200 lines (3 pages of code). The per-shot database 
consists of about 15K 16-bi t words. (the database :is for a 
single source - multiply it by 3 for the Zephyr beam"lines 

"the number of tasks, of cour s"e, depends only o~ """ "'the number 
of types of data, not on the quantity of data~~ and is 
unchanged for Zephyr). " 
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