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To: Computer Policy Board 

From: Marty Itzkowitz 

September 22, 1981 

I would first like to introduce myself. I am in the Software Sup-­

port and Development group of the Computer Center. I was originally 

trained as a chemical physicist, with a Ph.D. in chemistry and physics 

from Cal Tech. I then spent two years as a post-doctoral Fellow in the 

chemistry department on campus. In 1968, I joined the staff of the 

laboratory as an applications programner, working for the Physics, 

Nuclear Chemistry and Chemical Biodynamics divisions. Following a leave 

of absence spent at CEA-Saclay, I became a systems programner in the 

Computer Center and worked on our local microfilm system. I then was 

project leader for the 7600 operating system development; following its 

completion, I spent some time as head of systems programming and con­

sulting. In 1978, I resigned my management position to work on our 

local HYPERchannel network, and I am currently working on network file 

transfer services. 

For many years I was a user of computing services at various scien­

tific computer centers; more recently, I have been a pusher of those 

services. From this dual perspective, I would like to present my views 

on the laboratory's need·for computing services and the way in which our 

computers may best be used. 
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The Laboratory'~ Computing Needs 

Computers have become essential to scientific research. The tool 

kit of computing services includes the programs available to the users, 

the computers and systems on which they run, and the necessary support 

and operations staff. I believe it essential that we provide as wide a 

range of powerful, efficient, and easy-to-use software and services as 

we can afford, so that we can max~ize the productivity of the scien­

tific staff. 

If appropriate tools are not available, the laboratory's research 

effort suffers. If a researcher wishes to run a collaborator's program 

to analyze exper~ental data, and is compelled to spend several weeks 

converting that program to the (different) system available locally, 

time is lost. If a postdoc trying to edit a program is so frustrated by 

the poor performance of the system that he or she gives up and goes home 

for the day, the group's research is held up. If a graduate student 

spends several days tracking down a bug in some program because expert 

consulting is not available, productivity is lost. More seriously, if 

the exploration of a particular avenue of research requires the running 

of a large vector simulation model, and no appropriate system is avail­

able to run such a model, the scientist must either go elsewhere or 

abandon a promising idea. 

No single computer system offers a comprehensive enough range of 

functions to meet all the needs of the laboratory. Just as a research 

library needs books from various publishers, a research computer center 

needs machines and programs from· a variety of suppliers. The text pro-
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cessing services of the UNIX operating system are available on DEC 

machines; vector FORTRAN codes require vector machines; SPIRES database 

service runs on an IBM-style machine. Within the Computer Center alone, 

we currently provide support for our users on six different operating 

systems; more are contemplated. 

All computers come with a set of software (usually for a fee). 

Other software packages may be purchased or leased from independent sup­

pliers; still others may be developed locally. The price of purchased 

software reflects the amortization of development costs over a wide set 

of users; the laboratory pays the full development cost of locally­

written software. Wherever a purchased system provides the appropriate 

set of features, it should be used; likewise, wherever standardization 

and portability are important, purchased software should be used. On 

the other hand, wherever the necessary software cannot be purchased, it 

must be developed locally. 

Using standard software is not without cost. License and mainte­

nance fees must be paid. Local expertise must be provided for instal­

ling new releases, investigating and reporting system failures and bugs, 

advising puzzled users, and supplying and deciphering the standard docu­

mentation. Moreover, it is important to remember that standard software 

is just that: it is not prime, nor choice, nor even good. It represents 

a lowest common denominator, and, as such, may be appalling. IBM's 

OS/MVS operating "'system .. is regarded by some as an archetype of poor 

human-factors design and implementation, despite the 5000 programmer­

years invested in it. Computer manufacturers who supply software have 

little incentive to produce efficient software; their interests are 



'better served by selling more and bigger machines. 

On the other hand, local system development also is a mixed bless­

ing. Extensive reworking of an operating system represents an invest­

ment of hundreds of thousands of dollars and should be considered only 

where clear benefits of that scale can be seen. Our two locally­

rewritten CDC systems provided SUbstantial improvements in both perfor­

mance and features relative to the then-available standard verSions, 

repaying development costs many times over. We are now paying an addi­

tional price: we cannot install the new FORTRAN-77 compiler under our 

obsolescent system. (On the other hand, standard software cannot sup­

port most of our obsolescent I/O devices.) 

There are, however, some areas where local software development is 

clearly appropriate and cost-effective. Modular extensions to a stan­

dard system can be made with relatively little risk and significant 

benefit. GSS, a remarkably cheap and,effective archival storage system, 

and our local libraries for device- and machine-independent graphics are 

two examples. 

The preceeding discussion has centered on computing services pro­

vided in support of scientific research. Clerical and administrative 

support of the laboratory require other computing serVices, as does the 

laboratory's research in computer science. Each of these has its own 

specialized needs. 

In summary, I believe the laboratory needs a wide variety of co~ 

puters and, software packages, purchased where poSSible, and developed 

locally where not. 

I 
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Using the Computers 

I believe that the laboratory can best use its computers by placing 

them in a centralized facility, and interconnecting them with a local 

network. A significant objection to centralization centers on the issue 

of control and allocation of the centralized facility. The sense in 

which I use centralization refers only to the support and operation of 

the computers. Control and allocation are matters of policy which need 

not and should not be set within the central facility. 

A principal benefit of centralization derives from economies of 

scale. Large machines provide more power per unit cost than small 

machines. The Computer Center must sooner or later replace the 6000's 

with more modern machines to provide staging support; the wide range of 

peripherals available for IBM-style machines makes one of them an obvi-

ous possibility. Similarly, the wide range of commercial software 

available makes an IBM-style machine a reasonable candidate for adminis­

trative data processing~ Quite possibly, a combined procurement of one 

large machine could provide both staging services and AD? services more 

cheaply than separate procurements. 

Centralization of operations allows machines to be run more 

cheaply. The same operations staff can handle more machines if all of 

their tape drives and printers are in one place, than if each machine is 

in . s" different buildi~g~· . 

Certainly, some computing services should not be centralized: a 

real-time data collection system needs to be near the instrument it is 

monitoring. Central support services for real-time systems are 
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necessary, however. Convenient means need be provided to transfer data 

between such systems and the central facility, either by various mag­

netic media, or by extension of network services through central gateway 

machines out to the remote systems. 

Interconnection of computers provides many benefits. Each machine 

can provide those services that it perfonms best, while any user, no 

matter where he or she is running, can obtain the full range of ser­

vices. Each system is effectively extended with at least some of the 

features of the others; the whole becomes greater than the sum of its 

parts. 

On the surface, such an approach appears expensive. Each different 

machine and operating system requires support and maintenance, even when 

no local modifications to the operating system or standard programs are 

made. In addition, heterogeneous local networks are at the leading edge 

of computing technology; hardware is expensive and no cOlJlllercial 

software is available. Fortunately, the computer center has already 

made a substantial portion of the investment necessary for such a sys­

tem. The hardware and low-level software are running now; within the 

next year we expect to provide,GSS and print service for all machines in 

the local network. 

Networking allows improved performance on each of the separate-com­

puter systems. A computer system is not a simple resource; it is a col­

lection of quasi-independent subsystems. These include a central pro­

cessor, memory, I/O channels, peripheral devices, mass storage, etc. 

Optimal usage of a machine occurs when all of its subsystems are in use 

at all times. Consequently, the matching of the set of resources 

, 
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available to the set of tasks to be performed may profoundly alter the 

performance, and thereby the effecti ve power of the system. The 

"~pedance" of the load must match the characteristics of the system. 

For exanple, the CDC 7600 is a machine that is designed to perfonn 

nllDerical calculations' effiCiently; the hardware architecture and the 

design of the operating system are tailored for number crunching. A 

7600 can be programmed to do interactive text editing. It can then sup-

port as many interactive users as several PDP 1 1 nO's whose combined 

cost is an order of magnitude smaller, but it can only crunch half as 

many numbers. You have sold half your 7600 for a mess of PDP-11/70's. 

In general, each machine and operating system reflects a series of 

design choices which make some tasks efficient and others wasteful. A 

machine which performs only those tasks for which it is well suited is, 

in a very real sense, a larger and more powerful machine than one which 

spends some of its time on chores for which it is inefficient. Further-

more, a single machine performs at least some of its operations seri-

ally; a network of independent machines runs in parallel. 

Another benefit of a network is that costly hardware may be shared. 

A high-quality printer or tape drive is very expensive: so much so that 

one is difficult to justify for a single VAX. If it can be shared among 

several VAX's and other machines, it provides both better and cheaper 

service. Sophisticated devices such as a color microfilm recorder or 

mass storage device s~plycanriot be justified for a'single system; sane 

cannot even be run on such systems. 

To summarize, I believe that the computing needs of the laboratory 

are best met by a central computer facility consisting of a 
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heterogeneous network of computers, and that such a facility is both the 

most powerfUl and the most cost-effective way to support the scientific 

mission of the laboratory. 

Thank you for your consideration. 

~ .. 
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