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ABSTRACT 

The properties of jets produced in eT e" annihilation have 
been investigated usiny data taken with the Mark 1 detector 
at SPEAR. The momentum distributions parallel and 
perpendicular to the jet axis were measured for all charged 
tracks, forK°s, and for O0s. The K° and p° pt 2 

distributions are well fit by the form dn/dPt2 = A exp(-D* 
Pt2) with B = 4.6 +/- 0.2 for K°s and 5 +/- 1 for O0s. The 
charged particle Pt 2 distribution cannot be fit with a 
single exponential, but is similar to that of K°s and p°s 
above Pt 2 ~ 0.2 GeV2. The charged particle and K° parallel 
momentum distributions are similar in shape and 
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Chapter I 
INTRODUCTION 

According to the quark-parton model, hadronic final 
states are produced in e* e~ annihilation via a throe step 
process: the electron and the positron annihilate t:o fonn a 
heavy virtual photon, the photon produces a quark and JII 
anti-quark, and they in turn produce hadrons. The first two 
steps are described by well-understood yuantui.i 
Ulectrodyna .lies and are exactly the same in lowest order as 
for the process e e~ — * u*u~ except that tlie quark ciiarje 
replaces the muon charje. Thus the ratio U of the cross 
sections for e Te" — > hadrons and e e~ — > ju^u' should be 
constant and equal to tlie su:n of tlie squares of the quark 
charges Multiplied by 3 because each quark can have each o£ 
3 colors. In fact the data 1 show two rejions of nearly 
constant K, in approximate agreement with production of up, 
down and strange quarks (charges 2/3, -1/3 and -1/3, hence 
H=2) below 4 GviV, and witn the addition of charned quark 
production (charje 2/3, increasing l< to 3 1/3) above that 
enerjy. The discovery of the psi particles at 3.095 GeV 2, 

J. L. Sietjrist (thesis) SLj.c-225, iy7U. 
J.-J. Aukjustin et al., Piiys. Kev. Lett. 33:1406, 1374 
J. J. Aubert et al., Pt«ys. Hov. Lett. 33:1404, 1974. 

- 1 -



2 
3.6U5 GeV 3, and 3.77 GeV 4 and of charmed oeson production 

IT above 4 GeV lias given strong support to the presence of th~ 
charged quarK in this picture. 

1. I DISCOVli.iY Of JfclTS IN e e AKuJIdl LATIOW 

The mechanism by which guarlcs turn into hadrons is not 
well understood, but the suggestion" that the hadrons might 
cluster about the ^uark direction, resulting in two 
oppositely-directed "jets" of particles in e+e~ 
annihilation, was investigated by Gail Hanson using wari< 1 
data taken at center-of-mass energies between 3 anc 7. ti 
CeV'. Evidence for jets was seen at center-of-mass energies 
aoove 5 GeV. 

The clustering i:iay be expressed as a limitation of 
Momentum transverse to the guark direction, similar to the 

3G. S. Abraws et al., Phys. Rev. Lett. 33:1453, 1974. 
4r. uapidis et al., Phys. Rev. Lett. 39:526 and 974, 1977. 
5G. Goldhaber, F. Pierre, et al., Phys. i<ev. Lett. 37:265, 
1976. 

G S . D. Drell, D. J. Levy, and T. H. Yan, Phys. Kev. 
187:2159, 1969, and Phys. kev. 01:1617, 1970. 
N. Cabibbo, G. Parisi, and M. Testa, Lett, rtuovo Ciinento 
4:35, 1970. 
J. D. ajorlcen and S. J. brodsKy, Phys. Hev. 01:1416, 1970. 
K. P. Feym-ian, Pho ton-Had ron Interactions, (Vy. A. Henjai.un, 
Inc., 1972), p. 166. 

7G. tlanson et. al., Phys. Rev. Lett. 35:1609, 1975. 



3 
limitation of momentu-i transverse to the bean direction that 
is characteristic of hadron interactions, ive mi'jht expect 
tiie average transverse momentum in e +e~ anniiiilation to be 
similar to the .3 to .4 GeV/c average transverse momentum 
seen in hadron interactions. In e +e" annihilation, the 
average hadron momentum increases from .47 to .66 GeV/c as 
tiie total center-of-mass eneryy goes from 3 to 7.4 GeV. 
Thus these energies are not sufficiently high for the 
clustering to be obvious in a visual inspection of events; 
our jet studies must rely on statistical analyses. 

One would like to plot the hadron momenta transverse to 
tiie quark direction. However it is impossible to know the 
quark direction for any given event since hadrons, not 
quarks, are detected,- but if this picture were correct one 
would expect that the quark axis would be close to an axis 
which in some way Minimizes the transverse momenta of tiie 
hadrons or maximizes tiie longitudinal momenta. 

The particular approach used was suggested in a footnote 
to a paper by Bjorken and BrodskyJ and is described in 
detail in chapter 3 of tiiis thesis. The sphericity axis is 
defined to minimize the sum of tiie squares of tiie transverse 
momenta. Of course, sucn an axis exists for any event. 
Figure 1 illustrates this for a pionte Carlo model which iias 

aj.L. Sieyrist (thesis) SLAC-225, 1979. 
9J.D.Bjorken and S.J. drodsky, Phys. Hev. Ul:1416, 1970. 



4 
a multiplicity distribution chosen to fit our data above 7 
Uev but with tiie particle momenta distributed according to 
Lorentz-invariant phase space, hence not jet-like. 
Transverse momenta relative to an arbitrary axis and to tiie 
spnericity axis are plotted. For events of infinite 
multiplicity these distributions would be the same, but for 
our average detected Multiplicity of 4 the sphericity axis 
ijives substantially lower transverse momenta. However the 
transverse momenta relative to the sphericity axis for the 
data are considerably lower than for this phase space model, 
which i.ie a rib there must be a real effect limiting the 
transverse momenta. 

The effect is shown better in terms of the sphericity 
wiiic.i is defined as tiie minimum of the sum of the squares of 
the transverse moiiienta, normalized to a maximum possible 
value of 1.0: 

n 2 
sum Pt 
i = l i 

S =1.5 win 
n 2 
s um P 
i = l i 

The sphericity distributions for several center-of-uass 
energies are shown in t'i>jure 2 and contrasted to the 
predictions of the phase space model. 
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OBSERVED SPHERICITY DISTRIBUTIONS 
HADRON EVENTS, > 3 PRONGS 
• Data 

— Monte Carlo, Phase Space 
— Monte Carlo, Limited 

Transverse Momentum 
— i 1 1 1 1 1 i — 

0.2 0.4 0.6 0.1 
SPHERICITY 

tiijure 2: Observed Sphericity Distributions for data 
(points), jet model (solid curves) and phase space model 

(dashed curves) for center-of-r.iass energies (a) 3.0 GeV, (£>) 
6.2 GeV, (c) 7.4 GeV. 
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Tne data also disagree with the phase space model 
predictions for the distr ioution in scaled momentum X = 
P/Pr.iax for X>. 4 as shown in Figure 3. To show that the 
disagreement in spiiericity is not due only to this excess of 
high moinentur.i particles, the sphericity distribution is 
shown in Figure 4 separately for events in wnich there is no 
detected track of X > 0.4. 
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1 . I 'i'rlt: JL T MOLMJ L 

A very simple jet model was constructed to incorporate 
the limited transverse momentum. The program GLiMlS was 
usea to generate transverse momenta with a exp(-b Pt ) 
distribution ana longitudinal moiaenta accordiny to Lorentz 
invariant phase space. All particles were assumed to be 
pions. The total multiplicity was chosen with a Poisson 
distribution. The average total multiplicity, the average 
fraction of pions that were neutral, and the transverse 
monieiitui.i parameter b were adjusted to fit the data. Initial 
state radiation was included as described in Appendix A. 
The resulting agreement with the data is excellent as shown 
in Figures 2 and 3. In the contrasting "phase space model", 
all three components of momenta were chosen according to 
Lorentz invariant pnase space using the program GOGKN. ^ 

1. J ANGULAK DISTIUdUTION OK JliT AXIS 

The quarKs and hence the jet axis should have the same 
1 + cos^e distribution as the anions in e+e~ — > u.^u~ , wnere e> 
is the polar angle with respect to the e + beam direction, 
ivitnin the limited B acceptance of the rtark 1 detector, this 

W. Kittel, L. Van liove and iv. Wojcik, Coup. Phys. Coimu. 
1:425, 1970. This program lias since been replaced wi tli 
the more efficient GENIUS: U. C. Carey and D. Orijard, J. 
Comp. Phys. 2U:327, 1973. 

J. U. Kriedman, J. Coiap. Phys. 7:201, 1971. 
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angular distribution is very hard to determine. However it 
turns out that for sone center-of-mass energies the 
electrons and positrons stored in SPEAit become polarized 
along the direction ot the magnetic field of the bending 
magnets of SPtAR. In this case the angular distribution is 

dcr 
~ 1 + o fcos 2 9 + ocP 2 s i n 2 9 cos2$ an 

where P is tne magnitude of the polarization and t> is the 
azimuthal angle about the beam axis measured from the plane 
of the storage ring. The polarization has a time dependence 

P(t) = P0 ( 1 - exp(-t/T) ). 

The cos2<D angular dependence was observed 1 2 in the e+ e~ 
— > V-TU~ reaction witn P 0

2 = .76 +/- .05 and X approximately 
10 minutes at 7.4 GeV, indicating the existence of beam 
polarization at this energy. The cos2<|) dependence was also 
observed1-* for the jet axis: Figure 5 shows the 0 
distribution of the jet axis at an energy where polarization 
does not occur and at 7.4 GeV where it does. The data with 
polarization are consistent with the prediction for the 
distribution of the detected jet axis for (X=1.0 and the 
time-averaged value of P = 0.47 as determined from e1" e" — > 

1 2J.G„ Learned et. al., Phys. Kev. Lett. 35:1688, 1975. 
1 3 G . Hanson et. al., Phys. Rev. Lett., 35:1609. 1975. G. 
Hanson et. al., SLAC-PUtJ-1814, 1976. Also in Tutzing Conf. 
1976:313 (QCD 161:C49:1976) and Tbilisi Conf. 1976:Bl {QCD 
161:H51:1976:v.2). 



12 
/,;''JU~ data taken siuul taneously. Tiie best fit yives <X= o.i)7 
+/- 0.14. This ancjular distrioution is also evident in the 
hi.jh (,iome;itu/:i tracks1 . Ki.jurt 6 shows the value of the 
inclusive cX as a function of the scaled Momentum X compared 
to the predictions of tiie simple jet model. 

1. 4 DETAILED JET PKUL'EKTIES 

The existence of jets in e+e~ annihilation was 
established by the work we have summarized in this chapter. 
That work used only final state charged particles, without 
any particle identification. In this thesis, we extend the 
investigation of jets to include some of the heavy 
particles. We measure the total production of K s and p s, 
as well as their momentum distributions parallel and 
perpendicular to the jet axis. In addition, we repeat the 
earlier measurements of charcjed particle momenta, usiny 
Monte Carlo models which include heavy particle production 
to ciieck for systematic errors. 

Our data sample contains approximately 40,000 hadronic 
events taken with the SLAC-LBL magnetic detector (Nark 1) at 
tiie electron-positron storage ring SPEAk. These data were 
taken with bean energies ranging between 3.5 GeV and the 
maximum possible at SPEAK, 3.9 GEV. The average total 

'V.r. Scnwitters et. al., Phys. Hev. Lett. 35:1320, 1SJ75. 
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center-of-mass energy for these data is 7.3 GeV. The Mark 1 
detector has been replaced by the Mark II, which lias better 
momentum resolution and somewhat larger solid angle. In 
addition, the Mark II has reasonable photon detection 
capabilities, which were almost entirely lacking with the 
Mark 1. However, high statistics and hiijli energy are 
important in the study of jets. The discovery of charmed 
particles lead the Mark II collaboration to take most of 
their data at lower energies, leaviny the Mark 1 data 
superior for jet studies in the SPEAR energy range. 
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Figure 6: Observed inclusive <K vs. X for particles with 
lcose|<0.6 in hadronic events at 7.4 OeV center-of-mass 
energy. The prediction of the jet model Monte Carlo 
simulation for a jet axis angular distribution with 
0t=O.97+/-O.14 is represented by the shaded band. 



Chapter II 
DETJiC'i'OK 

The data discussed in this thesis were taken with the 
SPfc'AK magnetic detector (posthumously renamed the Mark 1) in 
1975 and 1976. The detector had a .4 Tesla solenoidal 
magnetic field provided by 1.7 rn radius coil with its axis 
on tiie beam line. Inside the magnet were proportional 
chambers and spark chambers which provided charged particle 
tracking over 73% of 4tTsr. Scintillation counters just 
inside the Magnet coil were used for time-of-flight 
measurements. A layer of lead-scintillator-sandwich shower 
counters outside the magnet coil were used to distinguish 
minimum-ionizing particles from particles which produce 
electromagnetic, showers. Scintillation counters around the 
beam pipe ("pipe counters") were used in the trigger. In 
addition there were spark chambers outside the magnet return 
yoke and additional shielding to separate muons from 
hadrons, but they were not used in this thesis. Figures 7 
and 8 show the size and placement of the various pieces of 
the Mark 1. Table 1 lists the thickness of the various 
parts. 

The standard coordinate system was right-handed with the 
z axis parallel to the beam and the y axis vertical. 

- 16 -
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Fiyure 7: Mark 1 Detector 
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(limited by the lengtti of tiie third spark chamber module). 



TABLE 1 
MARK I DETECTOR COMPONENTS 

(all dimensions in cm) 
Fraction of Fraction of 

Item Average Fraction of 4* Length Thickness Radiation Absorption 
Radius Acceptance (z) Length Length 

Beampipe 8 .0 . - 0 . 0 2 7 3 0 .016 0 .002 

Pipe Counters 1 2 . 0 0 . 8 3 90 1 .37 0 . 0 3 3 0 .020 

MWPC1 1 7 . 3 0 .82 ?25 1.98 0 .0066 -
MWPC2 2 2 . 4 0 .88 !41 1.98 0 .0066 -
WSC1 66 0 . 8 6 tno 3 . 8 0 .0017 0 .001 

WSC 2 91 0 .77 tno 3 .8 0 .0017 0 .001 

WSC3 112 0 .73 ?120 3 .8 0 .0017 0 .001 

WSC4 135 0 . 7 1 1134 3 . 8 0 .0017 0 . 0 0 1 

TOF Counters 152 .4 0 . 6 5 t l 3 0 2 . 5 0 . 0 6 0 0 .037 

C o i l 1 6 6 . 4 0 .74 ? 1 8 2 . 9 11 .0 1 .0 0 .24 

Shower Counters 178 .4 0 .66 t iss 1 3 . 0 5 .79 0 .22 

Flux Return 211 i l 8 3 2 0 . 0 11 .4 1.17 

Huon WSC 219 0 . 7 3 -in 5.7 0 .22 0 .07 

Ô 
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parallel to the i.idijnutic field of tiie bendiny maynets ol 
iji-£An. Tlie oriyin was at the center of the detector which 
was also the nominal intersection point of the e ana e~ 
nea;.ia. The anyle u was Measured froi:i the + z axis; (p was 
measured in tlie xy plane from the +x axis. 

tacii of tlie four spark chamber modules had two spark 
yaps, one with the wires strung at +/- 2 degrees to the 
beam, the otner with wires at +/- 4 degrees. Since signals 
were read out on all four "planes" of wires, this cjave two 
space points per module. The efficiency measured on-line 
was at least yOi per plane. The wire spacing was 1 mm, 
yiviny effective ^pacinys in z of 29 mm and 14 mm. 

The two proportional chambers were installed as close as 
possible to the beam pipe to improve the vertex 
reconstruction. All the wires ran parallel to the beam anJ 
only anode readout was used so there was no z information. 
There were 512 wires per chamber, giving wire spacinys of 
2.1 mm at a radius of 0.17 in and 2.8 mm at 0.22 m. The 
efficiency measured on-line was at least 90'i per chamber. 

wore detailed descriptions can be found in tiie several 
tneses on the Mark 1 which have preceded this one 1 J. 

'kobert Hollebeek LtJL-3874 (1975); 
John Zipse LBL-4281 (1975); 
J. Scott hhitaker ~bL-5513 (1976); 
James Wiss LBL-6725 (1977); 
Petros Kapidis SLAC-220 (1979); 
James Sieyrist SLAC-225 (1979) 
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2.1 TKIGGE* 
The hardware trigger required combinations of signals in tne 
various scintillation counters. A signal in the pipe 
counter was required to reduce cosmic ray background. In 
addition two charged tracks were required to produce signals 
in the time-of-f1ight counters and tne shower counters. The 
use of the shower counters in the trigger was necessary to 
reduce backgrounds from non-annihilation events which were 
found to produce mainly low energy particles. Some of these 
could reach the time-of-f1ight counters, but most of them 
stopped in the 11 cm thick aluminum magnet coil before 
reaching the siiower counters. To ensure that the stiower 
counter signals were due to charged tracks, a shower counter 
signal was used only if one of the four nearby 
time-of-f1ight counters also fired; this combination was 
called a "TASH". 

The TASH efficiency as a function of momentum is shown in 
figure 9. This efficiency was measured from the data using 
events with three or more tracks. At high momentum tiie 
efficiency levels off to a value somewhat less than 1.0 
because of counter inefficiency, due mostly to the cracks 
between the 24 shower counter modules. At low momentum it 
fails to reach its expected value of O.O because a low 
momentum track and a photon hitting the same counter could 
together make a TASH. 
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0 0.2 0.4 0.6 0.8 
p (GeV/c) 

.0 

Figure 9: TASil e f f i c i e n c y as a f u n c t i o n o f mor.ientuiii f o r 
charged p a r t i c l e s w i t h |cosd|<0.55 i n i . iu l t i -nadron events . 

Vne arrow i n d i c a t e s the a c c i d e n t a l r a t e . 
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Unfortunately tiiis requirement of 2 TASHes also 
eliminated some annihilation events. i>ionte Carlo studies 
indicated that 65s of all nadronic events would have 3 or 
more charged tracks in the 73% solid angle of the detector 
witli at least 150 fieV/c momentum transverse to the bean, and 
that 88% of these events would trigger. 

2. 2 TRACKING 

The track-finding program required a track to have a 
signal on at least tliree of the four planes of three of the 
four spark chamber modiles. Using the efficiency per plane 
of 90% this requirement gives an efficiency per track of 
98.5%. To reach the third spark chamber module a track 
needed a minimum of 67 MeV/c momentum transverse to the 
beau). Since hand-scanning of events showed that some fake 
tracks were found with high curvature and that the spark 
chambers were less reliable for tracks far from normal 
incidence, a higher cut of 150 MeV/c was made. Tracks which 
did not pass within 60 cm in z and 15 cm in xy projection of 
the origin were discarded. The momentum resolution was 
approximately CT/p = 2% p. 

2.3 EVENT SELECTION 

Only events with three or more detected tracks passing 
the above cuts were used. To ensure a valid trigger, at 
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least two or tuese tracKs as reconstructed must point 
towards a time-of-f 1 i-jtit counter and a shower counter that 
actually fired. A vertex was formed from all the tracks in 
an event. It is essentially the point which has tiie 
smallest mean distance-of-closest approacn to all the 
tracks. Histograms of the vertex position are stiown in 
L-iyure 10. If this vertex was further than 10 cm in z or 4 
c.i in xy projection from the origin, the event was assumed 
to be due to a collision of a beam particle with the beam 
pipe or with the residual yas in the pipe, and it was 
discarded. Further cuts were applied to the 3 and 4 prony 
events to reduce background from multi-prony lihabhas ( e + e -

— > e e events in which one of the final state particles 
produced another particle by scatteriny or radiation). 
These cuts eliminated less than 3'i of the events and are 
discussed in detail in the thesis of J. Sicyrist. 
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Figure 10: Vertex Position 
(a) rtadial distribution of event verticies. 

(b) z distribution of event verticies for events with vertex 
radius < 4 cm. 
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2 . H 1'iOiMTt: CAKLO UI^TKCTUK SIMULATION' 

The nark 1 analysis of jets must depend on charged 
particles only, and about 255 of them are lost through the 
ends of the detector. This limitation lias substantial 
effects on the analysis, which are described in detail in 
Chapter 3. In order to compare the data to a particular 
model it is necessary to have a Monte Carlo program to 
simulate the detector. The program used was hOWL, a 
multi-purpose program suitable for any detector using a 
solenoidal maynetic field and cylindrical geometry. It 
propagated each particle from its point of origin through 
tne detector until it either passed outside or decayed. 
Along tlie way it paused at each specified layer of detector 
to do whatever was suitable. At the average radius of the 
ueam pipe and t.ie pipe counters multiple scattering and 
energy loss were applied to charged tracks and photons could 
convert into e"*" e~ pairs. At each of the proportional 
chambers and spark chamber modules a "measured" point was 
generated using the appropriate measurement error. At the 
radius of the time-of-f1ight counters, "signals" in the 
phototubes at each end of the appropriate counter were 
generated. These signals included the propagation time 
along the counter and a (Jaussian time error for each tube. 
At the shower counter radius the TASH efficiency of Figure !) 
was used to decide whether to record a TASli for the track. 
Tlie measured points for each track were then fit to a circle 
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in tlie xy plane and a straight line in z vs xy arclervjtli to 
find a neasured uomentun and distance of closest abroad) to 
the orijin. for tracks that hit a tiwe-o£-£1ight counter, a 
measured time-oi-f 1 igiit was calculated usiny the phototube 
signals. Thus the confusion caused when more than one tracK 
hits the same counter was automatically included. The 
events were then subjected to the sai.ie cuts as the data, as 
given above. 



Chapter III 
DETUKMINATION OF JKT AXIS 

By "jet axis" we wean the direction of the quarK before 
it f raiments. Unfortunately we cannot detect the quark 
uirectly. however, we expect the hadrons to come out with 
small transverse momenta relative to the quark direction, so 
we can hope to approximate the quark direction by finding 
the axis which miniuizes the hadron transverse momenta or 
some function thereof. In this chapter we investigate 
various techniques of approxir.ia tinj the jet axis, and the 
errors involved at our average total center-of-mass ener-jy 
of 7.3 Gov. 

3. 1 SPUl̂ lUCrf.Y 

The practice of finding the axis which minimizes the sui.i 
of the squares of the transverse momenta comes from a 
suq-jestion by tsjorken and Brodsky 1 0. It is particularly 
convenient because the solution can be found by 
tiial<jonal iziny a 3 X 3 matrix, a process which is both fast 
arid reliable. One constructs a momentum analogue of the 
mouent-of-inertia tensor 

°J. D. lijorKen and y. J. orodsky, Pnys. llev. 01:1416, 1970. 
- 22 -
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n 
T = sum P P 
ab i=l a b 

where a and b refer to the 3 components of .-.-.omentum and tne 
SUM is over all particles. The tensor is diagonalized 
giving the eigenvalues 

n 2 
T = sum P 
kk i=l k 

T33 is conventionally chosen to be the largest of tiie three, 
and we can show that the corresponding eigenvector is the 

jet axis. Working in the coordinate system which 
diagonalizes T and expressing tiie longitudinal momentum PI 
along some arbitrary axis N= (Ml,N2,N3), we have 

3 
Pi = sum P M 

a = l a a 
2 3 3 

Pi = sun sum P W P « 
a=lb=l a a b b 

n . 2 3 3 
sum Pi = sum sum N T N 
i=l a=l b=l a ab b 

2 2 2 
= N T + N T + (1-N -1M ) T 

1 11 2 22 1 2 33 
We have ordered the eigenvalues so that T33 > T22 > Til, so 
to maximize the sum of Pi 2, we maximize the coefficient of 
T33, which yives N1=N2=0. The axis found by this technique 
is called the sphericity axis, and a measure of "jetiness", 
sphericity, is defined from the eigenvalues 

3 T11+T22 3 sun Pt 2 

S = = 
2 T11+T22+T33 2 sum yi 
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wiiere ft is the momentum transverse to the sphericity axis. 

i. 2 THRUST AND SPuEUOCIVVr 

Soi.ie other techniques have been suyyested which are meant 
to be less sensitive to the details of quark fraymentation 
by virtue of beiny linear rather than quaaratic in momentum. 
One is to find the axis N which maximizes the directed 

l ̂  momentum d: 
d(N) = sum P*W 6(P*rt) 

where the sum runs over all particles and 9 is the unit step 
function ( 9(x>0) = 1, 6(x<0) = 0 ). Ayain we can avoid an 
analytical maximization procedure. We find the vector sum 
of momenta for each of the possible combinations of 

particles. The longest of these is in just the direction to 
maximize sun P*N. Since adding in any of the other 
particles would decrease its lenyth, it must be that eacn of 
them has 9(N*P)=0 and is therefore properly eliminated from 
the sum, and N is the vector that maximizes the directed 
momentum. This axis has become known as the thrust axis, 

and the quantity thrust 
T = 2 max d(iM) / sum |~P| 

is a measure of the "jetiness" of an event. 

First suyyested by S. Brandt et. al., Phys. Lett. 12:57, 
1964. 
Revived by E. Fahri, Phys. Rev. Lett. 39:15U7, 1977. 
The name thrust comes from De Rujula et. al., Nucl. Phys. 
B138:337, 1973. 
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Another suggestion has been to find the spherocity axis 

by minimizing the spherocity S' which is proportional to 
sum |Pt| 
sum |P| 

This technique finds the "wrong" axis in certain intuitively 
obvious cases 1" and has therefore fallen into disfavor. For 
example, consider two particles of equal momentum with an 
opening angle of 20 degrees. The thrust and sphericity axes 
both lie equidistant between the two particles. The 
spherocity has two equal minima, giving axes parallel to 
each of the two particles. 

3.3 ANALYSIS OF SPHERICITY AXIS ERROR 

We want to know how well these techniques reproduce the 
true jet axis. For this we use the 
1imited-transverse-mouientum phase space model which 
generates particles according to phase space multiplied by a 
matrix element |M|2 = exp(-sum Pt 2/K 2) which limits the 
momentum transverse to a given axis. This axis is then the 
true jet axis, corresponding to the direction of a quark 
which fragments with this matrix element. Since the model 
limits Pt rather than minimizing it, the axis found by any 
of the above techniques will be somewhat different from the 
true axis, even if all particles are detected. 

S. Brandt and H. D. Dahmen, Z. fur Pliys. Cl:61, 1979. 
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1-or studying the jet axis error, ./e ;>lot as a function ot 

b ti.e traction of events that have tiieir true jet axes 
within anyle « of tiieir sphericity uxcs. The solid line in 
i-ijure 11 sliov.s this distribution for the 
1 i:n i ted-transverse-momentum all-pion l-ionte Carlo. here all 
t.'ie particles that come from the primary vertex were used in 
determining the sphericity axis. Only events that have no 
initial state radiation were used. Tnese are the conoitions 
we will nencefortli refer to as the "pure i-ionte Carlo". 
Since tliere are no decays or inissiny particles, the error is 
entirely due to the kinematics and represents a lower limit 
to tiie error we can expect from the data if the whole 
kinematic reyion of the model is accepted. (There are some 
selection criteria that will achieve a smaller jet axis 
error at the jjrice of biasing the sample of events — for 
example the requirement of a hiyn momentum ^article 
discussed later..) 

The dashed line in ''' .e 11 snows the jet axis error 
plot for the same model but with only detected particles 
used to determine the jet axis. In this case all detected 
events are included, re.jardless of initial state radiation. 
This is referred to as the "detected Monte Carlo". here the 
jet axis error is much laryer, as we expect since we detect 
charjed particles over only 73% of the solid anyle and 
neutrals not at all, so that a substantial fraction of the 
enerjy is lost. 
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frijuro 11: Sphericity Axis Lrror. 
fraction of events that imve their true jot axis within 

aii;jle e of their s^nericity axis. 
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3.3.1 visible tinergy Cu_t 

Figure 12 is a plot of the data for tiie ratio of visible 
energy (calculated assuming pion masses) to the nominal 
center-of-niass energy. The average is 43^. 

.-.e would expect that events wi tli most of tne energy 
detected would have a smaller jet axis error than those 
where most of it is lost. Figure 13 is a plot of the 
average jet axis error as a function of the visible energy 
fraction. If we look only at events where at least half of 
the energy is detected {32'6 of all detected events) , the jet 
axis error is comparable to that of the pure iionte Carlo. 
The distribution is shown in Figure 11. 

To see what biases are introduced by this cut we plot 
in Figure 14 various averages taken over all the primary 
vertex particles as a function of the visible energy 
fraction. The events wi th high visible enerjy have larger 
momenta and lower multiplicity and sphericity, while the 
transverse momenta remain unchanged. As we raise the cut on 
visible energy, the error on the jet axis decreases, but the 
biases resulting from the cut increase, tve have decided 
tnat requiring at least half of tne energy be detected is a 
reasonable compromise. The Monte Carlo is used to co- t 
for tiie resulting bias. 
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all tracks are fjions. 
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Average Axis Error vs. Visible Energy 
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Figure 13: Average S^i ier ic i ty Axis Error v s . v i s i b l e energy 
f r d c t i o n . 
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Fiyure 14: Averacje l ivent P r o p e r t i e s v s . v i s i b l e energy 
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a) average produced X | | . 
b) root-mean-sijuare value of produced P t . 

c) averaye produced sphericity. 
d) average produced multiplicity. 



3.3. 2 iii• jil momentum Track Cut 

liie jet axis error is also smaller in events that nave a 

iiijii Lioneii tui.i track. iii l''iyure 15 we snow the averaye an-jle 

oetween tne true jet axis and tiie detected sphericity axis 

as a function of the laryest X| I in the event. Hequiriny a 

iii.jn momentum ^article would obviously bias the momentum 

oistriouUion, but this effect should be minimal for 

applications where we can look only at tracks in the 

opposite jet from the "triyyer" particle. To see if this is 

true in our model, we look ayuiri at produced primary 

particles, this time consider i/i.j each naif of tne event 

separately. The separation is made according to the 

produced jet axis. In tiyure 16 we snow the averaye X | | and 

the root-moah-square ft of primary vertex particles as a 

function of the highest produced X|| in tiie opposite jet. 

i'iie average x| | is fairly strongly affected oy the 

requirement of a iiiyu momentum track in the -j^posite jet, 

but tne transverse momentum in quite constant. Twelve 

percent of tiie detected jets nave a track of X||>.5 opposite 

them. The jet axis error distribution with tiiis requirement 

is even better than for tne pure f-ioute Carlo, as shown in 

r i y u r e 11. 

;,e iiave investicjated tiie jet axis errors usiny thrust 

instead of sphericity. Since tiie results were quite similar, 

with tne averaye error sliyntly laryer, we use only 
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Averoge Sphericity Axis Error vs. Lorgest X| 
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Figure 15: Average J e t Axis Error v s . Largest X in oppos i t e 
j e t . " 
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sptiericity in the followiny chapters. The effects of the 
jet axis errors on the momentum distributions we measure 
will oe shown in the next chapter. 



Chapter IV 
CHARGED PAKTICL1-J DISTKltsUTIONS 

The primary q q pair produced in e1" e annihilation 
frayuent into the hadrons we can observe. Tnis fraymentation 
process cannot be understood witil current theoretical ideas. 
however we can observe the results of t..at process in the 
distributions of hadron momenta parallel and perpendicular 
to the quark direction. The variables to be measured here 
are the scaled moi.ientun parallel to the jet axis: 

I "P * "̂  I 
X = 

I I t; 
beam 

—* where W is a unit vector alonij the jet axis, and the square 
of tiie Momentum transverse to the jet axis: 

2 ^ _, 2 Pt = ( P X N ) 
The uncorrected distributions in X|| and Pt 2 are shown in 
figure 17 for the approximately 45,000 events which passed 
our cuts (described in Chapter 2). These events were taken 
oetween 7.0 and 7.8 GeV total center-of-r.iass energy. 

- 42 -
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Figure 17: Haw Distributions in X[, and Pt 2 

f) Detected crocks per .05 Xn for data (points) and i;onte 
Carlo prediction for contribution from tau events 
(histogram). The data are plotted separately for 

cnarge*cos© < O and > 0 to shofc' the contribution at high X. 
from taulti-prony Bhabha events. 

b) Detected tracks per .05 Pt 2 (in GeV 2) for data (points) 
and X rt<->nte Carlo (hisccjrai.i) . 
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4.1 MliTiJOU OF iii'FICIiiMCY CALCULATIONS 

The i-ionte Carlo was used to calculate corrections for the 
i-iark 1 detection inefficiency, for the effects of initial 
state radiation, and for the error in determining the jet 
axis. 

Lach Monte Carlo event was passed through a simulation of 
tne detector as described in Chapter 2 to obtain measured 
momenta. The Monte Carlo events were subjected to the sane 
event selection criteria as were the data. The sphericity 
axis was found in the same way as for the data. 

The details of the Monte Carlo simulation of initial 
state radiation are given in Appendix A. Events were 
generated with the correct center-of-mass energy 
distribution and given the corresponding Lorentz boost. It 
is conventional to display a given distribution as it would 
have been if there had been no radiation. Unfortunately it 
is not possible to eliminate the radiative events from tne 
data since we measured neither the total hadronic energy nor 
the presence of a bremsstrahlung photon which in general 
traveled down the beam pipe. Instead we calculated the 
efficiency by comparing the Monte Carlo detected events to 
those Monte Carlo events which were produced with no 
radiation. Thus the radiation was in effect divided out. 



The error in the jet axis was dealt with similarly: tne 
momenta in detected events were relative to the measured jet 
axis; the Momenta in produced events were relative to the 
produced jet axis. 

Several models were used to choose the hadrons for the 
Monte Carlo. The efficiency was calculated for each one 
separately to check for model dependence in the result. The 
models are described briefly here. Greater detail is yiven 
in Appendices B and C. 

The simplest model was the all-pion 
1imited-transverse-momentun model. All particles were 
chosen to be pions. The multiplicity was chosen according to 
a Poisson distribution with the averaye (10.5) adjusted to 
reproduce the averaye momentum per particle observed in the 
data. The fraction of the pions that were chosen to be 
neutral (.5) was adjusted to reproduce the averaye observed 
charged multiplicity. Momenta were yenerated with the 
proyram GENIUS 1^ according to Lorentz invariant phase space 
multiplied by a matrix element which limited Momentum 
transverse to the jet axis: 

2 2 
2 - SUM ( Pt / K ) 

|M| = e 

the SLAC version of the proyram described in 
D. C. Carey and 0. Drijard, J. Comp. Pliys. 2U:327, 1973. 
The prcyrai-.i is from a tape yiven to Koyer Chaffee by U. 
Carey and slightly modified by Koyer and f.iyself. 
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i.ie para...etjr ii was adjuste-: to reproduce tue observer 

jvera.je transverse moinentuu (;<=0.5b). 

/»n alternate model »as the udsc t eynman-i- i old n o u e H . 

tor tne nadronic events the initial q q pair were chosen to 

ut u, J, s, or c in ratios of the squares of their charjes. 

t.ac:i was fragmented according to the t'eyn;:icir:—t ield 

prescription. The two jets were joined arid the Momenta 

adjusted to achieve energy and laoaentuu conservation. Tiie 

fraction of strange quarks in the sea and the 

vector/pseudo-scalar ratio for the haarons were adjusted to 

agree wi th the measured K° and p fractions. Tiie average 

transverse momentum of tiie sea quarks was adjusted so that 

tiie hadrons in the Monte Carlo reproduced tne averaye iiadron 

transverse momentum observed in the data. The remaining 

parameters of tiie model were left as specified by tiie 

autnors. Particles decayed according to the standard values 

ot their lifetimes and branching ratios. 

A model intermediate between these two was the udsc 

1 iui ted-truusverse-inomentuiii model. The multiplicity and 

momenta were chosen as in the all-pion 

1 iini ted-transverse-momentum model. The particular hadrons 

were chosen to be pions, rhos, kaons, charmed particles, 

etc. as in the Feynman-Field inoael. 

A. beiden, Phys. Lett. 68b:157, 1977. 
A. Seiden, T.L. Shalk, and J.Jr'. Martin, Phys. ;<ev. U 
Id:3990, 1973. 
H. D. f i e l d and H. P. Feynnan , N u c l . Ptiys. B 1 3 6 : 1 , 197J . 
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Careful consideration must be given to the ^uustion of 

which particles should be included in the list of producer 
^articles which were used in the efficiency calculations. 
This chapter is concerned with the measurement of charjed 
particle momenta, but which charged particles? It would be 
unrealistic to pretend to be measuring charmed particle 
momenta when we observe only the decay products. A D that 
aecayed to K*" p is represented in the produced list by tlie 
resulting K~ Tr<"n"'ITI On the other hand we must be careful to 
avoid double counting. If the K decayed tiie resulting muon 
would not also be included in the produced list, although it 
might be included in the detected list. In the case of a 
pnoton that converted in the beam pipe to an e^e" pair, the 
e + and e~~ would not be included in the produced list. In 
summary, "charged particles" was interpreted to mean charged 
pions and kaons and prompt leptons. 

Tne Monte Carlo was also used to generate e e" — ^ /,<-1"/̂  
events . The resulting detected momentum distributions, 
normalized to the sa;ne luminosity as the data, were 
subtracted from the raw data. This magnitude of this 
subtraction is illustrated in Figure 17. 

21 . , -The X decay modes w e r e : 23.0%£v/ , 22.6's c o n t i n u u m , 1 6 . 4 s 
e»/M, 1 6 . 0 * U.V1 , 10.4% TTU, 9.3% AU' , 1.5% K*V, and 0.8% Kv . 



i.e present our momentuin spectra normalized to tlie nur.iber 
01 liadronic events. Thus the efficiency is the ratio of the 
track detection probability to the event detection 
probability, and can ue greater than one. The final fori.iula 
for a corrected momentum distribution is 

d - t 
i i 

e ( 13 - T ) b 
i i 

1 dn 
where C = corrected — in bin i 

i Nev dx 
o P 
i 

i p 0 
i 

d = il of detected tracks in bin i (data) 
i 

t = It of defected tracks in bin i ( M.C.) 
i 

D = it of detected events (data) 

T = ft of detected events ( M.C.) 
b = bin size 
i 

o = it of detected tracks in bin i (hadronic I-I.C.) 

= i! of produced IT1,;;", and prompt e" and K* 
in bin i in events with no initial state 
radiation (nadronic M.C.) 

= if of detected events (hadronic M.C.) 
= il of produced events witn no initial state 

radiation (hadronic M.C.) 
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'1. 2 HOIKNTA PAKALLfcX TO THE JET AXI5 

Despite cuts designed to eliminate multi-prong Bhabha 
events, some still remain in the data. These events are 
mostly forward scattering, so that the e + were mostly in the 
+z hemisphere and the e~" in the -z hemisphere. The 
contamination is obvious in Figure 17a where the raw Xll 
distribution is plotted separately for positive and negative 
values of charge*cos8. 

The data, subject to the requirement that charge*cose<0 
(and multiplied by 2) and with the tau contribution removed, 
are shown in Figure la for three different conditions: (a) 
all tracks, (b) tracks in events where at least half of the 
nominal center-of-mass energy has been detected in charged 
tracks (assuming pion masses), and (c) tracks for which the 
opposite jet contains a track of X||>.5. Tiie later two 
requirements reduce the error in the jet axis, and thus in 
X||, as demonstrated in figure 19 wiiere we plot for detected 
Monte Carlo tracks the scaled momentum parallel to the 
detected sphericity axis vs. the scaled momentum parallel to 
the true jet axis. Since the produced distribution used in 
calculating the efficiency is the same in all three cases, 
the bias by the opposite jet and visible energy cuts will oe 
corrected for if the Monte Carlo is in sufficiently good 
agreement with the data. Superimposed on the data in Figure 
13 are the results of the Feyruaan-Field Monte Carlo, 
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SI 

XLL PR0O. 

Figure 19: Error in X(|due to error in jet axis for (a) all 
events, (b) events in which at least half of the energy is 
detected, and (c) for tracks opposite a track of X„>.5. 



52 
normalized to the same number of tracks. The all-pion and 
udsc 1 imi ted-transverse-i,iomentum models cjave similar 
results. 

The efficiencies as a function of X|| are shown in Figure 
2(J for tiie three cases. we have calculated the efficiencies 
separately for the all-pion model and the Feynman-t'ield 
model. The disagreement between the two models was somewhat 
larger than the statistical error except at the highest 
momentum. toe averaged the efficiencies from the two models 
and assigned errors which cover the range of disagreement. 

The corrected distributions are shown in Figure 21. The 
results obtained using all events and using events with at 
least half of the energy detected are in good agreement, but 
differ from those obtained using tracks opposite a high 
momentum particle. Since the data and the Monte Carlo 
agreed better for the other two cases than for the 
requirement of a nigh momentum particle, we use only the 
results from all events and those witli at least half of the 
energy detected in our final distribution. The results from 
those two Methods were averaged and assigned errors which 
cover the slight disagreement between them. The values are 
given in Table 2. 

The charged particles we have measured here come from 
many sources: various heavy particle decays as well as the 
primary vertex. We would like to separate out those coming 



TABLE 2 

x | I 1/Mev dn/uX| j 

. 0 0 - . 0 5 3 9 . + 4 . 

. 0 5 - . 1 0 2 4 . + 4 . 

. 1 0 - . 1 5 1 5 . ± 2 . 

. 1 5 - . 2 0 9 . 5 + 1.5 

. 20 - . 2 5 6 . 7 ± 1.1 

. 25 - . 3 0 4 . 8 ± 0 . 7 

. 30 - . 3 5 3 . 4 ± 0 . 4 

. 35 - . 4 0 2 . 5 ± 0 . 3 

. 40 - . 4 5 1 . 8 ± 0 . 2 

. 45 - . 5 0 1.39 + 0 . 1 5 

. 5 0 - . 5 5 1.07 ± 0 . 0 7 

. 55 - . 6 0 0 .66 ± 0 . 0 8 

.60 - . 6 5 0 . 5 3 ± 0 .0 6 

.65 - . 7 0 0 . 3 5 + 0 .04 

.70 - . 7 5 0 . 2 8 + 0 . 0 5 

. 75 - . 3 0 0 .24 ± 0 .04 

.80 - . 8 5 0 . 1 6 + 0 .04 

. 85 - . 9 0 0 . 1 3 ± 0 . 0 3 

.90 - . 9 5 0 . 1 0 + 0 .04 

.95 - 1 . 0 0 . 1 3 ± 0 . 1 1 

dn / dx|| per event for all cnarged particles 

from the primary vertex, as it is those which reflect 
directly the guar* fragmentation process, and to which 
discussions of scaling etc. apply. To do so would require 
subtracting charged particles from all other sources. In 
subsequent chapters we investigate K° and 0° production. 
However tiiere are many other possible sources which we are 
unable to measure. In particular, we know that charmed 
particle decays must contribute a substantial fraction of 
the charged particles we observe. We show the effect of 
charmed particles by plotting in Figure 22 the charged 
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particle momentum distribution separately for events in 
wiiich the primary quarks are charm and in which they are up, 
down, or strange. Tne two distributions are quite 
different, a difference we expect to be energy-dependent. 
This illustrates the importance of including heavy particle 
decays when testing a model of quark fragmentation. The 
effect of decays is shown again in Figure 23, where we 
compare the X|| distribution of all primary particles to 
that of the final state charged hadrons. 
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4 . 3 HOicifJTA TrtANbVKHSL TO THE JET AXI_j 

The raw distributions in Pt 2 measured relative to ttie 
sphericity axis are shown in Figure 17b for tlie data and tt.e 
tau Monte Carlo. In figure 24 we show the tau-suutracted 
data for the three cases: all events, events in wnic.i at 
least half of the energy was detected, and tracks opposite a 
track of Xll>.5. Superimposed on the data are the detected 
distributions from the Feynm tn-t ield Honte Carlo. In Figure 
25 we compare the data to three different honte Carlo 
models: the Feymaan-Field model, the all-pion model with 
matrix element |M| = exp(-Pt2/.55 ), and tlie all-pion model 
with matrix element I l'i I = exp(-Pt/. 3) . None of the three 
models gives really cjood agreement. The Pt2/.55 model fits 
the low momentum region but falls below the data at high 
momentum. The other two models fit the hi'jh momentum region 
but are above the data near Pt 2 = .5 GeV 2. 

The efficiency was calculated separately for the three 
models and the three data selection cases and the results 
compared. The efficiencies from the Feynman-Field model are 
shown in Figure 25. The three cases agreed well for tiie 
same model, but there was significant model dependence. The 
error bars in the final distribution, which is shown in 
Figure 27 and listed in Table 3, cover the variations seen. 
Since the errors are dominated by the model dependence, no 
improvement in precision can be made by combining bins. One 
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s n o u l d a l s o n o t e t l i a t Llie t r a c k - o y - t r a c k e r r o r on Pt i s 

vury l a r j e , a s shown in b i j u r e 2 3 , so t h a t any s i a a l l - s c c i l e 

s t r u c t u r e in the t r u e d i s t r i b u t i o n would no t be v i s i b l e in 

t : ie c o r r e c t e d d i s t r i b u t i o n . 

TAbLK 3 

p t 2 

P t 2 (Ge*/ 2) 1/Nev d i / d P t 2 

. 0 0 - .05 4 1 . + 7 . 

. 0 5 - . 10 2 1 . 6 + 1 .6 

. 1 0 - . 15 1 4 . 0 ± 0 . 6 

. 1 5 - . 20 9 . 4 ± 0 . 6 

. 2 0 - . 25 6 . 6 ± 0 . 4 

. 2 5 - . 30 4 . 8 + 0 . 4 

. 3 0 - .35 3 . 5 + 0 . 4 

. 3 5 - . 40 2 . 8 + 0 . 4 

. 4 0 - .45 2 . 2 + 0 . 2 

. 4 5 - . 50 1 . 6 + 0 . 2 

. 5 0 - .55 1 . 3 + 0 . 2 

. 5 5 - . 60 1 . 2 + 0 . 2 

. 6 0 - . 65 0 . 9 0 + 0 .08 

. 6 5 - . 70 0 .74 + 0 . 1 0 

. 7 0 - . 75 0 .64 + 0 .14 

. 7 5 - . 30 0 .56 + 0 .14 

. 8 0 - . 35 0 .44 i 0 .06 

. 3 5 - . 90 0 . 4 2 + 0 .13 

. 9 0 - . 95 0 .26 + 0 .06 

. 9 5 - 1.0 0 . 2 8 + 0 .08 
1 . 0 - 1.1 0 . 2 0 + 0 .08 
1 . 1 - 1.2 0 . 1 6 + O.Oo 
1 . 2 - 1 . 3 0 .14 + 0 .06 
1 . 3 - 1.5 0 .08 + 0 . 0 2 

dn / dPt^ per event for all char-jed particles 

In Fiijure 29 we show the charged particle Pt^ 
distributions from the l'eyni;ian-t'ield Model for charmed and 



6b 
non-charmed events separately. In this version of tiie 
model, charmed particles always contain a primary quark. 
Since tne primary quarks by definition have no transverse 
momentum, charmed particles are produced with lower average 
transverse momentum than most other primary vertex 
particles. However this difference is not visible in the 
cnarged particle transverse momenta, which are nearly tiie 
same in charmed and non-charmed events. In Figure 30 we 
compare the Pt^ distribution for primary hadrons and for 
final state charged hadrons in the Feynman-Field model. 

In this chapter we have measured the momentum parallel 
and perpendicular to the jet axis for final-state charged 
particles. In subsequent chapters we will compare the 
charged particle distributions to those for K s and p^s, 
wnich are two of the possible sources for the charyed 
particles we have observed here. 

9 9 
"The original proposal by Feynman and Field was to give tiie 
primary quarks some transverse momentum. Then all primary 
hadrons would have the same Pt distribution. However, 
since the direction of the primary quarks is by definition 
the true jet axis, our primary quarks always have 0. Pt. 
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Pig. 28: Error in Vt due to error in jet 
axis for (a) all events, (h) events in which 
at least half of the energy is detected, and 
(c) for tracks opposite a track of x N > .5. 
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Chapter V 
K° PRODUCTION 

The production of strange particles compared to that of 
non-strange particles gives us our only indication of the 
behavior of stranye quarks compared to that of up and down 
quarks. Since the QED coupling jf quarks to photons is 
proportional to the square of tie quark charge, we expect 
the primary quark pair in e+e- annihilation to be up, down, 
strange and charmed in the ratio 4 : 1 : 1 : 4, so that only 
10? of hadronic events start out with strange quarks. The 
40% of events that start wi h charged quarks will give 
strange particles in the charmed-particle decays, for a 
total of 50% of hadronic events with two strange quarks. 
Additional strajige quark* may come from the sea. A common 
expectation^3 is that u,d,s and c quarks are pulled from the 
sea in the ratio 2:2:1:0. At an average multiplicity of 11 
hadrons per event, this would give an average of 
approximately 5 stra.uje particles per event. If no strange 
quarks were pulled from the sea there would be on averaye 
one strange particle per event. These expectations are 
subject to an error comparable to the discrepancy between 

for exauple field and Feyiraan, wucl. Pnys. B13o:l, 197a. 
- GS) -



7u 
tlie expected and measured values of the total cross section: 
K = 2.0 vs. 2.6 below charm threshold and K = 3.33 vs. 4.3 
at 7.3 GeV. 

The cross section for inclusive kaon production lias been 
measured by the Markl, Lead Glass Wall, DhSP, and PLUTO 
collaborations. 4 These measurements in the form of 

C7( e + e K° X ) 
;0 

CT( &' e 
- or R = 
) K" (T( *+ o~ 

± K X ) 

<T( e T c — > H'U~ ) K" 0~{ e1" e — > p*(A 

are presented in Figure 31 as a function of the total center 
oi mass energy. The region from 3.9 to 5.0 GeV, where the 
total cross section is rapidly varying , has been omitted for 
clarity. All groups have corrected for their detection 
efficiency. All but the PLUTO collaboration have corrected 
for the undetectable part of the momentum spectrum. The 
PLUTO collaboration estimated this loss to be 10%; their 
results have been increased by that amount before being 
included in Figure 31 . Only K s can be detected; the total 
\\ production is calculated with the assumption that an 
equal number of K$ and K L are produced. within the 
measurement errors, charged and neutral kaons are produced 
egually. In Figure 32 the charged and neutral data are 
combined to give the average number of kaons per event. 

2<! Vera Lutii et. al. , Phys. Lett. 70tt: 120,1977. 
piccolo, Peruzzi, Kapidis et. al., Phys. Lett. 8Ca:220, 
la79. 
DASP c o l l a b o r a t i o n : l i randelik e t . a l . , Ptiys. L e t t . 
67o:3G3, 1977. 
PLUTO Collaooration: uunaester et. al., Pnys. Lett. 
67o:367, 1377. 
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oelow ciiarifi thresnolJ 1/3 or tlic primary quarr.s s:iouit; :,<_-
straivje so that the average number of ttaons per event woulo 
oc- 1/3 if no stranye ^uarks were pulled iron tiie sea. i'r.e 
Marl; 1 data point near 3.6 GeV includes the region ot the 
3.77 resonance. The other groups' points are taken ot 3.6 
Gs--. (although they are plotted here slightly to eitiier sije 
so they can be seen) and are therefore completely below 
charm threshold; the average measured value is 0. 5u +/-
0.06. The Mark II collaboration lias measured'1-' the average 
number of lamdas (including anti-laindas) to be 0.027 +/-
0.004 at 3.6 GeV. The kaons and lamdas together give 0.53 
+/- 0.06 strange particles per event, which is above tne 
0.33 expected from the primary quarks alone, although the 
significance is questionable due to the disagreement between 
experiments. At 5 GeV the average measured Kaon 
multiplicity is 1.16 +/- 0.06 and the average lamda 
multiplicity is 0.044 +/- O.OOf, This sun is also somewiiat 
higher than the 1.0 expected from the primary quarks alone. 

It is interesting to estimate the relative probability of 
pulling a strange quark pair from the sea, although the 
result is subject to large errors due to the discrepancy in 
R and the uncertainty in the average hadron multiplicity. 
If all particles were pions, the total multiplicity would 
have to be approximately twice the charged multiplicity to 

G. S. Abrams et. al., Phys. Kev. Lett. 44:10, 1900. 
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Pairs with mass between .4a and .52 weV were used as ,-;us 
and side-bands of .44-. 46 and .54-. 56 /*ieV were used for the 
oacK.j round subtraction. 

A K u candidate was kept only if the distance in xy 
projection of tiie K vertex from the beam was greater tuan 1 
cm and also greater than 3 standard deviations from 0.0. 
The standard deviation was calculated from the opening angle 
S between the two tracks and the position error per track of 
1 nun: 

0" = 1 mm / ( sqrt(2) * sin (5) ) 
This radius cut removed 67% of the background and 3116 of tne 
signal. 

The position and momentum vectors were required to be 
parallel to within 90 degrees. This cut alone removed SO'-i 
of the backyround and 3% of the signal. A tighter cut on 
the angle would give a somewhat lower but less flat 
backyround. The anyle and radius cuts toyether removed 83s 
of tiie backyround and 344 of the siynal. The data wi tli both 
of tiiese cuts are shown in Figure 35. After t'.l the cuts, 
2137 K°s are left in the peak. 

The cuts used above are illustrated in Figure 36 by 
plotting the cut quantity separately for the 
background-subtracted K° and for the backyround region. The 
radial and z position of the primary vertex for events 
containing K s are shown in figure 37 to demonstrate that 
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tiie :;u decoy products (wiiicu were included iii ttie j.riiisciry 
vertex fit) did not pull the primary vertex outside our cutt> 
OL A cm and 10 cm respectively. 

Uvents witli their primary vertex witiiin 10 cm in z from 
the beam crossing point were used as signal. Tho.se between 
20 and 30 cm away were subtracted as background. 

http://Tho.se
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5 . 2 K^ NOi'itW'riJfi UI_iiT:-lIriUTI'JN_S 

'i'iie momentum parallel arid perpendicular to the jet axis 
was calculated for each TT̂ TT pair. Backjround-suotracted 
distributions of K momenta were raade by plotting X|| and 
Pt 2 witii amplitude +1 for each pair wi tn mass in tne signal 
region (.43-. 52 UeV) and witii amplitude -1 for each 
coi.ihina tion in the side-bands (.44-. 46 and .54-.56 GeV) . 

Two models for K u production were used to calculate the 
i<° detection efficiency. The first was the Feyninan-fr'ield 
model, in which the strange sea quark fraction was set to 2'i 

in approximate agreement with the data. The second was a 
modified version of the all-pion 1imited-transverse-momentuu 
phase space model in which eacn event contained one K . 
Events were generated with each model and subjected to the 
same K u selection criteria as the data. The efficiency 
included the effects of initial state radiation and tiie 
error in the jet axis, as described in detail in the 
previous chapter. The two models ayreed within the 
statistical errors for tiie efficiency as a function of X||. 
Tiie was disagreement as large as 20% in some regions of Pt ,• 
tne error bars were increased accordingly. The results from 
tne two models were averacjed and are shown in figure 38. 

The corrected K^ distributions in X|| and Pt 2 are 
compared to those for all charged particles in Figure 3y. 
(Tiie charged particle distributions were divided by 10 for 
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K° X|| in Feynman-Fie ld Model 
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Chapter VI 
0 PRODUCTION 

ivnen the available energy is large compared to a ^ion or 
a rho mass one might expect pion and rho production to be 
approximately equal. iiiaive spin statistics suggest tliat 
spin 1 particles would be produced three times as frequently 
as spin 0 particles. Measurement of rho production is one 
step towards any eventual understanding of fragmentation of 
quarks into nadrons. It may also have a significant impact 
on any study of charge correlations or leading particle 
effects, which can be created or diluted by resonance 
decays. ijince high statistics are required for measurement 
of rno production, it will be some time before the work 
presented here can be replaced by results at higher energy. 

Measurements were made of the average number of C s per 
event and of the p 0 X1 I and Pt' distributions. Tne p® was 
ooserved in its decay to TT+TT. All charged particles were 
assu:.ied to be pious and the invariant mass was calculated 
for all pairs of opposite sign. Trie resulting mass 
distribution is shown in Figure 42a. The mass distribution 
was also plotted separately for 10 bins in X|| of the 
di-pion system from 0.0 to 1.0 and 10 bins in Pt^ from 0.0 
to l.u GeV. Then adjacent bins in which the signal was weak 

- 00 -
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wert; combined to allow a statistically significant result. 
The mass distributions for the final choice of bins are 
shown in r'iyure 42b-l. 
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G.l liACKGKOU.MD DKTiiKi'lIMATIOH 

The large width of tiie p° and the large background unJer 
it make the determination of the shape of the background 
both difficult and important. Several methods were tried 
and the resulting p° yields compared. The good agreement 
oetween methods gives confidence in the result. 

6.1.1 i-iethcd _1_ 

One would like to measure the background from the data 
itself. One possibility is the mass distribution of same 
sign pion pairs. Another is the mass distribution of 
opposite sign pairs, one of which has been rotated through 
an arbitrary angle (restricted to be within the solid angle 
of the detector). The first of these is necessarily biased 
towards high multiplicity events by the requirement of 
charge conservation; the second lacks tiie restrictions of 
momentum conservation. A distribution that avoids these 
difficulties, but also lacks the connection with reality, is 
the TT"t"Tr mass distributions obtained from the Feynnan-t'ield 
fionte Carlo. This model includes production of several 
resonances, some of which may produce peaks in tiie TflT mass 
distribution. For example, the K*°(890) appears as a peak 
near 670 MeV. In order to obtain the background from this 
model we have excluded the true p° signal from the TT'Tr-

distribution; all other combinations were included. 
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iiach of the three background forms was used in turn and 

the results were compared. In eacli case the backg round was 
normalized to the data in the region .9 to 1.2 GeV and then 
subtracted from the data. None of the three background 
forms is good enough to leave behind only a o signal; 
however tiiey do take out most of the background. The 
same-sign background is compared to the data in Figure 43. 

The subtracted data was then fit with a farei t-iviyner plus 
a first or second degree polynomial to accommodate the 
remaining background. The form of tiie dreit-rtigner used 
•ViJ b 

BW 

m fl P 
0 

2 2 2 2 
( i*i - i«i ) + ( M p ) 

0 0 

ivi t l i 

r = p < /I //•. > ( k/k ) 
0 0 0 

wrier*; rt0 is the nominal p mass and \ 0 its nominal widen,- k 
is the momentum of tiie pion in the p center-of-mass when the 
p nas inass I>I; k 0 is that momentum at mass w 0. 

Trie fit obtained with the same-sign pion subtraction is 
siiown in Figure 44a wi tli a straignt line background and in 
1'igure 44b with a quadratic background. In these fits the p 

2S J.D. Jackson, Nuovo Cin>. 34:1644, 190-' 
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mass and width were fixed at the standard values of 776 and 
155 i-ieV respectively. It is clear that ttie observed o has a 
lower mean mass. Allowing the mass to vary gives a best fit 
value of 746 +/- 5 iieV ( Figure 44c ), Tnis discrepancy is 
present throughout this analysis, although the preferred 
mass increases somewhat with the momentum of the p. Since 
the K shows no such deviations, the effect cannot be due to 
a problem with the momentum scale or the energy loss 
corrections. Further discussion of the mass problem is 
given in a later section. 

Fits were performed in each of the momentum bins with 
each of the three background forms, with the p mass fixed 
and variable, ano with first and second degree polynomials 
added to the Breit-Wigner. The results were averaged and 
assigned errors that encompass the variations found from fit 
to fit. 

6.1.2 Method 2^ 

Several previous measurements'••' have used an exponential 
background wnich also multiplies the breit-vvigner peak. The 
data above 560 or 600 weV were fit with the form 

exp ( -a M - C W 2 ) * ( A •!• D bVi ) 

2^for example: 
Deutsciunann e t . a l . , Mucl. Phys. B103M26, 1976. 
l i iggins e c . a l . , Phys. Rev. D19.-65, 1979. 
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where iiv. i^ t;ie orei t-.vigner fori.' as given aijove and A,IS,C 

and u are tree parameters ot" the til". Tnis form deviates 
i'ro.n tlie data rapidly below about 600 weV. The fit is 
iaiproved it the data is first corrected using tlie 
mass-dependent efficiency obtained wi tii the all-pion .-lonte 
Carlo. Therefore this correction was wade for eacli momentum 
ran.je and fits were performed between GOO and 1200 i-ieV. 

The multiplying of tlie rirei t-'.vigner by the background is 
intended to approximate the effect of tue ptiase space 
suppression of the production of nigh-mass Ds. The peak of 
tne .irei t-i\igner is shifted down slightly, out not enoucjn to 
agree with the data using a nominal mass of 776 j'ieV. In 
tigure 45 fits are shown witli the p mass fixed at 776 neV 
(a) and allowed to vary (b) . Trie best fit value was TJ3 +/-
b ,>.eV. 

The stability of the fits was investigated Dy repeating 
tnem with different starting values and by varying the mass 
range of the fit. Errors were assigned wnicn covered tiie 
range of variation seen from fit to tit as well as tiie 
statistical error. 

The efficiency obtained from tiie ail-pion i-lonte Carlo is 
not necessarily a good representation of the 0 efficiency. 
Therefore we 'nultiply the results obtained in this section 
by the all-pion efficiency to give raw p° yields which can 
be compared to those obtained with t.'ie other methods. 
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5.1.3 He Uioa 3 

It was decided that a more flexible background sna^e 
.viiicu could curry the tit below tue K° was needed. The i.iass 
rjn.je from 3<lJ to 1200 i-ieV was fit with a fourth order 
•jolynowidl oackground plus a Gaussian K peak and the 
Br ei t-fii'jner p peak. The polynomial 

CO TO + CI Tl + C2 T2 + C3 T3 + C4 TA 

was formed from the first five Chebyshev polynomials: 
TO = 1 
Tl ••= x 
T2 = -1 + 2 x 2 

T3 = -3x + 4 x 2 

T4 = 1 -3 x 2 + t! x 4 

with x normal i zed to range from 0. to 1. over ttie mass range 
of the fit. The free parameters of tne fit were the 
coefficients CO through C4, the amplitude of the Gaussian 
peak, and the amplitude and mass of tile Brei t-.Vigner peak. 

Tne stability of the fits was investigated by repeating 
tueiii wi tn different starting values and by varying the mass 
range of ttie fit. Krrors were assigned which covered the 
range of variation seen from fit to fit as well as the 
statistical error. In some momentum bins satisfactory fits 
were obtained without tiie fourth order t.it.n; in those cases 
that result was included in the average and error. 



lul 
The appropr iateness of the four tli-orJer pol ynomial *os 

investigated with honte Carlo data. Good fits were ootained 
to the detected mass distribution from tiie all-pion Monte 
Carlo. When t.iis distribution was fit with the pol>nonial 
background plus a tJrei t-lvigner, tne resulting "p yields 
were small and consistent with zero. The parameter 
controlling vector particle production in the t'eynman-t ielu 
ilonte Carlo was adjusted so tiiat the total p yield agreed 
approximately with the p yield obtained from the data (in a 
previous iteration of this whole process). The fits 
performed to the data were repeated on a comparable number 
of events from the Feynman-Kield model. The results of the 
fits were compared to the true numbers of detected p°s. The 
discrepancies found were comparable to tne errors we iguote 
for the data. 

Typical fits are shown for each momentum bin in Figure 

42. 

6.2 ltESULTS 

The results obtained with the three methods above are 
gratifyinyly consistent. The Xll and Pt distributions are 
shown separately for the three methods in Figure 46. 

The results of methods 1, 2 and 3 were averager] together 
and assigned errors that cover the full variation of all 
three methods. The contribution of the heavy le^ton to tne 
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0° production was estimated usi.~uj tue ;-tonte Carlo and 
subtracted. The 0°s from tiie taus cose fro.,i its Al decay 
r.iode, which has been assumed to be 105 +/- 5's, with 100'i of 
the Als decaying to TTTT. ,ve have assigned 100* errors to 
the resulting p° momentum spectrum. Approximately 3'i of all 
detected events are tau events. This subtraction is small 
compared to the errors in the fits; we do it explicitly for 
the saKe of clarity. The numbers are jiven in Table 5. 

e 
TABLt; 5 

0 Production 

bin p° yield tau eff ici ency O 0/event 

all 3503 + 1767 517 .52 + .06 • 39 + .09 
o.< XI I <.3 5136 + 1736 109 .51 ± .06 .8 + .3 
.3< XI I <.4 1535 + 471 104 .50 + .07 •7 ± .3 
.4< XI I <.5 301 ± 393 98 .55 + .08 .4 + .2 
.5< xll <.6 822 + 260 81 .52 + .08 .38 + .13 
.6< xll <.7 262 + 215 81 .57 + .10 .11 ± .09 
.7< XI 1 <1. 150 + 123 44 .55 + .10 .02 + .02 
o.< pt 2 <.l 4315 + 1295 273 .67 + .10 1.5 + .5 
.1< Pt 2 <.3 3093 + 1019 177 .49 ± .06 .75 ± .26 
.3< P t 2 <.5 756 + 228 50 .36 + .05 .25 ± .11 
.5< Pt 2 <.7 338 + 260 14 .34 ± .04 .12 ± .09 
.7< Pt 2 <1. 306 + 139 2 .29 + .04 .08 + .10 

The raw ^ u yield, the predicted number of p u s from tau 
decays, and the 0° detection efficiency are given for all 
momenta and in bins of lonyitudinal momentum (in units of 
the beam energy) and in bins of transverse momentum in GeV 2. 
The corrected total 0° production snii the dn/dXll and 
dn/dPt 2 are normalized to the efficiency-corrected number 
of produced hadronic events ( tau events excluded ). 
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Vlie p ° detection efficiency was calculated usimj t«o 
jitterent production models. The first was tilt; Peyrnnaii-t-'ield 
model. Tne second was a modification of tiie all-pion model 
in wnich every event liad one p°. The results ajreed witnin 
tne statistical errors. A 10'i uncertainty was added to tiie 
statistical errors to allow for the difference in tri'jyer 
efficiency between these two models and the all-pion model. 

The corrected X| I and Pt d ist r ibu tions are siiown in 
figure 47. For comparison tlie fijure includes the same 
distributions for all ciiar.jed particles multiplied by 0.5. 
It is seen that the XI I distributions nave approximately tiie 
same shape above X| 1=0.3. 'i'ne Pt^ distributions are 
consistent witn having the same slope above Pt' = .1 GeV". 
however the charged particle distribution is steeper at low 
Pt 2, wnereas the g distrioutiou can ba tit by a sinyle 
exponential: 

dn/dPt 2 = A exp ( - B Pt 2 

with D = 'j +/- 1. 

Charyed particles at low momentum can come from p decay, 
as well as K°, eta, omecja, and charmed particle decays. The 
multitude of sources means it is not possible to measure the 
distribution of primary pions. It is also not known how many 
of the ps themselves may have come from liiyher mass 
^articles. In tlie version of the t'eynman-Field model used 
nere, p u s can come from the primary vertex or from ;;ta' 
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Figure 47: Corrected X„ aiui Pt 2 of ^°a, 
Tlie joints are the corrected data for the number of ^>us per 
event per unit of X| I or per GeV of Pt 2. The histograms are 

the corrected X| I and Pt 2 distributions for all c.'iar-jtd 
particles, multiplied l>y 0.5. The straight line is the fit: 

exp (-5 P t 2 ) . 
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decay, but not from cnarmed particle decay. An input ratio 
of 1:4 of vector ^articles to pseudo-scalar particles at the 
primary vertex produced approxima te agreement with the 
measured total o production. The average number of pa per 
event in tne model as a function of the vector particle 
traction V ( V = vector / vector + pseudo-scalar ) is shown 
in Figure 46 and compared to the data. In Figure 49 the 
i.iojel X| I and Pt distributions are compared to the data. 
The Pt distributions are in good agreement. The X|| 
distribution of the model is approximately exponential 
wnile the data lias significantly fewer p s at low momenturn. 
However the Feynman-Field model is not really designed to 
operate at these low energies. A slight change in the method 
of terminatiny eacli jet can reduce the number of p°s at low 
momentum to give somewhat better agreement with the data. 
The data above X||=.3 are consistent witil the commonly us^d 
e.jual vector and pseudo-scalar production. (The n momentum 
uistrioutions are not significantly changed by the increase 
in the vector particle fraction.) Therefore equal vector and 
pseudo-scalar production is in disagreement with the data 
only at low momentum. Without a more sophisticated model to 
fit the entire momentum spectrum, we cannot say whether 0.2 
or 0.5 is preferred for the vector parcicle fraction. 
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p° Product ion in Feynman-Fie ld Model 
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Figure 48: p° production in the Feynman-Field Model. 

Results from the Feynman-Field moilel for the number of 

p°'s per event as a function of the vector particle 

fraction parameter. 
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6.3 CU^ PAH I SON ivITil PK'-IVIOUS HKASUUtli'iKMVS 
6.3.1 1'iaas 

The accepted-'0 value of the p° masa is 776 +/- 3 HeV. 
The effect of Q -W interference in the Trt!T~ decay mode is 
small . However several experiments have observed the o 

at approximately 750 MeV. Jackson" has sucj'jested that a 
broad resonance sucn as the D can be expected to appear with 
different peak values in different reactions. T. Fields and 
H. SiiHjer discuss 3 4 a possible explanation of the low p mass 
in terms of the limited phase space available at each step 
of the chain decay of a heavy fireball. They suj.jest tliat 
tne effect raiijht be larger for lower momentum ps. 

A possible problem with our Q fits is the presence of a 
K*°in the TT̂ TT" mass distribution just below the position of 

-^"Reviews of Particle Properties", Particle Oata Group, 
Pl.ys. Lett. 75B.-1, 197a. 

3i.n'.W.rt. Allison et. al. Phys. Kev. Lett. 24:611),1970. 
P.J. Bivjys et. al., Phys. Kev. Lett. 24:1201,1970. 

3 2Kaja et. al. Phys. Kev. D16:2733, 1977. (p p at 100 GeV/c) 
Alorow et. al., Nucl. Phys. B15b:39, 1979. (pp atV3 = 23.5 
to 63.0 GeV) 
Krwilova et. al., Nucl. Phys. B137:29, 1973. (p p at 22.4 
Gev/c) 
Simjer et. al., Pliys. Lett. 60J:3cJ5, 1976. (pp at 205 
GeV/c) 

3 3 J . 0. Jackson, Nuovo Citu. 34:1544, 1964. 
3 < 5T. fields and H. Singer ,"Hass of the fj° in NM 
Annihilation" in the Proceedings of the 4tn International 
Syr.iposiu.ii on Nucleon-Antinucleon Interactions, Syracuse, 
197b, ed. uy X.K.Kalojeropolous and K.C. rtali. 
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tne P. To investigate tliis possibility, the data was 
re-analysed using tlie time-of-flight information, b'ach 
charged ^article was assigned a pi on wei'jht. If the ^article 
iiad no time-of-flight inforination, the weiyht was 0. 
Otiierwise the difference was calculated between the expected 
time-of-flight for a pion of that momentum and tlie measured 
value. The weight was 

W = exp ( -.5 AT / cr ) , 
where (T is the resolution of the time-of-flight system, 
which was 0.4 ns for this data. Each combination of 
oppositely charged tracks was plotted weighted with the 
product of the two pion weights. All the fits described in 
section 1 were repeated on trie weighted data, and the 
corresponding efficiencies were calculated. The resulting 
corrected X|| and Pt^ distributions agreed with those 
obtained in section 1 within the errors quoted. The best fit 
values for the O 0 mass were also in agreement with those 
obtained with the unweighted plots. Monte Carlo studies 
indicate that the time-of-f1ight weighting would 
substantially reduce the K*° contamination in the TT̂ Tf— mass 
spectrum. Since the weighting did not affect our results, we 
conclude that the K*-0 is not a problem. 

6.3.2 Kate 

Ou r average number of P s per event corresponds to 
K ( D ° ) = CT(eTe- ? 0 X) / <r;e+e_ ^j*r ) = 1.7 +/- 0.4. 
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The PLJTO collaboration reports a value tor i<(0 ) ol aoout 
1 +/- .2 froi.i 4.1 to 5.0 GeV ceiiUr-of-iwas ener-jy. A jlot 
of i^Cc0) vs. center-o£.uass energy id sno.vn in l-i<jure 'J0. 
K ( C ) is increasing with energy. Jsiny tne riark 1 rusul tsi'i 

for the total aadronic cross section and the cwefdje charjed 
multiplicity, we can translate tne .<;arK 1 and PLO'TO results 
for i<(p ) into tlie relative numbers of p s and charged 
particles. Tiie results are .06 +/- .01 at 3.6 OeV, .05 +/-
.01 at 5.0 Gevr, and .07 +/- .02 at 7.3 GeV; this is 
consistent with a constant ratio. Vve can also translate tno 
PLUTO results into the average number of p s per event and 
tnen compare tlie i-lark 1 and t-'LUTO results wi tii those froi.i 
inelastic ant i-neutr m o proton sea ttej in-j . AS stioivn in 
lijure 51, the results frou the anti-neutrino experiment are 
consistent v.itii the e e experiments. 

G . 3. 3 No in an tun Distr ibutions 
A review by Kirk et. al. " of non-strange lieavy meson 
production in nadron collisions (where Pt is measured 

3 j J . Guerger, i-ioriond Conf. v.2:133, li)7o. 
J.L.Siegrist, "riadron Production by e e Annihilation at 
Center-o£-iviass energies Between 2.0 and 7.3 GeV", 
SLAC-225, 1979. (Thesis) 

3 7 w . Derrick et. al. AKL-.li;P-Pi<-7';)-41, COO-3066-137, PU-4y7; 
Nov. 1979. 

-.3 1:. Kirn et. al., Nucl. Phys. ts.l2;i:3y7, 1S.-77. 
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relative to the Deau axi^) .vi tn bean mo/.ienta ranyincj iron o 
to 2o'j GeV/c reports that triey can all ue fit by the for..i 

dn/dPt 2 = A exp ( -b Pt 2 ) 

..itii i) = 3.4 +/- .1 (GeV/c) Cur vjlue of 5 +/- 1 .jives a 
steeper slope, but tlie error is lar-je. 

Our Pt 2 distribution is compared to that froi.i the 
anti-neutrino experiment, for which the averaye W was 3.4 
GeV, in i-'î ure 52. here Pt is measured relative to the 
^uark direction in both experiments. The results are 
rou.jhly consistent. 

;\e know of no other data on X|| of P s. PLUTO has 

5.U (JeV. This can be transformed into a distribution in X = 
P / Pmax, which is approximately X|| for lar.je woi.ienta. The 
anti-neutrino experiment measured the distribution in Z = t 
/ cJraax, where the energies are measured in tne lab frame. 
Ayain, for lar̂ je momenta, this siiould be approximate X||. 
Tne 2 distribution of p s was also measured in inelastic f 

39 muon-nucleon scatter in'j. •* All of these results are compared 
in l'iyure S3. The agreement on an absolute scale of such a 
wide ranye of experiments is tjuite remarkable. This is an 

indication that the process of 4uark fragmentation is 
independent of the source of the î uark. 

39 C. del Papa et. al., Phys. Rev. Lett., 40:90, 197U. 
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Chapter VII 
CONCLUSION 

The data taken with the Mark 1 detector at SPt'aK have 

demonstrated the existence of jets. The angular distribution 
of these jets, along with the nearly constant value of i< 
above char.p threshold, provide strong support for the 
existence of the reaction e e - — > q q as the underlying 
median ism in hadron production in e e~ annihilation. The 
SPilAH results have been strikingly confirmed in the much 
higher energy data taken recently at P£THA. In addition to 
very clear evidence for two jet events, the PETuA data 
indicate the existence of some three jet events, where the 
triird jet is presumably the result of the fragmentation of a 
high energy gluoo radiated from one of the guarks. 

Tlie study of the reactions o+e~ — > gq and e+e~ — » ggg 
has a problem in that we observe not the quarks and gluons 
themselves, nor even necessarily the hadrons produced 
directly from the guarns and gluons, but the long-lived 
decay products of these hadrons. Thus twice removed from the 
reaction of interest, one is dependent on models of tiie 
intervening processes. We have in the Feynman-Field model a 
phenomenalogical parameterization of the ^uark fragmentation 
process, which predicts momentum distributions as well as 

- 117 -
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particle types. The decay properties of most particles are 
well Known, but to date the study of charmed particle decays 
:uis concentrated on exclusive decay channels, and we Know 
nothing, for example, about inclusive p°s in D meson decay. 
In e^cT anniijilation, charmed particle decays provide a 
substantial fraction of the final state particles we 
ouserve. In particular, it appears tuat most of the kaons 
come from charm decay, so tnat the K momentum distributions 
reflect the charmed particle momenta generated in quark 
fragmentation folded with the K momentum generated in 
charmed particle decays. The resulting distributions from 
our model agree well with the data. The p° distributions 
are not in such good agreement, but, lacking information on 
tiie contribution of charmed particles here, we don't yet 
know how tv, interpret this disagreement. In addition, the 
Peynuan-t'ield model is intended for higher energies, where 
particle masses'are not important. The relatively small 
number of p°s observed at low momentum may be an effect of 
the small phase space available for producing heavy 
particles, an effect which is not included in the model. 

These difficulties are unfortunate, but at present 
unavoidable. however, the real point of this thesis is not 
the model but the data, which is now availaole for 
comparison to any improved models which may be developed in 
the future. Although the present thrust of high energy 
physics lies in studying tiie quarks and gluons, work in 
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which the necessity of looKiny at hadrons is reyardid as a 
nuisance, we hojje that some attention will ae turned in the 
future to an understanding of how quarks turn into hadrons, 
anu that this thesis is a step in that direction. 



Appendix A 
HADIATIVt CORRECTIONS 

In e+e- annihilation either of the initial state 
particles can emit a photon before t»e annihilation. Then 
t:ie e+e- annihilate at a reduced center-of-inass energy and 
in a center-of-mass frame which is no lonyer at reft in trie 
laboratory frame of reference. for example, in two jet 
events, the two jets are not colinear in the laboratory 
frame. To include these effects in our Monte Carlo, we must 
generate eve-nts with the correct photon distribution, 
fortunately the initial state radiation is described by 
wel 1-understood Quantum lilectrodynanics (JED). 

To third order in <X, the total cross section consists of 
a radiative part that has a final state photon and a 
non-radiative part with no final state photon: 

(j- (s ) = cr (s ) + cr (a ) . 
tot 0 r 0 nr 0 

The relevant Feynman diagrams are shown in Figure 54 . 
The non-radiative part is obtained from the second and 
fourtn order graphs ( g2 and g4 ) : 

°rionneau and martin, .\!ucl. i'iiys. B27.-3ai, 1971. 
- 120 -
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CT (s ) = I q2 + g4 | 
nr 0 

= I y2 I + 2 Ke ( g2 * g4 ) 

= a (s ) + 2 He ( 92 * 9", ) 
0 0 

where Tc is the total cross section calculated to second 

order. The radiative part is obtained from the third order 

graphs ( • j 3 ) : 

CT (s ) = I g3 
r 0 

/ilb 

/ 

dQ Q 
— (1 + - ) eft-') 2 o 

2 Kb 

2 at 2 t;b 
( -1 + 2 In ) 

11 Me 

s' is the square of the e+e- center-of-uass energy after 

radiation; lib is the nominal beau energy. The integral 

diverges at its lower limit. This divergence is cancelled by 

a divergence in the g2 * g<5 terais of the non-radiative part. 

Since emission of very low energy photons is not detectable, 

we change the lower limit of the integral to Umin =.01*ub and 

transfer to the non-radiative cross section that part of the 

radiative cross section involving photons of energy less 

than yaiin. Tnen 

cr (s ) = ( I + S') <r (s ) 
nr 0 0 0 
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2o<- rr 
1T G 

17 13 yinin 
— ) + t ( — + In ) 
35 12 Eb 

we approximate the strong forward peaking of the-

bremsstrahlung process by puttiivj the emitted puotons 
exactly parallel to the electron and positron alternately. 
Then s' = s (1-y/Ub). Tlie expression for the total cross 
section at a given energy involves the cross section at all 
lower energies. However, wnen the pnoton carries off a 
substantial fraction of the energy the large Lorentz boost 
sends all the particles down the beam pipe so that such 
events are never detected i'. an experiment like the Nark 1. 
In practice, we need not generate events with s' below 1 

GeV This cjives an upper limit to the photon energy of 
Qi.\BtA = lib ( 1 - 1 Ge\/2/s0 ). This neatly avoids the 
uncertainties in the cross section at low energies. 

For each event we choose a paoton energy Q by picking a 
random number x between 0 and 1 and solving 
Pv)(a) = X*Pv)(Qi<iax) 
for Q, where 

PQ(Q) =CT o(s 0) ( 1 + <$• ) for Q < grain 
Py(0) = <T (s ) ( 1 + $• ) + 

0 0 

/ 
ay 
— ( i 

tu - ) cr(s ' ) 
2 0 

/ Qiiiin 
2 Eb 
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f o r v'nin < -2 < Qua*. 

A c t u a l l y , we c a n n o t s o l v e t h e e q u a t i o n a n a l y t i c a l l y , so 

we c r e a t e an a i . a y PQ(IQ) w i t h Q/iib = 1 0 0 . * I Q . Then f i n d I j 

so t h a t 

P y ( I Q - l ) < X < Py(IQ) and i n t e r p o l a t e : 

Q VQ - PQ( IQ- l ) 
— = . u i ( i g - i + ) 
Eb pu(ig) - pg(iQ-i) 

This binning would smooth out the fluctuations in K, so 
instead of usiny the measured cross section in calculating 
*?J(0) i we assume a cross section equal to a constant times 
1/s. Then when a Q is chose.!, it is weighted with 
H(s')/Hraax, i.e. events are kept with probability 
ii (s') /Raax, where liuax is the highest value of R between 1 
GeV 2 and s 0. 

To get efficiencies for calculating the total cross 
section, etc., it is not sufficient to use the ratio of 
detected events to produced events. Convention has it that 
we are to determine not 0" but Of̂ , the second order cross 
section. Our data corresponds to those honte Carlo events, 
botli with and without radiated photons, which are detected. 
Since the non-radiative part of the cross section is 

(l+S'JO^r the efficiency is 
it of detected events 

e f f = {1+8') 
if of events produced with no radiation 



The number of events produced as a function of ^' /:. 

s =(7.3 G e V ) ' are jiven in Table 6 alon^ with the 

corresponding detection efficiency. 

12'J 

Lor 

TABLt 6 

Initial State kadiation. 

1 s / s it events efficiency 
i 0 produced 
I O.-.l 256 0.00 
1 .1-.2 170 .03 
1 .2-.3 140 .14 
1 .3-.4 it>y .27 
1 .4-.b 151 .34 
I .5-.6 196 .41 
I .6-.7 232 .47 
1 .7-.3 317 .31 
1 .8-.9 501 .S6 
I .9-.y9 1701 . 60 
1 i.O 5147 .61 
I total 10000 

Distribution in effective center-of-mass enerjy 
for a typical Monte Carlo run of 10000 events. The 
efficiency quoted for a .jived ranye of s' is tne 
fraction of events produced with tuat s' which pas; 
the standard analysis cuts described in Chapter 2. 

An inclusive efficiency is obtained by binning the produced 

and detected particles in the appropriate variable. tor 

example, for the K momentum spectrum 

it of K u , s detected with momentum p 
eff (̂ ) = (1+S') 

K i of i< 0 ,s produced with Momentum p 
in events with no radiation 
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l i j u t e 3b -hows t h e e f l e c t of r<iu i.a t i o r . on t h e JC-L a » i i . 

i.'iu d . i j l e of bend in t h e p roduced j e t a x i s when t r a n s f o r m e d 

tu t n e l a b t r a u e i 3 p l o t t e d vs s ' / s . . 
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BEND IN JET AXIS DUE T0 RADIATION 

_, i _ 

s/so 

t'iijure 55: Effect of Radiation on Jet Axis 
Detected events frow a typical >ionte Carlo run at 7.3 GeV. 
Only events with initial state radiation are included, tor 
eacii jvont the 2 produced jet axes are transformed to the 
laD frarae. The an.jle of non-colineari ty is plotted vs s'/s0. 



Appendix a 

LlNlTL'D TKANSVKKSU Ml>lfc,i-lTJi"i t-,'OOLL 

LIi-iPT generates events according to phase space 
multiplied by a matrix ele.uent tliat limits niomentuiA 
transverse to the jet axis. ,\hen tiie r.iatrix ele.iient is 
chosen to be Gaussian it gives the jet model that was used 
in the discovery of jets at SPUAK. 

invent generation starts witn a call to KAJIAT to select 
an initial state 4-vector taking into account the 
probability of photon euission froia one of tiie initial 
leptons. If tne user lias asked for tau production by 
setting i-lPAKAM(b) = 1, the cross section used in calculating 
the radiation probability is the total hadronic cross 
section plus the tau cross section. Otherwise it is just 
tue hadronic part. 

Tlie choice between a hadronic event and a tau event is 
:.iade according to tiie ratio of the tau cross section to tne 
total cross section at tnis (radiated) energy. If the 
decision is r.iade in favor of tiie tau, control is passed to 
subroutine TAUPHD to accomplish it. Otherwise we proceed. 

- 12U -
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The nadrons are selected according to oiii! of Lne Vutiju^ 
possible techniques (called submodels), 'i'ne selection ul 
tiie suomodel is made by the input value ot ;-IPAHAI-I (2) . I 
usually use submodel G but I will briefly descriue then ull 
uere tor completeness. 

If I'IPAUAM (2) = 0, then we generate ci fixed state v.itn tuc 
particles given by the contents of NCUYY(3,40) in tno common 
olock CNt'iiOU wnicii must be set uy tiie user in subroutine 
INIT. The first index is tiie charge: 1 = -1, 2 = U, 3 = + 
1; tiie second index is tiie particle type as described in the 
common blocK Xi'lC'hTY. 

If MI'AKAN (2) = 1, then we generate an all-pion state 
Poisson in number of pi + with average = XPAKAi'i (1) and 
poisson in number of piO wita average = XPAKAH (1) *XIJ/iHA;i (7) . 

If i'ilJArtAi-i(2) = 2, then we generate an all-piou state 
Poisson in nu.iiber of pi's with average = XPAiiAm(l). Tne 
pi's are made neutral with probability X P A K A M ( 7 ) . 

If i'lPAKAi'i (2) = 3, then we generate a general state o£ 
pions, Kaons, nucleons, etas, etc. The total multiplicity 
is Poisson with average = XPAHAM(l). The selection of 
particles is done in subroutine SULtCT. Particles are 
chosen from among classes of differing strangeness and 
baryon number. The present classes and tneir weights are: 

pions and etas 1-SUM of others 
Kaons XPAUAH(II) 
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nucleons XPAKAri(12) 
neutrinos XPAiiAM (14) 
rho's XPAf<A.l(15) 
omega's XPAKAn(lG) 

Particles are chosen in pairs from the first 3 classes ana 
singly from the last 3. Due to the effects of the 
conservdtion laws, the weights are not exactly equal to tlie 
achieved particle fractions. 

.vithin each class, particles are chosen according to 
input random numbers, but the charge of the final state is 
constrained to 1 or 0. The final particle is selected to 
balance charge. 

XPAKAii(7) = fraction of pio's in the pion/eta class 
XPAHAi'l(lO) = fraction of eta's in tlie pion/eta class 
XPAUAi'i(y) = fraction of KO's in the kaons class 
XPAKAtf (9) = fraction of n's in the nucleoli class 
rho's are chosen 1/3 neutral 

If MPAUAM(2) = 4, then we generate a general state 
exactly as in submodel 3. However when an event is 
discarded because of its phase space weight we will return 
to StLL'CT to choose a new state. This weans that the 
particle fractions that come out in the end are influenced 
by their relative phase space weights. 

If I>1PAUAH(2) = 5, start with an all-rho state of poisson 
multiplicity with mean = XPAHAM(l)/2. make theu charged or 
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neutral »vith neutral fraction = XP.AKAII (7) . make soue jf t:ic;,i 
inuo j>ioJI pairs, with XPAliA:-i(15) of the riios renaininj as 
rhos. in tnis way the final state multiplicity is 
independent of the rlio fraction. 

If MPAKAM (2) = 6, yenerate quarks and i.iake theia into 

hadrons (taken from feymaan-t'ield model [duel. Pays. bl36:l, 

197U]). 
The quark flavor at the ijamma — > q qbar vertex (IjUAiiK) 

is chosen with probability proportional to the quark cnarje 
squared. Ml'ARAhfl) is the index of tlie highest juass quark 
to i.iake here with l = u, 2=d, 3 = s, 4=c, 5=b, and 6 = t. 

The nadron nul tipl ici ty HP is chosen according to -a 
Poisson distribution, with the mean (AV.viULT) determined by 
XPAkA."i(l). AVi'iULT is corrected for the center-o£-;.iass 
ener.jy and for the excess multiplicity frou the primary 
quark: 

AVMUL'f = APAKAW(I) + 4.3 * ALOG (SgliTS/T .iCl-i) 
- 2. * AVi<iQ(IgUAi<i() . 

SsJKTii is the center-of-mass eneryy after radiation and TliOi 
is the nominal center-of-r.iass enerjy. AWiQ is zero except 
for heavy quarks, tor the charmed quark it is the averaje D 
decay multiplicity minus 1. 

To make the MP hadrons we add wP-1 q-qbar pairs from the 
sea to the primary q qbar. u-ubar and d-dbar pairs are 
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chosen with equal probability. The prooabilities for s-sbar 
and c-cbar pairs are equal to XPAKAM(3) and XPAKAi-i(4) 
respectively. Starting witli the primary quark, we worn our 
way down tiie quark ciiain making hadrons out of each adjacent 
ij and qoar. Tnus cliarye, strangeness, etc. are automatically 
conserved. for neutral combinations SU(3) mixing is used to 
choose between the three possible hadrons. The spin is 
chosen to be 0 or 1 with spin 1 having probability 
Xl'AKAl'l (6) . To keep the multiplicity under control, vector 
particles and etas count as two particles. This weans we 
must remove a q-qbar pair from the ciiain for each such 
nauron made, and this is done in such a way as to not 
disturb the conservation laws. yuark pairs will also be 
deleted if we run out of energy. 

Now we are ready to generate the 4-vectors by calling the 
SAGE subroutine GENUS, which is so named because it 
produces 1imited-transverse-momentum phase space so much 
more efficiently than anything which was written previously. 
(Actually it was given tiiat name at SLAG. The authors Carey 
and brijard [JCP 28:327, 1973] called it GLNLO.M in the 
Fenoilab program package NVKKTX. It was obtained by Roger 
Chaffee and installed as part of the SLAC copy of SAGE.) 
liven so, it is not perfect, so it assigns each event a 
weight equal to the correct probability divided by the 
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actual probability. To obtain an unbiased sample oi event.;, 
we determine tha maximum possible weight ^nd tueii keep 
events witl) probability equal to tueir weijnt divided ijj the 
iiiax iniui.i weight. The maximum weigut is an unknown function 
ot the center-of-mass energy, the multiplicity, and the 
particle masses. The Maximum weight is Cound once for eacn 
inul ti pi ici ty and event type I'l'YPDV (which is always 1 except 
for submodel 5, for wiiich it is I^UAUK) by generating 
HPAKAH(3) events in each class. (if HPAKA:-1(3) is less than 
0 all events are kept.) Tim maximum weight is corrected 
for energy by 

WThAXT = WTMAX(NP,1TYPLV) * (TtXVl/SUKTS) **2 

* ( ALOGlU(SQKTS) / AL0G10 (TfcCj'l) ) ** lLAl'-2) 

Tliis formula was obtained zroi.i tlie infinite-energy li,.iit of 
the longi tud ina-1 phase space integral given in Byckling and 
Kajantie [Particle Kinematics, p.iy2, John Wiley & Sons 
Ltd., London, 1 b»V3J . However it is only approximate at our 
energies. Due to tiiis and the unknown dependence on ;,iasses, 
we protect ourselves from horrid inefficiencies by resetting 
the maximum weight after iviPAKA:'i(3) unsuccessful tries to the 
highest in those HPAKA^i(3). For submodel 3, every time an 

event is discarded we go back and select new hadrons keeping 
the same multiplicity. For all other models we retain the 
same particles until an event is kept. 
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L I N P T t a k e s acivanta. je of t h e v a r i o u s m a t r i x e l e m e n t s 

a v a i l a b l e in GLuJIJS. 

If iMI'AH/vri (1) = 5 t h e m a t r i x e l e m e n t i ^ u a r e j i s 

|i-i |**2 = exf ( -MP/(i\IP-l) su;n P t**2 / H**2 ) , H = XPAKAi'i(S). 

If wPAi<Aw(l) = 51 i t i s 

| I M | * * 2 = exp ( - sun | Pt | / K ) , K = XPAUAM(5). 

I f .iPAiiAi'i (1} = 52 i t i s 

I M 1**2 = p r o d u c t ( m**2 / (m**2 + sui.i P t**2) )**H, 

H = XPAKAw(5), m = XPAHAi'i(17) . 

I f MPAHAN(l) = .53 i t i s 

|i"i|**2 = exp ( - sun P l * * 2 / i U * * 2 - sum P2**2/K2**2 ) , 

Kl = XPAKAM(5), R2 = XPARAI-](17) . 

GtirtldS u s e s t h e z a x i s t o c a l c u l a t e PL; i . e . t h e j e t a x i s 

i s alon<j z . Mow we choose a j e t a x i s a c c o r d i n g to t h e 

c i i s t r i b u t i o n 

d siji . ia " 1.+ a l f h a * c o s ( t i i e t a ) **2 
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+ alt;iia*tiol3i.1*cos(2tjlii) *sin(theta) **2 

where alalia = XPAKAM(2) and the beam polarization squared 
polsq = XPAKAPi(13) , theta is the anyle to the beam, and ti;e 
beam polarization is alonj phi = 90 deyrees. 

The event is rotated by an arbitrary anyle about tne z axis, 
then rotated to the chosen jet axis, and then boosted to the 
lab frame. 

Tiie parameters for the LI>iPT model, the usual values used 
to fit the 7.4 GeV data, and the submodels to whic:ii they 
apply are summarized in Table 7. 
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TADLI; 7 

P a r a m e t e r s for LI.'-iPT i-iodel 

parameter usual sub neaniny 
val ue model 

nPaRAi; (1) 53 all form of matrix element 
i'!PAKA.vi (2) 3,5 all submodel 
i-:PriHAH(3) 50 all number of events to make in finding 

maximum weight 
HPAKAi-i(4) 4 6 highest mass quark to make at 

gamma — > q qbar vertex. 
l=u 2=d 3=s 4=c 5=b G=t 

i-iPAKAn(5) 1 all 1 to produce taus. 0 for none. 
X P M K A I I (1) 10. b 1-6 average multiplicity 
X P A K A I < J ( 2 ) 1.0 all alpha in jet axis distribution 
XPAUAn(3) 0.0 6 probability of s sbar quarks in sea 
XPAKAli(4) 0.0 6 probability of c cbar quarks in sea 
XPAi<AW(5) .55 all R or HI parameter for matrix element 
X P M K A W ( S ) 0.1 5 vector particle traction (rust is 

pseudo-seal=r) 
XPAHAM(7) 0.5 3M pio / (pi+eta) 

1,2,5 neutral fraction 
X P M K A N ( o ) 3&4 KO / i< 
XPAHA.'H'J) 36.4 n / (n+p) 
XPAKAI-i(lO) 3&4 eta / (pi+ata) 
XPAKAi'i (11) 364 kaon weight 
XPAKAI-. (12) 3&4 nucleon weight 
XPAUAM(13) 0.0 all oeam polarization squared 
X P A ! < A M ( 1 4 ) 3&4 neutrino weight 
XPAKAi'i (15) 3&4 rho weight 
XPAKAI-I(IO) 3u4 omega weight 
XPAKAI'I (17) .55 all m or l<2 parameter for macrix element 



Appendix C 

FiJY.WiAN-riLLD MODliL 

Seiden* 1 ^ and Feyni.ian and F i e l d 4 liave p r o p o s e d a 

phenoi iena loy i c a l model for t n e f r a g m e n t a t i o n of ^uurKs i n t o 

h a d r o n s . vve have a d a p t e d t h i s ,-iodel fo r e e~~ a n n i n i l a t i o n 

in a way t h a t c o n s e r v e s c h a r g e , s t r a n g e n e s s , and charm, and 

e n e r g y and nor.ientuia. Tne d e t a i l s of tiie model a s we nave 

implemented i t a r e . j iven l i e r e . 

invent y e n e r a t i o n s t a r t s w i th a c a l l to UADIAT t o s e l e c t 

an i n i t i a l s t a t e 4 - v e c t o r uakinvj i n t o a c c o u n t t h e 

p r o b a b i l i t y of pho ton e m i s s i o n frow one of t i ie i n i t i a l 

l e n t o u s . If tiie u s e r has asked for t a u p r o d u c t i o n by 

s e t t i n g i''iPAi<Ai'i(S) = 1 , t h e c r o s s s e c t i o n used in c a l c u l a t i n - j 

t h e r a d i a t i o n p r o b a b i l i t y i s t i ie t o t a l l i a d r o n i c c r o s s 

s e c t i o n p l u s t h e t a u c r o s s s e c t i o n . O t h e r w i s e i t i s j u s t 

t n e i iadror i ic p a r t . 

Tiie c h o i c e be tween a h a d r o n i c e v e n t and a t a u e v e n t i s 

made a c c o r d i n g t o the r a t i o of t h e t a u c r o s s s e c t i o n to tiie 

41 

42 

A. S e i d e u , P n y s . L e t t . Si3t>:157, 1977 . 
A. S e i d e n , T .L . S c n a l k , and J . F . M a r t i n , P h y s . Rev. u 
1 3 : 3 9 9 0 , 1 9 7 3 . 

a.O. field and H.P. Feyni.ian, Nucl. Phys. B.!.36:l, 1973. 

- 137 -
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total cross section at this (radiated) energy. If the 
decision is ,;iade in favor of the tau, control is passed to 
subroutine TAUl-UD to accomplish it. Otherwise we proceed. 

The quark flavor at the photon — > q g vertex is 
chosen with probability proportional to the Muark charge 
squared. i-iPAHAi! (4) is the index of the highest mass quark 
to make here wi til l = u, 2=u, 3=s, 4=c, 5=b, and G = t. The 
primary quarks are assumed to be massless with energy equal 
to tiie beam energy.. 

The primary q and ~i are separately fragmented into 
hadrons by subroutine GOJi;T. The fragmentation proceeds by 
iterating the process q — > q' + hadron until the energy 
contained in the hadrons is approximately equal to tiie 
initial quark energy. The steps involved in each iteration 
are described below and illustrated in the flowchart of 
Figure 56. 

First a new q "q pair is chosen from the sea. u and d 
quarks are taken with equal probability, strange quarks wit/j 
some smaller probability (F-F use .2), and heavier quarks 
never. Tiie q and 'q are given equal and opposite transverse 
momentum with respect to the primary quark direction. Tiie 
transverse momentum is chosen according to the distribution 

d n / d Pt 2 ~ exp ( - Pt 2 / r 2 ) 
where r has been adjusted so that tiie observed transverse 
momentum distribution agrees wi tti the data ( r ~ .35 Gov ). 



FiOVj CHART OF SOTET 

E 9 = 2 Eguark 
F L £ F T = E"o»ark 

5 chooje. 9'q pair -mini "tKe. stoi 
aWe •fnewl equal + opposite "j£̂  
'unite <*. Wicrrorx -from 5" «n<4 oW J 

I 
A- = V ^ ft M. / 

if x m i n > I D ( Q T O T ) 

Ami* < X < 1 0 

£TP 

choose x 

S+we Wftdlron. 

EP= E p - E W - p a ^ . 
EtEFT = ELETT - E i ^ . 
If ELEFT < FCUT QQWlT. 

F i . j a r e 5 6 : f l o w CtiarL o£ w u a r K f r . i j r . i f n t < i t i o n ' . i u u r o u t i a u 



i : ' j 

. . . i . .i .i . . . i d r o n : j JLor.-ied i . ron Lin.- o l d . J J I I . 1 J ,- ,J t. ' .e :io.« 

a n L i — ; u u r N . I'IIO h a d r o n s a r e a l - v a y s inesor . s i n t n i s u o u e l 

. > m c e *e a l v j y s - j e t j j j j a i r ^ . ' i n e y a r e c n o s e n t o b e 

. . . eu>:o- ^c ax a r a n J v e c t o r wi Ln s o u e r e l a t i v e y t o o a t i i I i t y l o r 

.;:iK'ii i - i - o^e 1 . Tiie S J ( 3 ) r . i i x i n j f o r t n e lz = \j c a s e i s j o n e . 

. 'ne t r a n s v . - r s e . loi-.ien tui.i of t h e n a d r o n i s s i : : i j ; l y t h e v e c t o r 

.> _::., o t. t>.e t r a n s v e r s e m o u e n t a o f i t s c o n s t i t u e n t s . 

i'ne n a j r a n l on - j i t u c i n a l i.ioi.ientuKi i s f o u n d froi.i a 

; j r i :.,or J i a l s ^ l i t t i n y f u n c t i o n f (K) . I t i s a s s u m e d t u a c t n e 

sa..io s ^ l i t t i n j f u n c t i o n c a n b e u s e d a t e a c h s t e (> i n t n e 

i t e r a t i o n . I n o t l i e r ^ o r J s , we i . iust o e a t a h i j h e n o u g h 

e n e r j y s o t l i a t o n l y r e l a t i v e i.iouen t a a r e i m p o r t a n t a n d c c i s s 

e f f e c t s c a n b e i j n o r e u . S i n c e e n e r j y a n d ;.ioi.ientu:.i c a n n o t 

u o c n ,JU c o n s e r v e d i n t h e d e c a y o f a u a s s l e s s - juar r . i n t o a 

..j.ir!< an . : a n a d r o n , we u s e t h e V u t ' i a o l e £ = t) + r'z , w n i c . i 

c a n uu c o n s e r v e d . Tne fon . i o f t i i e s . , l i t t i n > j f u n c t i o n 

^ r o ^ u s e d . j / t e y n i a a n and f i e l d f o r l i j i i t q u a r k s ( u , j , s ) i s 
N 

[.[A) = 1-A + A (N + l ) ( 1 - x ) 

where A = e(hadron) / £(old ^uark) is between 0 and 1. 

ieyn..ian and Field use N = 2, and A = .77 to .Uii . The 

constant term is there so the resulting inclusive 

distribution t{/.||) does not jo to zero at XI 1=1. If that 

ter.a is left out (i.e. A=l), there is a siui^le relationsiii,J 

uctusun the s^littinj function and tiie inclusive 

distribution: 

X|| K/| I) = fix) . 
..o u s e a c o n s t a n t s ^ l i t t i n ^ j f u n c t i o n f o r t n e i i e a v i e r ^ u a r n s . 



..«-• .io no t .;i^ij to a l l o w naaron- . Lo >JO U<JC^..<IC . : . , i . •_-. 

ii.ivu ..lo.icatu.i un t i - j -ar a l l e i t o t h e t,i iiriut t - j uu r i - ' j .JO. •...:;.... 

i . . i j r e q u i r e m e n t iot.-, a lower l i j . i i t on x i o r e a c : „ j . . r j : „ 

..i.ic.i Je^e.nds on the t u d r o n .-iuss 01..1 t r a n ^ v e r _ e ..jj.x-i.L.. , 

and on t a e € o i t h e o 1J i juat i i : 

j«;.ii 11 = s . , r t ( JU2 + i ' t 2 ) / e ( o l a . juark) 

i i /...ii:i i s l u t j j r Lluu 1.0 we c a n n o t j i v e t h e h c u i o a l o t . . - : 

.noi.ieijLui.i, so t!ie c u r r e n t nad ron id d i s c a r d e d una t:u.-

i t e r a t i o n i s sto,.[-ed wit. i t l u ( ; revioi .o iic.aror, n j Lao l a _ t 

i - a r t i c l e in tlie j e t . 

If we had no o t h e r ineuns o £ j t o , - ^ i . " j tice i t e r a t i o n , t.ae 

f i n i t e had fun n a s s e s 3n'A t r a n s v u t j e ..ioi..enta would .lean t n ^ t 

t n e avera j je t o t a l e n e r j y i a n a u r o n s would ;JO l a r j e r t han t h 

p r i m a r y ^uarK e n e r g y . To a v o i d t h i s , we s t o : . t h e i t e r a t i o n 

when t n e t o t a l e n c r j y in h a d r o n s nas coj.ie w i t h i n UCUT of tn 

oeuiii e n e r . j y . liCu'i' i s cuosen to be a r e a s o n a b l e >juess . i t t n e 

ener ' jy r e q u i r e d to ujuke a n o t h e r h a d r o n . ue inive t r i e a Doth 

L-ion ,.iass and tjie avera j j e t r a n s v e r s e i.uiss c a l c u l a t e d 

assu . i in . j a ^ i o n ; ; iass. The r e s u l t s a r e COM,.urea in 1-ijure 

b7 . .vnen t h e i t e r a t i o n i s c o m p l e t e d , we nave n n a a r o n s <niJ 

n + 1 ^uarKs in c o n t i n u o u s c h a i n w i t a a known € , Pt and :.iass 

l o r eacii of tiioi.i. 

VI1 e two pr i i . iary q u a r k s froi.i e e~ —> 4 "4 a r e f ru j : . iua t . j j 

i n d e p e n d e n t l y . Tiien we have two s e p a r a t e j e t s , eac.i wi t.i a 

l e f t over 4 or 4 . The two j e t s c o u l d be j o i n e d by muki.-Kj a 
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nadron froui the left-over q and 4. However, sitico each ot 
the jets have already used up on average nearly all uL Lue 
available energy, we instead split up fne last hauron ot one 
of the jets and delete the last q Tj pair. Then the re.,ia in i.i.j 
left-over 4 and "q are made into a hadron. Tiie joininj 
process is illustrated in ti.jure 53. 

Since tiie quark chain is now continuous, the t-j'i of c arui 
Pz are now conserved, as well as Pt, charje, strangeness, 
etc. linenjy and womentuu are not separately conserved, as 
snown in figure 5if. aowever we can adjust separ." tely the 
two primary quark energies to aciiieve exact ener.jy and 
.noinentui.i conservation. The € for eacli iiadroa is then 
re-scaled to tiie new quark energy, and the hacron energy aiw 
•noinentuui calculated from €, 

Tliere is a certain ai.iount of arbitrariness in this ;;iodel 
in now to end eacn jet and in how to join then, ooth affect 
tiie low r.ioiiientui.i liadrons directly, but through the 
re-scaling they affect the high nouentun liaJrons as well. 
Two i-ionte Carlo runs were ;:iade at tci.i =7.3 GeV, one in 
which a jet was terminated wnen the regaining energy becane 
less than one pion raass; in the otiier tiie ener.jy cut-uff was 
set at the average transverse i.iass = Sqrt ( w_r + <pt > ) 
The results are coi.ipared in figure 57. iince siinilar 
changes can be achieved by changing the parameters of the 
splitting function, it is clear that these parameters can 
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Two \ndtye.i\de.v\t j f t s 

o) \oineol bu co*\lsif\ii>\Q h£\-ovtr owarfc: 

\>J \Oii<\«o( kcj discctrofirva C\ 0 0 pa i r 

\AA. ~tnfc*v co>n.VjiM«»\i 3 

t'iijure So: The Join ing of Two J e t s . 
a) by coiabinimj tiie two l e f t - o v e r q u a r k s . 

b) uy d i sca rd ing a 4 tj ^ a i r and re-iaakiiuj the l a s t hadron. 
Method (b) i s used in our projrai.i. 

file:///oineol
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b) T o t a l inoJiientuiu / 2*Cbeai.i 
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n o t be u n i q u e l y d e t e r m i n e d . Another Woiite C a r l o run was 

;;iaJe wi th tiie a v e r a g e t r a n s v e r s e i.iast. fo r t h e e n e r g y c u t - o f f 

aiiu ;M = 1 , rt=.77. The r e s u l t s a r e shown in f i g u r e 5 7 . The 

Fe j i i i . i an-Fie l J i;iodel which we coiii^are to the d a t a in t h i s 

t n e s i s i s a c t u a l l y t h e sui.i of t h e s e t h r e e r u n s . 


