dr‘/ - @ ’ IS #'3®(]L {

4
910 | B9 e
W/ : O/\/WI CONF 800267

ONWI-240

PROCEEDINGS  MASTRR

WORKSHOP ON

NUMERICAL MODELING OF
THERMOHYDROLOGICAL FLOW
IN FRACTURED ROCK MASSES

February 19-20, 1980
Berkeleyv, California

Sceptember 1980

[his work s supported by the Assistant

Secretary for Nuclear Energy. Office of ( . "
Waste Isolanion of the LS Department of )rga nized h“-
Frergy wnder ¢ ontract No W 7405-ENGAS Earth Sciences Division
Tbe conts s admouistered by the Office of

- Lawrence Berkeley Laboratory

Nuclear Wasie Isolation at Battelle Memoral

Institute. Columbus, Obhio University of California

DISTRIRUTION OF THIS DOCUMENT IS UNLIWITED


file:///sslstant

LEGAL NOTICE

A
o
IR

oppertuna ty emplover.

Lawrence borkeley Laboratory i an oo



LBL~11566
CONF 800267
ONWI-240

PROCEEDINGS OF THE WORKSHOP ON
NUMERICA. MODELING OF THERMOHYDROLOGICAL FLOW

IN FRACTURED ROCK MASSES

February 19-20, 1%80

Berkeley, Califarnia

DiscLantt A

Earth Sciences Division
Lawrence Berkeley Laboratory
University of California
Berkeley, California 94720

This work was supported by the Assistant Secretary for Nuclear Energy, Office of Waste Isolat: of the
U. 5. Department of Energy under Contract No. W-7405-ENG-48. The contract is adminiszered by the O7fice

of Nuclear Waste Isolation at Battelle Memorial Institute, Columbus, Ohic.

TISTRIBETEN Lo Taed Suctonl 1o UNLIMIZED .Al' N



TABLE OF CONTENTS

PREFACE . . . . . . . - - - -
INTRODUCTIONS

P. A. Witherspoon
Fracture Flow . . . . . . . . .

M. M. Lemcoe

welcome . - . . . - . - - -
OVERVIEWS
J. 8. Y. Wang
Introduction to Numerical Modeling of Thermohydrologic Flow
1n Fractured Rock Masses . . . . . .

r. J. wourke
UK Modelling of Thermal Effects on Leakage from Hard Rock
Depositories . . . - - - . .

FRACTURL MODELINGS
T. M. Mirasirmhan
Multidimensional Numerical Simulation of Fluid Flow in

Fractured Porous Media . . . . . .

J.ooes b 1d
Flow in Fractured Porous Media, . . . « .

k. K. Thorpe
An Fxample of Rock Fracture Characterization for Modeling
burjposes . . - . . . . - . .

J. Noorishad, M. S, Ayatollahi, and P. A. Witherspoon
i Finite Element Method for Coupled Stress and Fluid Flow
Arn=lysis in Fractured Rock Masses . . -

REICSITORY STUDIES

A. ¥. Runchal
A Porous Media Fluid Flow, Heat and Mass Transport Model
with Rock Stress Coupling. . . . . .

~+. B. Pahwa and P. T. Baxley
Detection of Practures from Wel.l Testing. . . .

A. S. Burgess and J. L. Ratigan
Modeling of Groundwater Flow in Fractured Rocks for
Radicactive Waste Repository Studies . « . .

S. K. Gupta, C. R. Cole, C. T. Kincaid, and F. E. Kaszeta
Description and Applications of the FE3DGW and CFEST
Three-Dimensional Finite-Element Models . . -

43

65

77


http://Fi.ict.ured

iv

GEOTHERMAL MODELS

K. H. Coats
Geothermal Model . . . . . - - . . .

C. R. Faust and J. W. Mercer
The Role of Numerical Models in Applications to Thermo-
hydrological Flow in Fractured Rock Masses . . . . .
J. W, Pritchett
Geothermal Rescrvoir Simulation Capabllltles at Systems,
Science and :sftware. . . . - . .

K. Pruess
SHAFT79 . . . . . . . . - . . .

G. £. .»dvarsson and M. J. Lippmann
Numerical Model CCC . . . . . . B . . .

RECENT DEVELOPMENTS
R. Hofmann
Development of an Explicit Finite-Difference Fluid Flow
Model. . . . . . - . . . . . .
R. R. Eaton and D. E. Larson
The Importance of Including Fractures in Thermohydrological
Modeling of Flow Throuch Porous Media . . - . . .
PANEL DISCUSSION

J. C. Duguid, Chairman; J. 5. Y. Wang, Editor; and K. H. Ccats,
J. FE. Gale, R. E. Goodman, G. Hocking, and C. R. Wilson, Panelists

PROGRAM . . . . . . . . . . .

LIST OF PARTICIPANTS . - . - . B . . . . .



PREFACE

This workshop on modeling thermohydrologic
flow in fractured rock masses is a result of the
attention currently being given to the isolaticn
of nuclear wastes in geological formations. The
workshop provided a forum for the 60 participants
from the fields of waste isclation, groundwater
hydrology, geothermal energy, and petroleum
engineering to discuss the discrete and continuum
approaches, the generic repository studies, and
the experiences of modeling thermohydrologic
flow in different fields.

The workshop was organized by the Earth
Sciences Division, Lawrence Berkeley Laboratnry,
under the guidance of Professor Paul A.
Witherspoon, and sponsored by the Office of
Nuclear Waste Isolation, U. S. Department of
Energy. Drs. Joseph S. Y. Wang and Chin Fu Tsang
were the workshop co-chairmen and Werner J. Schwarz
was the workshop coordinator. The assistance and
advice of Drs. James O. Duguid, Michael M. Lemcoe,
and Michael Wigley of ONWI are much appreciated.

Included in these Proceedings are presen-—
tations from the workshop and summaries of the
panel discussions. Papers from outside the
Lawrence Berkelzy Laboratory were prepared by
the authors and are being reproduced without
editing. Lawrence Berkeley Laboratory papers
were reviewed by the Earth Sciences Division's
Purblication Committee.

Joseph S. Y. Wang



FRACTURE FLOW

Paul A. Witherspoon
Earth Sciences bivision
Lawrence Berkeley Laboratory
University of California

Berkeley, California

Welcome to the workshop of modeling thermo-
hydrological flows in fractured systems. This
problem is of critical importance in the under-
ground isolation of radioactive waste where one is
concerned with flows through nearly impermeable
rock formations.

An idealization of a fracture in the "open”

and "closed” positinns is illustrated in Figure 1.
For an open fracture, the surfaces are not in
contact. 1In the simnle case of a fracture closing
under normal stress, the asperities will close off
part of the flow path. The flow field is complex
with the presence of contact areas and rough

sur faces,

OPEN FRACTURE
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"CLOSED" FRACTURE
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ldealized fracture showing the mating of
asperities as the fracture surfaces are
closed under stress {after Witherspoon et
al., 19B0). XBL 797-~7589

Fig. 1.
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The asperities may withstand large normal
Stress and the fracture is difficult to close under
compression, The flow through the fracture depends
highly nonlinearly on the stress. Figure 2 illus-
trates the behavior of radial flow throuch a ten-
sion fracture in a granite core over the stress
range from 0 to 20 MPa. Tnere are also the effects
of hysteresis during cyclic lmading, as clearly
evident on Figure 2. The treatment of the highly
nonlinear behavior of discrete fractures under
varjations in stress 1s another interesting nroblem.

With all the complexities of a fracture clos-
ing under stress, one -ight question the validity
of the cubic dependence of the flew an the fractrre
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Figs 2. Effect of cyclic loading on permeahility

of tension fracture in granite with radial
flow {after Iwai, 1976). XBL 797-7578A
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aperture. The cubic law is based on highly ideal-
1zed concepts with laminar flow in an “open™
fracture with parallel planar surfaces. I!nder the
experimental conditions of normal stress and at
ambient temperature, Figure 3 shows that the cubic
law seems to still hold whether the fracture is
open or closed.

For a network of discrete fractures under
deformable condltions, the fractures will have both
n.*mal and shear motions. The coupling effects of
thermal pulse and stress changes from an uncer-
ground repository on the flow through the fractures
are ~omplex problems. This workshop presents an
excellent opportunity to discuss the treatment of
these coupling processes in discrete fractures and
the validity of using porous medium approximations
for the flows through the rocks.
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WELCOME

4. M. Lemcoe
Office of Nuclear Waste Iscolation
Battelle Memorial Institute

Columbus,

n behalf of ONWI, it is indeed a pleasure to
welcome you to this modeler’'s meeting on thermal-
Avdrology. 1 knnw we will all go away with a better
overall understanding nf these models and that out
~f this wnrkshap a document. will be forthcoming
tnat significantly adds to our store of knowledge
on thermal-hydrological codes. I do hope that, as
the discussion proceeds, particular attention will
be paid tn addressing the key questions: "where do
we go from here?" and "What additional work has to
be done 1n order to address the most important tech-
nical issues?"

Chio

43201

We are presently in a constant budget mode;
therefore, we will not be able to fund everything
in our shopping lists. So, it becomes especially
important that we prioritize the needs and identify
them as specifically and concisely as we possibly
can. One final question to be addressed is: "How
can we best utilize these thermal-hydrological mod-
els to develop the thermal-mechanical~hydrolegical
models for repository design and investigation of
possible nuclide pathways to the biosphere?”

Thank you.



INTRODUCTION TO NUMERICAL MODELING OF
THERMOHYDROLOGIC FLOW IN PRACTURED ROCK MASSES

J. S. Y. Wang
Earth Sciences Division
Lawrence Berkeley Laboratory
University of California

Berkeley, California

INTRODUCTION

More attention is being given to the possi-
bility of nuclear waste isolation in hard rock
formations.l+2 The waste will generate heat
which raises the temperature of the surrounding
fractured rock masses and induces buoyancy flow
and pressure change in the fluid. These effects
introduce the potential hazard of radionuclides
Leing carried to the biosphere, and affect the
structure of a repository by stress changes in the
rock formation. The thermohydrological and ther-

ical resp are de ned by the frac-
tures as well as the intact rock blocks. The
capability of modeling fractured rock masses is
essential to site characterization and repository
evaluation.

The fractures can be modeled either as a
discrete gystem, taking into account the detailed
fracture distributions, or as a continuum re-
resenting the spatial average of the fractures.
1f the flow through the rock blocks is not negli-
gible, the fractured rock mass can be approximated
as two overlapping continua with two porosities,
one representing the fractures and another the
porous rock blocks. The choice among the discrete,
double-porosity, and porous medium models depends
on the one hand on the characteristics of the
fracture network, the size of the region, and the
physical processes of interest: and on the other
hand it depends on the availability of data and
the limitation of the computational capability.
For near-field simulation, it may be necessary to
model the detailed fluid movement in order to
understand the radionuclide transport, thermal
convection, and rock displacement in the fracture
network., For far-field phenomena, it may be
sufficient to model the average behavior of fluid
flow in the rock mass-

The capability of modeling subsurface fluid
flow has been developed in hydrology, petroleum
engineering, and other geological fields. More
recently, the interest in geothermal energy has
also contributed to the advancement of this
capability, especially in modeling nonisothermal
flows. BAlthough the focus of each field is
different, many models which have been developed
are relevant and can in some cases, be adapted tec
the study of the various thermohydrologic proces-
ses associated with nuclear waste repositories.
Table 1 summarizes the main characteristics of
several major thermohydrological modelsd~16.
These models were selected for a recent detailed
review3 to bring out their strengths, me<hods of
approach, and other characteristics. The selec-
tion is somewhat arbitrary and emphasizes those in
the published literature that could be applied
to fractured systems.

94720

A numerical medel is characterized by the
governing equations, the numerical methods, the
computer codes, the validations, and the applica-
tions. These elements of the thermohydrological
models will be discussed in the following five
sections. Along with the general review, some
of the considerations in modeling fractures
will also be discussed. Some remarks cn the
research needs in modeling fractured rock mass
will conclude the paper.

GOVERNING EQUATIONS

The formulation of the governing eguations
are the starting point of any numerical model.
The mathematical description of the state of a
moving fluid through pores and fractures is gaven
by functions of the Darcy velocity § and any two
thermodynamic gquantities pertaining to the fluid,
for instance the pressure P and the temperature T.
The fluid velocity within individual pores and
fractures, U, is related to the macroscaopically
averaged Darcy velocity, §, by the porosity :

ve9
-

M
in the porous medium approximation. The choice of
pressure and temperature as variables is arbitrary.
All thermodynamic quantities are determined by the
values of any two of them, together with the
equation of state. Density, ., internal energy, U,
enthalpy, H, and cthers can be used to determine
the state of the moving fluid. The governing
equations for the moving fluid are based on the
conservation laws of mass, momentum, and energy.

Fluid Flow Eguation

The conservation of fluid mass is the balance
of the rate of change, the flux, and the pre-
scribed source/sink of fluid mass

FICT-H] o
3t +V . (pq) [

This equation of continuity is applicable either
within a fracture with : 1 or for a porous
medium with @ ¢ 1. We will first discuss the
porosity and density in the transient term.

Porosity is a formation-related property and
depends on the mechanical properties of the rock
medium. In any one of the wmodels, one of the
following approximations for the porosity is
used:



Table 1. Some of the Major Thermohydrological Models.
Model Current Development Majin Characteristics
ROCMAS J Noorishad, UCB stress~flow-‘heat), fracture-porous,
2D, FE, hydrology, geotechnical
‘TRUST ‘P. Naragimpan, LBL £1. lidation,|
TERZAGHI 3n, IFD, hydrology, soil mechanics
ccc M. Lippmann, LBL flow-heat-conaclidation, 3D, IFD, geo-
thermal, aquifer storage, waste isolation|
Duguid J. Duguid, ONWI flow, double-porosity, 2b, FE,
hydrology
O'Neill K. O'Neill, CRRE flow-heat, double-porosity, 3b, FE,
A, Shapiro, Princeton geothermal
GWTHERM A. Runchal, ACR £low-heat-(transport), 2D, IFD,
waste isolation
FINT A. Burgens, Acres flow-heat, 20, FE,
! waste isolation
' CPEST $. Gupta, BPNL flow-heat-solute, 30, FE,
FE3IDGHW hydrology, waste isolation
SWIFT 5. Pahwa, Intera flow-heat-solute-{transport), 3d, FD,
wagte isolation
—
‘[Coar.s K. Coats, Intercomp flow-heat, two-phase, 3D, FD,
) geothermal, petroleum
xE‘aust:- C. Faust, flow-heat, two-phase, 3D, FD,
! Mercer J. Mercer, Geotrans geothermal
| MUSHRM J. Pritchett, flow-heat-oolute, two-phase, 3D, ¥D,
l S. Garg, g3 geothermal, gecpressure
K. Fruess, LBL flow-heat, two-phase, 3D, IFD,

geothermal, waste isolation

(a) ! is constant.
{b} - change is linear in pressure change,
w p P, where the compressibility
of pcres B is assumed to be constant
{pressure-independent).
fc} ! change is nonlinear in iP. Compressi-
bility is a function of effective stress,
v'= - P, but the total stress 5 is given.
change is coupled to the stress-strain
changes. The pressure change affects the
stress Field of the rock blocks which in
turn changes the strain or porosity.

Q)

Most of the madels assume (b}. For a double-
porosity model, there are two porosities and two
fluid flow equations coupled by fracture-porous
flow. The two porosities may be coupled by the
compressibility of Fluid Z_ in addition to the
compressibility of rock {or pore). 1In the double-
porosity model, the pregsure at a point is the sum
of the pressures representing the fractures and
the pressure representing the porous medium
blocks, P = Pf + PO,

The density of f£luid p will also change in
response to p e and re ch

1p The
approximations for the density change are:

ta) ¢ is constant. The fluid is incompres-
sible.

p is slightly compressible, Ao = & oAP,

with constant compressibility EP. This

equation of state is frequently used

for isothermal, saturated flow.

{b)

{(c) & is slightly compressible with pres-~
sure increase and expandible (with
expansivity fp) with temperature in-
crease, i\ = £ P - }_‘_ . This is for
nonisothermal, raturates flow. ¥or a
fluid with dissolved substance. ¢ can
also change with concentration C.

. is very compressible. This is the

ta)

case for the steam-water, twc-phase flow.

The change of fluid density with pres-
sure and t ture is de: ned by
the equation of state (steam table).

For a two-phase state with saturation S
for the liqu&;l water and"!—s for the
vapor, ¢ = sc"+ (1 - S)z . 1In the two-
phase region with temperature determined
by the pressure, T = T.(P), the sat-
uration can be t.teatedsas a variable.

The approximations for the porosity change A$
and the density change X: in different models
determine the treatment of the transient temm
3se)/3t in the Fluid flow equation. For some
saturated flow models, this transient term is ex-
pressed in terms of constant total compressibility
of the formation or the coefficient of specific
storage Sg:




Fluid Velocity

Thz fluid velocit’es within the fractures are
of particular interest in decermining the radio-
nuclids transport. The flur velocity Y in the
fluid flow equation is determined by the permea-
bility, the viscoeity, and the driving forces for
fluid moving through a formation

;--f.(w-pi)

This is Darcy's law for the equatior of motion.
bDarcy’s law is an approximation ot the general
Navier-Stokes equation for momentus conservatioa.

Permeability ¥ina farmationzdependent
property. The approximations for k are:

fa) k iz constant for isotropic, homogeneous
formations

by kir) is ani opic and

{c) k is reduced by the relative panelhll-
ities for the liquiu and vapor flow in
two-phasz regions. The relative permea-
bilities, k; and k" depend on the sa-
turation,

(d) k is a function of porosity or void ratio
e and depends on the loading history
(hysteresis)

(e) k is a function of pressure, temperature
and/or stress. The effective streas-
displacement calculations and/or thermo-
mechanical calculations are used to
determine the dependence of permeability
on these parameters.

Most of the models have some capability for
handling anisotropic and heterogeneous (position-
dependent) permeability functions. The fractures
can be modeled with the equivalent fracture permea-
bilities assigned to the locations of the discrete
fractures. M » the 1 r of the
fractures t7 pressure, teiparature. and stress
changes may reguire detailed treatment of the
fracture permeabilities.

With a parallel-plate model for a planar
fracture of aperture b, the equivalent fracture
permeability for steady laminar flow averaged
between the plates is

2

kf-

-4

!

1

(Y

~he corresponding flux of fracture flow is propor-
tional to 3. As a result of the nonlinear
dependence, the fracture flow is sensitive to the
displacement of the fracture surfaces due to stress
changes in the rock blocks.

The smooth parallel-plate is an idealization
of a real fracture. A fracture has rough surfaces
with contacts between the surfaces. The aperture
changes vary nonlinearly with applied normal and
shear stresses. Under a given stress field, the
aperture may depend on the block size (scale
effect). The fracture may also contain in-fill
material. These charactexistics of a real frac-

tuce say reducc the fracture persealility and re-
tard the flow.

¥For large-scale modeling of a highly frac-
tured rock mass, it is unrealistic to model all
its fractures. #imple gecmatric models can be
used te approximate the fracture sets with an
equivalent perseability tensor. If sufficient
data are available on the apertures, spacings,
orientaions, areal extent, and other fracture
parameters, & statistical treatment will be
necessary. Although each individual frocture is
highly permeable, the total permeability may be
small if there are higt degrees of discontinuity
and disconnectivity in ¢the fracture petwork. Not
all the fractures and void spaces are paths for
fluid flow, The correlation between permeability
and porosity does not always exist.

In addition to the permeability, the Darcy
wvelocity, §, also depands on the dynamic vigco-
sity . and the driving forces. The following are
approximations for in the different models.

{a) . it constant. The constant viscosity .o
can be combined with the permeabllity as
hydraulic conductivity

3

-

{b) _.T) 18 for no.:aothermal saturated flow.

i<} (P, T) is for two-phase flow. The
viEcesity of steam is sensitive to the
pressure change.

Pressure gradient and gravitationa. force are
the driving forces of Jarcy velocity. The fol-
lowing are approximations for the driving forces.

{(a} Constant gravitational force. The
hydrostatic presswre can be subtracted
fr1om the pressure

The incremental pressure P', or the
hydraulic head % = P', .3, are fre-
quently used as theé variable in 1sother=-
mal flow podels.

t{b) Bousslnesq approximation for the grav.ta-
tional force imbaiance batieen hit and

cold water !buoyancy forcei

(7—~°):;=- T -

The density varliaticr with teoperature
i1s considered only :v the bucyancy force
and :1s nejlected in other terms of the
goverriny eguations.

tc; P - § for nonisothermal, raturated flow

‘a) P -.39, 1 =i, v, for the liquid and
vapor of two-phase flow

(e} Pl - .1F, 1= 7, v, for two-phase
flow with capillary pressure, Pg(5) = PV
- P‘, taken into acccunt.

(f) Imertial force i Aed. This force is
important for regions where the flow




o

velocity is high, e.g., within large
fractures near a weilbore. At high
velocity, transition from laminar flow to
turbulent flow occurs. The pressure loss
in a turbulent region decreases the
effective pressure driving force.

Heat Transfer Equaticn

Heat transfer ithrough the formation depends
on the conduction and dispersion through the rock,
convection by the fluid, and the strength of the
heat source.

3iou) . o . -
e tVrteg) = VoK, 0 VT,

The conserva“ion of energy 15 expressed in teims
of the rrte of clianye of internal energy U, the
convective flux o: enthalpy H, and the diffusive
flux driven by the temperature gradient. The
thermodynanic functions U and H can be expressed
i1 terms of temperiture and/or pressure.

For the internal energy accumulation, the
different app:oximatiuns used 1a the models are:

(0 20U,
at £

with a constant hreat capacity C of the
formation

a7
(b) a—;':—"’ = teoc ¢ (1 = 6201 57 .

witl dependence of the total heat capac-
1ty on the water heat capacity .c within
the pores and on the rock heat capacity
Ter,

() 1n terms of internal energies of 1i-
quid U’ and vapor UY for two-phase

flow,
3a(p0) ] N ) PR r T,
3t " 3¢ 950U 4 401 - 5)p7U + (1 - 4k c'T)

(d} in teims of enthalpies,

Hl'Ul*—E.l-l,v.
o

The convective flux of entnalpy . . (. §H) can

be expressed

{a) in terms of temperature, rC§

{b) in terms of H for saturated flo

(c) in terms of H', HY, for the two-phase
flow

v . (plgte’ « efarE ).

{d) in terms of internal energies

LT S I AL
P

Two approximations are used to dexcribe the
diffusive flux -7V * Ky * TT. ‘the tensor Ky can
depend on either

(a) conduction through the rock (K ), or

(b) both cc_nducglon and dicpersion” in water-
saturated rock iKp + Xp). The thermal dispersion
depei..s on the fluctuations of microscopic velaci~
ties. The dispersive contribution can be regarded
as an to heat ion in the pre-
sence of fluid., The dispersivity K, depends
{usuvally assum.d linearly) on the components of
the microscopic velocity v = g/« The longitudi-
rnal dispersivity along the flow may differ from
the transverse dispersivity normal to the flow.

For a double porosity model, there are two
temperature equations coupled by the fracture-
porous heat transfer. The temperature at a point
is related to the temperatures representing the
‘ractures and to the temperature representing the
porous medium blocks by:

r- f,r!. an
of + 4"

Coupling of Fluid Plow and Heat Transfer

The fluid flow equation and the heat transter
equation are coupled through the fluid velocity §
in the flux terms and through the temperature and
preasure dependences of the fluid properties
(., ) and formation properties (k, @}. In zost
models using the Darcy approximation, the fiow
velocity equation is substituted into the fluiq
flow equation and the heat transfer equation. The
elimination of § simplifies the set of governing
equations for Lhermohydrologic flow to two equa-
tionr for the pressure and temperaturs fields.
Afr.r these fields are determined, the fluid velo-
w1ty § ar the microscopic velocity ? 1s calcu-
lated from the pressure gradient and the gr-vita-
tional force.

For a low-permeability formation with a small
fluid flow, the convection and dispersion contri-
butions to the heat transfer are small compared
with the conduction contribution. In this caze,
the temperature field is independent of the fluid
flow, and the temperature equation with heat con-
duction only can be decoupled from the pressure
equation. However, the fluid flow ficld depends
an the temperature field. The heat generated bv
the wastes affects the fluid flow directly through
changes of fluid properties and indirectly through
changes in rock stresses which may alter the
permeability and porosity of a formation. The
complete determination of the fluid flow field
requires thermal-hydrological-mechanical calcula-
tions. Por fracture4 rock masse: Jith very de-
formable fractures, the coupiings may be strong.
With the fluld flow field determined, the radio-
nuclide transpo:rt can be modeled.



NUMERICAL METHODS

In this section we will discuss the general
features of numerical methods for solving the
governing eaquations. Tne space discrestization, the
time difference, and the solutlon scheme of dif-
ferent models will be sumsarized.

rhe qonverninqg emuatinns for themghvdroloqi-:nl
Flows have diffusive terms, e.q., 7*{(ck/u)*’P and
*K*, T; convective terms, @.g.. cca*YT: and storaae
capacity terms, e.g., Sg{1P/3t) and C{AT/9t).
The numerjcal aoproximation for evaluating these
terms, together with the treatments of initial
conditions, boundary conditions, and sonrce/sink,
will be reviewed helow.

Spatial Differ.nce

within the region to be modeled, the unknown
variables are solved at discrete nodal points.
The distribution of nodes can be regular with uui-
form or nonuniform spacings, or 1irregular in one-,
two~, Or three-dimnnsional space. The —ratial
gradients of the variables in the gaoverning equa-
tlons are expressed in terms of the neighboring
nodal values. The finite-difference method and
the finite-element method are frequently used to
approximate the differential gradient operators.

In the finite-difference method, a gradient
of a variable is directly expressed in terms of
the difference of the neiqhborignq nodal values.
For example, the -P/'x in "*{ /.1 P is approx-
imated by (Pj4) - Pj)/{x-4] - xj) between the
nodes indexed by i+1, i along the x-axis. The co-
efficients K/ are evaluated at the interfaces
i + 1/2 betwveen i+1 and i. The interface i+1/2
can be idway between i+1, 1 or at other locatiuns
specified by the user or the program. The regson
surrounding a node bounded by the interfaces is
referred to as a node block or cell. The coef-~
ficients at the interface can be evaluated as the
arithmetic mean, e.g.

(B, ),

G o ™
v/ jers2 2
or as rhe harmanic mean, €«ge,

%)y &),

(1) -
k iv1/2 Axi_“ * Ax1

where %; = [k{.1/2 - x;} These Finite-1icrorence
approximations can be generalized for an irreaular
grid. For example, the factor 1/2 in the arith-
metic mean can he renlaced bv other fractional
weighting factors, the Ax; in the harmonic mean
can be replaced by the normal distance from the
node to the interface between the neighbaring
nodes if the neighboring nodes are not along the
coordinates in an irreqular grid system.

For the convective term .c§ T (or 7. ,JH) in
the temperature equation, the central difference in

snace, or central weightina,

Tz " Tiap

®10172 = Fye12

with Ty, )5 = 0.5{Tj4] *+ Ty} can be used for 3 T/3x.
However, there in a tendency for the solutions
with central weighting to oscillate artificlally at
high low velocity. The convective tlux associated
witn the Flow velocitv & carries heat Adown-

stream, a nodal point between an upstream and a
downstream node will have temperature closer to the
uostream value. The central weightiay scheme does
not take in*o account this convective effact. In
the upstream weianling schere, the interface tem-
perature is set equal to the upstream value, i.e.,
Ti+1s2 = Tiep LF “lutd flows from 1+t to i. In
other words, a hackward Aifference, T, 1~ ™, is
used for the convective term at node {. “ne an
also use partial vpstream weighting Tie1/2 =

aTys] ¢ &1 - a)Ty with 0,5 ¢ a < 1. The central
weightinn gcheme {a = ".5) vields a lower snarme-
discretization error hur has the problem of numer-
.cal nscillatinn, The ups*ream Wweighting {a = 1)
eliminates *the ascillatine hat introdures a snace~
Adiscretizaricrn errar whi~» 15 virtually emuivalent
to phvsical di€fusion. T minimize the numerical
nscillation ard the nunerical di“fusion, the arid
s1ze for the sparce Ais~retizarion will be limjred.

The “inite-element methnt 11¢fers from the
finive-difference metho?! 1n evaluating the spatial
Jradient terws. FAn elemen* 1s the reqion beinded
by curves conmecting the nodes. For exasple, a
two-timensional linear *rianqular element .s 2
trienule =ith three ncdal vertices, a ruadrilateral
element has faur rorner andes, and a rhree-
Aimensinnal archorhnombi~ element has eighr corner
nodec. Within a <wdel, Nfferent elemants can ne
1sed.  For exampls, the fractures can be treared
with special lnnqg, *thin elements. & variahle
within an elemeat 1s 17ternolate? 1n terms nf the
values n¥ the variahle at thre rarnmer andes. Simnle
aalynomials (linear, Iuadra~ic, ny cubi~) are
“requentlv uss3 a- linearly indenendent basis
functiins for *te 1atarnclarion. T e It 1L
function 1s a cuhis palvaomal trermite polviomall
for inrermnlating in "erms ¥ 1+« valuye and ita
nartial Aderivatives ar e2ac~h ~arner node.

fn tha Calerkin Finice-nlemens s hame, the
trial solutinn wis: hasis functinm 1mrernnlation
18 substiruted inta rhe Hferential euatinns,
The space-dj“ferential nperatnre mansrate an rhe
hasis functions. The restdua of the trial soln-
tions is intearated over the wlemeat weighted hv
the hasis functions. The 1ntegratinn is nsuallv
carried out using twn~ Ar three-noint Gaussian
integration for each dimension. If the solution
is expanded in terms ¥ a complete (infinite! set
nf linearly independenr functions in the elementr,
the trial solution is exact and the residue would
vanish., 1In the Galerkin weiahted residual method,
the residue is forced to he zero by requiiina the
orthogonality of the residual to the finite number
of basis functions which are also used in the
exnansion ~f the trial solution.
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An equivalent expression of the governing
partial Aifferential equations is in terms of
variation of functionals. A functicial is an
1ategral over space with the integrand bilinear in
the variable function. Upon variaticnal operation
on a functional, the corresponding differential
equation emerges. The variational approach for
tluid flow is based on the same minimum anergy
principle or Lagrangian formul~tion as that used ro
study the equilibrium atates in mechanics or stress
analysis. [n the fluid-stress coupled mndel
(ROCMAS ), the variational approach is uased. In the
variational approach to the finite-element method,
the trial solutions, as expansions in bas’s func-
tions, are substitvted into the functional inte-
grals., The differential operators in the func-
tional operate non the basis functions in a manner
simjilar to that i1n the weighted residual procedure
of the Galerkin formulation.

With the use of the Gaussian alqoritim fur
elemzn* integration in the finite element method,
the coefficients, like . ~/. in the pressure
equation anc .cf 1n the temperature convection,
can be evaluated at the Gaussian points within an
elemert. This is different from the finite Aiffer-
ence mertood with the coefficient ~al~ulated at the
interfaces between hlccks. For the convective
terms, the problems of numerical oscillation and
numerical diffusion also exist in the finite-
element method, The upstream weighting is handled
by using upstream basis functions.

The conductive term .. K . T in the heat
transfer equation, like the .1 L.K/A) . /P in
the fluid flow equation, is a Aiffusive term. If
the dispersivity Fp is added to the thermal
conductivity FT the temperature ejuation is
coupied 0 the fluid flow not only in thea convec-
tive flux but aiso through the sensitive depend-
ence nf TCD on fluid velocity. As the velocitv
chances direction and magnitude, the_effective
aiffusive conductivity-dispersiviey ¥+ i’l‘
char.ges. This may slightly complicaté the treat-—
ment ~f the diffusive term but may stabilize the
numerical oscillation or decrease the relative
importance of the numerical diffusion,

Tahle 1| summarizes the dimension and the space
digcretization method. The inteqrated finite
2ifference [IFD) method and the finite difference
(FD; method hoth evaluate gradients in the same
#ay. The IFD emphasizes the straightforward
formulation of che numerical equations from the
integral form of the governing equations, or
equivalently, from the conservation laws over
€inlte-volume blocks. Furthermore, in IFD method,
the block shape is not limited to the reqular
two-dimensional rectangqular or three-dimensional
orthe+l..ubic shape used in most finite difference
nolels.

r.me Difference

From the conservation laws or the governing
aquations, the fluxes, evaiuated at t.e interfaces
in the finite difference methoi or at the Gaussian
points in the finite element method, are balanced
oy the rates of change of muss and enerqy. :in the
integrated finite difference and finite difference

methords, the value of the variable at s given node
cepresents the average of the valuec within the
block enclosed hy the surrounding ginterfaces. The
balance between the rate of accumulatica wathin
the block and the net flux across the interfacea
ir clearly shown. 1In the finite element method,
eLch element is snhared by the corner and boundary
nades and each node is surrcunded hv several ele-
menta. The block enclosing a node is the sum of
the fractions of each neighborina elemer... Al-
though the rate of change cr the transient term
can be handled camily in the weighted residual for-
mulation, the numerical problem of convergence mav
occur. In the diagqonal or lumpe? capacitv an-
proach, the time derivative in the cowverning
eguation is determined indenendently of the ortho-
gona'ization ovrocess.

The analysis of the transient egquation rasuits
in a system of equations of the matrix form

(A [‘;%] + [Blif} + (R} = 0

where the column {f} contains the nodal values of
pressure, temperature, or ather thermodynamic
variables. The coaffic- nr matrix {A] contains Zne
coefficients of fluid st rage or hea« capacity term
associated with the time lerivative |df/dt|, (B!
contains the spatlal approximations (finite Aif-
ference or 1inite elemenr} of the fluxes, and {Rl
contains the known information such as source/sink
or boundary conditions. The time derivatives in
the gqoverning equations are generaily handled hy
first-order temnoral finite difference from time t
to t+lt

o Wleage ~ 102
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To solve the unknown :fleese from the known solu-
tion lF:,t, the other terms in the qoverning
equations can be interpolated between t+°1L and t.

The matrix equation can be written in the form

Al ;
1: (l“t'm: s [B“M‘]l*dt +

. (1 - ““‘it =0

0= dajef 0 MRYy s

For the forward differencing explicit scheme with
interpolati~n factor * = 1, the {ﬂr_,.t can be
easily determined by multiplying the matrix eaua-
tion with +t{A1~l, The explicit scheme generally
requires a minimum of computational effort.
However, it is only conditicnally stable. Usually
the implicit schemes with the interpolation factor
0.5 < * < 1 are stable. The ~entral differencing
Crank=Nicholson scheme {\ = 0.5) is accurate in it
to the second order. The backward Aifferencing
implicit scheme (* = 1.0) is usually uncondition-
allv stable and is correct in time to the first
order.

Time steppinag, together :1th the consideration
of spatial truncation, determine the numerical
stabllity, convergence, error, and efficiency of a
model. In manv models, the choice of the internol-



ation factor A for time difference, and the choice
of the upstream weighting factor a for convective
spatial difference, are determined by the user. In
some cases, varioua stability criteria are pro-
grammed into the algorithms for automatic control
of time stepplirg.

In the above discussion about the implicit
schemes we have t taken into consideration the
dependence of the coefficient matrices [A] and [B}
on time. In general, the fluid storage or the heat
capacity coefficientas in (A] and the hydraulic
conductivity ;_\k/u,_the thermsa conductivity-
dispersivity Ky + Kp, or the convective flux pcg
for (B), depend on the time-dependent variables.
These time-dependences of the coefficients cannot
be neglected, especially for the two-phase flows
with sansitive dependence of fluid properties p, U
on P, T, and the relative permeabilities k;p ~f
liquid and vapor or the saturation. For the
discrete frecture modeling, this nonline.: depen-
dence of the coefficient uwztrix on P, T is also a
problem with the sensitive dependence of the
frar’ure permeability on the aperture of the
fracture which is determined by stress-flow coup-
ling and thermomechanical coupling.

In a fnlly implicit scheme, the coefficlent
matrices (Al and [B] are also evaluated at t+it.
In such a case, the matrix equation 1s no loager
linear in {fleeae, and iterative procedures are
needed to handle these nonlinearities. The Ngwvon—
Raphson ptoycedure, or predictor-corrector method,
is frequently used. The Newtcn-Raphson procedure
involves approximating the nonlinear equations with
a first-order Taylor series expansion about an
assumed solution. The derivatives of the nonlinear
coefficients are calculated at the values of
variabjer at old iteration and the changes in the
variables are solved by the iinearized eguation.
The iteration proceeds until it converges to a
specified criterion. 1In the structure analysis for
nonlinearly deformable fractures, the variable
stiffress method and the load transfer method are
rodifications of the Newton-Raphson scheme.

Svulution Scheme

After temporal finite difference, spatial

cients in the governing equations, the partial
differential equations are transformed into a
system of simultaneous linear aigebraic equi-
tions or a matrix equation of{ the form

(a1igy = {F.

The size of the matrix depends on the number of
nodes and the number of variables. For example, in
a8 region with m nodes for two variables P and T,
the matrix is 2m x 2m in size. The solution for
the 2m unknown nodal values of P and T at time t+:it
in (£} can be obtained through the use of direct
elimination methods or the use of iterative meth-
ods.

Many of the direct methods are variations of
the Gaugsian elimination procedure. In this pro-
cedure, one unknown ia eliminated from o.se equation
at a time. The procedure wcrks in a systematic way

B0 that a general matrix equation is reduced to a
triangular system. The lower-trianqular system
has the first equation with the first unknown, the
second equation has two unknowns, etc. The tri-
anguler system can be solved step by step with the
first unknown detormined by the first equation, the
second unknown determined by the second equation
after the first solution is substitu:ted into the
second equation. The Fforward substitution proceeds
until all the unknowns are solved. Similarly, the
upper—triangular system can be solved by backward
subsatitution.

The L-U decomposition is ora method of Gaus-
sian elimination. With matrix (A} decomposed into
a lower- and an u r-triangular matrix [A] =
L] U], then (A} TET = {r} is equivalent to two
triangular systems

(tigl = {rf  ana  (O14z, = {g}.
If the matrices [L] and 'U] are Xnown, Liie matrix
equation can be solved by forward and backward
substitution. With a given n x n matrix [A), the
matrices [L} and {U] are not unique. There are
n2 elements in {A] and 0.5n(n+1) unknown ele-
ments in [L) and the same number in {U]. There~
fore, there are ni{n + 1) - n2 = n elements which
can be pet to any value. In the Doolittle method,
the diagonal elements of [L}] are set to unity.
With the n diagoral elements fixed, other elements
in (L] =nd [U] can be Aetermined algebraically.
Alternatively in the Crout method, the diagonal
elements of [U] are set to unity instead. The
Crout and Doolittle methods are two nopular
direct elimination sclution schemes.

In the matrix equation, one can interchange
one row with another row, or one column with
another column. This nroceture is called pivoting.
In general, it is necessary to perform pivoting to
ensure numerical stability and minimize round-off
errors if there are zero or nearly zero elements
1n the matri-. during eliminatien.

The ordering of the nodal laheling, the
storage of the matri~es, the elinination seguance,
and the approach to avoid large round-off errors,
all affect the computatirnal efficiency and the
core storage requirement of a solution scheme.
Although the direct elimination methods can be
used for any nonsingular matrices, special matri-
ces may be solved by a special method. For ex-
ample, the tridiagonal banded matrices, fre-
quently encountered 1in the application of finite-
difference methods, can be easily solved by the
well-known tridiagonal aigorithm (Thomas® algo-
rithm). In the alternating direction implicit
(AD1} finite-difference methoé¢ for a reqular grid
system in two- or three-dimensional space, the
partial differentials along dimenaional space,
the partial differentials along different direc-
tions are updated sequentiallv for a fractional
time step. FEach quasi-one-dimensional finite
difference results in a tridiagonal system which
can be solved with the tridiagonal algorithm.

If the matrix is sparse and large, iterative
methods instead of direct methods may offer certain
advantages. An iterative method starta from a
first approximation which is successively improvel
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until a sufficiently accurate solution is obtained.
Some examples of iterative methods are briefly
described here to demonstzate the steps involved.

If one diagonally splite a matrix [A] into
lower and upper triangular systems, [A] = [D] + [L]
+ [U). The matrix equation [A} :fi = {P} can be
rewritten as

(i0) + 1L)He} = -fo3{£} + |F}.

If the right-hand side is known at the kth step and
the left~hand side is known at the (k+1)th step, we
have

[ < (o) + -t {g}* + {£h.

This is the matrix form of Gauss-Seidel's m-thod.
The inverse of ([D) + [L}) can be hardled by for-
ward substitution. If the residual from kth to
(k+1)th step is denoted by {r}k = [g}%*1 - {.El",
the generalized itcrative method {€]X+1 = {€tk +
w Ir k ig the successive overrelaxatior (SOR)
mgthod. In matrix form, the new solution is

{E}k*1 = (D] » wlLD"1{(CL =W [D) - wlUD) {£}%+wiF})-

The relaxation Factor w shoula be chosen so that
the rate of conveigence is optimized. Eigen-value
analyses are frequently used for determining the
best relaxation factor. ¥For real, symmetric, and
positive-definite matrices, 0 < w < 2, Similar to
SOR, other relaxation or acceleration schemes can
be constructed.

Each iterative method and direct solution
methed has its strength an3 weakness. The <hoice
of a given method is determined by the nature of
the matrices. Combinations of different methcds
can also improve the efficiency. In the bloch
iterative methods, the coefficient matrix is
partitioned into blocks and all elements of a
block are operated on during one iterative step.
If the block is tridiagonal, it can be solved by a
direct solution scheme.

with the rapid developr~... of computing
capabllity and the storage c:vacity of computers,
more and more models are switching from iterative
methods to direct solution methods. Direct
methods usually require larger core storage space
but minimize convergent tests.

COMPUTER CODES

After formulation of the governing equations
and the selection of the numerical methods, the
implementation of the camputer code is a major
effort in the development of a model. A general
purpose code should be easy to use by both the
developers and others. In this rection, some of
the practical aspects of using a code will be
Aiscussed. Although detailed knowledge of the
governing equations and the numerical methods
are helpful, a new user interested in using a
code may be more interested in its capabilities
and the input-output of the code. For each compu-~

ter code, the following subjects are important
considerations.

Documentation and Availability

The user's manual, the code listing, the
computer systems used, and the background of code
dovelopment are of general interest.

Spatial Grid

Versatility in grid mesh design and discre-
tization of the spatial domain is important for a
model to he applicable for fracture simulation.

Material Properties

A user is interested to know the required
input of material properties for the model and the
capabilities to treat heterogeneity, anisotropy,
pressure-, temperature-, and stress-dependence.
The major material properties are permeability,
porosity, rock medium compressibility, heat capac-
ity, thermal conductivity, dispersivity, etc.

Fluid Properties

The input data and calculations for fluid
properties need to be described. The dependence
of density and viscosity on temperature and pres—
sure can be ctlcalated either from a given formula
nr interpolated from tabulated values.

Sourcer and Sinks

Some of the model applications require the
availability of fluid and heat source and sink
terms ‘or simulation. The localized, time-
dependent heat sourzes Erom the radioactive decay
of the waste in a repository are the driving
force for buoyancy flow.

Initial Conditions

The inrst data at initial and orogram rertirt
times are important for the treatment of the
transient problem.

Boundary Conditions

The flexibility of treating various boundary
conditions by th. program is important.

Time Stepping and Solution Control

The time step:z can be specified by the user
or controlled by the program according to speci-
fied criteria. It is also of irterest to discuss
the procedures used in the orogram for checking
accuracy or convergence of solutiona. Since the
fluid velocity is proportional to the pressure
gradient, a reliable determination of the fluid
velocity, to be used in radionuclide transport
calculations, requires high accuracy in the pres-
sure solutions.

Outpnt

The printer and graphic output are impourtant
for the analysis anc presentation of the results
of modeling.



VALIDATIONS

Testing of a code is important in checking
the mathematical validity, the numerical stabil-
ity, and the versatility of the model. The numer-
ical results can be validated, on the one hand
against analytic solutions and numerical codes to
test the accuracy of the code, and on the other
hand against laboratory data and field experiments
to determine the usefulness of the model. In this
section, some frequently used analytic solucions
are briefly described and in addition, other vali-
dation procedures are discussed.

Analytic Solutions

For simple (linear, cylindrical, or radial}
systema with constant or simple coefficients and
well-defined initial and boundarv conditions. the
pressure or the temperature equation may be solved
in terms of elementary analytic functions or
special functions. 1In some cases, the solution
exists in the form of a simple integral which can
be easily evaluated numerically. Some examples of
transient analytic or semianalytic solutions are
listed below.

1. Radial Flow to a Well

If a well is producing at a constant rate,
the pressure near the well drops and the drawdown
propagates radially outward. The classic solu-
tion to this problem, with fully penetrating line
source well in an infinite homogeneous aquifer, is
the Theis solution or the exponential integral
solution.

The Thels solution can be generalized to
cases with variable flow rates, a finite well
radius, wellbore storage and skin effects, finite
agquifers, leaky aquifers, partial penetration of a
well, multi-aquifers, etc.

In double-porosity models, semianalytic
solutions exist, showing the delayed pressure
regponses due to the porous medium after the early
response due to fracture flow.

For two-phase flow, the radial propagation of
a flashing front due ta mass production can be
described by modified exponential solutions.

2. Linear Convective-Diffusive Solution

A popular solution for testing the temper-
ature equation with a convective term is the
lin=ar hot water injection problem. The propaga-
tion of the temperature front is used to test the
problems of numerical oscillation and numerica.
diffusion for various upstream weighting schenes.

The horizontal hot water injection problem
with heat loss due to vertical conduction to
overburden and underburden has a solution due to
Avdonin.

3. Instantaneous and Continuous Sources
In addition to the line-source solution

{Theis solution) in the cylindrical coordinate
system, the solutions for other source shupes can
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be easily derivzad using the Green function tech-
nique. Examples of others are the point source,
the planar sourc.:, the disk source, the finite

line source, the finite cylindrical source, etc.

4. Single Practure Solutions

For single horizont+l or vertical fractureas
intercapting a well in porous medium formulations,
solutions using superposition of point sources
have bren developed in petroleum literature.

History Matching

Begides being verified against analytic
solutiona, a model should be severelr tested in an
attempt to match the hlistory of field data over a
long period of time. Even in a field with many
wells the subsurface conditions are so complicated
that the input parameters characterizing the
rcservoir are usually very difficult to estimate.
Never! less, ¢ in matching
long-term data and in predicclng the future are
important factors to be considered in reviewing a
model, The success of history matchin~ and pre-
diction depends not only on the soundness of the
code but also on the knowledge of the geological
and physical processes to be modeled; and the ex-
perience of the modelers who perform the study.

APPLICATIONS

A well-developed model can ofren be used for
the studv of processes in several fields. The
versatility and range of applicabilitv of a model
can be illustrated by the variety of problems
solved by the code. Improvements and developments
of a code are frequently associated with new
applications. In the following, major areas of
application of the models are discussed. The
focus will be mainly on fracture-related phenomena
and thermally-induced phcnomena.

Fraczure Well Testing

The firat direct study of a genlogical forma-
tion 1s the Arilling of a well to the depth of
interest. After core studies and geophysical
logging have been done, a variety of well tests
can be performed to stuly the hydraulic properties
of the formation. The tests can be transient or
steady, with single well or with multiple wells,
with a packed interval for detalled studies or
with the well left open for integrated studies,
and with various driving merhanisms tn induce
pressure changes (production, injection, shut-in,
pulge, etc.). In petroleum engineering, where the
interest is in improving production by hydraulic
fracturing, the focur of fracture well testing is
to determine the extent anc orientation of single,
large fractures in flvid producing formations, and
to estimate enhanced productivity. In geothermal
engineering many :eservoirs are known to be frac—
tured. Man-made fractures are also of interest
for hot dry rock geothermal studies. Howaver, in
waste isolation studiec, it may be more difficult
to perform and analyze conventional we)l tests.
For example, the formation may be too tight to
conduct a constant flow rate test within a reason-
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able period of time. The propagation of pressure
perturbations through the complicated fracture
network may be highly anisorropic and difficult to
detect.

Convection and Generic Studies

The buoyancy force due to density change of
hot fluid will induce convective fluid movement
around a repository. The development of convec—
tion cells in porous media has been of great
interest for geological and geothermal studies.
Due to the slow decay of the nuclear waste, the
buoyancy flow induced by the waste heat will per-
sist over thousands of years.

CONCLUS ION

In repository studies, numerical modeling
is essential in every phases. The characteriza-
tion of formations, the ‘evaluation of thermal ef-
fects, the aialysis of field data, and the assess-
ment of enviromental impact all require such
models. With more field studies and larger com—
puter capacities, the modeling capability will be
continuously enhanced. There is much work to be
done in the improvements, the validations and the
applications cf numerical models in order to in-
vestigate c¢ad understand the in-situ thermohydro-
logical processes in fractured rock masses.

In general, porous medium models ure guite
well developed, Most of the modeling methodolo-
gies are originally designed for porous systems.
Their applicability to fractured systems is not
well es-ablished. Most of the models are verified
against a few analytical solutions, More varifl-
cations of the numerical code should be rade,
especially against fracture flow solutions. Model
should be validated against data from laboratory
experiments or field test sites before applying
the model results.

One of the problems in the use of porous
medium models and double porosity models for
fractured systems is the uncertainty in the range
of applicability of the continuum approaches.
When the extent and spacings of the fractures are
comparable with the dimensions of the region of
interest, it is difficult to define the equivalent
permeability and pososity which are representative
of the flow averaged over the grid blocks. There
is very little modeling experilence for complex
fracture systems and very limited field testing
over large ruvck masses. Both modeling and testing
are requireZ to gain insight into the represen-
tations of the fractured system to make it amen-
able to wmodeling.

For fracture flow, there is only an empirical
understanding when one tries tc go beyond the
parallel-plate model. Studies of fluid mcvenonts
through natural or induced fractures ire needed.

Fractures are easily deformable and the
stress-displ p ies are highly non-
linear. Since fluid flow is sensitive to the
fracture aperture, the coupling between the flow
with the mechanical or thermally induced deform—
ation may be strong under certain field conditiona.

In general fluid flow, heat transfer, rock defor-
mations, and chemjcal transport are coupled.

The limits of validity of uncoupled or partially
coupled modeling need to be deternined.

Even with extensive field testing, most of
the properties can not be determined exactly
b of the ty of the formations
and the intrinsic uncertainty of the experiments.
Thetefore, models should be constructed to handle
statistical distributiona of parameters. The
basic understanding of the relationship between
the diatributions of discrete data and the uncer-
tainties of continuum parameters is yet to be
developed.
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UK MODELLING OF THERMAL EFFECTS ON LEAKAGE FROM HARD ROCK DEPOSITORIES

P. J. Bourke
Environmental Safety Group
Harwell Laboratory
Oxfordshire OX11 ORA, UK

Introduction

Mathematical hypotheses have been developed
for predicting temperature fields and some of their
efrects on the return of radionuclides to the
surface following the burial of heat emitting waste
in hard rock.

The main thermal effects on individual
waste packages will be increased rates of leaching
of radiocactivity and corrosion of containers.
These effects will depend on local temperatures.
They can be quantified without elaborate modelling
once these temperatures are specified snd the
relevant exgerimen:al data, now being obtained, are
available, (1=3)

Ia addition to these local effects, raised
temperatures through and around depositories will
reduce the density of water in fractures in the
rock and cause iv to rise towarde the surface.
Further, the heating of the rock through the
depository will caus: expansion and induce tensile
stress and possible increased fracturing of the
surrounding, cooler rock. Both these phenomena
will tend to 1increase waterborne movement of
radionuclides which is the most likely means of
leakage from depnsitories to the surface.
Assessments of their importance are being attempted
and progress with theae i{s summarizcd here.

Prediction of Temperature Fields

Heat transfer from hard rock depositories will
be mainly by conduction through the rock and
convection has been shown to be neglibible. 3)
The maximum temperatures which will be produced and
the times for these maxima to decay will depend on
transient conduction for vp to a milleanium thrnu%h
about 100 m of rock swrrounding the depository.( )
There 1a considerable uncertainty in extrapolating
existing, mainly laboratory, measurements of
conductivity of small samples of rock for short
times to these conditions. Hence, a field heating
experimentU) has been made to measure conduction
aver 25 m for two years. The results show almost
constant conductivity and it is thought that, by
using them, reliable predictions of depository
temperature fielda can now be made.

A typical prediction is given in Figure 1
which shows the temperature field at 10, 100 and
1000 years after burial of about 7,000 “Harvest’
blocks in a cubic array. The effecta on maximum
temperatures and their decay times of relevant
depository variables, size, shape, depth, number of
blocks, etc., have been analysed to allow the
depository design to be optimised.!®»

Thermally Induced Water Flow

The pressure gradients causing flcw due to
thercal buoyancy can be assessed directly, without
further assumption, from predicted teaperature
fields. For a 1000 m deep, compact depository for
the probably HLW arisings until 2000 AD of 10,000
‘Hlarvest” blecks from existing UK power stations,
the thermally induced average pressure gradiemt to
the surface will he greater than likely values of
the natural pressure gradient for more than
10,000 years sfter burial. () This effect can be
reduced by increasing the horizontal dimensions
andfor depth of the depository (10) pyt 1t is
still concluded that thermsl flew will remain a
major cause of leakage for long times.
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It was therefore decided to analyse this flow
in more detsil. This has been done by
assurming probable ranges of the relevaat rock
properties; permesbility and poroaity, and calcu-
lating the time taken for water to rise from the
depository to the surface. A typical example is
glven in Figure 2 which shows the psths to the
surface and journey times for water starting Erom
various positions in a 1000 m deep, 10,000 block
depositary.

i

Outeras Baiew fortmea V)

E s om am w3 ¢ e wm m we e
Oty frem Conteoiona o Koburuin]



The times to reach the surface are not consi-
dered reliable because of uncertainty in the
assumed rock permeability and porosity but most of
times calculated for the assumed rock property
ranges have been between 1000 and 10,000 years
which 18 conaidererd undesirably short. Radio~
nuclidea are, however, expected to travel with much
slower s8pe2ds because of diffusion and sorption
from the water flow into the rock. It is concluded
that reliable field data for the rock properties
and for retardation of the readionuclide movement
are urgently needed. Experimental studleu(lz of
the former are being started and of the lavter
being planned.

Thermal Stressing and Fracturing

Thermslly induced stress through and around
depositories have been calculated (1315} ageuming
the rock to have conatant mechanical properties
obtained from laboratory measurements and ignoring
the effects of existing fractures. After allowing
for probable valuea of the natural stress field,
regions of net tension and high shear atress which
might cause new fracturea were found.

This analysis is, however, not yet considered
to be reliable because of uncertainty about the
above asaumptions. Further, even 1f it is accu-
rate, it is incomplete because it is still not
posdible to relate quantitatively calculated
stresgses to changes in permeability and porosity
due to changes in existing fractures or initiation
of new ones. Accordingly, further theoretical work
is being done to plan an underground atudy of the
effects of heating on a well defined fracture.
Measurements of strain and modulus will be made to
investigate the validity of the mechanical assump-
tions and hydraulic data will be obtained to relate
strees to resistance to flow. It is hoped that
further analysis will then allow an assessment of
the importance of thermal stress round a depository
to be made.
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MULTIDIMENSIONAL NUMERICAI. SIMULATION OF
FLUID FLOW IN FRACTURED POROUS MEDIA

T. N. Narasimhan
Earth Sciences Divisgion
Lawrence Berkeley Laboratory
University of California

Berkeley, California

ABETRACT

Fluid flow in fractureq porous media can be
simulated with considerable ease and generality
using an integral finite-difference scheme (IFDM).
The three commonly used conceptualizations of frac-
tured systems, namely, discrete fracture systems,
equivalent porous media systems, and double- or
composite-porosity systems are all contained within
the iFDM formulation. The theoretical basis of the
1IFDM is briefly described and the method is compared
and contrasted with the finite difference and the
finite element methods. Six illustrative examples
are provided to demonstrate the applicability of the
method to fractures with fixed or variable geometry,
to advective~diffusive chemical transport in a
fractured system and to a double-porosity system.

INTRODUCTION

At present there is considerable interest in
the possibility of disposing nuclear wastes in ex—
tremely low permeable geological environments such
as those cbtained in ignecus and metamorphic rocks
or in ancilent argillaceous materials. Though lack=
ing in primary permeability, these rocks are known
to contain fractures down to meveral kilometers
below land surface. Moreover, the stress-relief
accompanying the underground openings and the
associated shafts will also lead to the creation of
artificilal fractures that may extend to at least a
distance of a few ghaft or repository diameters.
The fractures, which may have apertures as small as
1 to 10 microns, may, over a period of thousands or
Years, provide pathways for migrating groundwaters
from the repository to the bhiosphere. Long-term
acceptability of daep waste~disposal sites is there-
fore very much dependent on our ability to simulate
the eveolution of the groundwater regimes in such
fractured rock systems.

Approaches to Modeling Fractured Systems

Fractured rocks-systems of interest in radio-
active waste disposal consist of extremely low perm-
eability rocks (1672 to 10~4 darcies) intarsected
by one or more fracture sets. The fractures. whose
permeability is directly related to their ape: ures,
provide the main condwits for water movement witk
some diffusive leakage into the rock matrix. Maai-
ing the flow of water in such systems involves the
simulation of a highly heterogeneons system with
complex geometry. Even with the current availabil-
ity of powerful computers, a detailed handling of
such systems requires capabilities of handling enor-
mous quantities of data, not economically feasible
at the present time, except when the flow region is
relatively small (e.g., ths ragion immediately
adjoining the repository).

94720

In general, three approaches hnve been proposed
in the 11 to handle PO Yy
These are:

a. Equivalent Porous Medium Approach: In

this approach, the fractured system is grossly
treated as an equivalent nou-isotropic statistical
continuum. The tacit assumption is that physical
quantities such as p ial

and so on, are avatngad over lufticiantly large
blocks of rock containing a large numbar of frac-
tures. Obviously, the sizes of such & representa-—
tive block will i with i d

spacing. Computations based on this model will,

in general, be relevant only to field observations
made with measuring devices with large characteris-
tic lengthe (e.g. wells with large open intervalel.
From a practical standpoinc, there is general agree-
ment among many workers that the squivalent porosity
model is a reasonabls method to analyze the fluid
Elow retime Iox away from the repository. One of
the serious drawbacks of this approach is that there
is %8 yet no vell-defined method for computing the
gross, porous media parameters, even if the fracture
details are completely prescriked, This is because
the gross parameters are very much dependent on
scale and thare is reason to believe that the gross
system may in general truly be anisotropic, rather
than orthotropic as is commonly assumed in the
literature.

b. Double~Porosity Approach: The double-
porosity approach was originally proposed by
Barenblatt et al., 1960, to analyze flow in
fractured-porous medta. In this approach, the flow
region is mathematically idealized as a complex of
two interacting media, one ng the f£i. d=-
regime and the other representing the porous regime.
The fissured regime is characterized by very high
permeability and very low storage while the porous
block regime is ch terized by low 1lity
and high storage. Such a system may be described
by two conservation equations, one for each afore-
said regime. These two equations are to be coupled
by a fluid transfer-term expressed as a nonlinear
source term, dependent on the potential difference

the i at the 1 ti of i
This double porosity model enabled the development
of meveral useful analytical solutions for well-
test analysis in the petroleum literature {e.g.,
warren and Root, 1963; Odeh, 1965) for naturally
fractured resezvoirs. The double-porosity approach,
or better stili, the interacting double-continuum
appr-a~h is truly a mathematical approximation whose
exact relation to physics is ill~defined. For ex-
ample, the analytic golution of the double porosity
system yields two values for potential at eve:
point in the system, one for the fracture-regime and
one for the porous-regime. How do these quantities




relate to the actual physical measurement at the
location? Horeover, the source-term which couples
the two regimes is proportional to the difference
in the two potentials through a coefficient whosme
physical siqnificance is not well-defined. Yet,
when one is not interested in a detailed descrip-—
tion of what happens within the reservoir, the
above deficiencies can be overiooked and the double
porosity system can be used as a practical tool for
modeling and prediction. Such indeed is the case
when one chooses to use this model for analyzing
well~test data from naturally fractured reservoirs.

The utility of the double porosity model in
regard to waste-isolation studies depends on the
manrer in which the model output is to be utilized.
For example, for modeling chemical traneport prob—
lems, the double-porosity model output will not be
reliable since a fairly well-defined fluid flux
field 1s a necessary input for solving the trans-
port equation. Furthermore, it is not clear to this
writer that the double-porosity concept is needed
at all vhen one chooses to solve the over-all prob—
lem by numerical methods. As we shall see later,
numerical models, developed directly from the basic
integral equation, help not only in dispensing with
hard-to-define internal boundary conditions, but
also provide a great deal of flexibility in model-
ing any part of the fiow region with any desired
degree of fineness. Thus, in a numerical model of a
fractured medium, the double porosity modesl can be
treated realistically as a limiting case in which
the porous blocks are discretized very coarsely.

Ce The Discrete Fracture Approach: In this
very general approach, the fractures and the porous
matrix are separately discretized into volume ele—
ments and the conservation equations are solved for
each such volume element. A principal drawback of
this approach is the amount of detail that is re-
quired as input and the accompanying effort involved
in obtaining numerical solutions. Nevertheless, it
appears that such a detailed effort is necessary to
analyze the flow regime in the vicinity of the
underground opening. Also, very little is known at
present about the factors that govern the transfor-
mation of parameters from one scale to another (e.g.
permeability of individual fractures). In order to
gain insight into the question of scale transforma-
tion, the discrete fracture model is a tool of fun—
damental necessity.

Purpose and Scope

The purpose of this paper is to present a gen-
eral, multidimensional numerical model for simulat-
ing fluid flow in fractured porous media. The model
is inherently sufficiently general to include the
three approaches described above as particular cases.
Conceptual-theoretical ¢iscussions are prcvided to
develop the problem in an integrated fashion. Some
numerical results are presented to subatantiate the
theoretical arguments. In scope, the paper is res-
tricted to isothermal fluid flow.
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Conceptual Framework

The basic law of mass conservation is applic-
able to any elemental volume ¢ of the flow region,
whether that elemental volume comprises a portion
of a fracture, a portion of the rock matrix, or even
2 combination of both. According tc the law of mass
conservation, the algebraic sum of the fluxes cro:
ing the surface enclosing volume element and the
arbitrary withdrawal of fluids from L (the scurces)
equals the rate of change of fluid mass in g, thus,

n
IR +f oibyrhar = b n
r

]

where p, is average fluid density within i Gy is
the volumetric rate of fluid generation from &; p
is fluid density at dI; K is the hydraulic conduc~=
tivity at A ¢ = 2 + y 18 the fluid potential where
z 18 elevation and y is pressure head; f is unit
outernormal to df; My, g is the mass of water con-
tained in R and Tg i5 the closed surface bounding
the volume element %« Should the system be fully
saturated with water, and should the fluid potential
vary smoothly over the volume element, then My, can
be related to the average pressure head ¥ at an
interior nodal point in the syastem by the relation,

. -
T R T L o
and
o say =vps
o /0 T VePas 3

where M) , is the mass content of { at yy = 0, Vg
15 the volume of g and Sg,p is the specific storage
of the material in ! qiven by

S8 " pyatng + mv'l) (4)

where g is acceleration due to gravity, n is poros-
ity, ¢ is compressibility of water and m,,g is the
coefficient of volume change (rate of change of
bulk volume with external pressure) of the material
in element . Additionally, if we neglect time-
dependent changes in elevation of the nodal points
due to very small deformations, then, Ayg = B¢ge
Moreaover, [y may either be completely interior
to the tlow region (l‘l'i) or portions of it may

coincide with the 1 bounding £, of the
system (rl,b)’ Hence we may rewrite (1) as
3
. _ L
»,G, +f ok¥er.nd +f pKVe.ndl' = 53t 5y

Fous Meb

where Mo = dM_/dy is the fluid mass capacity of
the volume element £, defined as the change in Ddass
of water in % due to a unit change in head under
conditions of drainage. In heat-flow problems, the
analagous quantity is the heat capacity of an arbi-
trary wass of material.
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The integral representation in (5) may be
applied to any volume element, finite or infini-
tesimal. If one applies (5) to an infinitesimal
element, and divides both sides through by VL, the
result ie the well known differential expression,

39
N L
+ aiv g = e 6
P9, iv XVg mc,l 3t (6)
where gy is Gp/Vy and m; g = Mg g/Vg.

However, since our purpose is tc develop a
numerical model and since tne numerical approach
consists in applying the conservation equation to
finite subdomains of the flow region, we may dir-
ectly proceed frow (5} and write down the discre-
tized equations. We will not follow the redundant
step of integrating (6) to ubtain (5). Note also
tnat in (5) the second integral on the right hand
side incorporates the known boundary conditions
eithner in the form of known g (prescribed potential
conditisn} or in the form of kncwn KVp.h (prescribed
flux condition). That is, !5} imbeds the boundary
condition inte the cruservation statement.

For purposes of numerical computations, 1. one
chooses the volume element to be sufficiently small
so that (2) 1s satisfied at all times with reference
to y, measured at the representative nodal point,
ther one may directly apply (5) to 2. Also, if FL
and t are divided into a finite nunber of segments,
then, the integrals may be replaced by finite sumg
and the differentials by finite differences to
obtain,

G, + K (Foemd'T o+ vo Ko (Fgenint
Yl Yrmoxm Y Tt 2 Yt b
n b
- “y N
Chx ut

in which m denotes all interior surface segments
and b denotes all exterior surface segments. Note
that {7) applies to any arbitrary volume element
and hence it is an invariant statement. As shown
in Fig. 1, {7) may be applied to a portion of a
fracture or a portion of a porous medium. When

(7) is applied to a fracture (Fig. 1B), then, for
the segment of [y representing the fracture-rock
interface (ulg . in Fig. 1B), one has to use Kf,r
in applying (73 where Kf,x is the hydraulic con-
ductivity of the rock-tracture interface. It is of
interest to note here that in the double porosity
model, the flux across this surface is treated as a
source term included in G+ This source term is
the internal boundary condition linking the fissure=-
regime and the porous regime. Thus, ’in the double-
porosicy modei, the term (ppKypm §g * ndl') for the
fracture rock interface is replaced by an equivalent
term pyu*Kplyy = “’E) where ¢ is the average
potential in the block, ¢, is the potential in the
fracture, K, = ir. the matrix hydraulic conduc-
tivity and a* is a function of the surface area of
the fracture interface and a characteristic lengt®
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Fig. 1. Examples of volume elements, nodal points,

and bounding surfaces. {XBL 807-7236)

of the plock. AS we snall see later, the wodel
described in this paper is flexible enough to
:andle either of the two methods of handling the
fractur  rock anterface.

It is not difficult to see in this regard that
in a nx':k system with irregular fr-cture distribu-
tions & should vary widely from one location to
another in the flow region. Yet, the double-
porosity model assumes tnis factor (or a factor a
related to a” by o= u'/V) be constant everywhere
in the flow region. Obviously, the double porosity
approack is extremely simplistic for naturally frac-
tured systems. Conversely, estimates of a obtained
indirectly from interpretation of well tests can
only be model coefficients with very limited use.
Applicztion of the a to a detailed modeling of the
reservoir can lead to unrealistic estimates of
fluid potentials and fluxes over the flow region.

The Chcsen ipproach

In the present work we shall choose the
approach of directly applying (7) to well defined
subdomains of the flow region. Additiogally, we
shall choose to evaluate the quantity (Y ° nj}
at each interface between volume elements by the
finite difference approximation

W .a|l ~
tm

(8)

where Dy p is the distance between the nodal points
Lt and m. Equation ‘8) presupposes that the line
joining £ and m coincides with the normal to the
interface Algn. Figure i 15 a sketch of a volume
element { of arbitrary shape in the rock matrix
which communicates wit! other rock or fracture
elements. In Fig. 2, Og p = dg,i + dp,j., where
dl.,i and dp,j denote, respectively, the perpendi-
cular distances from nodes L and m to the interface
ATy e
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Philosophy of mesh discretization for the
Integral Finite Difference Method.
(XBL B897-7234)

Fig. 2.

This approach has been termed the Integral
Finite Difference Method (IFDM; lLarasimhan and
witherspoon, 1976) since thim method directly
evaluates the surface integrals and the associated
volume averagec and since it uses the finite differ-
ence approach for evaluating gradiemts of potential.
This approach, which has been known since the early
S0's (MacNeal, 1953; Dusinberre, 1961} was transla-
ted 1nto a very powerful computer program called
TRUMP by Edwards (1972). Many of the ldeas inher—
ent in the following discuasions have criginated
from Edwards.

The discretized IFD equations now become,

PyGy + z Upo (8, = #g) + z U8, =€)
m . b
L
A‘l
= Dlvlss,l x (2 =1,2,3,...,L) {9}
where Ug p is the conductance of the interior sur-
face &Iy n, given by

or
T (10}

u
£
.o Dl,m

Ug,y is the of the 1 surface

segment, Arl.,b given by
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- ‘I.Arl‘b

(R1 1]
By,

B

L is the total number of nodes in the flow r gion
for which 8¢ is to be computed. = denotes a vol=~

ume element having an interface with volume elemant f.

RBearranging terms in (9), we get

°g% *![2 Yt % "l.b] * 2, U ,uta

]

+ z_ul,b.b -alv.s.',_ e (12)
b

Equations (9) and (12) are central to the IFDM.
Apart from the scurce tarms and the material prop-
erties, a key task in the IFIM is to provide the
geometric quantities Dy,, o8Iy , and Vg tlat are
needed to aveluate Up ., Uy ), M. .- In the
IFDM these Tui atities are provided dlmctly as in-
put, for sacn interface an? volume element in the
flow region. Equation (9) is in a form very conven-
ient for writing the iterative procedure used in
the computer program THUMP, and ita derivatives
while (12} is convenient to express the equation in
a global matrix f ra for direct solution purposes.
we shall return to (12) later when comparing IPDM
with other mathods.

Marching in the Time Docmin

In (9) 7y and ¢y are both functions_of st and
we have to use appropriate zean values. o5 and g
such that

t +4c
<
Ut - Ep =-f U m(%p = Ppl0t (+3)
t
o
and
t +Ar
a
U9y - ) = f Uy 19y = 9% (14)
t
L=}

To achieve this (Naragimhan et al.,
1472), express these mean values by

1978, Edwards,

R
=+ e,

1 {15)

v =8 + Mg

o = % o (16)

where 35 and 9,'. are the initial values correspond-
ing to time t, and 0 < A < 1 is a weighting factor.
For A = 0, leads to a set of explicit expressions
for the a¢'s. However, the explicit expression for
any elesent L will violare paximum principle when
ot exceeds the critical time constant for the ele~
ment. This critical value, called a stable time—
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step, is the ratio of capacity of £ to the sum of
its surface conductance,

A"anb,l - z

1.9
ck an

©
b

for a stabla solution, therefore, when at > Atn..b,l.'
we substitute (15) and (16) into {9) to arrive at an
implicit set of equations {simultanecus equations).
For convenience, we rearrange temms to expross A¢;
in terms of an axplicit part and an implicit part.
Thus,

Abt
. =t - A
‘Wl,exphcxt M Hc N z ul.,b ?
.
b

z Ulm(AQm 7 89y 18}
m

where

. Ae . - o
uvl,explxci: Hc {ulcl M z ul nmn ‘l.)
'z

=
E o g
M u-',bwb e

b

(19

We now reason that we could first compute the

4%g explicit Values for every £ in the flow region
and then evaluate the second quantity on the left-
hand side of (18) only for those L for which

4t > Atgpran, g+ This has been called the mlxed
explicit-implicit approach. In applying {18} thus,
1f, for a given £ and m

but At ¢ At

& o
v > bt stab,m

stab, i
then, we replace

tag = 00, by U 149

- 89,1,
Ye,n%% L,m P!

m,explicit
The mixed explicit-implicit approach thus coes the
amplicit calculations only in those parts of the flow
region where stability is violated. In other words,
if isolated areas of instability are separated in a
flow region by areas of stability, then the unstable
regions are essentially decoup’ed from one another
within each time step. Under these circumstances,
the mixed explicit-implicit strategy helps us to
partition the large global marrix and obtain solution
by solving several small submatrices. For details of
this strategy see Edwards (1972), Naragimhan et al
(1978), and Neuman and Narasimhan (1977}.

Computer Programs

The basic IFD model was originally developed
by Edwards (1972) for heat t with on
convection, and radiation and incorporated into a
progzam called TRUMP. Subsequently, this model was
adapted at the Lawrence Berkeley Laboratory to solve
porous media fluid flow problems. Theae programs

include: TRUST, for solving saturated-unsaturated
flow in media { [ 3 e 1978):
TERZAGIL, for flow in le media;

CCC, for heat and water transport in deformable
madia (Lippmann et al., 1977): and SBAFT 7, for
two-phagse transient flow of heat and mass {Pruess
at al., 1979). The discussions that follow in
regard to simulating fractures are applicable to all
the aforesaid procrams subject to suitable modifica-
tions. However, the actual applications that follow
have besn carried out with TERZAGI, except for one
case analyzed with TRIRIP.

Simulation of Fractured Rock Syst-.as

We have already stated that there are three
different ways in which fractured rock syst=as can
Ye simulated. These include: systems with discrete

double—; : and equivalent
porous media sysiems. The lur. of the=e does not
require any further attention since literature i.
voluminous on modeling porous systems. We will now
consider the first two cases.

Systems with discrete fractures: In modeling

a porous medium with discrete fractures with the
IFDM, we recognize that (9) or (12) are very general
in nature and can be applied to an elemental volume,
either in a fracture or in the rack maiLrix, as in
F1g. 2. Computationally, a major difference between
a matrix element and a fracture element is that the
former 1s usually characterized by higher capaci-
ties “'c, ) and lower hydraulic coaductivities and
hence large time constanta. The latter, on the
other hand, are usually characterized by very low
capacities and very high hydraulic conductivitias
and hence very small time constants.

Note from {9) or {32) that in setting up the
final matrix of simultaneous equations, the guanti-
ties needing greatest attention in computation are
the conductances U .m and Uy ,pe Since "LGL and M, N
are directly pxovxded as input. For computing the
conductances proper- equations {10) an¢ (11) one
nee-’s the hydraulic conductivity at the interface
Ky me the distance between nodal points 5y ,m and
the surface area olp ,m+ In particular, handling
the conductance between a fracture and a matrix
element is worth discussing. Because of the much
higher hydraulic conductivity of the fractures, the
potential gradients along the fracture will be rel-
atively small compared to that within the block and
hence, a single fracture element may be connected
to one or more rock elements along a given fracture
surface. Moreover, since gradient potential across
the fracture opening can be neglected, the fracture
rock conductance, uf,r' is determin~d by
ux ar

f,r
f,r d R

r,i
where Ky 1s the hydraulic conductivity of the rock
matrix, ulf r 19 the interface area and d. ,i 18 the
distance frém the nodal point of the rock elenent to
the interface ol ..



It is now appropriate to discuss the fracture
parameters. Insofar as adjoining fracturs elements
are concerned, we need to uae the hydraulic conduc-
tivity of the fracture, K¢ in computing conductances
It 18 now weil established that Ky is relatsd to 2b,
the fracture aperture. Exparimental evidence
(Witherspoon et al., 1979) suggests that laminar
fluid flow in a fracture can be very closely approx-
imated by the relation,

2
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where Q¢ is the flux in the x direction, 2b is the
fracture aperture, 4 is the coefficient of viscosity
and 8%¢ is the length of the fracture t.ace on the
plane across which gy is measured. For the sake of
a definition, if we let Oig = 1 and 3¢/3x = 1, then,
we = (2b)3pg/12u. Hence the expression "cubic law"
is used to characterize fluid flow in fractures.
realistically, therefore, we could define the frac-
ture hydraulic conductivity to be

2

" (2b} vg

K = 120 (22)
Finally, we discuss the meaning of the storage
parameter for a fracture element. For a fracture
element &, if we neglect the compressibility of tne
rock grains, the gquantity of water released from
storage per unit change in pressure head is given
by

awv e} av.
o —af do V. f
Mo n dv Veeav Y0 A (23

where V, ¢ is the volume of voids in the fracture
element L. However, for convenience, we may norm-
alize Vg ¢ with reference either to bulk volume
Vp,f ©r solid volume V, ¢ of the fracture element.
If we are to normalize (23} with reference to Vp ¢
and recognize that p = Dgy, where p is pressure,
we obtain,

M =V + H 24)
Cox b, £ eglngs v, !
where ng = vv,f/Vb,f is “porosity®” of the fracture
element and M, ¢ = -dng/dp 1s the coefficient of
volume change {Lambe and Whitman, 1969 of the frac-

ture element.

or, as has been done is TERZAGI 1in which the
volume element is always defined as having the same
valume of incompressible solids, it 15 more conven-
ient to normalize (23) with reference to Vg ¢«
Thus,

= 5
1) Vs'fog[efﬁ + a 1 (25)

Cie v, £

where ey 1s the void ratio of the fracture and

ay, f = ~deg/dp 15 the coefficient of compressibilicy
for the fracture. Note that whether one uses Vj
with n and my,, Or one uses Vg with e and a,, the
final quaatity Mc g is the same as long as one is
consistent.

We note here that -in the case of a volume
element in a tracture, the element itself is made
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only of the voids. + for i we may
associate any arbitrary solid volume V.'z with the
fracture and define a fictitious bulk volume

Vb, £ = Vg5, + V, ¢ for the fracture element. Eince
V3. f is arbxuully chosen, we can, in fact choose
2t in such a fashion that es; becomes exactly equal
to 2b, tha fracture aperture. This can be achieved
by letting V, ¢ numerically equal to Ay, where Ay

is the surface area of the fracture wall. In this
case,
Af(zbl
e, s ——=2b (26)
£ Ai

If we use this procedure for ay.f 1n {25) we
may use experimental data airectly on fracture clo-
sure as a function of stress, 1.e.. ay ¢ = —d{(2b)/dp.

It is apparent from the foregoing that once we
have defined the appropriate conductances for
fracture~fracture, fracture-rock and rock-rock
interfaces and have defined the physically appro-
priate storage parametars for volume elements in
the fracture or in the rock, the solution of the
discrete fracture problem merely redures to solving
(9) or (32) through direct or iterative techniques.

Syst=as idealized by double porosity: It is
perhaps best to discuss the relation of the double

porosity model to a simple idealized system of hori-
zontal fractures as shown in Fig. 3. Consider a
system of 1 horizontal fractures with spacing S.
‘The thickness, H, of this system is given by

d = (I + 1)S. It 18 clear that in this system
water moves horizontally in the fractures and water
dra:ns vertically from the intervening blocks to
the fractures bounding the matrix. We will now
repiace this system by two interacting continua,
zacn of thickness H, one representing the flow
phenomenon 1n the fracrtured mileu and the other,
that 1 the matrix milieu. Obviously, the fracture
continuum 1s characterized only by norizontal flows
wnile the matrix continuwn anly by vertical flows.

Fig. 3. System of horizontal fractures in a perm-

eable medium. (XBL 809-2844)
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1f we assume that flow in the fracture obays
the cubic law, then the total horizontal flux in
the horizontal direction in the layer equals I times
the flux in each fracture. We miy therefore define
the average hydraulic conductivity, x;, of the frac-
ture continuum by,
3
* _ I1(2b)pg
£ T on 2n
similarly af Sg 15 the storativity for one frac-
ture, then, :5 f+ the average storativity, for the
fracture conrinuum is,

K 1(Ss‘f(2b)) @28
8,f L}
since the fracture aper(.un is far smaller than the
E{ucture spacing, Kr ~ K and S;s ¢+ where Iq, and
sg,r are the average hydraulic cenductxvltxes and
storativities of the rock continuum.

where
21 4
a=3.ssu- _z°
- s

s.nce H = IS, obviously a is a factor controlled by
the spacing and the spacific surface of the rock
blocks. HNote also that in the fracture contisurn
water flows within the continuum as well as across
an imaginary intarface to the satrix continuum.
dence, {32) has a sgurce term as well as a diver-
gence term on the laft hand side. However, it ia
assumed that, duve to the strong permesbility con-
trast batween the fracture and the blocks, flow of
water within the blocks is restrictad to lines nor-
mal to fracture-block interfaces. Hence, in {33}
the divergence term is absent.

In view of (30} and (31) we may now proceed to
apply (9) to a double-porosity system. Pirst, we
discretize the flow region into £ = 1, 2, 3, .es L

ns to r the elaments of the fracture

Consider an area Ag at the interface b

a fracture and an adjoining matrix block. The flux
from the block to the fracture is given by
K A
r f - *
¥,y T Toss Y T g (29)

and the total flux from blocks to fractures is given
- »

by lug p = (IKeAg/0.55). In (29), 9y and ¢f are

averayge putentlals in t.e element of each continuuz.

1f we consider two volume elements at a given
location, one in the fracture continuum and one in
the porous vont:inuum, each element havang an erea
of cross section Ag and height H, then Vg = Vp =
AgH. For each of these volume elements we may
now writeé a conservation equation.

Fracture contilnuum element

IK A
e, PIKA, . .
f(,,xf\uf AdT) + g5 " top = ¢g)

f
-
e Ovg )
= pv.s —
[ fss[ prY o)

Hock continuum element

SUIK v . - vy
0.58 Af("r - °E) = vrss at 31
T

uor_.mg tnat v = VE = AgH and dividing through by
Vf an (30) and V‘. in (31) and letting the elements
tend to zero is the limit, we now obt~in the differ-
ential equation,

.
5t . e N . 3% 12

—di - - L

div pK Ve, + uxm(rpm of) 053'f 3t (32)

.
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s, ot

Tor - or 33
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continuum with K¢ and £ defined as in (27) and
{28}, For each of thel ubdomains we shall provide
all required input data such as Gy, interior connec—
tion data, exterior comnection data and bulk volumas
50 that one equation such as (9) can be developed
for each of the L slemants. Simultanwously we
Jassulte that at the location of each i = 1,2,3,...L
fracture continuun element there exists a matrix
continuum element j = 1, 2, 3. ... L such that

Vy =V, for « = ). In order to couple the two con-
tinua we will now connect, for each ¢t = j, the frac-
ture continuum element { with the matrix continuum
element ] in such a fashion that the conductance
Ug,y 18 given by,

.
IpK_ af IpK A
. - £ %ed . £ _ -
‘e03 ] 0.55 pV ok, i34)
3ok

We thus end up with conservatiosn equations for 2L
volume elements in all, with one equation for each
fracture-continuum and matrix-continuum element.
Note that the time-constant for the respective ele~
ments shall be given by

v s
- f s,f
8Cyrab, i ———u 5 (35)
£.m+ [ 25 ]
o J

where ¢, m are fracture continuum elements, j is a
matrix continuum element, and j = g; and
-

v

& = m S‘III

tsta.b,] 1) (36)
L,

where j is a fracture continuum elements, £ is a
satrix cc.tinuum element, and j = £.

Since the IFDM is so structured that the
yeometric quantities (AT . and Dy ,m) needed for
computing the conductances are du-ecf.].y provided
as input daca, the handling of Vo needed as input



for computing Ug,4 in (34) poses no special problem.
Also, since the 2L simultaneous equations are for—
mlated, they can be solved by the mixed explicit-
implicit method: Indeed, since the double~porosity
model gives rise to a stiff matrix (dus to the
marked diff in the time

the fracture-continuum elements and the matrix-
continuum elemente), the mixed axplicit-isplicic
method is particularly desirable for solution.

Comparison of IFDM with Other Approaches

Having described the utility of the IFD
approach to handle a variety of fracture-simulation
problers, it is of interest to see how this approach
compares with other numerical techniques, notably,
the onal finite dif (FrDM) and
the finite element method (FEM).

IFDM and FDM: The basic difference hetween
these two approaches is that the latter is applied
specifically to volume elements with faces perpen-
dicular to the coordinate axes vhile the formar is
applied in general to arbitrarily shape elements.
The reason for this is that the FDM seeks to dir-
ectly approximate the partial differential eguation,
which includes second derivatives of potential in
space. sote that the partial differential equation
expresses the conservation law per unit volume of
the volume element. Tris volume-normalization,
coupled with the regurar shape of the volume ele-
ment helps obtain the second-derivatives in space.
The IFDM, however, chooses not to use the volume
normalization procedure and expreases the conser—
vation law for arbitri -y an volume zlement. Yet,
if one applies the IFD: to a mesu involving regu-
larly shaped volume elements, then the IFDM and FDM
equations snall be identical except for division by
the bulk volume. Thus, the FDM may be treated as a
limiting case of the IFDM.

IPDM and the FEM: The conceptual similarity
between these two techniques lie in the fact that
both are integral methods in which intensive prop-
erties such as potential are expressed as averages
over finite volume elements. However, these two
methods differ a) in the manner of carrying out
integration operations and b) in the approach
employed for evaluating gradients of potentials.
In order to compare the integration procedures
adopted in the IFDM and the FB, it is instructive
to recall equations (9) and (12) that are central
to the IFDM. For convenience, we may write (12}
in matrix notation as

L

ap,
- S —= =38 {37}
z Pam P T PyYi%,0 B ]
=1
where

. u + z U

A 2,m 2.b
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In {37) the A, _'s denote the conductances betwaen
elements i and m- If an element f corsunicates with
an elemant W across some cosmon interface then

Aym ? 3 Oralsed, ,=0. Alsos py, Vg, Sgr £
and B, are known, whife ¢, is a function of initial
conditions and the a¢y is the variable to be solved
for. In setting up (37) a major task is to evaluate
the coefficients Ai'- and v, in order to set up the
equations. Note that A; , includes in itself cer-
tain geometric quantitiea in addition to the sater~
ial properties. In tive handling of the geometric
quantities irherent in Ag,m IFDM and FEM choose
different approaches. Thus, the IFDM explicitly
defines each volume slement by defining its bounding
surface aegments and directly provides the required
geometric inputs Al‘h. and Dy o, required for comput-
ing A, ¢ On the other hand, the FEM, as it is
commoniy employed, chooses an indirect approach to
achieve the same purpose. In the FEM, the geome-
tric inputs consist of the coordinates of the nodal
points as well as a description of the connectivity
between specific nodal points. From this informa~
tion the geometric quantities inherent ‘n A, , are
a of weighted volume inte-
gration. A of this app is that
one avoids the need to explicitly descyr!oe the aur-
face segments Al 5 berween communscative volume
elements. The volume elements are implicitly
described, as it were. HWhile this appears to be
desirable in that one bypasses the need quantita~-
tively for describing surface segments, the volume
integration leads to a different type of computa-
tional requirement. That s, the volume integration
requirer the differential volume e ement of inte-
gration AV to '.ave a simple geocmetrical shape such
as a triangle, a rectangle, a toroid, a tetrahedron
or a parailelipiped. As a result, the integration
in the volume integral has to be expreased with
reference to a specific coordinate system. In com-
parison, the 1IFDM evaluates each conductance term
locally in a single one-dimensional form and hence
is ind of any e syatem. Thus, an
important gdifference between the FEX and the IPDM
is that in the former 3
through a process of volume integration, while the
latter the are computed directly as a
product of the required input data. While it would
appear that the latter may require greater input
etfort, it must be stared that an ability to dir-
2ctly prescribe conductances in a simple fashion is
extremely helpful in handling certain special cases.
For example, such an ability is of help in connect-
ing a well or a single fracture element to several
matrix elements. Although one could handle this
with the finite element method (e. g., Narzsimhan
et al., 1978) there is an extra effort involved in

Ances are
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implementing this with the FEM. Moreover, one
could argue that by following the IFD approach one
essentially removes the gecmetric aspects from the
mainstream of calculations and in, certain cases,
the geometric quantities could be computed with
any desired degree of precision before one sets out
to solve the conservation equations.

Apart from the integration aspect., the major
difference between the IFDM and the FEM consists in
the manner in which spatial gradients of potential
are evalvated. In fact, it is in regard to this
that one should really exercise judgement in choos-
ing between the IFDM and the FEM for handling any
given class of problems. As discussed by Narasimhan
and Witherspoon (1976), the IFDM employs a simple
finite difference approximation for meaduring grad-
1ents. This demands that for measuring gradient
along any given direction, une simply computes the
slope in that direction. It follows that the finite
difference approximatior. is capable »f giving only
one gradient measu.ament at a time.

Instead, in the FEM, an equation is set up for
the variation potential within a region bounded by
3 or more nodal points and gradients are evaluated
at any point and in any given direction by partial-
ly differentiating the surface fitting the poteatial
variacion. ierein lies the unique power of the FEM,
which 15 especially useful when application of
Darcy's law at an arbitvarily oriented surface in
an anisotroplc medium requires gradient of potential
in more than one direction. Even here one could
argue that one could interpolate the required addi-
tional gradients from associated finite difference
gradients. However, an added advantage of the
finite element approach is that by choosing a suffi-
ciently large number of nodal points to fit “he
equation of the variation in potential, one could
effectively introduce higher order terms in the
expression for gradient, presumably increasing the
accuracy of the evaluated gradients. Whether these
higher order terms (which, incidentally lead to
increased computational effort} lead ultimately to
highly accurate solutions in all cases has not yet
been firmly established, particularly for transient
problems.

In summary, therefore, the differences between
the IFDM and the FEM are limited to certain methods
of implementing geometric operations. Awareness of
these differences show that each of these methods
offer unique flexibility and power tc handle certain
classes of problems. Both of them, used properly,
can give results of comparable accuracy. For sys-
tems with isotropic materials or with very general
three-dimensional configurations, the IFDM provides
a model capable of handling complex geometries and
variations in symmetry within the flow region. For
systems with arbitrarily varying anisotropy or
systems in which the mesh deforms in time, the FEM
provides flexibility of computations. Indeed, it is
possible, in principle, to combine these two methods
of handling geometry into a well-organized, single
computer program so that within the same flow region

each method could be employed ai needed for maximm
efficiency.

A BRIEF DESCRIPTION OF PROGRAM TERZAGI

Zefore p 1 to ate the praced-
ing theoretical discussions with illustrative exam—
ples, it is pertinent ber: to briefly describe the
input organization of program TERZAGI. The input
data of this one=-, two~, or three-dimensional IFD
prdgram is organized into blocks, sach block hand-
ling one category of information: control param-
eters (Blcck 1); material propertiss (Block 2);
fluid properties (Block 3); volume element geo-
metries (Block 4); internal surface connections
{Block S); 1 surface ions (Block 6};
boundary potentials (Block 7); variable sources
{Block B); and initial conditicns, constant sources
and preconsclidation pressuras (Block 9). While a
detailed description of the program is out of place
here, the following aspects should prove to be of
intcrest to the reader:

o The solution is started with a small timc-step
and the time-step is increased gradually by not
more than a factor of 2 at a time, depending on the
progress of solution. Should the convergence be
slow or the nonlinear parameters change too rapidly,
the time—step is avtomatically cut down. If de-
sired, the time-step can be manually controlled.

] The implicit selution process is achieved by

a point-iterative scheme with an acceleration factor.
The implicit weighing factor A is varied during the
sclution from 0.57 to 1 depending on the maximum
rate of change of potential, in order to minimize
time integration errors, Options are available t-
override this by using forward-, central- or back-
ward differencing modes.

[ The required material properties include void
ratio, effective stress, coefficient of compressi-
bility, preconsclidation stress, absolute permea-
bility, specific storage, etc. Some of t.is data
could be mutually exclusive. The required fluid
properties include fluid viecosity, density and
cormpicssibility.

o The required volume element properties include
bulk volume, type of material contained, and average
elevation.

© The requirad data for interior surface connec-
tions include the nodal point designaticns on either
side of the interface, the distance between the

nodal points, and the magnitude of the surface area.

o Material properties as well as boundary poten—
tials and sources can all be functions af time or
potential.

a The model uses the gimple effective stress
principle that chiange in effective stress is equal
and opposite in si-n to change in pore preassure.



Application to some Fractured Bystems

We will now p some 111 ve examples
on the application of the IFDM to simulate fluid
flow in fractured media. The list of these
examples is as fallows:

Porous Medium with Discrete Fractures:
(1) Flow to a well intercepting a single horizontal
fracture; (2) Flow to a well intercepting a single
vertical fracture; (3) Pulse test in a well inter-
cepting an inclined fracture; (4) Simulation of a
hydraulic fracturing experiment; (5) Advective-
diffusive transport in a fractured system with
spherical particles.

Double Porosity Medium: (6) Flow to a well
intercepting a system of horizontal fracturea sep-

arated by porous blocks.

1. Flow to a well intercepting a single horizon-

tal fractur. Consider a well of finite radius,
rye fully plercing an aquifer with a horizoatal
fracture of radius rg¢ and width w (=2b). The well
pumps at a constant rate 0, starting with hydro-
static initial conditions. The problem is to pre-
dict the evolution of fluid potential around the
well. Gringarten and Ramey (1974) solved this
problem analytically and obtained a solution assum-
ing that the fracture is infinitely conducting and
that the rate of flux is constant throughout the
fracture. Furthermore, the presence of the well
was ignored and the fracture was considered to be
a discoidal source.
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Fig. 4. Single horizontal fracture in permeable

rock: problem description. (XBL 804-7003)
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and ( under
} have died a class of well-flow
proble-a involving a horizontal fracture. The
gecmatry of the system studied by them is given in
Figs 4. As a first step in their study they solved
the problem of Gr.i.ngutcn and Ramey using the IFDM
son of their results
vj.t:h the analytic lolution are prasented (!‘ig. 5)
in terme of the dimensionless time 'er K t/8, L2
and onless Py = (z:mah)/n,

vhere K, is the hydraulic mnduct.:lvity of the aqui-
fer, h is the aquifer thickness, Sq,r is specific
storage of the aquifer, and A¢ is the drawdown is
As may be seen the

potential in the fracture.
agreement is excellent.

Horitontol Frocture
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Fig. S. Horizontal fracture problem: comparison

of analytical and numerical results.
(XBL 809-2843}

In a series of subsequent runs, the study vas
«Xterided vo finite-conductivity fractures in the
pr et.e of a realistic wellbore, within which
fluai level changes with fluid production. The
results of the studies (for which no analytical
solution is available} is given in Fig., 6 in the
form of a set of type curves.

kpgt

w817

Horizontal fracture problem: type curvea
for finite fracture conductivity {afcer
Bodvareson and Narasimkan, 1981).

(XBL 804-6227!

Fig. 6.
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2. Flow to a well intercepting a single vertical

fracture. Narasimhan and Palen (1979) studied the
problem of fluid flow to a well intercepting a
single vertical fracture using the program TERZAGI.
Both the well and the fracture fully pierce the
aquifer. The geometry of the problem is given in
Fig, 7. Analytical solutlons have been presented
in the literature for infinite conductivity
(Gringarten et al., 1974) as well as for finite
conductavity vertical fractures (Cinco-ley et al.,
1978). To validate their numerical model,
Narasimhan and Palen used a mesh as given in Fig. B.
As shown in Fig. 9, they obtained excellent agree-
ment with the analytical results of Cinco-ley et al.
(1978). The small departures for early time results
for Cy, = 1 and Cp = 0.2 are primarily due to well—
bore storage effects, not considered in the
analytical solution. The small departures for

pe > 8 x 102 observed with C, = 0.2 or C, = 1.0
are due to the closed external boundaries simulated
in the numerical model.

ta

Z

©
N

Well .

®)
G
!
&

XA

Fig. 7. single vertical fracture in permeable
rock: problem description.
(XBL B09-2845)

The numerical model is especially suited for
simulating deformable fractures for which fracture
permeability varies with fracture aperture. This
problem is soi.ewhat difficult to handle analytic-
ally due t- the nonlinearity irvolved. The results
of four cases of flow within a deformable fracture
are presented in Fig. 0.

In Fig« 10, Curve 1 relates to a deformable
fracture with an initial aperture w = 1 mm and
Xg = 10m. The fracture deformahility, quantified
by ay,f = ;gef/dp = ;d(zb)/dp is assumed to be
3.28 x 107" pascal™' and fracture permeability is
allowed tc vary with aperture according to the
cubic law. We will use this curve to be the stand-
ard against whic: we shall compare the remaining
three cases.

Curve 2 represents the case in which all fac-
tors are the same as in Curve 1, but Ky is assumed
to be constant, corresponding to the initial aper=
ture of 1 mm and independent of fracture aperture.
As one would expect, Curve 2 shows lesser values of
Pp then Curve 1. Curve 3 incorporates the effect
of a 0.1 m~radius well into the problem relating to
Curve 1. The unit slope for Tpe ¢ 0.2 represents

8

Vertical fracture problem:
(Narasimhan and Palen,

| 2Zmeep
as

Sma

Vertical fracture problem:
numeiical and analytical results
(Narasimhan and Palen,
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Fig. 10. Vrriical fracture problem: effect of

Iracture deformation. {XBL 809-2841)

withdrawal of fluid from storage. As is to be ex-
pected, for 1ne » 10, Curve 3 tends to merge grad-
uvally with Curve 1.

Curve 4 relates to a problem which was designed

to study the effect of fracture compressibility on
the pressure transient. 1In this case the fracture
campressibility, ay,£; was increased by 48 per cent
trom 3.28 x 12710 Pa~1, pg geen from the figure,
thig solution begins to depart makedly from Curve 1
for Tpg > 1.0. The results show that the pressure
transient is extremely sensitive to fracture com-
preasibility of deformable fractures.

3. Pulgse-test in a well intercepting an inclined
fracture. FPor studying transient fluid flow in
tight fractures, the method of pulse-testing is of
interest (Wang et al., 1978). Unlike the conven~
tional well test, the pulse test consists in pack-
ing of an interval of the formation, charging the
well with a pulse of water at a pressure higher
than the formation pressure and letting the pres-—
sure decay in the well as a function of time. Ana-
lytic solution to this problem with respect to a
horizontal fracture in a tight rock has been dis-
cussed by Wang et al. Sirisak Juprasert {1979;
personal communication} numerically studied the
pulse-test problem for an inclined fracture using
program TERZAGI. A major effort in this regard was
to develop an IFDM mesh with associated geometric
quantities. As shown in Fig. 11, the fracture
plane is divided into A number of volume elements
with the elements assuming radial shapes closa to
the well, In the immediate vicinity of the well
elliptically shaped volume elements were designed
to account for the fact that the well pierces the
fracture plane in an oblique fashion. Using the
mesh shown in Fig. 11, a number of runs were made

Fic.

with various fracture inclinations.
three of these runs are presented in Pig.
results indicate that with higher fracture inclina-
tion, the pressure pulse dissipates faster in the
wellbore.
frop an inclined fracture system against the hori-
zontal fracture solution, one would overestimate
the hydraulic conductivity of the fracture.
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4. Simulation of a hydraulic fracturing experiment.
Since the late 1950's hydraulic fracturing of in

situ rocks has been extensively used to stimulate
oil and gas reservoirs through the creation of
massive hydraulic fractures extending up to several
hundred meters from the stimulated well. On a
smnaller scale, hydraulic fracturing experiments
are also used to detarmine in situ rock stresses
(e.g. Haimson and Fairhurst, 1970}.

Palen (1989) adapted the TERZAGI model to ana-
“yze the pressure transient data from a hydraulic
fracturing experiment in granite and to estimate
the in situ scresses as well as the fracture param-
eters. The experiment was conducted at Monticello
in South Carolina by the U.S. Geological Survey
(zoback, pers. com, 197%9), 7%he hydraulic fractur-
ing was performed at a depth of approximataly 300 m
below surface over an interval 3 m. An oil-water
mixture with a viscosity of 2.35 x 1073 kg/m.sec
{2.35 cp) was used as the injecting fluid. The
well was of 0.1524 m (6 inches) diameter and commu-
nicated with surface injection equipment through a
.0508 m (2.0 inches) diameter tubing. The actual
experiment consisted of several injection cycles
separating shut-in and bleed-off periods. For
illustrative purposes, the observed injection rates
and injection pressures are given in Fig. 13.
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.Fig. 13. Simulation of hydraulic fracturing:

Fleld data on injection rate and pressure
(after Palen, 1980). {XBL 807-3481)

Numerical simulation of the hydraulic fractur—
ing process requires the modeling of the energy
bnild-up in the well iteelf, prior to the initia-
tion of the fractures as well as the propagation of
the fracture with time. The former aspect requires
the treatment of the well as a volume element of
the flow region and the latter requires am ability
to handle time-dependent geometry, based on frac-
ture extension. While the wellbore aspect is quite
easily handled in the standard IFD formulation,
appropriate criteria had to be incorporated into
the algorithms to extend the fracture. FPalen (1980)
used two criteria to extend the fractures; (a) that

the fluid pressure near the tip of the fracture be
in excess of the least principal stress in tha hor-
izontal plane and (b} there be enougb potential
energy in the system to create new fracture surface
to overcome the strength of the rock at the fracture
tip. Assuming the fracture to grow in the shapes of
a "penny”, and by adjusting initial fracture aper—
ture, fracture compressibility, minimum in aitu
stress, and fracture toughness, the fit given in
Fig. 14 was obtained. 1Independent estimates by
Zoback (pers. com., 1979) suggests that the minjimum
principal stress estimated in the simulation close-
1y matched Zoback's estimate.
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Simulation of hydraulic fracturing:
comparison of numerical results and field
cbservations (after Palen, 1980).

{XBL 807-3479)

Fig. 14.

S. Advective-diffusive transport in a fractured
system with spherical particles. We shall now

considc: a general problem iu which flow in the
fracture as well as that in the rock matrix is con-
sidered in detail. BRather thar the diffusion egua-
tion which has been of concern so far, we shall now
consider an advective-diffusion problem.

Consider a set of parallel, uniform fractures
separated by a distance S (Fig. 15). Water enters
this semi-infinite region through the fracture at
Zz = 0, at a conatant velocity, Vg, and with a solute
concentration C{z = 0,t) = Cue'xd"— where 23 iz a
decay constant. The sclute is transported by advec-
tion and longitudinal dispersion, Dy, within the
fracture and by diffusion perpendicular to the frac-
ture interface into the rock matrix. Rasmuson and
Neretnieks (19F0) studied this problem analytically
by assuming the rock blocks to be replaced by spher-
ical particles of the same surface to volume ratio.
The problem then can be expressed by two partial
diferential equations, one for advective-dispersion
in the fracture, the other for radial diffusion in-
to the spheres. These two are coupled by the trans~
fer of golute between the fracture and the sphere
and are suhject to the boundary condition,
¢z = 0,t) = Cge~Mdt and the initial condition
€ = 0 evevywhere in the flow reglon.
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Rasmuson et al., {1980) simulated the same
problem with the IFD program TRUMP in order to
validate the program. The problem considered was
subject to the following parameters, considered to
be realistic for geologic disposal of high level
radiocactive wastes: S = 1 m; D = 1.35 x_10~% n2/5;
X, volume equilibrium constant = 104 m3/m3; Dp,
diffusivity of rock matrix = 10712 n2/sec; vy,
velocity of fluid in the fracture = 3 x 10~7 m/sec,
2b = 1075 m, and rq, the radius of the spherical
particle = 1.5 m. The decay constant used was
Ag = 2.311 x 10-2 year"1, corresponding to a
half-life of 3 x 108 years.

The problem was solved with 25 elements along
the fracture with length varying from 15 m (10 ele~
ments), 30 m {10 elementa) and 100 m {5 elements]),
and each spherical particle divided 15 concentric
elements with Ay = 0«1 me In Fig. 16, the numer-
ical solution obtained with TRUMP for a point in
the fracture at 2 = 225 m is shown compared with
the analytic solution. As can be seen, except for
a slightly earlier breakthrough predicted by the
numerical solution, the two solutions agree to with-
in 1073 per cent for most of the period simulated.

6. A double-porosity problem. The final illus-
trative problem is d with a fr

system idealized as an equivalent system of twa
interacting continua. To provide a physical feel
for the illustration, we shall consider a system of
10 horizontal fractures, each with a uniform aper-
ture of 1074 m and separated by matrix slabs 1 m
in thickneprs. The aggregate thickness of the rock
and fracture is 10 m» If cubic law is assumed,
each fracture has an abgolute permeability of

ke = 8.333 x 10770 m2, But if we assume that the
combined effect of the fractures can be replaced by
a fracture continuum 10 m thick, then, the equiva-
lent permeability of the fissured continuum amounts
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to kg = 8.333 x 10~14 n2, similarly, if the frac-
ture compressibility is assumed neglivible, the
specific storage of the fracture continuum is
approximately S;'f =1 x 1072 ! of water. It is
reasonable to assume that the permeability of the
matrix may be smaller than kg by one to three
orders of magnitude or more, whil: a value of
1075 m~) is reasonable for the specific gtorage
of the rock, Sg,,.
Let us now consider the mechanics of fluid
transfer between the fissured and the matrix con-
tinua. Obviously, in the actual problem, water
will drain vertically from the matrix slab upward
and downward inte adioining fractures, with the
coenterline of the slab forming a line of symmetry.
If we consider a thin prism of a matrix slab with
cross sectional area A, then the amount of water
draining from a slab to one adjoining fracture is
given by

k_pu LA )
. T £
Qf,r STu RT3 (38)
f.r
B kPg
=TS - v {33)

where o* = A/Dg p and Df,r = 0.5 m. Wow since each
slab is doubly-draining, the actual volume of water
transfer from a given prlsm of the matrix continuum
of thickness H to the prism of fracture continuum
at the same location is 20 times Qf,r and is equal
to (kopg/u)(20a*)(¥r — ¥f£l«

It is of interest here to compare g* with the
geometric parameter often used to quantify the
coupling term in the differential expression of the
double-porosity model. For this, consider a prism
of each medium at the same location, with cross
sectional area A and height H, where K is the thick-
ness of the medla. Then, if we normalize a* with
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reference to bulk volume, we get a volume-normalized
paraneter related to a. That is, o has a dimension
of reciprocal area and in the present case, a is
related 1/{S)(H}.

In order to solve this interacting-continua
problem using TERZAGI, a problem that has been
studied by Barenblatt et al (1960), Warren and Root
(1953), Odeh (1965), and many others, was chosan.
The problem involves a well piercing the fractured-
continuum that is areally infinite. The well is
produced at a constant rate Q. As haa been done by
Warren and Root (1963), this problem can be analyzed
in terms of four dimensionless groups,

.
. kepgt

T = e (40)
Df s urz
8,f w

.
e ZTkepoAp

B, = ————— an
L7 Qs
kl‘
x=art 5 (42}
ke

{43}
bs,f M bs,r

The problem was studied using TERZAGI. A
number of runs were made to study the effect of
varying A, w and the magnitude of wellbore storage
capacity. In addition, one run was made with
spatially varying ki to consider “skin® effest
near wellbore as well as increased fracture inten-
sity beyond about 110 m from the well axis. The
results are summarized in three double-logarithmic
plots, Figs. 17, 18, and 19.

In Fig. 17 the double porosity results are
compared with the Theis sclution for three values
of A. Increasing A implies increasing mat:ix perm—
eability. In the numerical model a 0.1 m radius
well wvas assomed. In order to approximate the line
aource solution, the well was assumed to be packed-
off and bence deriving storativity purely from water
compressibility. In one case the well was assumed
to have a fluctuating free surface. In the former
case, the capacity of the wellbore was assumed to
be 10°6 m3 of water per meter of head change while
in the latter it was (0.1)2x. As can be seen from
Fig« 17, the different cases clearly show effects
of delayed drainage from the blocks in the range
10! < tp_ < 105, when the wellbore storage is small.
It i, however, interesting to note that a realistic
wellbore radius of 0.1 m with free fluid surface in
the well gives a solution which totally masks all
the effects that one could hope to see due to
varjable A or, equivalently, variable matrix perme-
ability.

Study of the double-porosity system by many
workers has showed that the late-time behavior of
the system is dominated by the combined storativ~
ities of the matrix and the fractured media while
the intermediate-time behavior is influenced by w,
the ratio of the Ffigsure storativity to matrix
storativity. In Figs 18, two cases are compared,

@ = 1074 and u = 1072, As should be expacted, the
late~time salutions for these two cases are distinct
from each other.

The final case shown in Fig. 19 was actually
chosen to illustrate the generality of the numerical
approach over the analytical approach. In a general
integral, numerical model, the system is described
as a complex of several isolated continua, each
interacting with the other. Insofar as the numer-
ical appreach is concerned, the double-porosity
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Simulation of a double-porosity medium:

effect of varying A.
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problem is a simplified special case which can be
handled with ease. The case considered in Fig. 19
considers the fissurs~continuum to have radially
varying kg. to simnlate the existence of a low~
permeability skin claose to the well and to account
for increased permeability due ta fracturing beyond
about 100 m from the well.

As can be gezn from Fig. 19, the presence of
the low-permeability skin causes much higher draw-
downs than the ) = 2 x 10> case, after tp_ ~ 102.
For r * 100 m, the two cases have iuenticaf param-
etera except for the skin. Detailed study of the
printouts showed that the pressure transient exten-—
ded beyond about 100 m for tp, > 10'Y. As a result,
the variable k§ flattens markedly after that time
and eventually crosses the A = 2 x 107> curve at
tpg ~ 1wl2,

CONCLUSIONS

The Integral Finite Difference Method (IFDM)
combines the power of an integral formulation with
the simplicity of finite-difference gradients to
constitute a powerful tool for simulating fluid flow
in a variety of fractured rock systems. The conven-
tional finite-difference method is a subset of the
IFDM and is included in it as a limiting case.

The principal difference between the IFDM and the
Finite-Element Method (FEM) lies in the ability of
the latter to facilitate generalized gradient eval-
uvations. A unique feature of the IFDM is that the
information required to generate conductances be-
tween communicating volume elements are handled as
input in a simple fashion. This feature provides
unique advantages in handling heterogeneous systems
such as fractured porous media with sharply-varying
material properties.
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Inaofar as simulating fluid flow in fractured
systems is concerned, we do poegsess fairly sophis—
ticated abilities. The chief problem that now
confronts us is that of obtaining the relevant data
from the field to provide input to the computational
model. The information required to be handled for
characterizing all the discrete fracturea of even
a small system is too voluminous and difficult to
obtain. To minimize this prcblem one mey desire
to replace the discrete system with an equivalent
macroscopically average system. While such equi-
valent systems are conceptually interesting, they
have two disadvantages when one desires to utilize
them in situations where a high degree of certainty
19 desired (e.g., radiloactive waste isoclation). The
first 1s that very little is known as yet about the
quantitacive relationships that exist between the
small- and large-scale parameters. Secondly, by
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PLOW IN FRACTURED POROUS MEDIA

James O. Duguid
Office of Nuclear Waste Isolation
Betelle Memorial Institute
Columbus, Chio 43201

SUMMARY

The equations governing fluid flow through
fractured porous media consist of two equations
of motion and two continuity equations. These
equations are coupled by an interaction term that
represents the mass flux of fluid from the
primary pores into the fractures. Numerical
(finite element) solution of the governing
equations was used to investigate the relative
magnitude of some o1 the terms of the equations.
The acceleration term in the equation of motion
for the fractures was found to be small and for
the cases investigated can be neglected. Elimi-
nation of this acceleration term allows the
governing equations to be greatly simplified, a
simplification that allows for the numerical
solution of the qoverning equations on a larger
region,

INTRODUCTION

The formulation of a theory for flow in frac-
tured prrous media is hampered by the range in
size of the c¢penings found in the medium. The
primary pores, which were formed during deposition
or crystallization, are small; however, they make
up roughly 10% of the volume of the medium. The
fractures {or joints', which are formed after
deposition or crystallization, are large, widely
spaced conduits constituting less than 1% of the
volume of the medium. The magnitude of the
permeability, which is dependent on the size of
openings, is larger for the fractures than for
the primary pores. This produces a larger fluid
flow in fractures. Thus, in fractured porous
media, the fractures (a relatively small volume of
the medium} carry the bulk of the fluid flow
through the medium.

Based on the frequency of fractures relative
to the extent of the formation, an investigator
can formulate the governing equations in two ways:
(1) using the continuum approach when a represen-
tative elemental volume can be defined that is
small as compared to the extent of the region
under investigation and (2) using the discrete
fracture approach, where the fracture is composed
of parallel plates, when the fracture spacing is
large as compared to the region under invesiiga-
tion. The primary pores can be treated as 1
continuum for either approach.

The zquations discussed in this pap~s were
formulated using the contiruum apprez.in. The
details of their formulation can be found in
Duguid and Lee3; Duguid and AbelZ; and Duguid
and Lee®.

DISCUSSION OF RESULTS
Equations

The governing set of equations, formulated
in detail in Duguid and Lez? are:

(1 =3,0¢0 t + (1 -

o 2s
2= et Y] ()
a6, Jo. -
(L=vpdope grtll-oyeyigr -V, =t

where:
K1 is the intrinsic permeability of the
= primary block {scalar},
K2 is the intrinsic permeability tensor for
the fractures,
t  is time,
V15 is the flux of fluid relative to solid
_ in the primary pores,
V25 is the flux of fluid relative to solid
in the fractures,
8 is the coefficient of compressibility of
water,
is the fluid interactior term,
is the coefficient of fluid viscosity,
is the fluid density,
and ¢ are the incremental pressures in
the primary pore: and fractures, respec-
tively, and
31 and ¢2 are the primary and fracture
porosities, respectively.

o

an

The fluid interaction term describes the
transient mass flux of the fluid out of the gp+i-
mary blocks and into the fractures (Duguid and
Leed). This interaction is expressed as:

4n 9,0 >
172 -
F=W\ul—cz)l+§:en @)
n=1
= u(01 - oz)
where:
K]nz—zt
2~-L:1E

c is the half-width of an average fracture,

¢ 1s the characteristic nalf-dimension of a
primary block, and

t is the eiapsed time.

Equations (1) are six equations in six vari-
ables for a two-dimensional space. The variables
are pressure in the primary pores, pressure in the
fractures, and two components of flux in both the
primary pores and the fractures. This system may
be reduced to four equations by elimination of the
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term Vg between the first two equations of the
system.” The reduced system may be used for prob-
Tems where the Dirichlet boungary conditions are
given in terms of pressure. If the boundary
conditions are given in terms of discharge, the
division of discharge between the primary pares
and the fractures must be known, or all six
equations must be used. If all six are retairad,
a boundarv condition or flux may be used.

The numerical solution of equations (1) was
achieved using the Galerkin finite element method.
The theoretical formulation of the Galerkin finite
element method for this system of equations is
presented by Duguid and Abel2.

Lonstant Discharge Problem

For the constant discharge problem a frac-
~ured porous aquifer is intersected by a stream
and is initially at equilibrium with the stream.
At time t = 0 the stream level is assumed to
decrease in such a way that the total discharge
from the aquifer is constant. The first response
is assumed to occur in the fractures. The aquifer
is confined above by ar impermeable formation and
is semiconfined below. Tha leakage along the
lower boundary is ascumed to occur in both the
primary pores and the fractures {Fig. 1). This
problem of lowering of stream level is not likely
to occur in nature, but the problem is of interest
to investigate the division of discharge between
the primary pores and the fractures.

Y @ 2 2 2 .
e Y P TR s
1 d'y e
n=0
k! _a. = (& nzlztlzd'l :8)
=322 2z Leak
v, a5 14+ Z e

n=0

where d is the thickness of the aquifer and the
coefficients with prime superscripts refer to pro-
perties of the lower semifonfiring unit. The
leakage boundary conditions were obtained from the
solution of the one-dimensional storage equation
in the lower wnit (Bredehoeft and Pinderl).

The material properties used in the numerical
solution of this problem are:

¢ =1.6x10-3 ft o =5.95x 10714

d =40.0 ft €=2,50x10-8 ft2/1b

d' =100.00 ft u=2.78 x10-5 Ib-sec/ft2
X1 =1.5x10-14 £t2 o =1.94 Ib-sec?/ftd

K} =2.74x10°16 £12  ¢q<0.29
Kyx = 4.5x10-12 ft2 01=0.25
K7z =2.0x10-12 £22 2= 0,005

Ky = 2.74 x 10-14 t2
2=1.0 ft

o3=0.0025
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Fig. 1. Physic.1 Interpretation of Boundary Conditions

The boundary conditions for the problem are:

45,90 x 107> ftssec
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AU LU U+, =590 x W™ ft/sec

The solution of this problem indicated that
the incremental pressure in the primary pores is
approximately the same as the pressure in the
fractures. The pressure in the fractures was
observed to be slightly lower than the pressure in
the primary pores, and the first response occurs
in the fractures. This result is attributed to
the large size of th~ fractures as compared to the
primary pores.

The solution for horizontal flux in the
primary pores and the fractures at the outflow
surface is shown in Fig. 2. From this figure it is
observed that che components of horizontal flux are
approximately constant for all time. The variation



of flux 1n the primary pores is attributed to the
initial assumption of zero flux. Another result
that may be obtained from Fig. 2 is the ratio of
flux in the primary pores to flux in the fractures
is proportional to the respective ratios of hori-
2ontal permeability.
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Fig. 2. Velocity at the Outflow Surface for
Constant Discharge

Figure 2 also indicates that, for the mate-

rial properties used, the acceleration term in tk-

equation for flow in the fractures can be
neglected in constant discharge problems.

Step Drawdown Problem

The step drawdown problem is identical to
the constant discharge problem except that a step
decrease in pressure is assumed at the outflow
surface. At time t = 0, the stream level is
?ssumed go decrease instantaneously by 30 ft.

Fig. 1.).

The boundary .onditions 2t the outflow sur-

face are expressed as:

x=0 t=G 02=-1872.0 1b/ft2
x=0 t>0  a]+op=-1872.0 1b/ft2

The solution for incremental pressure at a
point 30 ft. in from the outflow surface is
shown in Fig. 3. The incremental pressure in the
fractures is lower than the pressure in the pri-
mary pores (i.e., a greater negative value).
Figure 3 shows that the incremental pressure and
the pressure gradient in both the primary pores
and the fractures are nearly equal.
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Fig. 3. Incremental Pressure 30 ft from
Outflow Surface for Step Drawdown
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The solution of this problem was used to
investigate the magnitude of the acceleration
term that appears in the equation of motion of
fluid in the fractures, For step drawdown this
term should have its greatest effect as a result
of the rapid change of flux over a relatively
short time interval. The solution of this problem
was obtained both with and without the accerera-
tion term, and the solutions were compared at all
nodal points within the domain. Ov.y a negligible
difference in the total pressure and in the pres-
sty ia the fractures was observed at any node.

Because the primary permeability is jow, an
investigator might be tempted to reglect the flow
in the primary pores. This has the effect of
terminating the supply of fluid to the fracture
and results in a rapid aquifer response {the
uppermost curve in Fig. 3).

CONCLUSIONS

From the solution of the constant discharge
problem it was observed that the division of
discharge between the fracture< and the primary
pores is proportional to the ratio of their
respective horizontal components of permeahility.
This ratio is apparent theoretically if the
agceleration term in the equation of motion for
fluid flow in the fractures is neglected and the
respective pressure gradients are approximately
equal.

“rom the solution of the step drawdown
problem, it was found that the acceleration terr
for fluid flowing in the fractures is small and
can be neglected. The pressure and the p-essure
gradient in the fractures were also found to
nearly equal to the pressure and pressure gradient
in the primary pores, respectively.

Based on these conclusions the system of
six equations can be reduced to a set of two
equations that describe the pressure in the primary
pores and the pressure in the fracture-. The
division of discharge between the fractures and
the primary pores can be formulated from knowina
that the ratio of primary discharge to fracture
discharge is proportional to the ratios of the
respective horizontal components of permeability.
The reduced set of equations lend themselves to
use on quasi three-dimensional regional flow
problems (two-dimensional flow in a leaky aquifer).

The rapid response in the fractures when
the influence of the primary pores is neglected
Shows that the primary pores cannot be neglected.
This is especially true for interpretation of
rapid drawdown tests. Mare flow simulations are
needed over a range of permeabilities and
porosities to determine whether very small values
of primary permeability can be neglected.
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AN EXAMPLE OF ROCK FRACTURE CHAR/Z.CTERIZATION FOR MODELING PURPOSES

Richard K. Thorpe
Earth Sciences Division
Lawrence Berkeley Lakoratory
University of California
Berkeley, California 94720

INTRODUCTION

The spatial definition of geologic discon-
tinuities in 2 rock mass is an important part of
the modeling process. This paper illustrates the
type of observational information available to
the analyst and how it can be developed. The
example for the discussion i{s the characteriza-
tion of natural fracturing around the "Time-
Scale" Heater Experiment at the Stripa Mine in
south-central Sweden.! This experiment is one
of several field tests in the Swedish-American
Co-operative Waste Storage Researrn Program
that focus on the thermomechanical aspects of
potential nuclear waste storage in crystalline
rock. It is intendcd that the information pre-
sented here will be incorporated into numerical
models of the local rock mass in the future.

SITE DESCRIPTION

A general descriptior of the pgeology and
fracture system at Stripa is glven by Olkiewicz,
et al.,” and only a brief summary is supplied
here. Situated in south-central Sweden. the
Stripa iron ore body lies in a synclinal forma-
tion of leptite, which is a gray to hrownish meta-
volcanic rock of Precambrian age. The syncline
plunges 20° to the northeast, and the underground
site 1s in fine-gralned granite In contact with
the northwestern limb. The granite post-dates
the leptite, and may be associated with several
post-orogenic Precambrian plutons in the region.
Fracturing in the test area, located at a depth
of ahout 335 m, is pervasive, vet the absenc: of
gneissic structures suggests that tectonism since
the intrusiou has been relatively mild.

METHODOLOGY AND RESULTS

Two approaches are used here to characterize
the local fracture system. First, major discon-
tinuities are iduntified in the test area so that
they can be modeled as discrete elements of wesk-
ness. While these features probably have a major
role in the rock mass behavior, they comprise only
a small percentage of the fracturing. Most of the
other fractures are discontinuous in their own
planes, hence the second aspect of the character-
izatlon involves defining all fracturing in terms
of orientatlon, spacing, and length of joints.
While it is impracticable to define or model such
ubiquitous joints as they actually exist, a sto-
chastic representation should be possible. Com-
patibility of the two sets of results w{li be
demonstrated,

Characrerization of Major Discontinuities

The success to which major discontinuities
can be delineated within a rock mass depends on

their continuity and the quality of subsurface
information from which they are to be identified.
Surficial mappine 1s an aid in assessing the con-
tinuity of fractures, and -t Stripa, the walls
ang floors of the heater experiment drifts have
been mapped in detail to show all fractures
longer than about 0.3 m. The outcrops of features
were mapped at a scale of 1:20, using a l-by-1lm
reference grid painted on the rock surface. In-
formation such 3s rock typ. variations, fracture
fillings, or clear signs ot faultlng was noted
during the mapping. The detafled fracture map
developed in this manner for the time-scale drift
floor is shown in Fig. 1.

Luters for the cxperiment are placed 10 m
below the drift floor, therefare only the most
prominent and contipuous features in the map are
likelv teo extend through the heated region and
affect the rock mass behavior. Accordingly, only
the prominent faults striking transverse to the
drift wer: extrapolated downward and correlated
with features in the borehele fracture logs. The
correlazion of the fealures was based on observa-
tiona! i i.e., sirilurity of orieatations,
coatings, ind surtace characteristics and prox-
im‘ty to the «atrapolated pesition. Uther sig-
aiticant discontinuities mav exist near the
heaters and net intersect tne drift, however,
aotte «vuld be identified with conflidence using
the observational technique. Results of the dis-
crete characterization are :llustrated by Fig. 2,
which shows the inferred preofile of four shear
surfaces that pass througt the heater array.
These fratures offset or truncate other discon-
tinuicies, and the r filling ~incrals of chlorite,
caluite, ¢pidote, and clav are several times
thicker than the fillings of other fracrures.
Fault oumbter 3, which is tie most prominent and
well-def ined of the set, apparently offscts a
20 em-wide puegmatite dike as shown in the figure.
The three-dimensional configurations af these
faults can be represented by a series of contig-
uous trianguldr surfaces, the vertices of which
arv the actual berehole intercepts ot the faults.

Cha

In order to describe the abundant jointing
between the major features, it is preferable to
adopt a statistical approach thatr incorporates
both borchole and surficial data. The important
parameters are the dominant joint orientatioms,
i.e., joint sets, and the distributions of joint
spacings and trace lengths. Fracture logs of the
oriented cure from the instrumentation horeholes
in the time-scale experiment supplied orfentation
and spacing data. Figure 1 viclded trace length
infrrmation.
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Fig. 1.

I;etailed fracture map of the floor of
the time-scale experiment drift.

The jointing can be separated into four dis-
tinct sets according to the pole clusters in Fig.
3. Assigning these set designations to fractures
in Fig. 1 allows a compilation of trace lengths
to be made. A typlcal histogram of the data for
one joint set is shown in Fig. 4. When these
values are plotted ir lognormal probsbility form,
the cumulative frequency distributions in Fig. 5
are obtained. The least-squares linear fit
through each distribution is of the form

= +K . (¢)]
log x = log x + K alogx
vhere x 1s the trace length in meters, log x is
the logarithmic mean and 010 is the standard

deviation. K 15 related to the normal probabil-
ity function by

K
BCOX) = (LVET ) + f expl=id/Ddc (2
Yo
where P(X>x) is the probability of exceeding the
value x.

Joint spacing distributions can be described
in a similar manner by assigning appropriate sec
designations to frsctures logged in the boreholes.
Vertical spacings are then computed as the dis-
tancz between consecutive fractures of the same
set. Fig. 6 1s a lognormal probability plot of
the data with the respective distribution equa-
tions shown.

Several errors are inherent in the above
approach. TFirst, inclined fracturgs are under-
represented by vertical boreholes.” This bias
could be reduced by incorporating the floor map
in the spacing analysis. For the data presented
here, the spacing normal to joints is found by
multiplying the vertical spacing by the cosine of
the mean dip angle of the set. S5imilarly, hori-
zontal features are missing from the floor map,
hence their length distributions are not given.
Also, there are blases in the trace length data
saused by (a) the minimum length of fractu-es
that were mapped (0.3 m) and (b) the dimensions
of the drift. These blases prevent the distribu-
tions from being used to predict extreme values
outside the range of data upon which they are
based.

DISCUSSION

The virgin state of stress has been measured
in the underground test site,5 and this informa-
tion helps to validate the above findings. Fig.
7 is a stereographic plot of the principal stres-
ses and the mean pole directions to the four
fracture sets in the time-scale experiment. The
pele of joint set 1, fi;, corresponds to that of
the four faults traced through the rock mass.
Resolving the principal stresses into shear and
normal components on the mean fault plane, as
shown in Fig. 8 ylelds a theoretical shearing
azimuth of 242°. The azimuth of slickensiding on
the faults was measured as 240° by fietd observa-
tion and inspectior of the fracture intercepts in
the core.” Reconstruction of the inferred con-
figuration of the fractures by orthographic pro-
Jection and physical modeling shows the intercept
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points to be nearly colinear in this direetion.l
In light of this corroboration, the inferred con-
figurations of the faults are quite reasonable.

The origins of the jointing are still uncer-
tain, but it appears likely that set 3 is the
youngest of the four sets and may be associated
with continuing post-glacial uplift. Three ob-
servations in support of this claim are offered:
(1) The set lies perpendicular to the existing
minimum principal stress (Fig. 7). (2) Joints of
this set are predominantly filled with calcite
rather than the more common chlorite found in
other joints, which suggests a relatively recent
transport and deposition. (3) The joints tend to
cross or offset nearly all other joints when ob-
served in the core samples.

Statistically, joints of set 3 are shorter
and more closely spaced than are the others
(Figs. 5 and 6)., A shear-to-normal stress ratis
of 4.70 has been calculated for the mean plane of
the set, which is over twice that for the other
joint sets. Thus, if thermal loading or some
other perturbation were to propagate or coalesce
these fracrures, stability problems might arise.
The likelihood of this has not yet been addressed
in the Stripa analysis, but it appears that some
attention 1s warranted,

The origins of joint sets 1, 2 and 4 are
also uncertain in the absence of structural in-
formation on the Stripa granite. Fractures in
set 2 tend to be rough or irregular, suggesting
an extension mechanism. Clearly, these could
not result from the state of stress reported here,
but more likely from a condition where the major
principal stress wa. perpendicular to its presen.
orientation. Such conditions could occur by (a)
glacial loading, in which the major principal
stress would be closer to vertical, (b) stress
changes during cooling of the pluton, or (c) vis-
couas drag during the intrusion process. The
othogonality of the joint sets indicates that
there is probably a reascnable explanation for
their occurrence, yet it is tenuous to specu-
late on this with limited knowledge of the re-
gional geology.

Regardless of their genesis, certain obser—
vations can be made regarding the engineering
significauce of joint sets 1, 2, and 4. First,
with set 2 lying perpendicular to the major prin-
cipal stress it would be unlikzly for these
joints to deform appreciably ur otherwise affect
the stability of the rock mass under moderate
stress perturbations. Secondly, radial stress
relief around the ope.ing has reduced the compres-
slon across the horizontal joints, which should
increase the nonlinearity of their deformation
behavior. The third point concerns the modeling

of joint set 1. The set 1s effectively represen-
ted by the four faults in Fig. 2, since most in~
stability along planes at this orientation would
be accommodated by these major weaknesses. The
faults are anisotropic, however, due to their
lack of planarity transverse to the direction of
slickensiding.l This anisotropy will be properly
represented if numerical models utilize the ir-
Tegular s*rface configurations that have been
inferred,! or altewnatively, if strength param-
eters that vary with direction are assigned.

CONCLUSIONS

The Tesults discussed hare pertain to near-
field behavior of a rock mass, and as such they
represent a practical limit to the degree to
which discrete subsurface discontinuities can be
defined by surface mapping and cross-correlation
of observational borehole data. Discontinuities
on the scale of the rock mass being studied can
dominate its response, and should therefore be
described deterministically. Alternatively, if
the size or continuity of a feature is much less
than the scale of the rock mass in question, a
statistical approach is appropriate.

It has been demonstrated that in addition to
facilitating a discrete characterization of major
features, detailed mapping of fractures and thor-
ough logging of core samples can yield valuable
statistical information. Efficient collection of
data requires prior knowledge of the engineering
significance of parameters to be measured, and
sensitivity modeling would be of benefit in this
Tegard.
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A FINITE ELEMENT METHOD FOR COUPLED STRESS AND FLUID FLOW ANALYSIS
OF FRACTURED ROCK MASSES

J. Noorishad, M. S. Ayatollahi, P, A. Witherspoon
Earth Sciences Division
Lawrence Berkeley Laboratory
University of California
Berkeley, California 94720

SUMMARY

Following a delinesation of the constitutive
and governing equations of fluid flow through defor-
mable fractured rock masses, a Gurtine-type varia-
tional formulation for general initial and boundary
fluid flow and load deformation conditions as well
as fluid body forces is presented. Subsequent
finite-2lement discretization offers a numerical
technique capable of analyzing quasi-gtatic stress
and £luid flow behavior of deformable fractured
rock masses. The method is verified and applied
with the help of a few examples.

INTRODUCTION

Biot's work [2,3,4,5) on general theory of
congolidation has provided the constitutive stress-
strain relationship on which analysis of stress and
fluid flow in deformable porous elastic media is
based. Numerical solution to Biot's formulation by
different investigators {6,7,8,13] has led to the
solution of gquasi-static and dynamic problems of
seepage, consolidation, and liquifaction.

Analysis of stress and fluid flow in deform-
able fractured media was approached in a different
manner, Noorishad [12], usiny explicit coupling,
solved two sets of finite element formulations:

(1) static equilibrium force-displacement equation,
and (2) steady-state fluid flow equation, to obtain
a compatible stress and pressure field within the
fractured medium. This work was later extended by
Hilber et al [9) to dynamic range, where fault
stick-slip phenomena due to injection of incompress—
ible fluid into nonporous fractured rock was studied.
Ayatollahi [1], by extending Biot's formulation for
nonlinear material, was able to develop a finite-
element method for the analysis of stress and fluid
flow in deformable fractured rock masses.

In this paper, a complete and general approach
to gquasi-static stress and fluid flow analysis of
rock masses is offered. Finite-element modeling of
rock masees under general initial and boundary
fluid flow and load deformation conditions, and
fluid body forces is made possible.

FIELD EQUATIONS

Field equations for the behavior of the media
under consideration are set up in two steps. First,
the porous elastic portions of the medium are con-
sidered, then in the following segment, fractures
are dealt wi.h. Following a general approach [7],

the displacement field for fully saturated porous
elastic media 18 defined by two field variable quan-
tities: the of the displ vector
of the solid uj, and the components of the fluid
displacement vector Uj. The components of the
£fluid displacement U; are defined in such a way
that the volume of the fluid displaced through a
unit area perpendicular to axis X5 is nUi, where n
is porosity. Relative displacement of fluid with
respect to solid is defined as W; = n(Uy - u;}.

The solid and fluid strain quantities,
explained in terms of displacement, will be

==t
eij 2'ui,j +“j,i,
(1)

where e;; are components of the solid strain

tengor and ¢ is the volumetric strain of the fluid.

Letting the components of the bulk stress
tensor and fluid pressure be dencted by T;; and 7,
respectively, the stress-strain relaticnship for
isotropic cases are:

T, = 2ue,
11

+ X686
ij <

5%kt * M50
()

T =aMl_ e . + ML
1] 1]

where A, = A + a?M, or alternatively,

+ a8, .8

=2
Tig T ey 13°k1%1

I + uéi Al

i
(3)

1
=-ad.. e . +=T
ijij M
where 1 and X are Lamé constants for solid skeleton
and a and M are material properties defined by por—
ous matrix compressibility, solid bulk compressibi-
lity, fluid compressibility, and porositye.

In the event of a highly incompressible matrix
material, @ = 1 and M approaches the fluid incom=-
pressibility. iption of fluid i ibility
leads to M = « and reduces Eq. 3 to the following:

Tig T AMeyy T M Gtk &yt
(a)
-6
=8
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Darcy's law, governing the flow of fluid with
respect to solid and neglecting the effect of body
forces on fluid, is given by

LR
i

k
it 51

#i

where k is the specific permeability coefficient
of the solid and n is the fluid viscosity. It is
also assumed that the solid is isotropic relative
to the flow.

Takiny divergence of Eq. 5 leads to an expres-
sion for the volumetric change of the fluid

g k

e (Rmad €

Considering the fact that T35 a8 written in
Eq. 3 embodies the fluid pressure, the equation
of equilibrium for the bulk of the fluid-filled
elastic media takes the following :amiliar form

T, . +p £ =0 &3]
ESTS] si

where yg is the bulk mass density and f; is the

component of the body force vector.

Egqs. 1, 3, 6, and 7 completely define and
govern the behavior of the saturated porous elastic
portions of the media.

A medium composed of fractures, with its mech-
anical and flow behavior thoroughly defined on a
parallel basis to porous elastic media, though
very different, can be approached from the stand-
print of the coupled stress—-flow analysis in a sim—
ilar manner. This requires that the Biot constants
a and M be similarly defined for fractures. In
general, one can expect that both u and M for a
fracture ghould depend upon parameters such as
roughness of fracture surfaces, filling material,
and the state of stress. However, assumption of a
equal to unity and M equal to fluid incompressibil-
ity for clean fractures seems to be reasonable.

In case of fractures with filling materials, fluid
incompressibility divided by filling material poros-—
ity provides a meaningful estimate of M. The value
of a in this case could be less than unity and the
cor :ct estimate can possibly be obtained from tests
similar to those explained by Biot and Willis (5]
for solid materials.

Having defined ~ .ad M, constitutive and gov-
erning equations for .ractures, parallel to those
for solids, are formulated in local coordinates by
the following:

£

£

- . s i,§ =

Fym 8yyCigel ey Li=2
u

£ _ 2,4

¢ =agp g
" (2)

£ £
Bk g
- i)

Pi| + E1| =0
uUs Ls

The first and second equations are nonlinear con-
stitutive relatfonships in terms of the local frac-
ture force -~p F and ge net fracture
deformation components u'y. c{j represents the

2 » 2 diagonal fracture stiffneas matrix (8), and
2b ia the fracture aperture. The third relation
explains the flow governing equation along the
fracture. Finally the last equation, representing
the static equilibrium law, equates the sum of the
normal and the tangential forces on the upper and
lover surfaces of the fracture to zero value.

INITIAL AND BOUNDARY CONDITIONS

Initial conditions and fluid body load have
been avoided for the sake of simplicity of varia-
tional formulations and will be considered later
The boundary and initial condirilons for the satur-
ated fractured solid mass are

u; (g, £) = u{x, t) on A, x[0, =)

r‘ij(’-(’ t) - nj(gt) =G;(x, t) on A, x(0, =)

Tl t) = R, t) on B, x[0, )

s -

K (% ;) » nix) = 05(x, £) on By x(0, =) (9)

£ R

:_ (= Qf flow in or out of the fracture
’

on v, v

on V8, vf

u.(x, o) =0
TR

Tyt 00 = T

*(x, 0) =0 on V%, vE

where nj(x} is normal unit vector of the surface
and £ and s refer to fracture and solid parts.

Equations 1, 3, 6, 7, and 8, along witih boun-
dary conditions and initial conditions, compietely
define the mixed boundary value problem.

VARIATIONAL PRINCIPLE

Application of the Gurtin type variational
Formulation to the problem of flow through satur-
ated elastic media, initially given by Sandhu [6]
and later d by i {7] to for
the compressibility of the solid particles and the
fluid, is generalized Eor the problem of the flow
of compressible fluids through deformable, satur-
ated, porous, fractured rock masses.

Let R = {u, "} be an admissable state in J,
defined in V x [0, ©®) and the functions u and ¥
possess the appropriate continuity and differen-—
tiality conditions. J is the set of all admissable
states and V is the region of space cccupied by the
fluid-porous fractured rock mixture. A functional
R (R} over J for each time t € [0, @) is defined
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It can be shown that

=0 foreveryi:d
A=0

n—u(R) = d_A W(R + AR)

if and only if R is a solution state of the mixed
ooundary~value problem.

FINITE~-ELEMENT DISCRETIZATION
The fir'J variables u and 7 within the ele-

ments of the solid rock are discretized through the
following expressions:

ns nsT
u =¥ u
¥, 8

“an
208 o oS
L I

where u and 7 are the set of values of the field
variables at finite number nodes and 9, and %y are
interpolation functions. Since fractured regions
are treated as another medium with different prop-
erties, their discretization follows from the work
of Goodman et al. {10] in regard to displacement
field, and the work of Wilson and Witherspoon [13]
in regard to pressure field.

0

wf e oty
(12
anf w:fn

where u' is the net local average relative movement
of the faces of the fracture element in a direction
vertical to the fracture plane and along the frac-
ture. u', being a measure of fracture deformation,
is equivalent to the strain in the continuum.
#nfaiffers from ®9%in that it defines 7 along the
fracture as a function of two end-point pressures
of the fracture element.

sSubstitution of eqs. 11 and 12 in the varia-
tional formulation, eq. 10, gives the discrete form
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of R {R). (Derivation of the proper terms for frac-
ture is done in local coordinates and tranaferred
by matrix 1‘“‘.)

ut(R)=gT'§ a+u
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Then, th~ functional of Eq. 10 has to include:

- .
] 2Rl W

ns=1 5
vt
m
"8, P8 P8 witich will bring the following contributions to the
* z LG £ Q vector Eq. 15 of the diacrete form of the varia-
ns=1 iind tional equation
[
o ns
k ns
ns.ns ns - 2 0m: E g
o & gl av
* 2 e LW [ 8 n f-z
na=1 v ns=1 e
N |' N
Z [ e e o - z fp_“f—" pg1av"
+ ’l‘ j
-t nem+1 £
n=n-+1 l_v”f v
also, additional modifications will be necessary
N £ if initial pressures are to be taken in account.
z ns ns énsdsns N z ﬁ" If the initial pressure distributi~n vector is de-
noted by *,, the following tevis have to be added
ns=1 nf=nt1 to the @t vector of Eq. 15-
m
! ns _1 ne”
[ ! and 'nf = {1 ]~ - z f 3’ s 3‘ !o
X 1 1 of =1 V"
0
N
nf 1 nf
5 N2 A
nt o o nemet |20
I 0o b
b and following contributions :o the F vector of
where Eq. 15 accordingly
. Yy T Y, m
cos@ Sinu L k T
&= [-sinc CDSG] and @ = Arctan == ns ns .ns ns
) - + @ a 1 ¢av (T
o - e -
(%, yly,4 marks the end coordinates of the fracture n=1 s
element side. CMS and ¢! are elasticity and force- (19)
deformation mal:u.ces 1cr solid and fracture elements, N
respectively, and 9, and ®y are obtained from ¢, nfE nfnfr T | nf
and ¥y by appropriate differentiation. The above + z ﬁn a 1 fu' T 10
equations will have to be modified, if the effect nEemtl £
of gravitational force on flow is to be taken into v

account. Boundary conditions and governing equa-

tions for flow will take the following forms.

dwr, s, f
i K .
se = o0 (T % Pgsly)
B,f -
o _fk
Fred '< no Uyt pflz)>,i

x> - "8
L + 1 3
n ( " vvg_z) Uix, t)

A e
Lon vug)=0

+ Symbol 1
of the coordinate system, i. e.,ln} .

Taking the variation %, (R} of Eq- 15 with
respect to _ and u results in the following matrix

equations:
1
' xs,fu . Es,tl
- (20
s,t'T s, T s, s, f
(16) ' u - (EYT + v g = 1 v QY

Discretizaticn in Time Domain: Time integration of
Eq. 16 is performed by using a predictor-corrector
scheme, Eq. 13. The solution is first predicted at
e+08c.  In doing so, 1 * M. .84, is written as

s a unit vector along the z global axis t This contribution to flow load is not time-

integrated.
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which results in the following form for Eq. 16.

K
£ £ Beroat

1
o —t+pac

gst ( s,f S, £ 7Y
2 (3: * o)t (a0) + B

where A(t) is obtained from the previous time step
by writing

) !s,f

at
= At + At) = AlE) + 25 (x4 )

g i

~tHur — t+8at
The solution is then corrected to give the value of
the unknowns u and 7 at time t+at

+ X )

£ s ¥ Reevne T %

+ 1 (
~t+it -t B
where X 1s either u or ¥, The coefficient 8 in the
above equations is a measure of an artificial vie-
cosity to fluctuating transient response which is
used at the expense of slightly slowing down the
convergence.

Computations of the stresses and flows within
each element are easily obtained when the unknown
displacements and pressures are determined at each
time step. The problem of the peculiar behavior of
the fracture element is dealt with with the stiff-
neas perturbation technique [10] during each time
step.

Caution must be exercised in the choice of
time steps in the various problems. For a uniform
mesh, a measure of the relative size of the ele~
ments of the matrices K, H is given by
© = kAt/(A+27).[7] 1n the event S x 107 is smaller
than unity, numerical difficulties can be expected,
n being the number of available digits in the
computer.

VERIFICATION AND APPLICATION

bue to the fact that there is no other method
of coupled stress and fluid flow analysis in frac-
tured media, full comparison of the effectiveness
of this method is not possible. However, assign-
ment of zero value to Biot's coupling coefficient,
mobilizes partial capability of the method that
could be utilized to solve the class of fluid flow
problems in unfractured or fractured saturated
porous media. In doing so, Biot's constant, M,
must also be changed to 1/5Sg, the reciprocal cf
aquifer specific storage coefficient, to make the
flow formulation compatible. The method, in this
capacity, resembles some of the available fluid
flow Tinite element techniques used for modeling of
groundwater hydcology problems. Using this capa-
bility, a number of problems, for which exact or
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Fig. 1. A, stric finite-element nesh.
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groundwater hydrology problems. Using this capa-
bility, a anumber of problems, for which exact or
other analytical solutions exist, were solved.

One of the more interesting ones is the problem of
an axisymmetric confined reservoir with a horizon-
tal fracture at the center intersecting the produc-
tion well. Figure 1 shows the finite element mesh
used to model the reservoir. This mesh was origi-
naily used to model the axisymmetric confined,
porous elastic aquifer flow into a well for dupli-
cation of Theis behavior. H.wever, due to time
restrictions, the same mesh, vith little change for
Placement of a row of fracture elements at the bot—
tom, was used to represent the spper half of the

flow domain for the
unfit nature of the
fractured region of
stage are only used
ervoir behavior and
preliminary.

Results of the
in Figure 2.

problem at hand. Due to the
mesh to simulate flow in the
the mesh, the results of this
to cast some light on the res-
should therefore !¢ considered

reservoir hehavior are plotted

As expected, only late-time behavior

agreement with the available salution [11] is
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Fry. 3§ lwadind conditions and deformation con-
stants of the model. (XBL 802-4685)
achieved. Subse uent analysis with a refined mesh

provided a compl ‘te match. Having verified partial
capapility of th: method, we began to use its main
potential to 1irsestigate the realistic behavior of
the ree~-* through coupled stress and flow anal-
ysis. In doing so, 1nitial and boundary conditions
of the system, in regard to both fluid flow and
structural analysis, has to be provided. Figure 3
shows such data for the problem. For this problem,
initial aperture of the fracture, a measure of its
conductivity, was assumed to be 0.1 mm.

Results of the analysis for different fracture
lenyths and stiffness are presented in Figs. 4 and 5.
Jncoupled results for the same problems are also
plotted 1n order to provide a basis for the compar-
1son of the couplad behavior. As shown in these
figures, early=-time results of the coupled behavior
for different fracture stiffness are practically
the same. However, soft fractures close markedly
and induce largyer pressure drops. Uncoupled results
are also the same as coupled results for the case
of hard fractures. Had the same value of Sg been
used for tj, instead of 1/M in the coupled case, the
results, presently parallel, would have coincided.
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|
Fige 4. P, versus tp for coupled and uncoupled

analysis of the model for a finite
conductivity 10 feet radius fracture
{XBL 802-4689)

100, T T

Coupled,
#2107 pst/t

Uncouttied

2nkhaP
v

Coupled,
oz 10%ps 1y
) i 1 1
0 o t 10 100
e e
0 g "!

Fig. 5 Py versus tp for coupled and uncoupled
analysis of the model for a finite
conductivity 30 feet radius fracture.
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To get a better feel for the reservoir's real-
istic behavior, pressure drops along the fracture
have been plotted for the two different fracture
lengths in coupled and uncoupled analysis on ordi-
nary coordinates. In coupling analysis, pressure
drops near the well are almost twice those of un-
coupled results. Implications of such findings are
that fluid flow analysis alone may lead to under-
estumation of pressure drops and overestimation of
the production capacity of fractured reservolrs.
This, in the face of the generally lirreversible
nature of the fracture deformation behavior, could
result in permanent closure of the Fractures.

CoNCLUS IOR

The method of analysis presented here provides
a new technique for more realistic investigatiorn of
fluid flow behavior in fractured porous media. To
achieve this, mechanical as well as fluid flow
parameters of both porous media and fractures are
used in an extension of Biot's three-dimensional
theory of consolidation. A finite-element analyais
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Fig. 6. Pressure responge along sift finite con-
ductivity fractures of different lengths
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method, capable of modeling coupled stress and
fluid flow phenomena in fractured rock masses has
been developed. Plane or axisyasatric problems
under general initial and boundary conditions could
be eolveds To show the method's general capability,
the problem of a deep confined aquifer with a hori-
zontal fracture at the center was solved. Coupled
analysis showed drastic reduction in well pressure
due to closing of fractures in response to fluid
withdrawals The degree of closing is mainly con-
trolled by rhe fracture stiffness.

REFERENCES

1. Ayatollahi, M. S., "Stress and Flow in Frac-
tured Porous redia," Ph.D.dissertation, University
of California, Barkeley, 1978.

2+ Biot, M. A+, "General Theory of Three Dimen-

sional Consolidation," Journal of Applied Physics,
vol. 12, February, 1941, pp. 155-164.

3. Biot, M. A., "Theory of Elasticity and Consoli-
dation for a Porous Anisotropic Media,®” Journal of
Applied Physics, Vol. 26, 1955, pp. 182-185.

4, Biot, M« A., "Theory of Deformation of a
Porous Viscoelastic anisotrop’c Solid,” J. Applied
Physics, V. 27, 1956.

5. Biot, M. A. and Willis, D. C., ®The Elastic
Coefficients of the Theory of Consolidation,” Paper
No. 57-APM-44, presented at the Applied Mechanics
Division Summer Conference, Berkeley, California,
June 13-15, 1957,

6. Sandhu, R« S. and Wilson, E. L., "Finite-
Element Analysis of Seepage in Elastic Media,”

J. of £nyineering Mechanics, Division ASCE, Vol. 95,
No. EM3, 1969, p. ©41-652.

49

7. Ghaboussi, J. and Wilson, E. L., "Flow of
Compressible Fluids in FPorous Medi, SESM Report
No. 72-12, University of California, 1971.

8. Ghaboussi, J., "Dynamic Stress Analysis of
Porous Elastic Solids Saturated with Compressible
Fluids," Ph.D. Thesis, University of California,
Berkeley, California, 197t.

9. Hilber, H. and Taylor, R. L., "A Finita Ele-
mant Model of Fluid Flow in Systems of Deformable
Fractured Rock,” Report No. UC-SESM 76~5, Depart-
ment of Civil Engineering, University of Calif>-nia,
Berkeley, 1976.

10. Goodman, R. E., Tayior, R. L., and Brekke,

T« L., "A Model for the Mechanics of Jointed Rocks,”
J. of Soil Mechanics and Found. Division, ASCE,

Vol. 94, N.S.M. 3, May 1968.

11. Gringarten, A. C. and Ramey, H. J., “"Unsteady
State Pressure Distribution Created by a Well with a
Single Horizontal Fracture, Partial Penetration or
Restricted Entry,” SPE Journal, p. 413, August 1974.

12. Noorishad, J., "Fiuite-Element Analysis of
Rock Mass Behavior under Coupled Action of Body
Forces, Flow Forces, and External Loads,” Ph.D.
dissertation, University of Zal:fornia, Berkeley,
1971,

13. Wilsor. C. and @itherspc
tigation of laminar Flow :
Ph.D. thesis, University of Califsrrn.a, Serkeler,
California, 1370.

14. Taylor, R. L., "Rnalysis of Flow of Compress-—
ible or Incompressible Fluads in Porous Elastic
Solids,"™ Consulting report to the Naval Civil
Engineering Laboratory, Port Hueneme, Caiifornin,
1974.



50

A POROUS MEDIA FLUID FLOW, HEAT, AND MASS TRANSPORT MODEL
WITH ROCK STRESS COUPLING

Akshai K. Runchal
Analytic & Computational Research, Inc.*
12029 Clover Avenue
Los Angeles, California 90066

SUMMARY

This lecture describes the physical and
mathematical basis of & general purpose PoIous
media flow model. The mathematical basls of
the model is obtained from the coupled set of
the classical governing equations for the mass,
momentum and energy baiance.

These equations are umbodied in a computa-
tional model which is then coupled externally
to a linearly elastic rock-stress model. This
coupling is rather explcratory and based upon
empirical correlations. Tne coupled model is
able to take account of time-dependent, inhomo—
geneous and anisotropic features of the hydro-
geologic, thermal and transport phenomena. A
number of applications of the model have been
made. Illustrations from the application of the
model to nuclear waste repositorles are included.

FORWARD

The material pr nted here is an edited
version of the lecture presented by the author at
the workahop on “Nuaerical Modeling of Thermo—
hydrological Flow in Fractured Rock Masses,” at
Jawrence Berkeley lLaboratory, Berkaley, February
19~20, 19680. The waterial presented refers to
the computational model GWTHERM. Since the
workahop, a wore versatile, advanced and faster
model, PORFLOW, has been developed. The mathe-
matical basis of PORFLOW is more general than,
and the program structure is radically different
Erom, that of the GWTHERM. This has allowed for
conglderable economy in cosputer time and a high
degree of flexibility in the number of transport
equatons to be solved, the mpecificaion of
boundary conditions, and the physical options of
PORFLOW.

The focus of my presentation ils a porous
media flow model, GWTHERM (Slide 1). Though the
primary incentive fur the development of this
model was its application to numerical modeling
of nuclear waste repositories in geologic media,
it is really a general purpose model for fluid
flow, heat apd mass transport in porous, or
equivalent porous, media.

What GWTHERM stand for and what it is, is
shown in a nutshell in this slide (Slide 2). The
name itself is not very lmportant. It stanis for
Ground Water flow with THERMal gradients, < I
guess a model without a name is like a fish
without a bicycle, =zc you need some name to tag
onto a model.

PHYSICAL AKD MATHEMATICAL BASIS
OF
GWTHERM
Presented by Akshai F. Runchal
at
Worksnog on
Numerical Modeling of Thermo-Hydrological
Flow 1n Fractured Rock Masses

Lawrence Berkeley Laboratory
Berkeley, Feoruary 19-20, 1980

GWTHER! - GEWERAL FEATVRES 2

GWTHERM stands for Ground Water flow with THERMal
gradients. —_

GWTHERM 15 a general mathematical model for coupled
analysis of fluid flow, heat and multi-component mass
transport 1n porous or equivalent porous med:ia.

GWTHERM takes account of the changes 1n hydrological
properties of rock masses due to the thermally or
mechanically-induced rock stresses by dynamic coup-
ling with a rock stress model called DAMSWEL,

*at the time of the workshop, the author was employed by Dames & Moore as Manager, Advanced Technology

Group, 113 Angeles.



This slide (Slide 3) shows an outline of the
presen ion The 1 basis of the model
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PURPOSE OF THE PRESENTATION 3

will bu presented followed by some tr. iport
equations and auxiliary relations as well as some
regults of model applicatioas (Slide 3). I am
sure you are all very familiar with the equa-
tions, s0o I will try to skim through them so that
they cause you the least amount of *~ jted time.
But, since I am presenting a model, i do think I
should write them down so that everyone knows
what the framework of the model is.

We have experimented in a preliminary way
with coupling the fluid and thermal energy flow
with a rock stress model, DAMSWEL. It is a very
preliminary way, and we are not quite sure that
this is the way to go. I will prosent the basis
of this coupling and then I will talk about some
salient features, capabilities and limitations of
the model.

My conceptuallization of the medium is shown
on this slide {Slide 4). I guess we start with
some xind of geologic, hydrologi.'. mechanpical,
and thermal data. I am sure some of those slides
that we saw from the previous talks were a very
sobering influence on all of us as to what this
data consists of or what it might look like in
real life. Nonetheless, we try to interpret it
in some simpler parametric terms and we come up
with some fluid properties and parameters as well
as some rock mass properties.

Then, of course, the question is how do we
conceptualize a fractured medium. There are, I
guess, a nusber of approaches, but basically you
can tre-t them as either equivalent porous medium
or the discrete fracture medium approach. The
model, GWTHERM, that we are talking about, is the
one that you see appearing in the lower right-
hand corner and falls into the equivalent porous
medium category.

Here is one way of .ooking at where wc are
in terms of the conceptual models of transport
prncesses (Slide 5). The clear areas that you
see there represent the least complicated
set of models which deal with really just the
convective transport. From hydrological and
transport properties, we obtain the ground water
flow and transport equations and come up with
scme convective and radionuclide transport model.
This is a kind of a standard model; not very
womplicated. The next level of complexity which
almost all models for a nuclear waste repository
have to have is that of the thermal transport.
The vertically hatched structure shows that from
another set of data, some thermal properties are
derived and heat transport is coupled with the
flow by means f convective transport and water
properties. The situation becomes a little more
complicated because now we have a coupling effect
between the fluid flow and the heat transport.
For most rocks, the convective heat transport is
much smaller than the heat trangport by diffusion

o To present the conceptual basis of the model.

© To present the transport equations and suxiliary

relations which comprise the mathematicai model.

o To outline the dynamic coupling between GHTHERM and

the rock stress model DAMSWEL.

o 3o discuss the salient features, capabilities and

limitations of GWTHERM,

CONCEPTUALIZATION OF THE MEDIUM

GEOLOGIC, HYDROLDGIL HOST ROKK 3
FECHANICAL & THERWAL FLUID PROPERTIES
DATA & PARNETERS
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in the rack; so, this is usually not a first-
order coupling. The heat transport, on the other
hand, modifies the water propertiea; the main
ones being the density and the viscosity of the
fluid and they have a very strong influence on
the ground water £low--it is a vory strong
coupling. Another complexity arises from the
rock stress coupling, shown as the inclined
hatched structure in the slide. This coupling
has not attracted much attention so far. I think
John showed some slides of such a coupling. The
presently more developed models are where only
the rock stress and the elastic properties are
included in a flow model. S0 1 guess, what is
misging from the model that John showed is the
heat transport components of the overall picture.
At least in the vicinity of the repositories, I
gquess, we would need models which have all the
components though presumably a little further
away we would not have to worry too much about
the rock stresses. Even further out, such as at
the extremity of the regional scale, we may
perhaps just be able to get away with the flow
and transport modu}! s and need not consider
either rock stresses or heat transporte.

The essential teature of the model that we
are talking about here (Slide 6} is a mechanism
for coupled solution of fluid flow, pressure,
temperature distribution, and mass concentration.
It deals with saturated flow in porous media
only. The rock stress coupling is through the
hydrologic properties. It can be used to model
either axially symmetric or two-dimensional
cartesian geometry in either a real or cross
sectignal model. Temperature-dependent viscosity
and density are included and it . L. « account
of the inhomogeneities anisotroples, and time-
dependence of propertles. A simple arrhenious
one-step chemical reaction, radioactive decay,
and mig.ation retardation are also included.

There are some limitations (5lide 7). There
are a few listed on this slide, not because there
are only a few limitations of the model, but
because we are talking only within a framework
and I did not want to put all the other millions
of limitations that there are to this model.
within this framework, the features one could
possibly need would be compressibility, pressure-
dependent praperties, general three-dimen-
sionality, and more complex chemical reactions or
radrcactive decay chains. All of these do not
extend the conceptual limits so much as the
limits »f computer memory Or time or resources.

5
COMCEPTUAL MODEL OF THE TRANSPORT PROCESSES

I HIOROLOGIC & TRANSPORT BEHAVIOR OF mEDIUM

PELSTIC § Pk Tuie pageénics | ||
rlcmxm & THENRAL BEMAVIOR OF THE MED~

SALIENT FEATURES OF GWTHERM 8

Coupled solution of fluid flow, fluid pressure,
temperature distribution and mass concentratlion

Saturated, porous or equivalent porous media,

Rock stress coupling througlh hydrologic properties,
Transient or steady state system,

2-D cartesian Or 3-D axlsymmetric geometry,
Temperature-dependent density and visScosity,

Inhomogeneous, anisotropic and time-dependent
properties,

Radioactive decay, arrhenious one-step chemical
reaction and migration retardat)o.

LIMITATIONS OF GWTHEFM 7

absence of compressib:lity,

Saturation or pressure lndependent propertier,

Absence of general three-dimensionality,

simple one-step chemical reaction or decay.




I am now just going to go through some of
the governing equations {Slide 8). The only
difference that you see in the equations that are
presented here from those that, I am sure you are
used to, ls that of some notation. There is the
continuity equation expressing the principles of
mass conservation with the accumulation, the
convection, and the mass injection/withdrawal
terms. The notation is shown in the slide and
the radius, r, is included to take account of any
axi~symmetric feature; cartesian equations are
obtained when it is equated to unity.

I guess the only thing I might add is that
there may at times be a justification for using
an average system of equations, especially if you
have an areal aquifer flow situaton where h would
need to be included, which then gets related to
the thickness of the aguifer o~ ihe pressure,
depending on whether we are talking of a confined
or an uncanfined aquifer. For a cross sectional
flow, or one without any averaging, h is simply
put to unity.

Nothing new about the momentum equations
shown in this slide {Slide 9). Some assumptions
are inherent in these eguations. As you can see,
no acceleration terms are included these
equations and the buoyancy effe.ts are included
via a Boussinesq's approximation.

The thermal transport eguation is, again,
fairly standard (Slide 10). The concept o the
equivalent specific heat and thermal conductivity
for the rock/fluid is employed in deriving these
equations.

Another equation in the same mode is the
species transport equation (Slide 11) except that
a retarcatlon factor and a first-order chemical
reaction or radioactive decay term is included.
D, of course, is the dispergivity tensor and
contains both the hydrodynamic dispersivity and
the wass diffusivity.
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GOVERNING EQUATIONS: CONTINUITY EQUATICH 8

Loy %J‘,T; (rhGi) = m b

Gj = npuj
withs
t = *ime [s]
n = porosity
P = f£luid density lkg m=3}
h = width or depth for averaged eguations im},
unity otherwise
G, = mass flux in i-th direction [kg m-2s-1}
u; = velocity in i-th direction [m s™1]
m = rate of mass injected (+) or withdrawn (- ) per
unit volume kg m~3s-1]
r = radius [m]
x; = mutually-orthogonal coordinates [m]
GOVERNING EQUATIONS: MOMENTV ]
kiy ap Bz
uj = - ok +
1 ni %-TJ o9 axj)
with:
uy = velocity component in :i-tk direction Im s=i)
kyj = intrinsic permeacility ird;
u = dynamic viscosity (kg =1 s=l}
F  ® thermodynavic pressuare x3 r-1 s~}
g = gravitational constart ‘v s7<;
z = vertical cocrédinate [r' oriented 1n a direction
oppos:te to that of trhe gravitatlional attraction
GOVLRN1KS FOUATION THER®AL TRANSPORT 10
[} 19 - a1, | ¢
a—:(nﬂ.’: CeTi + T a‘xlrhG,(fT ‘ a!lirkh a-)(] £h
Ps ¢
P
wWith:
Ce = eguivalent specilic heat
Cg = fluxd specific heat | kg~
Cs = solid specific heat |
pe = solid density [ka m~!
T = temperature |90
¥ = eguivalent thermal conductivity 1y
S = rate of heat 3a:n t+) or loss (-~} per omit
volume [W m™3]

GOVEKNING EQUATIONS: SPECIES TRAKSPCRT 11
8 18 -
= (NPhRGC) + = T~ (rhG, ", - .
at d r 9x, v
s - RenphRgC

with:

retardation coefficient
species concentration [ka kg’

dispersion coefficient tersor [kg r=ls=l]

rate of gain (+) or loss (-} of the species per
unit volume lkg m™7s-1,

chemical reaction or time-decay constant (s!)
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We go to a standard derivation of prea-
sure equation {(Slide 12). I don't see Paul
Witherspoon in the audience here. He'll have
trouble measuring this reference pressure in the
field; it uses a reference density rather than
the actual fluid density. It does not lead to
any loss of generality in the model and proves
convenient from a mathematical point of wview.

Now all the equations that we are talking of
so far, are incorporated in the model GWTHERM.
These eguaz:.cns can all be represented by a
eguation as shown on this slide
> present version does not include
zime-depe average aquifer depth, h, and

H slazion of the source term and density
rather restricted, It is intended
sazile version will be created in

cThis slide (Slide 14) presents some salient
features of the numerical technique employed.
It employs an lntegrated finite difference {IFD)
scheme and as a result, it is intrinsically flux
conservative in the sense that you do get out
what you put in; a property which you can have
trouble with in some of the numerical schemes.
It employs a second-order ADI scheme. For
spatial integration a second-order central dif-
ference scheme is employed as a standard option.
In case there 1s a likelihood of numerical
instability, the model has an automatic built-in
convective shift to use donor-cell scheme., The
shift is employed when the local Peclet number is
greater than two; otherwise straightforward
central differencing is used. It uses staggered-
grid approach which gives a better resolution
and the equations are solved by an efficient
tri-diagonal matrix inversion algorithm.

Some of the other features of the numerical
technique are shown on this slide (Slide 15). It
is seen that the model provides for a high
flexibility in termg of the spec!Eication of both
the physical input and the control input.

PRESSURE EQUATION DERIVATION 12

Let o= 755 + (z~20)
where
$= a reference pressure [m)

Combination of the continuity equation and the
momentum equations with the Boussinesg's assumptrion for
density variation leads to:

2¢ dh 13
h 5g £ Sh 19 Ty 22 2
sar * "Bt “’“[x Kiy (OIJ ‘Ralx;'] + myh

where my is the volumetric flow withdrawal or Lnput.

The darcy velocity may now be written as:

Uj = nug ~ ~Ky4 (gx’; »nﬁj)

A GENERAL TRANSPORT EQUATION 13

. The governing equations of GWTHERM can be expressec
in the form of a general transport equation

-] 1@ SF
o (nphF} + = —(gThGiF-rh [1§T—)=h(Sp-SgF)

3t T o B0 3] o

wheres
F is the transported property
o is an equivalent fluid-solid matrix property
coefficient
8 is a fluid property
iy is an equivalent dispersion coefficient rensor
Sp and Sp are source and sink terrs.

NUMEAICARL TECHHIQUE: SALIENT FERTURES I 14

An intrinsically conservatjve algorithm, based upon
Integrated Finite Differences (IFD}.

A second-order accurate tipe integration scheme with
a fractional step {A.D.I.} method.

A second-order accurate space integration scheme with
central difference scheme.

Automatic convective shift to donor cells for cell
Peclet numbe: greater than 2 to assure enhanced
stability.

Improved accuracy with a staggered grid approach.

Economical solution algorithm based upon a Tri-
Diagonal Matrix Algorithm (TDHMA). -

NUMERICAL TECHNIQUE: SALIENT FEATURE II 15

o Arbitrarily nonuniform spatial resolution.
o Arbitrarily varying time steps.

o 1nhomogeneouS and anisotropic fluid and host medium

properties.

o Time-dependent changes in properties, sources or

boundary conditions.

a Hichly flexible and conversational free-format input

syntem which allows input changes during the course
of simulation.




An 1llustrative example for grid selection
is shown in this slide {Slide 16). The region of
interest is covered by a nonpuniform lattice of
rectangular "elements® or "cells" and the sot of
governing equations is integrated over eacl' of
the cells.

This slide (Slide 17) shows an example of
the spatial integration procedure, employing the
concept of integrated finite diffrrences Zor
one of the differential terms in the general
transport equations. The other terms in the
equations are approxirated in the same way.

The essence of the solution algorithm is
shown in this slide ({Slide 18}. The governing
partial differential equations are reduced to a
set of simultaneous, tridiagonal, algebraic
equations by integrated finite difference. These
equations are then solved by a tridiagonal matrix
inversion algorithm.

This slide {Slide 19) shows the governing
equation for the rock~stress interaction model,
DAMSWEL. The model is an adapted version of a
widely used model developed at the University of
Swansea, Wales, UK. It is based on an implicit
finite-element methodology.
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GRID SELECTION: ILLUSTRATIVE EXAMPLE 18

Region of interest is covered completely by contigu-
ous rectangular elements called “cells",

The centers of the cells are connected by the prlmar)
grid where the dependent variables are defined

The "faces"™ of the cells are contiguous and across
these convective and diffusive fluxes are transmitted
from cell-to-cell.

SPATIAL INTEGRATION: ILLUSTRATION EXAMPLE 17

Fe = fe Fp+{l-£o)Fp

A typical integration step over a cell is carried

out, thus:

j;: j;x fyo:"'r By ——m: ax dy

= ot ﬂy[AeFe-AuF‘-Bxﬁ 4By 3—_
A w

] ’l‘
(FE=Fp)/ {xg-%p) ,

and so on.

SOLUTION ALGORITHM: 1 18

The first half step finite-difference eguation may be
written as:

._om . n
a(Fp"=Fp) = LgF" + LyFN + 5§
Here """ values are unknown and "n" values are known
at "old” time level, Ly and Ly are difference opera-
tors and S represents source/Sink terms.

Each grid point, 1n turn, gives rise to ap equation
which can be rearranged as:
ApFp* + RpFp* + AuFy" = C

Dltimately there will be m equations for (m-2} qrid
points, and two boundary conditions

These equations are solved by a particularly effi-
cient TDMA

ROCK STRESS INTERACTION MODEL: DAMSWEL 18

©  The DAMSWEL rock stress model 1s based upon:

. e . GE 2T
£:05 * o -8 K

where:
9,3 = stress in the rock
E = elastic modulus
» = Poisson's ratio
a = linear thermal expansion coefficient
H = external compressive stress to cause a unig
change in pore fluid volume
P = pore water pressure

o The solution nlgonthm 1s based upon an implicit
finite-element methodology.
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The coupling between the porous-media model,
GWTHERM and the rock-stress model, DAMSWEL is
based on an experimental correlation obtained by
Iwai (1976) (Slide 20)¢ The permeabilities are
modified by a polynomial relation which employs
the ratio of the effective normal stress to a
reference value of the stress. The effective
porosity is assumed to be directly related to the
changes in fracture aperture. The schematic of
the coupled model 1is outlined in this slide
(Slide 21}«

21
SCHEMATIC DF THE COUPLED
GWTHERM-DAMSWEL MODEL

'_—_ﬁ

GWTHER¥

COUPLED THERMAL AND
FLUID FLOW ANALYSIS

LOAD

COMPUTE THERMAL
LOADING

COUPLED STRESS-
THERFAL & FLUTD
FLOW AHALYS]S

l L00P

VISCO-ELASTO-PLAST!Z

COMPUTE STRESS AND
DEFORMATION

KYDRO-LPDATE

UPOATE MYDRAULLC
PROPERTIES

|

The auxiliary information required by the
model is summarized in this slide. There are
no surprises here (Slide 22).

Some illustrative examples relating to the
application of the model to geologic repositery
problems will now pe shown (Slide 23).

This slide (Slide 24} shows a generic
stratigraphic section of a repository in granitic
rock. The properties and the regional setting
are shown in the slide. It should be noted that
the horizontal and vertical acales are different.

GWTHERM - DAMSWEL COUPLING 20

©  GWTHERM~DAMSWEL coupling is based upon the experi-
mental data of Iwai (1976)
t =3
o= ealgmn)
T ar
whers:
X and K, are the permeabilities at effective normal
Stresses op and O, respectively.
on is effective normal stress acting on the host
rock.

oy is a reference stress for the rock.
A and t are empirical constants,

o The effective porosity is assumed to be directly
related to fracture aperture.

o Dther expressions can be employed at discretion.

AUXILIARY INFORMATION REQUIRED 22

Initial conditions
Boundary conditions

Fluid properties
- density, viscosity, specific heat, thermal and mass
diffusivities

Host medium propertiec

~ density, permeabilitie. specific heat, thermal
diffusivity, porosity, sturativity, mechanical and
chemical properties

Sources, sink terms, qeneration and decay rates

Geometry, properties and pertinent features of the
system components
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The evolution of the flow field for this
repository scenario is shown in these three
slides (Slides 25 through 27). It is seen that
because of the thermal convective instability, a
strong vertical ton pa gi with
time and later decays to near horizontal f£low
when the heat generated due to radicactive decay
becomes negligible.
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STREAM FUNCTION CONTOURS AT APPROXMATELY 4,60 YEALS

The effect of variations in the supposed
repository parameters is shown in these three
slides (Slides 28 through 30). It is seen that a
basic pattern of thermal instability persists
though specific modifications occur for different
conditions.
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A conceptual repository in a Basaltic rock
is shown in this slide (Slide 3%1) along with the
properties employed for the study. Further

details of this study are available in Hardy &
Hocking (1978).

DISTAKCE
[

35205 ITORY LEVEL
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~[WPERATURS TONTOURS ARDUND REPOSITORY AT 5OOC YEARS

CONCEPTUAL UCLEAR NASTE REPOSITORY
IN BASALT; THERMAL (OADING: 25W/w

The temperature contours, the particle
flow velocity vectors, and the isopleths of
Technitium-99 concentrations for this conceptual
repository at 5,000 years after decommissioning,
are shown in these slides (Slides 32 through 34}.
As in the case of the granitic repository, a
strong vertical convection pattern is indicated.
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This glide (Slide 35) shows some rreliminary
results for particle path trajectories for
particles released at the repository level with
both the and the pr of rock-stress
couplings The numbers on the trajectories denote
the years after release of the particle. It is
seen that the rock-stress coupling cauvses some
significant changes in the particle trajectories;
however, the overall pattern in this case stays
unchanged.

In conclusion (Slide 36), it can be stated
that the model GWIHERM is a versatile, powerful,
and flexible tool for a wide range of flow
problems. Though the primary thrust of the model
development has been toward applications in the
nuclear waste repasitory analysis, a number of
other applications to problems in the ground
water pollution and aquifer storage have also
been successfully attempted.

I will now cenclude my talk by thanking you
for your patience.
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CONCLUSIOr 36

GWTHERM 15 a general, flexible and versatile tool for
analysis of a range of ground water flow problems.

In particular, GWTHERM has been extensively employed
for analysis of the impact of nuclear waste reposi-
tories on ground water flow.

Coupled analysis of flow, heat and mass transport is
at times a very essential part of the analysis.

Under certain conditions, rock stresses may signifi-~
cantly alter the nuclide migration pathways.

The illustrative problems give an ind:ication of some
of the capabilities of GWTHERY.
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DETECTION OF FRACTURES FROM WELL TESTING

Suresh B. Pahwa and Phillip T. Baxley
Intera-Environmental Consultants, Inc.
11999 Katy Freeway, Suite 610

Houston, Texas

INTRODUCTION

Modeling of flow and transport through
fractured porous media has been a topic of concern
and irterest in the groundwater modeling community.
Detection and characterization of fractures is an
important asd difficult part of fracture modeling.
Detection of fractures from single well slug and
recovery tests is presented in this paper.

During a slug or a pulse test, a lknown quan-
tity of water is instantaneously released into a
wellbore and the decrease of water level with time
is measured in the wellbore. In a recovery test,
the wellbore is bailed out and the increase in
water level is measured with time. In both the
slug and recovery tests, the final or steady~state
is the bottom-hole pressure equal tao the formation
pressure. In one case, the initial condition is a
completely filled welllore versus a completely
empty one in the other cawe. A variation of these
tests, known as drill stem test, is employed in
petroleum reservoir engineering where the bottom—
hole pressure is measured as a function of time by
opening and shutting off the valve in cycles.

The slug and recovery tests can be interpreted
using analytical solutions of the total mass con-
servation equation {pressure equation) in graphical
forms. An exarple of the slug test interpretation
approach is Cooper, Bredehoeft, and Papadopulos’
{1967} method. They solved the flow equation for
transient conditions arowmd a well incorporating
wellbore storage in their solution. Their solu-
tion is in terms of H/Hy vs. Tt/r 2, where H is the
water level, Hy the inital water level, T the
transmissivity, t the time, and r. is the radius of
the well casing. The analytical solution was
computed numerically and a set of curves were
obtained., The transmissivity is obtained by a
simple curve matching procedure. This approach is
entirely rigorous for homogeneous formations with
ideal well completions and is quite adequate for
most applications. Alternatively, a numerical
model can be used to detect any unusual features -
heterogeneities, fractures, or skin effects.

There are three ways of using the slug or
recovery test data as input to the numerical model.
These are:

(1) Input the flow rate (injection or with-
drawal) and match the bottom-hole pres-—
sures.

(2) Input the bottom-hole pressures and
match the flow rate bhased upon bottom-
hole pressure limited injection of
withdrawal .
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{3) Input the initial water level and, based
upon the bottom-hole pressure, let the
model calculate the water level flow rate
into the well, indicating a change in
wellbore storge 2ue to injection or
withdrawal. In this case, the calculated
vs. observed water levels are matched,

In this paper, use of the thi.d method with
one mod:fication is presented. We attempted to
match both water level and the rate of change of
water level with time. This method assures inter-
nal consistency between the water level and the
rate curves. Since the total fluid volume is
constant (wellborz volume), overprediction of
rate during initial times must imply underpredic-
tion during later times. Since the water level
curve is integral of the rate curve, the degree of
match in one curve is reflected in the other.

As will be shown in this paper, some test
data can be well matched if only water level match
is attempted but presents difficulty if both water
level and its slope are matched. This is a posi-
tive indication of deviation i1rom a homogeneous
porous meduim formation. In the test reasults
presented here, fractures are believed to be
present and a dual porosity model is used .o obtain
satisfactory matches.

TEST!

The slug and recovery tests praesented here
were conducted by Sandia laboratories, Albuguerque
and the U.S. Geological Survey in site characteriz-
ation work related to Waste Isolation Pilot Plant
(WIPP). A geological cross-section near the WIPP
site is shown in Pigure 1 {Mercer and Orr, 157%).
Above the salt layer, Salado, the Rustler is
essentially the only water-bearing formation. The
Rustler primarily consists of anhydrite and all the
water in the Rustler is pregent in two relatively
thin dolomite beds contained within the Rustler.
From a gite characterization standpoint, these two
formations are of most importance. Tne tests
presented in th’'s paper were conducted in two
dolomite formations known as Magenta and Culebra.
The formations are approx.sately 750 feet below the
ground surface. The Magenta and Culebra beds vary
in thickness from 10 to 30 feet. The formations
are believed to be fractured but the extent of
these fractures is not known. There is no infor-
mation available relative to size and distribution
of these fractures.
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Figure 1. Geologic section near WIPP site.

Interpretations of four tests are presented
here, three slug and one recover. Two of the slug
tests were done in the Culebra and one in the
Magenta. The recovery test was in the Culebra
formation. These had been interpreted earlier by
the U.S. Geologlcal Survey (Davis, 1979) using
Couper, Bredehoeft, and Papad>polous' method. Best
match transmissivit, (T) and storativity {S} values
are calculated from well tests. As mentioned
before, the present numerical analysis was done to
detect unusual features in the system. In prin-—
ciple, both transmissivity (T) and storativity
(5) values are calculat-d from well tests., How-
ever, as is commonly ' »>wn, well test results are
very insensitive to sturativity. Storativity, or
storage coefficient, can be defined as follows:

S = *b(Cy + Cp)

where b is the por sity, b is the aquifer thickness
and Cy and Cp are tu2 water and rock compressibil-
ities, respectively. In the numerical model used
in this work, each of the parameters on the right-
har.. side of the above equation are - -plicitly
included. It is worthwhile back-calculating ex-
pected range of storativity in the test formatiens.
Compressibility of water is 1.4 x 10~6/feet of
vater {3.2 x 1076/psi), compressibility of rocks is
typcially in the range 1076 to 4 x 10-6/feet
(2 x 10%6 to 8 x 10'5/psi), thickness is 5 to
30 feet, and porosity is of the order of 10% (D.1l}.
Therefore, the storativity should be in the
10-6 to 10”3 range.

DUAL _POROSITY MODELING

The dual porosity modeling done here is con-
ceptually simple. one or more fractures are
assumed to be either intercepted by the well or
formed by drilling and extend away frem the well.
In either case, fluid injected into the well can
directly enter some fractures without any matrix in
between It is also assumed that the matrix
permeability is not negligible relative to the
fracture permeability and, therefore, both systems
must be Simultaneously modeled. Not inowing the
number , location or spacing of the fractures, both
fiacture and matrix media are superimposed within
the same volume of total rock and fluid media. &
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conceptualization is presented in Figure 2. It is
important to remember that the fluid transport
characteristics of the total rock and fluid media
are being mcdeled and, for simplificaiion, the two
fluid transport components of the medium are
separated, but modeled simultanecusly.

Conceptualization

Porous Meg-ue  §
Lows, rgrz .

Superimpase for Moce -3

Figure 2. Conceptualization of a Fractured Porous
Medium and Dual Poros:ty Model:ing.
ANALYSIS

As mentinea before, interpretation of four
tests are presented in this paper. Interpretation
of the first test did not require any fracture flow
modeling, whereas the othe: three did. The first
test resuits are included here to show the dis-
tinctly different behavior of those wells which
exhibited fractures.

Slug Test: The well H2C is completed in the
Culebra fcrmation. The perforation interval is
624 to 652 feet below grounmd surface. A two inch
diameter tubing is placed inside the cased hole.
TWwo packers were set at 608 and 735 feet to isolate
the perforated interval. The tubing was placed in
the packed interval for filling and conducting the
slug test.

The observed wuter level and flow rate curves
are shown in Figure 3. The USGS interpreted the
sata to calculate transmissivity and storativity
values of 0.32 feet2/day and 3.5 x 10-%, respec-
tively. A homogeneous value of 0,12 feet2/day for
the transmissivity and 0.1 for the porosity were
used in the numeriral model. This gave a good
match of the data (see Figure 3). This could be
interpreted to mean that the fractures were not
intercepted by well H2C, or that the fractures
present around the other wellboras (as will be
shown later) are localized around those wells.
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Figure 3. Comparison of calculated resul*s and
measured data for the H2C well slug test
wsing T = 0.32 feet2/day and ¢ = 0.1,
Slug Test: This hole, H2B, is also com-

pleted in the lower dolomite member of the Rustler
formation =- Culebra. The hole is 661 feet deep
out of which the upper 611 feet are cased, leaving
the lower 50 feet as the open hole interval for
testing. R 4.75 inch tubing extends to the open
hole interval. The tubing and the open hole are
isolated from the casing annulus using a packer at
roughly 601 feet depth. The water level and the
flow rate curves as functions of time are shown in
Figure 4. The water level curve is smooth and
menotonic in behavior, however, the flow rate curve
shows an inflection point and two distinctive
behaviors.
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Figure 4. Comparison of calculated resulte and

measured data for the E2B well slug
test using T = 0.39 Eeetzlday and
¢ = 1.8 x 10-5,

usGs interpretation of the test showed
a tr:r?\'esmissivir.y value of 0.39 feet2/day and
storativity of 1.8 X 1079, using the aquifer
thickness and compressibilities gtated previously.
thege correspond to a hydraulic conductivity _gf
0.013 feet/day and porosity on the order of 1077,

Formation transmissivity is directly related
to the slope of the water level curve. As can
be seen in Figure 4, using the above mentioned
values, slopes of the calculated and observed
values match reasonably well, indicating a degree
of confirmation for the transmissivity value of
0.39 t'eetzlday. However, the time values (at the
same water level) differ by roughly a factor of 2.
Also, the rate curve match is vnsatisfactory. The
forosity was then varied and, as is generally the
cagse with these tests, found to have relatively
little effect on the calculated curves. When the
tranmissivity was increased by a factor of 3, it
was poasible to match the fFirst part of both the
curves, but not the second. This is shown in
Flgure 5. At this point, heterogeneity was intro-
duced. Transmissivity near the well was increased
to D.5 feetz/day. The results are drawn in
Figure 6. In this case, a good match of the water
level curve was obtained, but the initial portion
of the rate curve and the inflection point could
not be matched. This shows the possble presence of
fractures in the system. Dual porosity modeling
gave an excellent match of both the curves.
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Figure 5. Comparison of calculated resul” and
measured data for the H2B well slug test
using ¢ = 0.1 and T = 1.17 feet?/day.
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the well and 0.39 feet?/day away from
iv.
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The dual porosity match is shown in Figure ?
with matrix transmissivity of 0.39 feetzlday,
porosity of 0.1, and fracture transmissivity of
1.17 feetz/day. porosity of 0.001. When the slug
test starts, fluid is taken by the fractures. The
initial rate is 650 feet3/day and it stays high for
the initial pericd of 10~3 day. Once the fracture
system is filled and pressurized, fluid goes into
the rock matrix both directly from the well and
through the fractures. Subseguently, the well
behavior is totally dominated by the matrix system
and a homogeneous matrix response is seen in both
rate and water level curves.
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Figure 7. comparison of calculated results and

measured data for the H2B well slug test
using a dual porosity eystem. Fracture
system T = 1.17 feet2/day, ° = 001
matrix system T = 0.39 feet2/day,
i= 0.da

It should be pointed out that essentially
the same match could be obtained using different
sets of values for the fracture system porosity
and length from the wellbore. As long as the
fracture volume was Xept the same, length and
porosity could be varied up to factors of 3 without
any noticeable change in the match. It implies
that it is difficult to estimate fracture spacing
and length from these types of tests.

Recovery Test: Transmissivity and porosity
values calculated from the slug test were used in
the recovery test in Well H2B. Comparison of the
calculated values with the observed data is showun
in Figure 8, The match is excellent providing a
confirmation of the previously calculated transmis-
sivity and porosity values. HAs mentioned before,
it was difficult to calculate the extent of the
fractures. From these tests, it is reasonable to
say that the region around the well H2B is frac-
tured, However, it 1is difficult to say whether
these fractures are local, possibly caused by
drilling operations, or extend over a much larger
area. ‘The slug and recovery tests measure proper-
ties only in the close vicinity of the wellbore.
Changing the aquifer properties away from the
wellbore did not show any impact on the well test
interpretations. The relative transmissivity
values indicate that the magntude of flow in
fractures is comparale to the magnitude of flow in
the matrix and is not dominated by either of the
two systems.
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Figure B. Comparison of calculated results and
measured data for the H2B well recovery
test using the same dual porosity match
parameter obtained from the slug test,

Slug Test: The H2A well is completed in the

Magenta, the upper dolomite formation. The open
hole inteval is 511 to 563 feet below land surface.
The packer is set at 505 feet. The tubing diameter
is approximately 2 inches. The water level and the
flow rate curves are shosn in Figure 9. The behav~
ier is qualitatively similar to the HIB slug rest
discussed in the previous subsection. The water
level changes monotonically along a smooth curve,
but the flow rate actually increases at roughly
1072 days and shows discontinuities. These are
probably data measurements but two distinctive
behaviors are certain. Again in this case, a dual
porosity pa~ametclciiiom was required to match the
cbserved !. ravior gualivatively and quar.titatively.
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Figure 9. Comparison of calculated results and
measured data for the H2A well slug test
using a aual porosity system. Fracture
system T = 0.05 feet2/day, = 0.001,
matrix system T = 0.005 feetZ/day,
T =0.1.

The USGS calculated a transmissivity value of
0.00S feet2/day and a storativity of 1.8 x 1074
which would indicate an extremely high porosity
(of the order of 1.0). This ajain points out
the difficulty of being able to calculate porosity
or storativity from single well aquifer tests.
The best match dual porosity parameters were
0.005 feer2/day and 0.1 for matrix transmissivity
and porosity. The corresponding valuves for the
fracture system were 0.05 feet2/day and 0.001.
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CONCLUSIONS

General conclusicns that can be drawn from
the interpretation of these tests are as follows:

(98} Interpretation of single well slvg and
recovery tests can be done more accur-
ately by matching both water lc-el and
flow rate instead of matching only water
level as is done in conventional inter-
pretation methods.

72) The numerical method of slug and recavery
test interpretation der ‘ribed in this
paper can be used to determine existence
of fractures.

(1)  This method cannot be used to character-
ize fractures in terms of determining
orientation, spacing, v.dth, and length.
1f fractures are determined by this
method, other tests are needed to charac-
terize fractures.

(4) The Magenta dolomite and Culebra dolo=-
mite in the vicinity of the two wells
definitely give indications fo being
fractured.
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MODELING OF GROUNDWATER FLOW IN FRACTURED
ROCKS FOR RADIOACTIVE WASTE REPOSITORY STUDIES

A. S. Burgess and J. L. Ratigan

Acres American Inc.
Buffalo, New York

MODELING REQUIREMENTS

A model is a representation of a real or a
planned system. Thus all models are approximate,
uncertain and incomplete. However, they are
easler to understand, construct and manipulate
than the system they represent. The model to be
used is dstermined by the questions being asked
and the process being represented. Thus, modeling
a system requires

- a statement of the objective

~ conceptualization of the system
- development nof the model

- application of the model.

Modeling Ohjectives

The prediction ~f the groundwarer flow regime
1n a fractured rock may have a dif.t.ent objective
depending on the nature of the problem. Thus,
models used for ueothermal, rad.oactive waste, dam
foundations, o1l rerovery, water supply, or
product storage wi1ll ceach have significant
Ai1fferences Ir this paper, consideratinns will
be primar1ly for tne modeiing of groundwater flow
1n fractured rock 1in connection with radioactive
wast reposltnries. Far this, the objective is to
define the yroundwater flow regime in and around
the repnsitory for sabsequent use in nuclide
transport calculat:ons and estimates of dose to
man.

Conceptualizating of Frantured
Rock_for Modeliny

Conceptualizator nf fractured rock for
mrdeling must b. based on observations,

particularly of ourcraps or excavations, which
indicate
- fracture -jensit: ‘r-tal lenyth per unit area)

may vary «1iiely over shoert distances

- 1n yeneral, tnese are fewer major fractures
(i.e., lony, single oper. Eracture or multiple
fractures 17 limitet zones) than minor fra._tures
{d1scontinunus, ~losed)

- many fractures are jrouped 1in similar
orientations

- the larger Jroundwater seepages are generally
associated w«1t'. the major fractures

- seepages frequently oc-ur only at localized
places alory a fractur:

Figures 1 through 2 show maps of fractures in
crystalline rock terrain at two different scales.
Without reference tn the scale for each, 1t is
difficult to determine whether the area repre-
sentd 15 on a scale of feet or miles. A filtering
of the data, thus, occurs in any representation.
From satellite imagery or high level aerial
photography, only majn~ features (lineaments) are
1dentifiable (Fiqure 1). Features with lengths of
less than about 500 m are usually not considered

RE/SPEC Inc.
Rapid City, South Dakota

significant at this scale. By comparison,
detailed mapping of the dam foundation shown in
Figure 2 izentifies all features down to length of
approximately 3 m. Even at this scale, however,
rmultiple fractures are frequently plotted as
fracture zones, rather than discrete fractures.
The same principle can be taken even further and
examination of rock cores indicates a series of
microcracks which aie ignored in outcrop mapping.

To characterize a rock mass for groundwater
flow, data on the following are required

- fracture orientations

- fracture lengths

fracture spacings

fracture surfaces, infillings, apertures
- relationships between fracture.

Analyses of joint spacing by Sno-", Priest
and Hudson? indicate that joint spacings have a
Poisgon distribution. Data on apertures hy
Snow” shows that these tend *o be 1ng normally
distributed. The length of jnints appears to hav=
a log normal or negative expanential distribution
(Ringdal4).

The cross-correlation hetween these
characteristics has not been establishei.
However, positive correlatior might be expertui
between aperture and .gth. Geonlogizal
observations indicated that fewer majnr faults
occur in an area than minor faults and roints.
This indicates a negative correlati-r of fracture
density with fracture leng*lL. Data fr-m Tana-da
and Sweden of fracture +density versus lengjth,
plotted on 1lag scales 1n Figure 3 shows a neaative
correlation (Eurqesss)- Berause ¥ che method
of sampling, each data point represents the rotal
density far fractures havinug lenutns >f average
length L +0.5 loy cycle 1n meters. Thus, an
average length of 10 km inc-ludes all fractures 1n
the range 3.16 to 31.6 km. This 1s based on *he
assumed sensitivity of the di1fferent sampling
methods, 1.e., outcrop survey w:ll yield ata
primarily in the range 1 - 17 m; air prota
interpretation will yield 4da*a primarily in the
range 0.5 - S5 km. Much more iata :s required to
determine if series of curves exists for each
curve representing a different tecton:is reqion
fracture density and length relatinnshir.

The cholce between represenzing the rock mass
by an equivalent porous medium or a series of
discrete fractures will depend or the size of area
being modeled, and the data availability,

Three models are proposed which are capable
of explicitly recognmizing the range of likely
conditions. These are

- reqgienal models in which discrete identifiable
features can be modeled in a deterministic
manner.

- site models representing the a-2as between the
discrete major features in the above model. Tn
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FIGURE 1: MAJOR LINEAMENTS IN AREA OF CANADIAN
SHIELD (STEVENSON, J.S. 1962. THE
TECTONICS OF THE CANADIAN SHIELD}
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these regions, the fracture distribution will be
unkown and an equivalent porous medium model
will be used. Coupling will be important
between heat and groundwater flow, and possibly
between stress and permeability.

- local models. These will mcdel the area of the
emplacement drill hole and room. Intact rock
properties are reasonably definable. However,
the distance and distribution of any significant
fractures in and around the repository or the
potential distribution and gradients in the
room/canister region will not be known. For
this region, a probabilistic approach is
preferred. The influence of stress on
permeability due to fracture aperture changes or
Eracture grewth will require consideration.

The analysis logic for groundwater Fflow and con-
taminant transport is shown in Figures 4a and 4b.

The choice between discrete fracture and
equivalent porous medium modeling are made on Lhe
basis of avallable dat> and discretization scale
in the model. Thus, fractures which would be
significant on the scale of discretization
employed in a model should be defined as discrete
features- If their location and characteristics
cannot be defined deterministiecally, than a
probabilistic approach must be adopted.

Parameters

For groundwater flow, the principal parameter
of concern is the hydraulic conductivity of the
individual fractures or rock mass. Fo- transport
considerations, i.e., velocity, the «arfective flow
porosity is also reguired.

At presest, measurements of the hydraulic
conductivity of fractured rocks are limited,
particularly at the depths for which the
repositories are being considered. A summary of
the available data is shown in Figure 5.
Individual measurements made for intervals of
about 2 m have been averaged over 50 m, since this
is the approximate element size employed in the
finite element modeling. In general, there is a
decrease of hydraulic ~unductivity with depth to
about 200 m, below which data variability obscures
any trend. An envelore has been drawn to
encompass the majority of the points. In
addition, the depth-hydraulic conductivicy
relatonship used in the KBS study by the authors
is shown for reference. This relationship was
developed based on limited information prior to
the field data shown in the figure being
available.

Porosity estimates made by assuming a simple
parallel plate model appear to underestimate
actual flow porosity by one to two orders of
magnitude (Burqesss). This ls attributed to the
variations in aperture along a fracture and the
tortuous flow path. Tracer testing is required to
provide a reasonable data base for flow porosity.

FINI COMPUTER CODES

Groundwater modeling around conceptual
repositories has been performed unsing the Acres
FINI series of codes. FINI 500 is a finite
element program for two-dimensional iso*hermal
saturated flow in a porous medium for transient or
steady-state conditions, FINI 520 is a

nonisothermal version fo. thermally induced flow.
The time-dependent temperavire equation is
combined with the quasi-steady pressure equation
to account for the density buoyancy effect. Six
noded isoparametric clements are used in both
codes. Other element types available are 3-noded
loading line element for source or sink and
6-noted gap/film elements. Full descriptions of
ths models are given in Burgess6 and Ratigan et
al’.

MODELING FOR KBS

This section presents the results of studies
of groundwater movements arocund a conceptual
high-level radicactive waste repository in
crystalline rock in_ Sweden. The work was carried
out for KBS in 19778/ 7+ 8. 9, 10, 11, W2
The results are summarized by Burgess”.

Kethodology

The objectlve of this study was to assess the
groundwater movements around a repository using
the best available data and analytical techniques.
The finite element method was used to model
thermal, mechanical and groundwater conditjions.

To study groundwater flow around the
repository, the coupling of thermal, mechanical
and geohydrological parameters was recognized
(Figure 6} together with time dependency of the
thermal loading. At present, the coupling
functions are inadequately defined. Some of the
coupling was, therefore, performed separately from
the main analyses, allowing the sensitivity of the
inter ies to be d.

The study commenced with analyses of the
conductive heat transfer and of the initial
groundwater conditions. The advective transfer of
heat by seepage fluxes and investigated and shown
to be insignificant. Followiny the development of
a stress-permeability function, construction and
P dwater flow conditions were
analyzed. Finally, long-term residual conditions
were modeled. This represented the time span
following the period of significant heat
production. The analyses assumed equivalent
porous media flow and used permeability and
porosity values which were available from
conventional packer tests.

Input Parameters

Repccitory Layout. The reposSitory geometry,
defined by other study groups, consists of rooms
approximately 3,5 m in diameter at 25 m center to
center at a dpeth of 500 m. The waste canisters
would be emplaced in 1.0-m diameter vertical drill
holes, spaced 4.0 m in the floor of the rooms. On
completion, the entire repository would be
suitably backfilled and sealed. The gross thermal
loading for this arrangement is 5 W/m¢ on
emplacement.

Thermal and Mechanical Properties. Rock

mechanics and thermal parameters were determined
from literature review and specific testing.

Permeabilities. Permeability values were
based on a review of existing data for the Baltic
Shield. Relevant averaged permeability depth
profiles from available packer test results were
used, and a log-log polynomial fitted to
a median curve and extrapolated to 2,000 m
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depth (Figure 3). Rock mass permeability tests
undertaken Subsequent to this study indicate that
standard packer test results may overestimate
permeability by one to two orders of magnitude.
The implicaton of this is discussed later in this
paper. The actual permeability of a particular
limited section of a drill hole, however, may vary
from the limit of measureable permeability of
about 16=6 m/s or even higher.

To completely describe the permeability of a
continuum, it is necessary to define the principal
values of permeability and the direction of the
principal axes in space. The analysis of most
field tests assume the medium to be irotropic.
However, as noted by Snow'4, iseotropy is the
exception rather than the rule in groundwater
hydrology.

In situ stress measurements in the Baltic
Shield show that the horizontal stress is greater
than the vertical stress. Fracture aperture and
hence permeability are inversely proportional to
the normal stress on the aperture. Anisotropy of
the permeability may, therefore, be expected. In
general, permeability data are obtained from
vertical drill holes and preferentially measure
the horizontal permeability.

In this study, three permeability depth
relationships were used:

Case 1 ~ Permeability homogeneous isotropic
constant

K= 1.0 x 1078 /s

Case 2 - Permeability isotropic, decreasing with
depth according to the empirical function

log X = -5,57 +_0.362 (log Z) - 0.978
(log z12 + 0,167 (log Z)

where Z = depth in metres
Case 3 - Permeability anisotropic
Kz = 1.0 x 1079 m/s

log Xg = ~5.57 + 0,362 (log 2} ~ 0,078
R 3
(log Z)2 + 0.167 {log z)3

The objective of using these distributions
was to investigate, for a given set of boundary
conditions, the sensitivity to decreasing
permeability with depth and the effect of
anisotropy. While the authors believe that
anisotropy is likely, it must be emphasized that
this is based solely on circumstantial evidence
(in situ stress, observations of near-surface
excavations). Such existence in the prototype
remains to be proven.

Porosities. The porosity of crystalline
rocks is rarely measured in the field or
laboratory. It is, however, a very important
paremeter in the determination of the pore
velocity., Empirically or theoretically derived
relationships between porosity and permeability
may be used to determine che porosity where only
the permeability has been measured.

The most widely used are Kozeny-Carmen (see
Fisher!> for application to fractured racks})
and the parallel plate model developed by Snow'.

n

Norton and Knupp’ﬁ report laboratory
porosity measurements on crystalline rouk samples
showing flow porosities three to four order of
magnitude smaller than total porogities. Porosity
and permeability values of small granite samples
were measured by Fisher in connection with
geothermal studies in the Los Alamos granite.
Porosity values for Canadian crystalline rocks of
0.27 percent to 1.39 percent have been
reported’’. Wo details of the method of
measurement or of the corresponding permeability
values are given.

Webster 18 measured travel times for
radioactive tracers in deep crystalline rocks in
the Savannah basin. The effective porosity
value computed was B x 1079 for a permeability
estimated at between 1,633 x 1076 and
7.424 x 107° m/s.

At Studsvik, in situ tests were carried out
by AB Atomenergi and SGU on a joint at a depth of
60 m to determipe pore velocitles and retardation
characteristics ).

At Stripa Mine, average rock wass
permeability and porosity values of
4 x 10T m/s and 1.3 x 1074 ws,
respectively have been obtained by tracer
methods?%),

These field and laboratory results are
plotted in Figure 7. It may be noted that
empirical porosity values meagsured directly are
higher than those calculated by the above
porosity/permeability relationships for the
same permeability value-
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For a given permeability, the computed poros-
ity may vary over about three orders of magnitude
depending on the theoretical or empirical rela=-
tiongship selected. For this study, porosity
values were based on Snow's parallel plate model
for a constant joint spacing of 1.8 m. The joint
spacing was based on the only fully detailed in~
formation available at the beginning of the study,
and observations of personnel familar with excava-
tions in Swedish Precambrian rock. The
application of this model results in high esti-
mates of pore velocities, However, since the
porosity has been calculted from the permeabi-
lity in a consistent manner throughout the
analyses, the reported pore wvelocities may be
readily modified as further field data become
available on site-specific permeability-porosity
relationships.

Boundary Conditions. Because of the

relatively high rainfall in Sweden compared to
infiltration, the groundwater surface is, in
general, within 3 to 4 m of the ground surface.
For this study, the water table was assumed
coincident with the ground surface. For all
models, the lower boundary has been taken as
impervious, i.e., a flow line at a depth of
between 1,000 and 2,000 m, depending on the model,
Both constant potential and zero flux (flow line)
vertical boundaries have been used in the
analyses.

Models for Initia)l Conditions

studies of the Finnsjbn site are described in
this paper. It is located 15 km from the Forsmark
nuclear generating station site on the Baltic
coast. The area exhibits subdued local relief of
about 10 m: the major low-lyiny areas are occupied
by lakes and the general elevation is about 35 m.

The terrain inland from the site is similar,
with the average elevation rising about 1 m in
2 km. At a distance of about 100 km, between
Sandviken and Avesta, the relief becomes more
pronounced, typically 100 m and locally up to
300 m. This topography continues westward to the
Norrland Mountains area.

The bedrock of the region comprises
Precambrian Svezofennian gneisses and gneissic
granites with some leptites and minor areas of
younger granitic and basic intrusions.

The regional groundwater flow is congidered
to take place primarily in the major tectonic
features and possibly alse in the upper portion of
the bedrock where subhorizontal joints are well
developed. In the Forsmark area, the regjonal
groundwater gradient is about 1 in 1,000,
Idealized flow lines wers drawn orthogonally to
the groundwater contours. However, the real flow
paths are primarily along the major tectonic
features.

For local models, representative potential
distributions and/or fluxes from the regional
model were used to define the boundary conditions
for smaller areas. In particular, the major
tectonic features were used as model boundaries to
enable the response of the intervening rock block
to be studied for various material parameter
values and boundary conditions.

To study possible groundwater flow patterns
in a typlcal repository zone, a two-dimensional
vertical finite element model of the gtudy area
was uged. The goundwater surface and consequently
the upper boundary potentials were assumed
coincident with the ground surface. The relief of
the ground surface itself, however, was not

included in the medel. Two major tectonic
features bounded the area of study. The features
© . approximately 1,750 m apart and are
perpendicular to the regional groundwater gxadient
with surface potentials of 28.1 m and 24.5 m.

The bounding discontinuities were represented
by 10-m wide_zones with an isotropic permeability
of 1.0 x 1075 m/s. Two types of boundary
conditions for these discontinuities have been
cmsidered: a vertical equlpotential, and a
vertical streamline. The field potential
distribution is expected to lie between these two
extremes.

The three permeability assumptions were
analyzed with the two possible boundary conditions
above resulting and following conclusions wers
drawn.

- For the same material properties, the change of
boundary conditions has only a slight effect on
the pore velocity magnitudes. The directions
are modified, especlally near the bounding
discontinuities.

- The pore velocities at 500-m depth decrease
successively for the cases of isotropic constant
permeability, isotroplc permeability decreasing
with depth, and anisotropic permeability
decreasing with depth, respectively. The
anisotropic cases show that a gquiescent zone
could be expected at repository depths.

Models for Construction
Emplacement Thermal Periods

The short-term conditions reflect the period
from construction through emplacement of the
waste, decommissioning of the repository, and the
principal period of heat generation. puring
construction and the thermal cycle, changes in
stress around the repository will result in
changes in permeability. Analyses based on
permeability of a fracture being a function of
normal stress indicate that the major permeability
changes would be due to construction, with changes
due to the thermal cycle being muck less
significant.

Besides causing changes in stress and
consequently permeability, the existence of the
heat generating waste can cause thermally induced
flow within the groundwater. This was studied
using a fully coupled heat and mass transfer
finite element method. Without a regional
cross-flow, convection cells could theoretically
occur {Figure 8). However, with a regional
cross-flow, the cells degenerate into minor
perturbations to the natural flow pattern (Figure
9). This indicates that a slight cross-flow
through the repository site may be beneficial in
that it eliminates convection cells and possible
ralatiely short pathways to the biosphere.

Models for Long-Term
Conditions

For the analysis of the groundwater flow for
the long~term residual effect conditions, the
vertical section model was modified to include the
repository plane. The repository was 1,250 m long
and equidistant (250 m) from the bounding
discontinuities.

The results of the groundwater studies of the
initial conditions showed that the flow pattern
was not sensitive to changes in boundary
conditions, due to the high permeability assumed
for the bounding discontinuities. For these
analyses, therefore, the constant potential
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vertical boundary cnndition only was modeled. The
potential was taken as the elevation of the ground
surface.

The potentials specified on the upper
boundary of the model were equal to the ground
surface elevation. The lower boundary of the
model was considered impervious, i.e., a
streamline.

Rnalyses were made for the three nominal
permeability distributions used for the initial
conditions study In addition, for comparative
purposes, the effect on travel times of a
permeanility 5 x 107 m/s at 500~m depth was
assessed for the anisotropic conditiens (Case 3).
This value was obtained from large-scale in situ
permeability results at the Stripa Mine<".

For the repository, two extreme permeability
distributions have been considered.

(a) Impervious Backfill. For this condition, it
is assumed that the room will be backfillead
with impervious material of permeability
characteristics similar to the surrounding
rock mass. In addition, the rock is assumed
to maintain its prerepository permeability
characteristics. Under these assumptions,
groundwater flow patterns will be identical
to the undisturbed natural condi*ions, and
thus represent a bound to the possible range
of conditionse.

{b) Pervious Backfill. For this conditiun, the
rooms are assumed to be left void or loosely
backfilled with pervious material. Over the
long term, deterioration may result in an
equivalent continuum at the repasitory plane
having a thickness of 5 m, with a
permeability of 1 x 1073 m/s and porosity
of 20 percent. This value represents a 1o0m
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permeability of 6 x 1073 m/s for a

long-term cross-sectional area of twice the
initial cross-sectional area, or a room
permeability of about 3 x 103 m/s for a
long-term or cross-sectional area of 4 times
the intial value. For these analyses, it has
been assumed that the rooms are aligned
parallel to the groundwater flow direction.

For an isotropic constant parmeability
distribution, Case 1 (Figure 10} the flow pattern
is strongly influenced by the upper boundary
condition (topography). The flow is generally
downward through the repository and laterally
toward the vertical boundaries. For the
impervious backfill case, the equipotentials are
strongly curved in the vicinity of the repository,
becoming near vertical adjacent to the vertical
boudaries. The pervious backfill, however,
results in the equipotentials becoming near
horizontal immediately above and below the
repository. The nature of the backfill also
affects the fluxes and pore velocities. For the
pervious backfill condition, the fluxes and pore
velocities are increased around the margins of the
repository and reduced through the central
portion.

For the case of isotropic permeability
decreasing with depth, Case 2 {Figure 11}, the
flow patterns are similar to Case 1, being
strongly influenced by the topography. The flow
is downward throughout the repository area for
both backfill conditions. The differences between
the eguipotential patterns for the two backfill
cases are also similar to Case 1. For the
impervious backfill condition, they are strongly
curved in the repository area; for the pervious
backfill condition, however, they are nearly
horizontal immediatcly abovc and below the
repository. Compared with the impervious
backfill, the fluxes and pore velocities are
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increased around the margins of the 2ository and

reduced in the center.

The flow patterns for the anisotropic
permeability distribution, Case 3 (Figure 12), is
markedly different to those for isotropic
conditions. Wwith both pervious and impervious
backfill, there is a strong, topography—induced
lateral flow in the upper 200 m. For the
impervious backfill conditiong, the flow paths
below 200-m depth are nearly horizontal across the
site. These conditions are modified with pervious
backfill within a region 200 m to 300 m above and
below the repository. Flow is drawn into the
repository on the upstream side, travels through
the repository, and is discharged downstream.

Over the upstream third, flow is into the roof and
floor; over the center third, flow is into the
roof and out from the floor; and over the
downstream third, flow is out from the roof and
the floor. fThe asymmetry is due to the regional
cross-flow having a slight downward comporent
across the gite.

Discussion of Results

The permeability distributions used in the
analyses were selected primarily to determine the
gensitivity of flow patterns to the hydraulic
propert.es. The travel times should, therefore,
be considered on a comparative rather thar. an
absolute basis. -

For the impervious backfill cas~., the exit
pathways from all lccations in the repository
are below the repository. For the pervious
backfill case, the quickest pathways will be
through, above or below the repcsitory,
depending on the starting point. The velocity of
flow through the pervious repository zone is
largely independent of the host rock permeability,
being controlled by thes porosity chard.teristics
of the backfill. The travel times through the
repository assume that the rcoms are oriented
parallel to the groundwater flow direction, i.e.,
parallel to the plane of the model.

An interesting ard important paradox is seen
in these results: travel +imes from an emplaced
canister can be increased by using a porous
pervious backfilT. 1In addition, with impervious
backfill, the flow paths do nut pass through the
repository plane after passing the canisters.
Consequently, any benefits of retardation by
geochemically engineering the backfill within the
rooms would not be obtained. The geohydrologic
properties of the backfill must, therefore, be
specified with due considerations of the
surrounding rock.

When the flow reaches the bounding major
tectonic feature, the flow path will depend on the
flow within and through the feature, within which
the flow will undergo dilution mixing and
dispersion. Some of the flow from the repos._tory
will, therefore, travel within the feature, and
some will pass out into the adjacent rock. The
partition of the flow and hence the concentration
of any leached nuclides will depend on the
relative hydraulic characteristics (permeability,
gradient) of the bedrock block and the structural
feature.

Considering the discharge pi.me from the
repository to the bounding feature, the total
quantity of flow is given by the surface integral
of the flux over the boundary between the pathway
limits.
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The flux within the structural feature wiil
be a function of the permeability and boundary
conditions. The dilution of the repository plume
will depend on the width of the structural
feature, the flux and extent of mixing and
dispersion. The transport times will be a
function of the flux and porosity within the
feature.

Modeling of groundwater flow around a
conceptual repository, therefore, identified the
need for methods and field data to assess

- the extent of anisotropy within the rock

the rock mass permeability compared to the
individual fracture permeability

- the rock mass flow porosity and its relationship
{theoretical or empirical) to permeability

the coupling between stress and permeability on
an individual fracture basis and, perhaps more
importantly, on a rock mass basis due to
extensica of fractures increasing overall
fracture continuity.

CORCLUSIORS

Groundwater modeling represents only a pait
of the complete analysis which is required to
define the effects of release of i1 dionuclides and
the dose commitment resulting to man. Other
factors important in contaminant transport include
dispersion, sorption of various species, reaction
between the various species and the fractured
media, release rate, diluri:n, and aptake into the
food chain and the pathway to man. Besides the
geologic barrier, engineering bharriers must also
be taken into acccunt, including the waste form,
cannister, overpack, and any other backfill
material.

In the studies reported above, orly
freshwater was considered. Density effects due to
thermal heating were included, but those due v
groundwater geochemistry were neglecte i because of
the lack of data. Recent drill:ing ir the
Canadian Precambrian Shield, however, has
indicated that saline groundwaters Jo accur at
depth. Future nodeling should, therefore, 1include
the effect of n *ural density differences. The
siting potentiu: of largely static saline
groundwaters, for example, in crystalline rocks
beneath sedimentary sequences, reguires furthzro
research.

The principal reeds at present are for more
field data on permeability and flow porosity, and
the apportunity to test models against realistic
field conditions. Further analytical refinement
at this time 15 of lesser importa-ce.
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DESCRIPTION AND APPLICATIONS OF THE FE3DGW AND CFEST
THREE-DIMENSIONAL FINITE-ELEMENT MODELS

S. K. Gupta, C. R. Cole, C. T. Kincaid and F. E. Kaszeta
Pacific Northwest Laboratory
Richland, Washington 99352

The FE3DGW mode! is a finite-element three-
dimensional isothermal saturated ground-water
flow model for simulation of potentials, flow
paths, and travel time in a complex multilayered
system. The model has been used for regional
ground-water basin studies and generic studies
involving fracture flow as an equivalent porous
media.

The CFEST (Coupled Flow, Energy, and Solute
Transport) model is an extension of FE3DGW to
address the problems in areas of seasonal energy
storage in aguifers, disposal of chemical wastes
in aguifers, storage of fresh water in saline
aquifers, and salt-water 1rtrusion into fresh
ground-water flow systems. The model solves the
partial differential equations describing single-
phase flyid flow, energy transport by conduction
and convection, and solute transport by disper-
sion, diffusion and convection.

SALIENT FEATURES OF THE MODELS
FE3DGH

Simulation of Multilayered System. FE3DGW nas
been designed to simulate large natural systems,
It is capable of modeling complex multilayered
systems by varying both the number and thickness
of the hydrologic or geologic stratification
tayers. The modeled region can be conveniently
subdivided to give greater detail in critical
areas. Both point and distributed withdrawals
and recharges are considered. FE3DGW can be used
for either transient or steady-state solutions.

Storage Requirements and Costs. In FE3DGW,
the core storage requirements and costs are re-
duced to the extent that Tlarge, natural,
multilayered systems are simulated efficiently
on small computers. Data are efficiently pro-
cessed through use of direct-access disk files
and a partially compressed matrix for solution
of the assocated sparse and nonsymmetric system
of equations. Tne intermediate results are
stored for repeated retrizval at a fraction of
the cost of computation.

Staged Execution Structure. For efficient
simulation of field problems with complex geo-
metry, this vers.,on of the model has been struc-
tured to execute in stages. The staged structure
affords one the opportunity to thoroughly check
the geometric structure of tne domain, the physi-
cal parameters of the problems, and aspects of
the solution sequence prior to making a complete
run.

Plot Package. For the purposes of verifica-
tion ang visualization of input data and final

results, a plot package is being integrated into
the program. Displays of nodal locations, ele-
ments, and vertical log details will aid in the
search for input-data errors. Contour plots of
the interfaces between hydrogeoliogic strata will
enable users to readily verify vertical logs and
should enhance communications between interacting
groups of hydrologists and geologists.

CFEST

Governing Equations. The partial differentia!
equations ZEUE; are based on:
= conservation of total liqu°d mass

« conservation of energy

e conservation of mass of a specific dissolved
constituent within the liguid mass.

These three equations are solved n a cyc!:-
cal-uncoupled solution scheme that employs the
most current estimates of the variables
(i.e., total head, temperatiure, and solute con-
centration) n the evaluat o of nonlinear con-
tributions and forcing functions.

Variable Density and Viscosity. Both densiiy
and viscosity are functions of the local pres-
sure, temperature, and/or sclute concentration.

Simulation Combinaticns. Yarious combinations
of the POE may be formulate” and solved. A prob-
lem may be formulated for the sclution of anly
fluid flow; luid and energy transpert; fluid and
solute transport; or flu-Z, energy, ano soiute
transport. Execution n stages 1.iows efficrent
solution of complex problers.

GOYERNING ELUATIONS
FE3DGH

In this model, the govern-ng equatton 1s
:g(“.cu+c!_) R N N ‘n
The variable is the hydraclic head

0

4
h ‘(%T + 2 (2)
CFEST
Fluid Flow:

(Kb 3)
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Energy Transport:
(€720, - Lubede - H - 0CT)
sLaue (1= (6 Ty (4
Solute Transport:

T (;ulC).. -QC = ('"C)‘t (5)

Fluid Density Model:

SCTahg) = [.(I.To.hpn) - ill
-l - Tob « 'ocw(hp - hpo) (6)
Porosity Model:
-1 h -h
o1 Colng D..)] (7)
The tinal form of the equations is acheived
two steps:
. Density and porosity substitution, The medels

of density and porosity, Equations (6] and
(7), are substituted into the flow, energy,
and solute transport Equations (3, 4, and 5).

Collection of dependent variables. The cycii-
cal solution scheme that has been adopted re-
quires that the dependent variables (head,
temperature, concentration) be treated as un-
knowns only when their respective equations
(fluid flow, energy, solute) are being solved.
Thus, temperature and concentration are as-
sumed known when solving the fluid flow equa-
tion for head. Energy- and solute-transport
equations are treated similarly. The cyclic
sequence of solutions proceeds from fluid flow
to energy and finally to solute transport.
1f successive iterates of this cycle fail to
yield compatible results, the cycle is
repeated.

In their final form, tne oquations are:
Fluid Flow:
(O S PR RO A R e L
dqi
LR a, (hpin - hy)

RERS LN

dg

o
=q + 2 (n
0 dhp Pout

- w.woCTT,t + [ (l.To,hp

Energy Transport:

(Ev.BT‘.‘n)’A - (i C

‘ .
. DNT)’u + GC ) e C h'tT

p'ro’r
dq°h h }IC T - AC T
'Eqr;*irﬂ(pout‘p pw pw

L= Ul # ol + (1= ) (C)) IT,,

dqi
IR LR N U N (A &
L . dhp Pin o' p

+ A(Uo - cpro) (9)
vhere A = ~-,°er|.'~ + ‘"ocvh“. + f. (l.To.hpo)
- .u]C.t

Solute Tramsport:

(0 Code, - Cu O - la, + 32 (h b )e
LR E I O A DR M T -
FE ] dhp pout p
- (""ocuh't terabetg - g T )
- (“[-(I.To.hp ) - .°]C + o )C.t
o

[0, + gt ( n )l (10)

=-[q. + +— (h - ‘
i dh’:J pin p

The most current estimates of dersity and
porosity are employed in both the stiff-
ness and load compenents of the equation.
Further, the pressure-head values esti-
mated previousiy a'e employed in the
evaluation of fluid compressibility be-
cause of the term's relative importance.

Note:

NUMERICAL METHOD

The FE3DGW and CFEST codes reduce their par-
tial differential equations to systems of alge-
braic equations through the use of the Galerkin
finite-element method. FE3DGW uses mixed order
isoparame~~ic elements, while in CFEST only lin-
ear elements are used. For time derivative
terms, a backward differencing scheme is adopted.
The solution of the matrix equation uses a par-
tially compressed matrix solver./ The non-zero
coefficients are stored in one array and their
corresponding column indices in another array.
The row containing the minimum number of non-zero
2lements is used as a pivotal column to minimize
round-off error. The system matrix is decumposed
to an upper triangle. A1l the operations on the
right-hand vector are stored for efficient solu-
tion by backward substitution until the stiffness
coefficient matrix is altered due to change in
time step or hydraulic properties.

COMPUTER COOE OOCUMENTATION AND AVAILABILITY

Both codes are written in FORTRAN IV and were
developed on a PDP 11/45 at Pacific Northwest
Laboratory. FEIDGW computer listings, a user's
manual, and a few typical applications have been
published.? The earlier versions of the flow
models are reported in Gupta, Tanji, and Luthin
1975; Gupta and Tanji 1976; Gupta and Pinder
1977,  Further refinement, verification with
analytical solution, validation with fi2ld opera-
tions, and documentation of CFEST is underway.



VERIFICATION

FE30GW was verified with the (1} Theis non-
equilibrium solution (radial flow to a well pump-
ing at a constant rate in an infinite and isotro-
pic aquifer), (2) PATHS solution (regional
potential distribution in an aquifer system hav-
ing an initial uniform gradient, large remote
radial boundary and cavernous cy.indrical re-
servoirs), and (3) Hantush (1959) drawdown dis-
tributions 1in the vicinity of a steady well
draining an elastic strata.

CFEST, in addition to being verified by the
above analytical solutions, has been verified
with (1) a classical one-dimensioral transient
convection-giffusion problem with held bounder
condition,l (2) a flux boundary problem
defining solute transport and energy transpor{
and (3) a radial transport analytical solution. 0

APPLICATIONS

FE3DGW has been applied to the following
problems:

Sutter Basin, Califoraia

Sutter Basinb:8 lies in the central por-
tion of the Sacramento Valley. It is a multi-
layered system with volcanic rock outcrops at the
Sutter Buttes and the Sutter Basin fault {Fig-
ure 1) in the valley, The hydraulic head !about
600 m caused by recharge in the Kione Sand at
Sutter Buttes) has cisplaced marine connate water
scu*h and created a salt water mound at the
Sutter Basin fault.

{a) Plan

{b) 3-D Finite Element Grid
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Long Island, New York

To evaluate alternative schemes for water sup-
ply and waste-water treatment for Long Island,
New York, the ground-water system was analyzed
three-dimensionally.® This ground-water basin
has a very complex stratification having one to
six geologic media separated by confining clay
layers. The ground-water reservoir is wedge-
shaped with southwardly increasing thickness.
For mathematical representation of the stratifi-
cation, major changes in each of the major hydro-
geologic units were described by varying the size
of the elements (Figure 2). Both the steady
state and transient validations of the results
were made using historical data.

Hypothetical Waste Repository in a Representative
Salt Formation

To examine the consequences of tne accidental
retease of radionuclides from a hypothetical nu-
clear waste repository located in a generic salt
formation, FE3DGW was used to define the hydro-
logic flow detail (Figure 3}. A hypothetical
stratigraphy above the salt rone was assumed.
The strata overlying and surrounding tne salt
contain water but are not considered prolific
aquifers, The permeability range variad from
2x 10-8 cm/sec of salt to 6.8 x 10-3 cm/sec
of sand. The regional discharge site for tne
water within the various layers is assumed to be
a river 5 km from the cernter of the repository.

Hypothetical Repository for Radicactive Waste in
Hard Rock

FE3DGW was used to determine the flow paths
and travel time from the repository in hard

{c) Simulated Steady State
Hydraulic Head at Base
of Post-Eocene Formation

FIGURE 1. Sutter Basin, California
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Three-Dimensional Finite-Element Grid of Ground-Water

FIGURE 2.
Reservoir Beneath Long Island, New York
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FIGURE s. (a) Three-Dimensional Finite-Element 6rid for Hypothetical Waste Repository in Representative
Salt Formation;
{b) Contour Plot of the Model-Predicted Vertical Ground-Water Potentials with Superimposed

Streamlines



granitic rock or gneiss with small discrete frac-
ture planes or joints that are interconnected to
some degree, Within the generic area lakes,
rivers, and topography are considered {Figure 4).
The element size, shape, and orientation are done

topography,

according to surface-water bodies,
properties of the region. The

and structural

major fracture zones are represented by discrete
elements with two additional thin elemerts to
provide a transition zone from fractures to rock

matrix,

Drawdown and Pumping Requirements from a Generic
ne
in Precambrian hard crystalline

A real site
rock is used for this study (Figure 5).

A three-dimensional finite-element grid
used to predict the pumping requirements for the
mine and to determine the zone of infiuence of
the drawdown,

WORK IR PROGRESS
Both FE3DGW and CFEST codes are currentily

is
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» inclusion of options for double porosity and
discrete fractures flow

extension of the model to handle urzertain-
ties in hydraulic properties and boundary
conditions

application of CFEST for coupled solution of
iperature, and solute in hypothetical

flow,
repositories and to provide a means of coupl-
ing local, adjoining, and large regional
basins.

SUMMARY

FE3DGW and CFEST are three-dimensional finite-~
element models suitaple for simulation of de-
tailed local, subregional, and coarse-grid large
ground-water basins. The present version of the

models considers faults and fractures as an
equivalent porous media. Large fracture or fault
zones are effectively simulated as discrete ele-
ments with higher permeability and/or porosity.

Further improvement is under way to include
capabilities for double porosity, discrete frac-
ture flow, and modeling uncertainties in hydrau-
lic properties and boundary conditions.
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PPout> MPin
He

HL

Definitions

= Specific heat of
injected fluid

Specific heat of water

= Rock heat capacity per
unit volume

Compressibility of
porous media

Coefficient of thermal
expansion of fluid
aquifer fluid

= Compressibility of
aquifer fluid

Concentration of solute,
mass fraction

cancentration of
injected solute, mass
fraction

= Homogeneous, isotropic
dispersion tensor for
3-D flow

"

Apparent heat conduc-

tivity tensor, analogous

to Dyg; i.e., homo-
gerous, isotropic

Acceleration due to
gravity

Hydraulic head = Z +
P q

1

fax [ oy

= Pressure head compon-
et of h

= Reference pressure head
for aquifer density

Reference pressure head
at which 8y is defined

= Pressure head of with-
drawal, injection

= Internal heat energy =
Cpul

= Rate of heat loss at
boundary of domain

NOTATION
Units

k
eM-1°c-1 o8
gM-1-¢-1 Kag
EL-3°c-1 P
-1 90,91

Q
¢c-1
L-1

t

T

T
L21-1

TO
E(LT"C)-1 U
L7-2 v

z
L

Greek

a,B
L Sag

6
L

8o
L

in
M-1

o
EL-37-1 [N

dqi h
=g, +
i H}E P;

dqo
qo-a}g(hp

"

"

Definitions

Units

Intrinsic permeability
of media

Hydraulic conductivity
(collinear) = pgkeg/H

Pressure

Mass rate of withdrawal
(injection) of fluid

Strength of source or
sink

-h) -
n 4

-k}
out P

Time
Temperature

Injection fluid
temperature

Reference temperature
for density and internal
energy

Components of the Darcy
fluid velocity

Internal energy = Uy *
pr(T - To)

Elevation above datum

Cartesian component
indices; i.e., 1, 2,
and 3

Kronecker delta

Porosity of aguifer

8 hy

Porosity of aquifer
hpe

Absolute viscosity

Density

Reference density
8 hpo Tg, €= 0

L2

LT-1
ML-1L-3

Mr-1L-3

MT-1L-3

EM-1
L

M(LT)-1
ML-3

ML-3
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GEOTEERMAL MODEL

K. H. Coats
INTERCOMP Resource Development and Engineering, Inc.
Texas

Houston,

Abstract: This talk describes mathematical model
equations for pgeothermal reservoirs and presents
numerical results of an implicit, three-dimensional
geothermal simulatfon model. Model stability
allows inclusion of Fformation fractures and
wellbores as grid blocks. Applications 1includ2
illustrative natural convection problems in
fractured-matrix geothermal reservoirs, single-
and two-phase well behavior, fractured-matrix
reservoic performance and well test interpretation,
and extraction of energy from fractured hot dry
rock.
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THE ROLE OF NUMERICAL MODELS IN APPLICATIONS
TO THERMOHYDROLOGICAL FLOW IN FRACTURE ROCK MASSES

Charles R. Faust and James W. Mercer

GeoTrans,

Inc.

Herndon, Virginia

INTRODUCTION

Thermohydrological flow im fractured rock
masses involves complex processes. Fortunately,
the state-of-the-art in numerircal modeling has
reached a point where it is possible to solve the
equations describing many of these processes.
Unfortunately, some of these processes are incom-
pletely understood and available field-scale data
for them are meager. Given these observations, is
there a useful role that numerical models can
serve in applications to thermohydrological flow
in fractured rock? This question is the motiva-
tion for this brief communication. Before address-—
ing this question, we first discuss the peneral
topics of modeling objectives and model use, with
emphasis on problem-dependent applications. We
also review a recent application of a geothermal
model to a fractured reservoir. The purposes of
this example are to demonstrate the way in which
complex models havc been applied and the type of
results that can be obtained frem such applica-
tions. In this discussion we will refer primarily
to deterministic models.

GENERAL MODEL USE

The overall objectives of any deterministic
modeling application are to understand, character-
ize and predict the behavior of a real system or
process. Several specific areas of model use
contribute to meeting this overall objective.
Among these are:

* understanding relevant physical processes

* conceptualization of actual field system

+ data collection design

* data matching

* prediction

The first of these, understanding velevant
physical processes, is a generic application; that
is, it is not related to any specific field site.
Much of the research in the numerical medeling of
thermohydrological processes has involved this
type of model use.

The remainder of the uses listed are associ-
ated with particular field applications; that is,
they are site specific, All of these, except pre-
diction, should be accomplished in an iterative
manner. For example, early model use as a system
conceptualization tool can provide guidance in the
design of data collection activities. Further,
matching observed data with calculated results can
lead to a better concept of the system, and can
pinpoint data deficiencies. Although not parc of
this iterative process, prediction depends on the
other uses. Credible predictions of system

behavior can be done onlv if an adequate match
between observed data and model results is ob-
tained. If data are insufficient to verify the
model, then predictions will be less reliable.

Problem-Dependent Emphasis

The way in which models are most appropriate-
ly used is problem dependent. The important
factors are the complexity of the system, the
sufficiency of the data, and the conceptual under-
standing of the system.

Well understood systems having good data,
and described by simple processes can be modeled
reliably. Under these conditions, predictions
should be credible and additional system concep~
tualization should be straightforward. An exam-
ple of this type of application is ground-water
flow in a well understood, porous, confincd
aquifer.

For poorly understood systems having little
data and described by complex processes, models
play a difierent but still impoertant role. In
this case, the use of the model as a predictive
tool is not justified. Rather, models are best
used in efforts to understand the physical pro-
cesses, and in attempts to form a concept of
particular ficld systems. The model results pro-
vide an idealized basis against which observed
data can be compared, and perhaps explained.
Further, the model can provide a consistent franz-
work which can aid in explaining various observa-
tions, and in relating limited dara. Thermohydro-
logical flow in fractured rock masses is an
example of this type of application.

MODELS OF COMFLEX SYSTEMS

When dealing with models of complex systems
in geologic medis, two problems must be recog-
nized. The first is the uncertainty and incom-
pletensss of field data. The secona is the fact
that it will never be possible to explain all the
details of the observed behavior. The application
of numerical models to thermohydrological flow in
fractured media will always be hampered by these
two problems.

The best way to reduce the severity of data
uncertainty and modcl approximation is through
history matching. For applications with uncer-
tain data, we know that the match will be non-
unique. In theory, either a statistical-optimiza-
tion or a subjective approach can be used for
history matching. In practice, however, the auto-
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matic history matching methods are not well
developed for complex processes. Consequently,
the subjective approach is generally chosen. The
subjective approach involves:

« derermining what is the best comparison
between observed data and calculated
results;

* pnarantecing that the values of parameters

g: g the 'best match® ar. physically
reasonable;

- assuring that 'major'aspects of the system
behavior are explained.

Example

Details of this application and the numerical
modvls used are given in our original report.

oOnly 4 bricf summary is presented here, with the
emphasis being un the subjective aspects of the
history matching and system conceptualization.
This « xample was chosen because the field problem
4 geothermal reservoir in a highly fractured
aquiler, which consists of pumice breccias and
vitrio rutfs,

is

This modeling study was made on the two-phase
(water and steam) geothermal field at Wairakei,
New Zealand. The purpose of the study was to con-
scridate ~xisting information and data on the geo-
thermal field and to develop a rational framework
on how the system operates,  The framework was a
nunerical model that incorporated:

* a conceptual description of the physics of

fluid flow and heat transport,

the thermudynamics of two~phase, single
compoenent water,

a geometric description of the Wairakei
field including boundary conditions and
initial pressure and enthalpy conditions,
and

the hydrologic and heat traasport parame=~
ters that characterize the Wairakei field.

The processes active at the Wairakei geotherm-

al field are complex. Although infurmation on the
ficld appeared to be extensive, data were still
incomplete in several ways. Consequently, it was
recognized that the model application aad history
matching would be subjective.

In order to perform the analysis, it was
necessary to set guidelines. It was required that
determined parameters be physically reasonable and
major aspects of the reservoir behavior be ex-~
plained (or matched). For steady-
major reservoir aspects included observed initial
fluid pressures and the distributed fluid and heat

{.onvective and conductive) leakage at the surface.

For transient conditions, these aspects included
{1) a sharp decline in temperatures that occurred
around 1952, (2) a differential drop in pressure
between the top and botctom of the reservoir, (3) a
pressure recovery that was observed during a par-

tate conditions,

tial shutdowr of the [ield, and (4) changes in
surface discharge characteristics during the first
ten years of production.

Even with these guidelines, the history
matching procedure was not straight forward.
Several difficulties were encountered:

* there were too many parameters to adjust,

- the system rusponse data were incomplete,
and

the response data that existed were of an
indirect nature.

For example, fluid pressure in the reservcir was
often determined from well-head pressures. Esti-
mates of change in reservoir storage were based on
gravity measuremencs. Both types of data had
various assumprions and approximations implicitly
included.

To overcome these difficulties, further
guidelines were necessary. To reduce the large
number ol parameters that could be adjusted, most
parameters were set to reasonable values. The few
that were calibrated were those with the highest
sensitivity. Response data were matched wherc
available. Where absent, the computed results
were required to be 'reasonable’. Finally, it was
necessary to discriminate between direct and in-
direct data.

From the history matching procedure, several

qualitative conclusions werc drawn:

+ From the steady-state match, it was clear
that a steam cap vxisted prior to develop-
ment - a conclusion not generally recog-
nized at the beginning of the study;

< As dovelopment progressed, the steam cap
spread arcally and with depth;

The temperature drop that occurred about
1964 could be explained by the steam cap
falling below the top of the opea interval
of the well;

Production in the reservoir was sustained
primarily by mass leakage from beiow:

Production is limited by the amount of mass
avallable, not heat; and

* A highly fractured reservoir can be success-—
fully approximated with a porous media
model.

Several observations were aat accounted for

in this study:

* Although the pressure drop in the main pro-
duction zone was siwnulated, the calculated
pressure decline in the eastern production
zone was not as high as observed;

* The connection of the Wairakei field to a
field southcast of Wairakei was not con-
sidered, and

- The leakage coefficient for the base of the



reservoir appeared to be high.
This final point suggests that the reservoir may
be thicker than the 150 meters assumed in the mod-
el.

CONCLUSIONS

Model applications to thermohydrological flow
in fractured media are not likely to be straight-
torward. The physical processes are complicated,
the field systems often difficult to understand,
and data for model verification are generally
lacking., The primary use fur models in this area
will be in gaining a better understanding of the
physical processes and in conceptualizing the
behavior of actual systems.

Modeling studies of complex physical systems
are generally unable to completely explain all
details of obscrved behavior. Im addition to
uncertainties associated with interpretation of
ficld measurements of subsurface conditions, numer-
ical models, no matrer how sophisticared, are

89

approximations to nature. Because 0. these un-
certainties, model calibration requires either
subjective evaluation or statistical treatment.
Statistical procedures for history matching of
complex numerical models have nut been sufficient-
ly developed. This will necessitate the setting
of subjective guidelines for model calibration,

A model based on subjective history matching
procedures and incomplete data is obviousiy not a
unique description of the system. Predictions
will consequently have limited credibility.
Qualitative predictions and sensitivity analysis
still play an important role under such circum-
satances.
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GEOTHERMAL RESERVOIR SIMULATION CAPABILITIES AT
SYSTEMS, SCIENCE AND SOFTWARE

J. W. Pritchett
Systems, Science and Software
La Jolla; Talifornia

Summary Figure 2
53’5 basic wmultiphase multidfwensional com- MUSHRM Problem GeomeLries
positional geothermal reserveir simulator 1is the
MUSHRM code. The capabilities of this computer o "Stretch” wesh (i.e., Ax deperda on x)
code are ocutlined in Figures l-4; applications of
the program over the yesrs are summarized in Figure o Any face of any zone may represent a
S. 1n addition, the CHAR!. (useful for chemical  oundary:
waste disposal calculations) and LIGHTS (for
single-phase long-term reservoir response simula- ~ impermeable
tions} codes are available (see Filgures 6 and 7). ~ specified flourate
~ specified heat flux
A typical application of MUSHRM to calculate « specified temperature
the response of the Wairakel geothermal field in ~ specifisd pre&sure
New Zealand 18 shown in Tigures 8-17. The simule-
tion involved a 2-D vertical section, located as o Various coordinate ayatems:
shown in Filgure 8, and the known discharge history
was imposed (Figure 9 shows the sum over all wells =~ 1-D Slab (cross-section area and dip
of this history)s The computational grid and specified functions of x)
stratigraphy employed 1s 1llurtrated in Figure 10.
Figure 1l shows favorable comparismon between ob— ~ 1=D Radia' (lay:r thickness and dip
rerved and computed pressure histuries in the specified functions af r)
main pact of the reservoir. Figure 12 shows the
abserved spatial variatlon in preesure drop, which ~ 1-D Spherical
compares well with the correspending computed
pressure distribution (Figure 13). The spatial ~ 2=D Areal (layer thicknean and
extent of the two-phase (water/steam) region at afp specified Function of x, ¥)
Wairakei{ is known to have increased with time, and
this behavior is reproduced by the computed results ~ 2-D Vertical
{Figures 14~16). Reasonably good qualitarive
agreement with the observed discharge eathalpy ~ 2=D Axisymmetric
histories was also obtained (Figure 17): the
disagreement 13 believed to be due to three~- ~ 3-D Cartesisn

dimenaional effects not taken into account in this
simulation.
Figure 3
Figure 1

HUSHRM Geological Description
MUSHRM (MUlti-3necies flydrothermal Reserve Model)

o Unsteady flow of mass and heat in an The rock properties of each zone may be
heterogeneous porous medfum (f{.e., a independently specified. These inrclude:
geothermal reservoir}

L] Density
° Finite-difference mecrhods

v Heat capacity
o Flexible geometric capabilicy

o Thermal coanductivity
o Reallstic stratigraphy

a Iritial poroaity
o Compnaizional Fluid Drscription

o Initial directional permeabilities
o Multiphane fluid mixtures

] Relative jerseability curves
o Sub-model for prodvwction, injection wells

o Porosity~permeability relatfon

o Local instantaneous permeabilities depend
on porosity o Bulk moduli {loadlng, unloading)

o Porosity changes with pressure, temperature, o Shear wodulus
deposition

o Thermal expansion coefficient

o May be coupled to finite~element subsidenc:

simulator



Figure 4

MUSHRM Description of Pore Fluids

Constitutive peckages curreatly availabie

for:

[

Liquid Water
{l-ccaponent , l-phase)

Liquid Water/Steam
(l~component , 2-phane)

Liquid Water/Steam/Dissolved
NaCl/Precipitated NaCl
(2-component , 3-phase)

Liquid Water/Dissolved Methane/Free
Methane Gas
(2-componer.t , 2-phase)

Liquid Water/Diesolved RaCl/

Diseoived Methane/Free Metnane Gas
(3-component , 2-phase)

Figure 5

MUSHRM Applications

Theoretical Studies

o

Numerous comparisors with anaiytic/
approximate solutions

Effects of fluid reinjection and well~
patterns on reservoir performance

Analyses of reservolr recharge by deep
vertical faults

Assessment of secondary terms (P2¥ work,
viscous dissipation) in the energy halance

Determinstion of evaporative salt-deposition
effects upon reservoir longevity

Studies of pressure-drswdown well-tests for
multiphase geothermal reserviors

Assessment of drive mechanisks
(compressibility, compaction, gas) for
geopressured reservoirs

Field Application

[

Raproduction of Stanford benzh-scale
experiments

Predictions for Salton Sea geothermal
fleld

Studies of East Mesa geothermal anomaly

History-match and predictions for
Wairakel

Various applications for commercial
cuatomers

a1

Figure &

CHARM  (CHemically-Active Reservoir Model)

o

LIGHTS

Two-Dimensional Geometry, stretch mesh
(1) Axtisysmetric, or
(2} Areal with variable .ormation thicknesa

Irregular grid capabilicy with flexible
boundary condicfons

Pore fiuid is a compressible aqueous
solution

Rock properties (density, initial pnrosity,
composition, conductivity, heut capacity
directional permeabilities) say vary with
position

Local instantaneous permeability depends
on nrecipitace deposition and pore erosfon
due to chemical reacti.as

Flufd viscoeity depends on temperature

Twa simultaneous chemical reactions provided
for among soiids and disscived species.
Theue mnays

) Dissolve rech. matrix

[¢3] Produce soltd precipitates

3 Re-dissolve precipitates

(4)  Release or absorb heat

Chemical reactfons are non-equilibrium;
rates are firat-order in reactant
concentrations with Arrhenius tewperature
dependence

Rate c.effirlents and activation energles
may be arbitrarily prescribed

Figure 7

(Liquid fncompressible Genthermal Heat
Iransfer Simulator)

Three-dimensional (Cartesiac: vith "etretch™

mesh

Single-phase !iquid unsteadv flow
Conductive and convective heat transfer
Rock pr.perties (poros’ty, density, heat
capacity, conductivity, directional

permeabilities) are functions of position

Boussinesq approximation; fluid density
independent of prersure (incompressible)

Fluid properties (density, viscosity,
thermal conductivity) depend on local
instantaneoua temperature

Applications so Ear

)

2)

Underground Heat Storage

East Mesa Geothermal Field Studies
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Figure B

Figure 9
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Figure 10

Figure 11
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Figure 12

Figure 13
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Figure 17
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SHAFT79

Karsten Pruess
Earth Sciences Division
Lawrence Berkeley Laboratory
University of Califormia

Berkeley, California

SHAFT79 (Simultaneous Heat And Fluid Transporc)
is an integrated finite difference program for com—
puting two-phase non-isothermal flow in porous
media, SHAFT79 solves the same equations as an
earlier version, called SHAFT78, but uses much more
efficient mathematical and numerical methods. The
principal application for which SHAFT?79 1a designed
is in geothermal reservoir simulation. The various
aspects of the model are discussed in Pruess et al.,
1979a-c,1:2)3 and Pruess and Schroeder, 1979%.

GOVERNING EQUATIONS

SHAFT79 solves coupled mass- and energv~balance
equations of the following form.

3¢ . _
3t divF +q

g—tﬂ-divgi-q

Here ¢ is porosity (void fraction), p is fluid
density, F is mass flux, q is a source temm for
mass generation, U is the volumetric internal
energy of the rock/fluid mixture, G is energy flux,
and @ is 2n energy source rerm.

Mass flux is given by Darcy's Law

— klfu
Z.E; - 2 0 e, (7 - 2 R)
o a

a = vapcr,
liquid

where k, k: are absolure and relative permeability,

respectively, a i1s viscosity, p s pressure and g
15 gravitational acceleration.

Energy flux contains conductive and convecrive
terms

Q=-K‘?T+2h F
a a Ta

where K is thermal conductivity of the rock/fluid
mixture, T is temperature, and hu is specific en-

thalpy of vapor (a = v) or liquid (a = ).
The volumetric internal energy is

U=dus + (1-4) pRCRT

with v the specific internal energy of the (two-
phase) filuid, 2% the rock denslty, and CR the speci—

fic heat of the rock.

The main assumptions made in the above formula-
tion are as follows: (1) The physical systems
described by SHAFT79 are approximated as systems
of porous rock saturated with one-component fluid
in liquid and vapor form. (2) Excepi for porosity

94720

which can vary vith pressure and temperature all
other rock properties - density, .pecific Leat,
thermal cnnduc:ivity, absolute permeability - are

d ure, pressure, Or vapor
sa:uration. (3) Liquid vapor, and rock matrix
are in loca) thermodynamic equilibrium, i.e., at
the same temperzture and pressure, at all times.
(4) Capillary pressure is neglected.

The fluid properties (constitutive relations)
are specified in tabular form. Thus, SHAFT79 can
model the flow of any one-component fluid in
porous rock.

NUMERICAL METHODS

Space discretization Ls achieved with the inte-
grated finite difference method. This method allows
a very flexible geomerric description, because it
does not distinguish between one-, two, or three-
dimensional regular or irregular geometries. Tim:
is discretized fully implictly as a first-order
finite difference, resulting in the following finite
difference equations.

k+1 1 kbl kK
n o~ tn n nn

z £ kel L
om n
m
k+1 K+l k+] k+1 k k k
En(l ’ n ‘n n “n'n'n
k+1_ _k
+ -* T
[(1.);R] LI )

Here n, m label the volume elements, and k labels
:he time step. _k+1 = (- kﬂ. . .::”, u‘l(-1
uN ) is the vector of the 2N unknowns for a system
k+1

P

with N elements. 4L is the time step, At = t

k
-t , V is the volume of element n, and

n
2. (nm) ( )(nn) ‘a (mn}

a

("m“’n
(£ -«

Eu) (nm)g(nm))
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is the mass flow from element m into element n,
with interface area Anm over a distance dnm'

analogous definition holds for the energy flow Gnm'
can vary witii time, the apparent rock

Different weighting

Whereas ‘h
density (1-:‘_‘).':R is constant.

procedures can be selected for the various "inter-
face quantities™, labeled with subscript {nm)
(harmonic ueigh[i}\g. spatial interpolation. upstream
welghtiag).

The finite difference equetions, above, are
solved with the Newton/Raphson method. The set of
linear equarions arising at each iteration step is
solved with an efficient dgrect solver, employing
sparse storape techniques.

COMPUTER CODE

SHAFT79 and a number of associated pre- and
postprocessor programs are written in FORTRAN 1V.
The code Is presently being used on the CDC 7600's
2 LBL and at Sandia/Albuquerque. Somewhat earlier
ve.sions have been installed ow a UNIVAC 1108 and
an 1BM 370/168. Implementation on a Burroughs
B-6800 is under way. A very comprehensive user's
manual for the SHAFT78-version is prusently belng

prim_udl, Much of 1t, tncluding most of the pre-
paration of lInput decks, stiil applies to SHAFT79.
A new user's manual detailing data input to SHAFT79
is given in Pruess and Schroeder (1980)6. The
input needed for SHAFT79 consists of several data
blocks, which ave provided by the user efther as
disk files or as data cards. Some of the data
blocks are optional. The most yeneral input
structure is as follows:

BLOCK DESCRIPTION
TITLE (me data card containing a header that
(flest will be printed on every page of out—

card) put.

ROCKS Material parameters for the warious
reservoir domains.
PARAM Computational paraceters (time stepping
information, program options).
*ELEME List of grid elements
MESH - information
*CONNE List of interfaces
(connections)
*GENER List of mass or heat sinks/sources,
(optional)
*INCON List of initial conditions and (optional)
{option- restart-information
al)
START One data card allowing a more fiexible
(option- inictializction.
al)
ENDCY One card closing SHAFT79 input deck
(last
card)

The blocks which are labeled with a star(*) can be
provided as disk files, in which case they would
be omitted from the input deck. In addition to

the data blocks indicated above, SHAFT79 requires
an equation of state in tabular form to be provided
through a disk file called TABLE.

Provisions for time-dependent source rates and
position-dependent rock prope.iies combined with
the flexible geometry allow to describe a large
variety of systems and processes. Any type of
time-independent boundary condition can be realized.
Time steps are semf-~automaric, f.e., they have
to be fed in by the user, but automatic adjust-
ments will be made 1f no convergence is achieved.
Two—-dimensional contour plotting is available for
display of results.

VALIDATION

SHAFT79 was validated against SHAFT78, which in
turn was validated against a number cf analyti-
cally solvable l-phase flow problems, as well as
against published numerical results for 2-phase
flow problems.

APPL1CATIONS

Table 1 summarizes simulation studies with
SHAFT79.%
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reservoir (Italy)

1-D, rectangula~ depletion of two-phase various pr and injecti h for
geotheraal reservoirs reservoirs with uniform initial conditions or
with sharp cteam/water interfaces
1-D, cylindrical two-phase flow near we.'ls ion from ph. zones; cold water
injection into two-phase and superheated stsam
20res, x2spectively
2-D, rectangular Xrafis gesthermal reservoir different space and time patterns of production
(Iceland) and injection
2-D, cylindrical high level nuclear waste long-tera evolution of ~es and
repository near a poverful heat source (in progress)
3-D, regular two-phase interfurence test (in progress)
in Cerro Prieto (Mexico)
3-D, irreqular Se.rarzanc geothermal detailed field production from 1960 to 1966

Table 1: Sisulation Studies with SHAST79.




102

NUMERICAL MODEL CCC

G. £. Bodvarsaon and M. J. Lippmann
Earth Sciences Division
Lawrence Berkeley Laboratory
University of California
Berkeley, California 94720

INTRODUCTION

The computer program CCC (conduction-convection-
consolidation), developed at Lawrence Berkeley
Laboratory, solves numerically the heat and mass
fiow equations for a fully saturated medium, and
computes one-dimensional consolidatio~ of the
simulated systems. The model employs the Integrated
Finite Difference Method (1FDM) in discretizing
the saturated medium and formulating the governing
equations. The sets of equations are solved either
by an iterative solution techmnique (old version) or
an efficlent sparse solver (new versior). The
deformation uf the medfum is calculated using the
one-dim :nsional consolidation theory of Terzaghi.
Detaile of the model are given by Lipprann et al.,
{1977), Mangoid et al., (1979}, and Bodvarsso- et
al., (1979).

1n this paper, tie numerical code will be
described, validation examples given and areas of
application disrussed. Several example prnblems
involving tlow through fractured medfa will alss be
presented.

GOVLRNING EQUATIONS

The governing mass and heat flow equations
employed in the model are developed based on the
principles of conservation of mass and energy. The
mass flow equatfon can bpe written in integral form
as

> if‘dv--‘[n:/ -?-dA+fcdv )
w f, s , ©Vd v

Equation (1) applies tc any control element of
volume V and surface area A, ¢ ntaining solids
(V } and/or liquid water (V )« The storage
toeff!c!:nl: S_ describes thé storage capacity
of the elemenl, and {s velated to the total com-
pressibility CT and the porosity @ through the
expression

- 2
Se #pgCy 2)

The energy equation can similarily be written
in fntegral form as

D av vf ® nda pe 8T @ nda
be_f, 0 A n , PF T

R R 1))

In equation (3}, (pc) represents *+e
weighted hzat capacity of !I\e voluze element; i.e.,

(pcdy = $pce 4 (1= #) o %)

In equation (3), the first terr on the right
hand side (RHS) represents heat-transfer by conduc-
tion as expressed by Fourier’s law, being
the thermal conductivity of the rock-Fluid mixture.
The remaining terms on the Fi5 are the convective
term and the source term, resp:-tively. In the
convective term, 4T denotes the difference between
the mean temperature of the volume element V and
the interiace teoperature.

Equations (1) and (3) are coupled through the
pressure and the temperature dependen: parameters
as well as through the convecting term. In the
model, the fluxes are estimated using Darcy’s law,
which can be written as

-

k »
vgm -y (-, )

d

where k is the absolute permeability, v 1s the
dynamic viscosity of the fluid, and g is the
acceleration due to gravity.

Equations (1) and (3) avre non-linear with
pressure/temperature dependent parameters o, k, u,
KH' and c. Furthermore, the paraaeters
¢, SN, and k are stress dependent.

In the development of thz mathematical model
used in the comput.r cede, the following primary
assumptions have been employed:

1) Darcy’s lav adequately describes fluid
movement through fractured and porous
media.

2) The rock and fluid are in thermal equi-
librium at any given time.

3) Energy changes due tc fluid compressi-
biliey, acceleration and viscous disei-
pativn are neglected.

Assumptions 1 - 3 are usually employed in the
numerical modeling of geothermal reservoirs-



Deformation

The model employe the one-dimensional theory of
Terzaghi to calculate the deformation of the
wedium. The basic conecpt in the theory is the
relationahip between the effective siress o° and
the pore pressure P. For saturated medis this
expressicn can be written as

e" =a, -P, (6)

where o, denotes the normal stress (cverburden).
The effective stress can easily be calcuiated from
equation (6) at any time, assuming that the normal
stress dy 18 knawm.

Th2 tonsolidation bebavior of each material ia
described by the "e = log J” curves.,” vhere e is
the void ratio, related to the porosity ¢ by the
expression

b =e/(l +e) (€2

In practice, consolidation teats are used to
develop "e - log 6° curves" for each material. In
the model this information is described by cnaly-
tical expressions.

A typical consolidation curve consists of a
so-called virgin curve and a sertes of parallel
swelling~recompression curves (the model neglects
hysteresis between swelling and recompression
curves). When the matecial is loaded to levels
never before attatned, the deformation is given by
the rfrgin curve, but for swelling, or load levels
below the preconsolidation atress, the deformarion
15 deacribed by the swelling-recompression Curves.
In the model, the "e - log 0° curves" are generally
approximated by straight lines, one of slope C
(compression index, for virgin loading, and otfiers
of slope C_ (swelling index) for unl -ding/low
lavel reloading.

The ptiess dependent paramerers 9, Ss' and
k, in equations (1) an (3), can .asily be calcu-
lated given rhe consolidation curves for each
material. The porosity is calculated vsing equa-
tion (7}, and the specific storage Ss can be
calculated using the following expreesion

Ss =pg [¢8 + av/(‘ + e)l. {8}

In equation (8), a, is the coefficient of
compressibility and can be erpressed as

de .
Av - - 0’ CC/(Z.JOJ a’) {9

In calculating the permeability k, the empiri-
cal relation used is
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2.303(e ~ e,
1o

k-luexp[ ck

In 2quation (10), k_and e are arbitrary
reference values for thi permeability and void
ratio, respectively. For a given material, (.
ir the slope of the best fitted line of void ratio
fe) versus log k.

KUMERICAL FORMULATION

The model ewploys the Integrated Finite Diffe-
rence Hethod (IFLM' to discretize the tlov regime
and to handle the spatfial gradients. The
flow regime 1s divided into arbitrarily-shaped
pelyhedrons, constructed by drawing perpendic.-l..
bisectors to lines connecting nodal points.

This permits easy evaluation of the surface inte-
grals in equations (1) and (3). Detailed descrip=-
tions of the IFDH are given by Edwards (1972).

The chief limitation of the method is that the
finite difference gradient approximation is inads-
Quate in handling tensorial properties such as the
stress fields. Excepe ior the procedure used in
evaluating the gradients, the lntegrated Finite
Difference Method (IFIM) and the modified Galerkin
Finite Element (with diagonal capacity matrix) are
conceptually very similar (Narasimhan and Wither~
spoon, 1976). Both approaches derive their ability
t~ handle complex geometries from the integral
niture cf the formu'atiom.

In numericai noration the governing equations
can be written as follows:

LA SL Y (m) RENESY
g At = b 1]

balance n,n n,m‘ bm.n

2
- (%) &+ 6, v) (1
a,m -
aT (K A)
energy [(pc)M V1 T‘t‘ - Z#f‘ﬂ (T -T))
balance Jn m Lnm Dm n
(Dcl_.Ak) P -F
- m n
+ ( u )n,m(Tn,m ‘n) (Dn I”-i’ Dm - "08)]
+ n
+ (Ehv)n 12y

Theae equations are valid for an arbitrary node n
connected to an arbitrary number of nodes m. The
nodal point distances to the interface for node n
and node m are rapresented by D and D .

n,m n,n
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Upstream weighting

To evaluate the iuterface temperature T
the model employs an upstream weighting crl:ef’on.

T =aT + (1-a)T (13)

In equation (13), a, the upstream weighting
factor, is restricted In value to the range of 0.5
- 1.0 for unconditional stabilit-.

Implicit Formulation

In the model, the equatfons are solved inpli-
citly to allow larger time steps to be taken. The
implicit formulatiom is incorporated by means of
the following expressions:

19 « T 4 aaT
n n n
" = T+ AT
m m mn
P> =~ P+ 24P
n n n
P = P+ AP (14)
m n m

The weighting factor 3 is generally allowed to vary
between 0.5 and 1.0 for uncondftfonally stable
solutions, but it way also be specified as a
constant. If 3 i{s specitied to be 0.0 during the
simulation, a fully explicit solution scheme
resulrs (forward differencing) and the tlme step

is restricted below to a critical stable value (see
Narasimhan 1975). 1If A « 0.5, the Crank Nicholson
Scheme results; for 4 = 1.0, a fully implicit
{backward differencing) scheme is employed.

Spseisl Gradients

The spatial gradients between nodes are esti-
mated by a linear approximation, 1.z.,

PP
m n

Dy ,m+ Dm 0

(15)

¥p =

The permeability and thermal coaductivity of
the matrix and the density of the fluid at the
inter aces are avaluated vsing the harmonic
means to preserve continuiry of flux at the inter=
face, as for example:

3] + D
X =k Kk nym mDI\
m,n an kDo - k) m,n

(16)

Incorporating the above relations (equations
13-16) into the governiag equacions {cqcati us 10
and 11), and simplifying, the equations can be
written as

C AP -C AP_=*D Qa7

LYC I Y n,m m n

K, AT ~K,£ AT +K, AP -K AP =B a8y

f,0 n 1, n i,n n 1,8 = 1

Sclution Technigue

Equations (17) and (18) can be combined for
simultaueous solution into a single matrix ejuation
[A] (X} = {b} (19)
In equation (19), the u:rlx [A) consista of the
coefficianes C a0 « Theae are in
general a funcP18n of t}:é temperat» ;e and pressure,
and therefore the equations are non~1inear. The
vector (X} contains the unknowns (the AP and AT}
and the vector | represents the known explicit
quantities.

The sets o! non-linear equations are solved
veing an efficient direct solver (Duff, 1977) and
an terative scheme For the non-linear coefficients.
Basically, the solver uses LU decnmposition and a
Gaussian elimination procedure to solve a set of
linear equations.

The matrix of coefficie~te (the [A] matrix) is
preordered using permutatfon macrices P’ and Q°
such that the resultant matrix fa in block lower
triangular form- Gaussian elimination fs then
performed within each dfagonal block in order to
obtain facterization into the lower triangular
(L, ) and the upper triangular (U, ). Finally,
the factorization I8 used to solve the matrix
equationa. In this solution package (Puff, 1977},
a0 restriction is placed upon the characteristics
of the matrix of roefficients; i.e., it need not be
symmetrical or of a specifted degree of sparsity.

The non-linear coefficients are presently
bundled using an iceration scheme. Future develop-
mént of the eode includes {ncorporation the Newton-
Raphson scheme for efficlent and accurate deter-
mination of the non-linear coefficients.

CODE _DESCRIPTION

Spatial Grid

In the model there is no reatriction upon
choice of basfc block (node) shape or numbering of
codes. The geometric configurations of the nodal
elements can be arbitrary and the grid may be one,
two, or three disensional, with rectangular,
cylindrical or spherical mymmetry. Required input
data are the dimensinrs of the nodea and the
connections between nodes. For camplex problems,
the design of the mesh may create the post diffi-
culty in using the program. Auxiliary computer



programs for mesh and input data generation are
available Zor a number of grid systems, includiag
the case with cylindrical or elliptical rings
near a well, gradually changing to rectaogular
nodes in the far field. This mesh is relevant for
the simulation of horizomtal or inclined fractures
intersecting either a well (cylindrical or ellip-
tical cross sections) or other planar fractures
within the rock mass (linear cross sections).

Material I'roperties

At present the code allows specification of up
to twelve different materisls. For esch material
the porosity, permeability, specific stormge,
thermal conductivity, heat capacity, and density of
the solid muat be specified. These pa~ameters may
be conatant or may vary *{th temperature, and/or
effective stress. The porosity and specific
atorage can vary with the effective stress, the
permeability wirh both temperature and effective
stress, and the thermal conductiviry and heat
capacity with temperaturc only. These relations
are specified by tables, interpolated during each
time step. Anistropic permeability can be handled
by orienting the grid blocks parallel to the
principle axes of anisotropy.

Fluid Properties

Input parameters are the fluid viscosity, “eat
capacity, density and compressibility of wvater. A
constant value must be specified for the compressi-
bility; other fluid properties may also be assumed
conste7t. However, the code provides the option of
specifying the viscosity and heat capacity as a
function of temperature, and density as a function
of temperature and pressure. An empirical formula
i8 used for the density function, while the code
interpolates input tables for the apfrropriate
value of the viscosity and heat capacity during
each time step.

Sources and Sinks

Mass and energy sources snd sinks may be
specified for any node. ‘the rate may be constant
or vary with time.

Iritial Conditions

Initfal values of pressure, temperature and
preconsolidation stress muat be snecified for each
grid block. 1f che restart optiua is utilized,
the specified initial valuea must correspond to the
final values obtained in the previous run.

Boundary Conditions

In the model, prescribed potential or flux
boundaries may be uszed. The boundaries can be
specified as constant or varying with time.
Finite capacity wells (wellbore storage), as well
as a heterogeneous flow regime (fractures) can
easily be aimulated.
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Iimn Steps

There are several options for selecting the
time steps to be taken during the simulation. The
szxinun and minimum time steps wmay be specified, or
the time steps may be automatically determined
based upon the maximum desired precaure and/or
temperature changes during a time step. The
problem 1s ended when one of several criteria is
met. Ihcse include attainment of steady state,
teaching the specified upper or lower limit for
temperature and/or pressure, completing the
required number of time steps, and reaching the
3pecified maxinum simulation time.

Outpue

Output is provided according to specified
times or specified time ateps. The presaure,
temperature and first and second order derivatives
are printed for each grid block. The fluid and
energy fluxes are given for each connection. The
mass and the energy balance are also included
in the output.

VALIDATION

The code “CCC" has been validated against
analyeic solutions for fluid and heat flow, and
against a field experiment for underground storage
of hot water. The following is a list of selected
problems:

Analytical Solutions (Fluid and Heat Flow)

1. Continuous Line 3ocurce: The Theis problem
(1935) was sulvel for both early times
(translent flow) and long term pseudo-
steady radial flow.

2. Cold Water Injection in a Hot Reservoir:
Avdonin’a analyrical results (1964) were
matched for early and later times.

3. Doublet Problem: The temperature varia—
tions at the production well due to cold
water injection were watched against the
analytical results of Gringsrten and Sauty
{1975).

4. Conduction Problems: A number of conduc—
tion problems were solved and compared the
analytical solution givens by Carslaw
and Jaeger (1959).

5. Buoyancy Flow: The rate of thermal front
tilting when injecting hot water into a
cold reservoir was calculated and compared
to results by Bellstrom (1979).

Fracture Flow Solutions

1. Vertical Fracture: The pressure response
in a well intercepting s finite conduc-
tivity verticai iracture was calculated
and compared to the semi-analytic solution
of Cinco-ley et al., (1978).
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2. Horizontal Fracture: The pressure res-
ponse in a well intercepting ar infinite
conductivity horizontal fracture was
calculated and compared to the analytical
solution of Gringarten (1971).

Field Experiments

The numerical code was validated agaiust data
from the Auburn University ATES Field experiments.
Two cyrles of injection, storage and produc-
tion of hot water in a confined aquifer were
modeled, yielding resulfs that clesely matched
temperatures, pressures and energy recovery factors
observed In the field (Tsang et 3l., 1979b).

APPLICATIONS

Our model has been applied to problems in the
fields of geothermal resarvoir engineering, aquifer
thermal energy storage, well testing, radioactive
waste isolation and in situ cool combuscion.

Geothermal Reservair Engineering

1. Simulation and reipnjection studies have
been made using dati from the Cerro Prieto
geothermal field (Lippmsnn et al., 1978;
Tsang et sl., 1979).

2. CGCeneric srudies bave been made for injec-
tion and production in geothermal reser-
voirs (Lippmann et al., 1977a; 1979).

3. Theoretical studies have been made of
subsidence in geothermal reservoirs due to
fluid withdrawal (iLippman et al., 1976,
1977b).

4. Preliminary studies of flow through
Fractures in geothermal reservoirs are in
progress (Bodvarsson et zl., in prepara-
tion).

Aquifer Thermal Encrgy Storcge

1. Many gen«ric studies have been performed
to demonstrate the feasibility of sensible
heat storage in aquifers (Tsang et al.,
1976, 1978a, 1978b).

2. The Auburn field experiments in aquifer
storege were successfully modeled (Tsang
et al., 1979b}.

Well Testing

1. Studies of well behavior in a two-layered
system with a tempersture gradient have
been made (Lippmaun et al., 1978; Tsang et
al., 1979a).

2. The effects of an altercate production-
injection scheme on the temperature and
the pressure response of a geothermal
system have been studied (Lippmann et al.,
1977; Tsang et al., 1976c).

3. A study was made of temperature effects in

well testing in a single layer system
{Mangold et al., 1979).

Radiocactive Waste Isolation

1. A study was made to exsmine the conduction
heat transfer near a repository (Chan et
al., 1978).

2. A generic study was performed using a
poroua media approximation of a fracture
syatem to examine effects of permeability
anisotropy in a region arouu.i a repository.
These simulations were for periods of up
to 2000 years (Wang et al., in preparation).

In Situ Coal Combustiom

Calculations were performed to investigate the
time required for thermal effects to reach the
surface from undergound combustion of a coal
seam (Mangold et al., 1978).

EXAMPLES OF FRACTURE STUD1ES USING CCC

In this section the capabilities of the
numerical code CCC when applied to studies of
fra:tured reservoire will be demons:rated. The
studies are aubdivided into two categories:
irpthermal fracture studies, and non-iscthermal
fracture studies.

isothermal Fractuie Studies

1. Horizontal Fracture

Gringarten (1971) s..ved analytically *he
problem of isothermal fluid flow to a well in-.er-
secting a single horizontal fracture in & hoao-
geneous porous reservoir. In his analytical
apf ~oach to the problem, Gringarten made three
impurtant assumptions:

A. All of the flow to the well is through the
fraceture.

B. The flow per unit area into the fracture
1a uniforw across the fracture surfaces
(uniform flux assumption).

€. Gravity effects are negligible.

Figure 1 shows the type curves developed by Grin-
garten and a schematic figure of the model used.
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Fig. 2. Mesh used to validate CCC for [low

through fractured media.

In arder to validate €CC for flow through frac-
tured media. we studied Gringarten's problem using
the mesh shown in Figure 2. PRased on Gringarten's
first assumption it was not necessary to inc'ude a
well element in the mesh. In order to satisfy the
unifnrm flux assumption, sinks of variahle strength
were placed in the fracture elements. The strength
of the sources were determined by the surface area
of the elements. ALl of the elements used in the
simulation were placed at rhe same elevation in
order to exclude gravity from the calculat_m_rE
Tuo cases with different hy (hy = h/r (v Tk ))
values were studied. Figure 3 shows wa cnmpansun

Honzontal Fractura

R
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» CCC
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To,
"
Fig. 3. Comparison between numerical and analy-

tical selutions for hD = 1.
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beiveen the numerical and the analytical solutions
for by = 1. Similarly, a pood apreement was found
for l‘ge case of hD = 4.

2. Vertical Fracture

The problem of a well intercepting a s.ngle
vertical fracture i{n a porous media reservoir was
enlvod analytically by Cinco-lev et al., 1978.
The primary assumptions used in their analytical
appraach were as follows:

(1) the produced fluids enter the well
eonly through the fracture

(2} gravity effecrs are negligible.

in the numerical simulation of this problem the
mesh shown in Figure 4 was used. 1n order to
satisfy the first assumption made by Cinco-Ley
et al., the weil clement is connected only to the
fracture elements, not to the elements represent—
ing rhe surrounding formation. Gravity is apain
excluded from the calculation by placing all of
the nodes at the same elevatior,

0
werers

Fro

S

-~ —Fracture
62704 06 o8 10
Merers

Fig. 4. Mesh used in the numeri-al simulation
of the problem of a well intercepting

a single vertical fractare.
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Using the mesh shown in Figure &4, the case of
w k¢
o =00 (o, i
Figure 5 shows the comparison between the numerical
values obtained end the values given by Cinco-Ley
ot al. The excellent agreement did not warrant any
additional comparison.

)vas numerically simulated.

Veetical Frociure

o0t L L i .
o2 w0 0° [ 100
Top - sor-srer

Non-Isothermal Fracture Studies

In this section, the problem of cold water
injection into a fractured geothermal reservoir is
considered. Reinjection of waste water can be
effectively used to: dispose of waat= water,
maintain reservoir pressure and tiuc reduce the
danger of subsidence, and maximize the energy
recovery from a geothermal field. However, the use
of injection in the development of geothermal
fields has been limited, probably due to the common
belief that the colder water will advance rapidly
through the fracture and cause a premature break-—
through of the cold front at the production wells.
This work can be considered as a first attempt to
study the influence of fractures on cold vater
breakthrough at the production region when injec-
tion 15 used. The results can only be considered
as estimates due to coarse grid used in the simu-
lations. A more detailed description of this
1s given by Bodvarsson snd Tsang (1980).

Injection well

R s e

Horizonto! fracture

Basic section

XeL 803-TO8!

The problem considered involves a porous medis
geothermal reservoir containing equally spaced
infinite horizontal fractures (Figure 6). Due
to symmetry and the neglectiong gravity effects,
only half of the basic section ahown in Figure 6
needed to be simulated. Thus the flow region
congsidered consists of half a fracture and half of
the rock matrix associated with each fracture. The
mesh used in the study consisted of 144 elements,
with fine elements close to the fracture and the
well and iarger elements farther away. Water at
100°% 1s injected through an element represen—
ting the injection well, and the fluid is allowed
to flow directly from the well into both the
fracture and the formation. The initial reservoir
temperature is assumed to be 300 C. Table 1
gives some of the important parameters used in the
study. Two cases were analyzed with different
fracture spacing and different permeability ratios
between the fracture and the rock matix. }n the

vag

first case a permeability ratio (K; ) of 10
used as well as a fractuve peruenb?lity of 1 x

10-10 nZ (100 darcies) and a matrix permeabilicy
of 1 x 1713 (100 md). For this case, a fracture
spacing of 5 meters was assumed. Figure 7 shows
the cumulative areal velocity of the thermal front
in the fracture and the rock matrix verauz time.

s T v v v
Fracture spacing = 5 m
Kg= 107
p A = 20d/ms-°C
® £
€
3 ot 3
e . . . . J
oF 0° 10° 3 0* 4

Time {seconds)

Here we define the thermal front as the 200°C
isotherm. The cumulative areal velocity 1s calcu-
lated based upon the radial distance of the thermal
front from the injection well and the time at which
the radial distance is calculated. Figure 7 showa
that at early times the cumulative areal velocity
of the thermal front in the fracture is more than
an order of magnitude larger that of the rock
matrix. An accurate determinatior. of the cumula-
tive areal velocity of the rock matrix at early
times was not possible because of the space discreo-
tization (mesh) used in the srudy. However, one
wust realize that for a radial system and

an infection well injecting water at a constant
rate into a perous media type reservoir, the
cumulative areal velocity of the thermal front
should be constant. As shown in Figure 7, the
cumulative areal veloecity of thermal front in the
fracture decreases with time almost linearly at
first but then gradually leveling off. On the



other hand, the cumulative areal velocity of the
thermal front in the rock matrix slightly increases
with time. The figure shows that the two curves
are gradually converging, which indicates that
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The preliminary results obtained from this
study indicate that for a reservoir with horizontal
£ R e of colder water
into the production region because of the higher

although the thermal front initially ad

faster in the fracture than in the rock matrix,
eventually the thermal froat in the rock matrix
will catch up with the thermal front in the frac-
ture, and after that they wiil advance at the same
rate.

The decrease in the cumulative areal velocity
of the thermal fromt in the fracture with time is
due to the rapidly increasing surface area allowing
heat transfer between the fracture and the rock
matrix. During inlection, the thermal front moves
radially away from the injection well and the
effective surface area for conductive and convec-
tive heat _ransfer increases as the sguare of the
radial distance between the well and the fromt.
The slight increase in the cumulative areal velo~
city of the thermal front in the rock matrix is
probably due to cooling effects from the fractrre.
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Figure 8 shows the location of the thermal
front in the fracture and the rock matrix at
different times. The figure shows clearly ihat at
early times the thermal front in the fracture is
well ahead of the thermal front in the rock matrix.
However, after only 107 seconds (115 days), the
thermal front in the rock matrix has almost
completely caught up with the one in the fracture.
It 15 of interest to note that only 23 meters
gway from the injection well, the two fronts almost
coincide.

In tie second run a permeability ratio (Kp)
of 10% (the fracture permeability remalned
1010 52y, and a fracture spacing of 10 meters
was used; all other parameters remained the
same. The results were similar throughout,
although in this case the two fronts coincide
farther away from the injection well.

bility es may not cause an early
breakthrongh of cold water at the production wells.
If the injection wells are properly located, the
cold water sweep should be unifoim and, conse—
quently, the energy recovery from the fleld will
be maximized. The appropriate spacing between the
injection and the production wells will, however,
depend upon many factors: the spacing and aper-
tures of the fractures, the porosity and the
thermal conductivity of the rock matrix, and the
permeability ratio (Kp) between the fracture
and the rock matrix.
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DEVELOPMENT OF AN EXPLICIT FINITE-DIFFERENCE
FLUID FLOW MODEL

R. Hofmann
Science Application Inc.
San Leandro, California 94577

SUMARY

An explicit hydrological model has been
developed and coupled to the STEALTH 2D code. It
has been successfully tested inm the uncoupled mode
and is currently under further testing. This
paper presents aome preliminary results.

INTRODUCTION

For the past two days, all the speakera have
been describing implicit and semi-implicit hydro—
logical, numerical modeling techniques. There-
fore, as a contrast, it might be interesting to
show results of some recent work involving a fully
explicit hydrological numerica. model.

Last summer, the Office of Nuclear Waste lso-
larion (ONWI) funded Roger Hart, a graduate stu-—
dent {rom the University of Minnesoro. to come to
the San Leandro office of Science Applications,
Inc. (SAI/SL), to construct and couple an explicit
hydrologic model to an already existing coupled
explicit, thermomechanical code. The specific job
required that he develop an explicit porous medi-
um, fluid-flow model based on Darcy’s law and add
it to the STEALTH 2D code’.

TECHN1CAL BACKGROUND

It is well known that explicit techniques
have stability requirements that can impose severe
economic restrictions on a rcalculational time
step. However, recent developments in numerical
scaling techniques are now making it possible to
do (for reasonable computer cost) coupled quasi-
static, thermomechanical, 10,000 to !00,000 year
calculations using fully explicit techniques®. As
a result, it now also appears economically feasi-
ble to do thermo-hydrologic-mechanical coupled
calculations using explicit numerical equations.

8ince, the thermal conduction and porous
medium fluid-flow equations are both diffusion
(parabolic) partial differential equations (if one
uses Fourier’s conduction law and Darcy’s porous
med{ium Law, respectively), it was possible for
Roger to insert the fluid Elow logic into STEALTH
2D by simply developing an algorichm frow the
existing heat conduction logic. Thus, the pore
water flow model was coupled to the mechanical
equilibrium equations in a way similar to the way
that the heat conduction and mechanical equations
are already coupled.

In nuclear waste isolation thermomechanical
STEALTH calculations, the global {problem) time
step is usually coatrolled by the stability re—
quirements of the thermal phenomena while the
mechanical response 18 computed using scaled
momentum equations. By analogy in a
hydrological-mechanical calculation in which
stress 1s driven by pore water flow changes, the
time-step '->uld be controlled by the hydrology.
In a thermo -hydrologic-wmechanical calculation,
either the tsermal or the hydrology or some other
constraint can be used to determine the problem
time step while tlie slover mechanical response
could be computed ising time-step scaled equa-
tions™.

An advantage of a fully expliclt approach inm
couple¢ ~alculations, {s the ease with which cou-
pling mechanisms and cumplex const{tutive behavior
can be numerically included. In an explicit
method one can concentrate on developing physical-
ly oriented constitutive models without spending
an excessive awount of time on the numerics.

DESCRIPTION OF STEALTH

The STEALTH code system' solves fully tfime
dependent equations, i.e., it can do mechanical
trans:ents as well as thermal transients. Quasi-
static and static mechanical behavior are computed
using time-step scaling and dynamic relaxation,
respectively, applied to the fully time-dependent
mowentum equatjons. All the STEALTH codes can
also perform large s rain, large distortion, con-
stitutively nonlinear calculations. STEALTH is
basically a Lagrangian frame of refcrence continu-
um code, but it can alsv perform certain Eulerian
frame of reference calculations using dn advanced
rezoning technique and certain structural response
calculations using a finire element shell algo-
rithm.

The STEALTH code system has one-, two-, and
three-dimensional versions whick offer several
symmetries. The 2D version has sliplines which
can be used to model discrete fractures. 1t’s a
public domaln code systea from EPRI and has four
volumes of extensive documentation®; %2 7: 8 ., To
describe nonlinear constitutive effects, STEALTH
czn use standard material models or externally
developed subroutines.

The STEALTH numerical equations are second
order accurate in gpace and time for the mechani-
cal solution and first order .ccurate in space for
the thermal conduction equations. The Wilkin‘a
finite-differeace \:echnlqueg 18 used to describe
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partial derivatives (in particular, gradients of
stress. velocity. etc.}s This finite~difference
approach is very similar to tle approach used for
eight-noded, fsoparametric elements.

FLUID-FLOW MODEL TEST REQUIREMENTS

A det of relatively simple, amalytic test
problems were analyzed to check the validity of
the fluid~flow model in the STEALTH 2D code. The
followlng aspects of the fluid-flow calculations
were checked:

@ Are the potential gradient and directlon of
I[luld-flow calculations correct for any model
orientation?

e 1Is the calculation of total potential fnclud-
ing the influence of gravity on the elevation
head correct?

® What is the effect of fluid compressibillty
on the calculation?

® Is the model properly formulated for problems
with a divergent (f.e., cylindrical) symmetry
geometry?

These questions were answered by comparing
the numerical results from STEALTH 2D to analyti-
cal solutions for selected transient fluid-flow
problems. The anilytic solutions }? were obtained
by taking advanrage of the simllarity between
fluid flow and heat conduction.

DESCRIPTION OF TEST PROBLEMS AND RESULTS FROM
STEALTH 2D

Three types of fluid-flow tests were per—
formed .

Type 1. Potential boundary condition
test .

Type 2. Fluid-flow boundary condition
test.

Type 3. Pressurized well-bore
simulacion.{cylindrical
symmetry) test .

All three types used the same material properties.
These properties are described below.

Fluid density pg = 1000 kg/m®
Porasity n=1
Hydraulic conductivity K, = O.El m/sgc
Fluid bulk modulus Kg = 100 N/o~,
(Kg = 1/9).

The fluid bulk modulus was chosen so that the
fluid is quite compressible (water’s bulk modulus
15 ~ 2 x 10° N/m®). A highly compressible fluid
was chosen to allow a larger time step “.:. ~he

fluid mcdel calculation and to study the Influence
of the compressibility on the results.

The three test types were performed over
transient time periods with types 1 and 3 being
allowed to reach a steady state. Results for all
the tests are presented as "smap-shot” plots of
potential vs. distance across the body at selected
times.

Although the two-dlmensional code, STEALTH
20, was used for these analyses, the test problems
are all one-dimenslonal flow problems. The side
boundaries were designated as impermeable in order
to achieve the one~dimensfional condltivas. This
kind of testing is severe in that the accuracy of
the numerical model can be critically reviewed by
observing the symmetric character of the computed
results.

Test Type 1, Potcntial Boundary Conditlon Test.

For this test, a constant potential differen-
tial of 50 cm was applied to a mesh in various
orientations in order to test both x- and y-
components of the model. The orientations, illus-
trated in Figure I, are:

# Orientation No. | - Vertical flow with
gravity acting downward.

® Orientation No- 2 - Flow and gravity vector
rotated 30° counterclockwise.

® Orientation No» 3 - Flow and gravity vector
rotated 25% clockwise.

® Orientation No. 4 - Horizontal flow with no
gravity effects.

In each case, the stealv state condition con-
sistent with the constant potential differential
at the boundaries, is to be computed.
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Figure L. Fluid Flow Test Type 1 - Mesh Plots
Showing Four Grid Orientations



Compar ison of numerical and analytfcal
results for the potential distribution is made in
Figure 2 for the four cases. Agreement is quite
good even though the grid is coarse. Better accu-
racy can be expected for a finer grid. Notice
that for the first three yrids, gravity provides
an initial potential to the problem whereas for
Orientaion No. 4, only the pore pressure infiu-
ences the potential czlculation.

Tlow Motated % Covaterclocheire

Yertical Tiom

o wmatve
— sumeric

Fhow deratee 1% Clackvine

Figure 2. Fluid Flow Test Type 1 - Numerical and
Analytical Results for Several Grid
Orientations.

Test Type 2, Fiuid-Flow Boundary Condition Test.
This test Lnvolves the effects of fluid
building up in a mesh. An inward fluid flow of 0.5
m/$ec was prescribed at one end of a yrid while
zero flow (impermeable boundary) was set at the
other. The effect of gravity was not included.

The wesh is shown in Fipure 3 (a).
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Fluid Flow Test Type 2 - Fluid Flow
Boundary Condicion.

Figure 3.

Snapshots of the potential as a function of
time are compared on the graph in Filgure 3 (b) for
three selectud times. The influence of the fluid
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compressibililty can be seen by observing that the
numerical results for potential fall below the
analytical results as time progresses. The reason
for the difference im potentials at later times is
because fluid density is not coastant aa is as—
sumed for the amalytical solution but is inversely
related to the pore pressure. Thus, since the
density increases with time, the pore pressure and
potential are lower than they would be if the
material was incompressible.

Slnce an analytical solution which included
fluid compressibility was not used for this test,
the accuracy of the numerical results was not ver-
ified. However, the difference between the numer—
ical potential values and the analytical values
showed an inversely proportional correspondence to
the increase in fluld density with time, as would
be expected. In later research, further analysis
of the fiuld compressibility will be mude and
addfitional validatfon performed.

This test case is typical of models used to
simulate a constant pressure applled to the well-
bore of a one-dimensional radfal! reservolr. For
the case at hand, the pressure at the well-bore
was set at 5000 N/m®. Two approaches were exam-
ined for prescribing radial symmetry. They were:

1. describe the fluid mass storage
equation in a two-dimensional
axially symmetric form; and

2. define the grid using a two-
dimensional translational
syometry geooerry with a polar
grid point description.

Approach | is illustrated by the grid in Fig-
ure 4 (a}, where the radial direction is horizon-
tal and the axial direcrion vertical. The grid
representation for Approach 2 is shown in Figure 5
(a). As can be seen by the accumpanying potential
plots on each figure, results for both wmethods are
very close to the analytical solution.
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Figure 4, Fluid Flow Test Tvpe 3 - Pressurized
wellbcre Simulation 2-D Axial
Symmetry Mechod.
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Figure 5. Fluid Flow Test Type 3 - Pressurized Well-
bore Simulation 2-D Tramslational
Symmetry Method.

STATUs

The curient sctatus of this levelopment is as
tollows: Comparison of closed form and STEALTH
cumput ed, coupled stress fluid-ilow consolidatlon
cvases are underway. So ftar the coupling seems to
work. More tesring is planned.

CUNCLUS LUK

Explicit techniques can be used 1o cross
check implicit and semi-ipplicit models. No judg-—
ment need be made about whether explicit or impli-
cit is better or worse. Each have strengths and
veraknesses.  However, the results to date show
that explicit techniquzs can be z reasonable addi-
tional toul in the bag of analytical tools for
calculating coupled hydrological phenomena.
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THE IMPORTANCE OF INCLUDING FRACTURES IN THERMOHYDROLOGICAL
MODELING OF FLOW THROUGH POROUS MEDIA*

R. R. Baton and D. E. Larson
Sandia National Laboratories**
Albuguergue, New Mexico 87185

ABSTRACT

This paper shows that computational
models used to analyze the thermal and
hydrologic characteristics of a nuclear
waste repository 3ite can give unrealistic
results if the porous miaterial matrix
containing the repository is assumed
fracture-free and completely rigid.
Numerically modeling a repository in a
homogenous porous msdia with an assumed
permeability of 107/ darcy results in
calculated pore pressures which are four
times larger than the local lithostatic
load. These extreme precsures would
degrade the integrity of wost rock. It is
concluded that the characteristics of the
fractures within the material matrix must
be considered in the computational model
in order to obtain realistic results.

INTRODUCTION

A mulci-dimenfinnal two-phase compu-
ter code, SHAFT79," has been used to
analyze a proposed 1000 acre nuclear
wast: repository emplaced in argillite.
The repository is assumed to contain spent
fuel [SF(UO,}] at a loading of 150 kW/acre
and to be located at 600 m below the sur-
face of the ground. It is also assumed
that the argillite is saturated with water
and that the drift was backfilled at the
time of waste burial. The material p-o-
perties used for these calculations are:
argillite and drift permeability = 1 x 10
darcy, porosity = 9.1%, specific heat
= 1046 J/kg-°C, thermal conductivity =_2.7
J/m-s-°C, and bulk density = 2530 kg/m°.
Argillite temperatures and pore pressures
prior to waste emplacement were calculated
by assuming the water tablg at the earth's
surface, gravity = 9.8 m/s and a geother—
mal heat flux of l.Ss.cal/cm“s. Figure 1
gives the two-dimensional axisymmetric
nodalization, with the repository located
between 0<z£10 and 0<SR<1134 m. The most
critical input value affecting pore
pressure is the assumed permeability of
the azg&llite. The assigned value of
1 x 107/ darcy falls in the middle of the
reported_range of shgles in gsnetal
{1 x 1077 to 1 x 107° darcy).

-7

RESULTS MND CONCLUSIONS

Figure 2 shows temperature and pore
pressure variation above the centerline of
the repository at a radial location of 50 m
for a time of 55 years after waste emplace-
ment. The curve is significant because it
demonstrates that fc. a distance of 200 m
above the repository, the pore pressure
exceeds the assumed local lithostatic load.
Near the repository, the lithostatic load
is surpassed by a factor of 4. It is,
therefore, reasonable to assume that the
rigadity of the rock would not be maintain-
ed at such extreme overpresscures. If the
rock was indeed completely homogeneous
at t = 0, these calculated overptressures
would likely create fractures. The
fractures would result in an array of
macro-sized homogeneous tock blocks. The
presence of fractures around the blocks
would provide channels with decreased
resistance to fluid flow Conseguently,
the increased volume of the fluid caused
by therma. expansion would tend to flow out
of the blocks and into the fractures at an
increased rate and thus :aduces maximum
pressures experieiuced. If fractutes
existed at t = 0, the extiemely high pore
pressures and the corresponding local
stress field would never develop. addi-
tional cases for this geometry are
presented in Reference 3.

A parametric study is curecently under-
way from which it :1s hoped to quantify the
importance of fractu:zes suttounding the
nomogeneous macto-sized rock blocks that
typically occur within the global reposi-
tory region. Boundaries of the homogeneous
blocks will be held at a specified pressure
while the block is subjected to a given
heat loading. Maximum pore pressures with-
in the block will be a function of block
=ize. This study should help define a
range of conditions in which the strength

*This work was supported oy the U.S.

Department of Energy under contract
DE-AC04-76DP00789.

**A U.S5. Department of, Enerqy facility.
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of a homogeneous tock block might be
exceeded and additional Eractures gen-
nerated. 1.
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Figure 1. Axisymmetrix 2-D Grid System
Reporitory Located Between 052510 and
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Figure 2. Geologic Medium Pressure and
Temperature at R = 50.0 for 150 kW/acre
Spent Fuel, Permeability = 1 x 107
darcy. Time After Burial = 55 yr
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VISCUSSLUN

Tne presentations in this workshop cover a
wide spectrum of the state-of-the-art of modeling
thermohydrological flows in fractured wedia. In
adaition to knowing "where we are” in our wodeling
capabilities, it 1s important to discuss “where we
have to go" and “what we have to do to get there”
in order to use the models far ceposftory studies.
In tnese proceedings, the stimulating discussions
and couments from the paneliste and participants
are edited and organized to provlde some 1insight
intu these questions of modeling.

Milestones in Repository Studies

The wmodels are scheduled to be operatlonal
by LY¥6 for the study of thermomechanical influence
on ftydrological systems in fractured medfia. The
wmodels wmay not be verified in the field untll
large-scale, long-term studies are run. It is also
1ikely that the verlfication of models for the
repository scale will be extended over the fifcy
years of operation life of the reposftory.

Accordlng to che LlRUG Strategy 3, 1984 is
the time for the decision on the choice among
different media. Before Lhis date we need to
sather field data and develop modeling capabilities
.or different rock types.

uncertaincy in Inpu: Parawmeters

Most of the input parameters for models cannot
be determined exactly, and some can never be
expressed in wore definite form than a probability
distribtution. Therefore, models should be con~
structed to handle inputs of distributions for
parameters. in many cases, the dlstributlons are
from the exponential fanily. The deterministic
wodeling way be tremendously blased Lf the para~
weters used are in the tails of the distributions.

Lf che distributions are continuous, the
stochastic approaches can bYe used. For example,
one can randomly sample the parameters with a
donte Carlo procedure and generate a distribution
of resuits. To have a meaningful distribution, it
way require many saopling and modeling steps.

For fractures, there is a great cencern that
the parameters may not only be distributed over
wide ranges, but, more seriously, be distributed

discontinuously. When the apertures of a few
faults are very different from the distriburion or
apertures of other joints, these singular features
oust be taken Into account separately. The basic
knouledge of handiing discontinuous distributions
in stochastic wodeling needs to be developed.

Discrete and Continuum Hodels

We need to know how far from the repository
we need to go to use the continuum approach, and to
what level of detail we need to measure the proper-—
ties of the rock medium. To determine the scale,
the discrete model should be compared with the
continuum model using a consistent set of field
data over a large rock mass. Work should be
initiated to obtain a data set that could be used
for this purpose.

For regional basin modeling, the porous
wediun approach may be used to model the direction
and flux of flow. However, it 1s the velocity, not
the flux, that we need as input in radionuclide
transport wodeling. It may be unsatisfactory to
use Darcy flux and bulk porosity to estimate the
velocity, especially In systems with fractures.
The velocitles in the fractures are very sensitive
to the fracture apertures, and chese may vary over
orders of magnitude.

In regional studies, che water table can be
modeled with different orderings of fractures or
different sets of frac:ures intersecting the wells.
The pressure distribution measured in the field
will not in general uniquely determine the detafls
of the fracture system. Experience from many basin
studies >f fractured systems shows that the porous
redium models are very good for flow. But traps-
per~ modeling with the porous medium approach has
more problems.

Although the porous medium models may be
ratisfactory in modeling water levels, the discrete
approach may be needed to model permeability tests
with packed wellbore. The separarion between
packers Is the characteristic length of the moni-
toring device in packer tests. When the packer
spacing is comparable to the fracture spscing, the
preasure responses are determined by the flow in
the few fractures lntersecting the interval. The
relationship between monitoring and modeling
should be specified. We must develop methods for
uweasuring at the same scale as we model.



118

A low-perumeapility formation is essential
for waste disposal, Human activities and waste
emplacement could change the hydraulic gradient and
inde.e flow along permeable paths. The fractures
ex.ending from the repository all the way to
sirface av> potential leakage patha. For these
tractures, the appropriate scale for porous wedium
wideling might nut be easily determined and
discrete wodeling should be used.

The porous medinm approximation s based on
the concepl Lhat 4 meaningful average exists over a
representative voluae elewent which can be modeled
s o grid block, It is assumed that the values of
the parameters of the grld blocks can be measured
11 the laboratory sr in the fleld. For fractured
tormations, 1t is usknown 1f the measured values
represent a large enough volume. The variatlion of
the permeability versus depth in same fractured
wedia is voe indicstiun that the characteristics
ut rluw through tractures can be quite different
Itow Lue averaye flow Lhrough the pores in a porous
Qud Lun.

For comparison hetween dlscrete fracture and
purous medius wudels, the parameters of the
eyulvalent cuntinuun should pe constructed consis—
tently I1ruw the discrete data. Not enough work has
been done using discrete data to build an equiva-
ient continuum poudel. For example, there is a
neet to study tihe relevancy of the assumption of
tracture continuity used in the derivation of the
¢yuivalent permeability tensor from the discrete
tracture set datd. More research 1s also needed to
correlate toe distributions of discrete data - ith
the dgiscrioutions of equivalent continuum para-
meters, taking 1nto account the means, the standard
deviations, etc,

Stripa Experiuents

The LBL-SKBF experiments at Strlpa, Sweden
were dlscussed extensively. The fleld experiments
weasure tne properties of a fractured rock mass on
aifferent scales. The underground large-scale
macropermeability experiment, together with seall-
scdle burehole tests at the same site, should
generate - con:zistent set of data useful for the
comparison of discrete and contlnuum models.

The wacropermeability experiment measures
the average hydrologle propertles around & 33 a
long x % m diameter drift, 335 m below surface
in tne ygranite formation adjacent to an abandoned
lron wine. The fracture systems 1in Stripa have
peen extensively mapped. There are three near-—
vertical and one sub-horizontal sets with fracture
spaclngs 1ln the range of half of 3 weter. Fifteen
3" borenoles from 30U to 4U m long were drilled into
the surro. g rock in different directions: five
extending from the end of the drift, five cadially
outward at about LU n from the end, and another
five at about 2U m from the end. The borehole
sample approximately 10 2 of rock mass in
three—dluwensional space with 102 @ in each di-
wension. For each borehole, six packers are

installed at approximately 5 m intevals. There are
a total of 90 sampling zones which are individually
connected by tubing to pressure gauges.

After packer Installations, the iofiow to the
drifr is measured by evaporarting the seepage
into the ventilation ajir whlle measuring the
change in water vapor content between incoming and
exhsust air gtreams. In order to measure this
change in water vapor content, the drift has been
sealed of f and the wet and dry temperatures of the
inlet and exhaust ara taken. During the experi-
ment, air LIn the drift will be kept at constant
temperature. Preasures in the boreholes and water
flow into the drlft will be monitored until they
are in a quasi-steady Jtate. Several months may
be required to reach quasi-equilibrium conditioms.
The average hydraulic conductivity of the sur-
rounding rock is estimared to be about 1010 n/sec,
using the preliminary data of flow rate and pres—
sures and the assumption of steady radial flow.

The directions of flow in the surrounding
rock are difflcult to measure. The flow field may
be dowinated by a few high permeabillity fractures.
The pressure differences between different inter-
vals in the voreholrs were much less than were
expected, The pressure gradlents in the region
surrovnding the drirt are also influenced by the
extensive Stripa mine working adjacent to the
granite rock. There are some noticeable gradients
in the resulteé as one proceeds frea the top to the
bottom. The complex pressure fleld may make the
determination of anisotropy In the permeability
tensor more difficult.

Since each interval i{n the boreniles (s in-
dividually connected to the outside, different
zones can be hydraulically connected together.
Thls allows studies to be made of the effects of
increasing axial zone lengths or the effects of
integrating circumferentially the pressures at the
same radial distance from the drlft. Pressure
pulses, tracer tests, and geochemical sampling can
be performed from different zones.

To compare with the macroperameabiltiy measure-
oents, the discrete fracture datz will be geaerated
by pressure tests from lnclined boreholes drilled
from the surface as well as from the bore holes
surrounding the drift. The discrete data in
boreholes form the basis for the derivation of the
equilibrium continuum.

In view of the order of magnitude difference
in the scales between the the results of well“ore
testing and the ventilation experlmeat, it will be
very good agreement 1f the permeabiliry tensor from
the discrete data 1s within an order of magniture
of the averages macropermeability. One set of
transient hydraulic responses between one borehole
and other boreholes around the ventilation drift
were discussed. Before the boreholes were packed,
one of the radial holes produced about as much
water as all the other fourteen holes combined.
After *his hole was sealed off, large pressure
changes were measured throughout the fracture
systems iln a week. This is one indication that the
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responses in the Stripa fracture system may be fast
enough that the ahort-term, small-scale discvete
weasurements could be ronsistent with the long-
term, farge-scale average value. Therefore, the
stripa data could be used for the comparison of
discrete and continuum models.

Transport Modeling

The safety of the repository is mai-‘y deter—
mined by tne transport of radionuciides. Ve
need fiow velocity as input to the transport model.
As a result of the distributions of permeabilties
and porosities, the velocities in a fractured
medium have wide and discontinuous distributions.
We need to be able to predict a distribution of
velocitier In order to understand the dispersion
and cransport of radionuclides.

The absorption by che rock matrix will sig-
nificantly slow down the velocity of solute trans-
purt. In a discrete approach, the flows in the
fraccures are determined and the chemical diffu-
‘loas in the rock matrix are wmodeled. It 1s of
interest Lo compare the solution concentration
ot discrete model with that of the porous medium
model.

Tracer tests are used to determine the
flow velocity and solute transport. Although
preakup curves cau be calculated wich analytical or
nuwerical models, data analysis of tracer tests
in the fleld are asually difficult. The loss of
tracer wass in a fractured wmedium is one of the
problens.

The problem of nuclide transport covers
wany orders of magnitude in the time and space
scales. For the overall concern in the transport
of nuclides, it is iwportant to select the relevant
scale. Over the time scale of thousands of years,
tne nuclides will spend short times in the frac-
tures around the repository. For the modeling of
an average dose over an aquifer in the future, the
porous wediuw nodel may be used. On the other hand,
it is nut known L{f one could average over an
aquifer. The contaminants could come out of one
hole or one fracture instead of sprezding over a
targe area. It is very difficult to define a
dangeroos or a safe dose.

We need tu determine how wmuch variation in
waste dosage is assoclated with variations of
fracture flow. This would provide infornacion
coucerning what 1. important and what part of the
problew we can neglec*.

Ape~vating

in addition to permeability measurs=ments,
age-dating i5 an independent tool to study the
movements of groundwater. For nearly impermeable
rock witn very slow flow, the differences in
che ages of water at different locations may
pe Jdetectable. OUre may expect to find older water
ar grestar depth. if the flows measured from
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permeability tests and from age-dating are com
sistent, the answers will be more conviancing.

The techniques of age~dating still need
improvement. The age—dating method only estimates
how long it takes for the water to get to a loca-
tion. It does not indicate how long it will take
to get to the bilosphere discharge zones. One can
find old rock water coming out of hillside springs.
The conclusions from age-dating alone should be
carefully evaluated.

A Proposed Field Test Procedure

A large-scale fileld test was praoposed to run
both the flow tests and the age-dating. A large
shafr will be suna to any appropriate depth in the
formation of interest. From the shaft, long
boreholes can be drilled Llnto the surrounding rock
mass at any depth and In any direction. Large
shafts of several meters in diameter and long
boreholes of several kilometers in length can be
drilled with existing technologies. With the long
boreholes, we can perform packer tests for frac-
tures and sample the water at different locations
to probe the three-dimensional flow field.

In each long borehole, a2 series of four
sets of measurements can be performed. Firstly,
the hole is packed off with lorng packers and short
open zones. The steady state *r<ssures are mea—
sured after shut-in to obiain che natural gradient
along the hole. Then the waters are sampled and
dated to estimate the natural water velocity from
age differences. In the third set of measurements,
high pressure water 1is injected into one of
the zones and the permeabilities are measured from
the induced pressure changes at uther zones. After
the steady state flow field is established, tracers
are ured to measure migration and to determine
the porosity. The gradient, permeability and
porosity are used to calculate an independent
velocity value.

Although the licensing procedure for reposi-
torles has not been established, it is conceivable
that shaft sinking, in-situ testing, age-dating,
and tracer studies will take place prior to 1li-
censing the repository.

Thermal Effects

With the ewmplacement of waste heat sources,
buoyancy flows will be induced and the stress
field wlll be changed around the repository.
Simple porous medium model and slmple fracture
models are being used to study generically the
dependence of fluw or permeability, waste ivpe,
repository location, the groundwater basin, etc.
The capabilities of modeling flow-strese and
flow-heat~stress couplings are being developed.

With elevated temperatures, many parameters
of the formatlon will chamge. In repository
studles. it 1s important that the natural system
will not be perturbed irreversibly during rhe
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thermal pulse. In principle, the thermal pulse can
be controlled by lower waste loading density and
longer aurface cooling period. These are two of
the important factors in repository design.

Modeling and Prediction

Numerical models are useful tools. We can
simulate numericlly discrete fractures as small
grid blocks. We can also handle transient behav—
ior, discrete fracture porous block flow, and
deformable fractures. The computer ca&pacity and
the lack of input data are the main limitations in
our modeling capabiliry.

There is concern that most of the existing
models do not contain new concepte concerning the
nature of flow in fractures. The governing equa-
tions are based on simple concepts which may or may
not describe flow through fractures as they vccur
naturally or in the vicinity of the repository.
The simple parallel-plate model does not take into
account the roughness, the contact area, the
in-filled material, the continuity and other
features of fractures.

The wodels normally are calibrated with ob-
served field data. There is a question of whether
the fitted parameters are physically meaningful
and representative of the formation. On the other
hand, there is the view point that we should focus
less on the complexity of the system and more on
how we can simplify it in order to understand the
results, the processes, and the system. The simple
description of the formatios which ia used in
matching a set of fjeld data is not expected to
represent accurately the details of the formation.
Several field tests may be needed to understand the
formation.

Models should be tested against data from
laboratory experiments or field test sites before
applying the mod2l results. The reliability and
credibility of our long-term prediction are
lazgely untested. There is a need to quantify the
confidence or uncertainty level of our modeling
results in prediction.

SUMMARY
Key Points:
o The consensus that was sought was: where sre

we, where do we have to go, and what do we have
to do to get there?

o Models should be constructed to accept a distri-
bution of parmseters. We can measure fracture
orieutation but everything else is difficult to
measure. If distributions are comtinuous,
stochastic methnds could be used.

o We need to determine at what scale and to whi
level of uetail we have to model flow (compar:
son of discrete wirh continuum wodels using a
consistent data set). Work should be initiated
to obtain a data set that could be used for this
purpose.

o The pressure distribution measured in the field
will nor in genersl uniquely Getermine the
details of the fracture systems.

o There is a relationship between monitoring and
wodeling. We must develop mathods for measuring
at the same scale as we model.

o Mot enough work has been dome on building an
equivalent continuum model from discrete data,

o There is a possibility of using some of the
Stripa dats to compare discrete and continuum
models.

o We need to be able to predict a distribution
of velocities.

o0 We need to determine the sensitivity of vari-
ation in waste concentration to variations in
fracture flow. This would provide information
concerning which part of the problem we can
neglect. We should focus less on the complexity
of the system and more on how we can simplify
it.

o Tracer tests and ground water dating should
provide inmsight into the overall flow field of
the system, and may indicate how the models of
the system may be smplified.

o Ground water dating is an independent measure
of permeability and may provide a ueans for
verification of models.

Congensus resched:

o Models must be modified to accept distribu-
tions of parameters; we sghould be striving to
use a stochastic approach.

o We need appropriate field data to determine
where continuum models or where discrete madels
must be used.

o There appeared to be a strong feellng that
cont inuum models with the capabiltiy of discrete
fractures is an appropriate way to proceed in
the future.
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