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o ' INTRODUCTION

The programs of the Earth Sciences Division are organized under four headings:
Geosciences, Geothermal Energy Development, Nuclear Waste Isolation, and ‘Marine Sciences.
Utilizing both basic and applied research in a wide spectrum of topics, these programs
are providing results that will be of valué in helping to secure the nation's energy
future. More specifically, the division's researchers are applying themselves to the
many problems which have surfaced as energy issues have extended man's activities and
interests deeper into the earth.  The lack of credible knowledge and reliable technology
is slowing the exploitation of energy and mineral resources and preventing a full compre-
hension of important environmental issues such as storage of nuclear wastes.

The Geosciences investigations are designed to provide an improved understanding of
the behavior of rock-fluid systems in the earth's crust. The research is concerned with
the physics and chemistry of such systems and with the development of much needed data on
material properties so that appropriate mathematical models can be constructed. Measure-
ments on earth materials are conducted both in the laboratory and in the field with the
aim of interpreting conditions far below the surface. Other work in geosciences is
involved with improvements in instrumentation that are needed to address specialized
problems. '

The Geothermal investigations' include studies on exploration technology, reservoir
engineering, and energy utilization. The exploration work is a continuation of a program
started some years ago to apply various surface geophysical techniques to the problem of
locating geothermal systems. Some important advances in electrical, electro-magnetic,
and seismic geophysical methods are reported. The reservoir engineering work summarizes
recent developments in mathematical modélihg and some new techniques in well-test analy-
sis that are now possible using improved field equipment. Results of studies on several
different geothermal reservoirs are also presented, including a Mexican-American cooper-
ative program of investigations on the Cerro Prieto geothermal field in Mexico. The
enefgy utilization work has been concentrating on the development of a direct-contact
heat exchanger and the use of binary flﬁids in energy conversion. Results of the past
year's efforts are summarized.

The Nuclear Waste Isolation studies are concerned with the complex problem of
developing a better understanding of the many diverse factors that are involved in
geologic storage of radionuclides. The key problem is that of chemical transport; the
results of several investigations are included. Sincé nuclear waste can generate heat,
there is the additional complication of working with rock-fluid sYstems in which there
is an important coupling of thermal, mechanical, and hydraulic effects. About three
vears ago a major field program of investigations was initiated in an abandoned iron-ore

Qijne at Stripa, Sweden. The current effort in this Swedish-American cooperative program
is to analyze and report the results of investigations on thermomechanical effects and




fracture hydrology. The fracture hydrology program involves a new method of measuring

the permeability of a very large mass of fractured rock. An important factor at Stripa

is the initial state of stress in the rocks; reported here are results of two indepen- <~’;
dent methods of field measurement: hydraulic fracturing and overcoring.

The Marine Sciences program is continuing research activity on the baseline environ-
ment for and the possible environmental effects of the overall program of ocean thermal
energy conversion. Other activities include compiling marine geologic and other oceano-
graphic data for the west coast of the United States and investigations on the potential
for petroleum accumulations in the deep sea beds off the coast of California.

P. A. Witherspoon
Head, Earth Sciences Division



[  GEOSCIENCES

The summary papers in this section describe fundamental and applied studies address-
ing a variety of earth science problems in support of the U. S. Department of Energy's
missions. They have applications in such diverse areas as energy conversion, geothermal
energy, oil and gas recovery, and radioactive waste isolation. Most of the studies are
conducted under ongoing projects. For descriptions of earlier work, the reader is re- B
ferred to the '1977, 1978, and 1979 annual reports of the Earth Sciences Division (LBL-7028,
LBL-8648, and LBL-10686) and the 1975 and 1976 annual reports of the Energy and Environ-
ment Division of Lawrence Berkeley Laboratory (LBL-5299 and LBL-5982).

The first fifteen papers summarize work performed under the U. S. Department of

- Energy, Office of Basic Energy Sciences (OBES). Of these, five by T. N. Narasimhan,

C. F. Tsang, and their co-workers address various problems relating to the flow of
groundwater through porous and fractured rocks. Seven other papérs, those by I. S. E.
Carmichael, C. L. Carnahan, J. M. Neil and J. A. Apps, S. L. Phillips and co-workers,

K. S. Pitzer, and A. F. White address chemical aspects relating to natural systems. The
physical properties of rock-fluid systems at elevated pressures and temperatures are be-
ing studied by W. H. Somerton, who describes the measurement of a wide range of physical
properties--as many as possible, made simultaneously--on sedimentary rocks at elevated
temperatures and pressures. Two papers, one by M. J. Wilt and one by S. Coen, describe
recent developments in geophysical'exploration methods.

Eight papers discuss problems having direct application to various technologies.
These include two papers relating to o0il recovery by C. L. Radke and W. H. Somerton;
three papers concerned with instrument development by S. M. Klainer and co-workers and
by M. C. Michel; one C. F. Tsang and his co-workers on aquifer energy storage; one by
H. R. Bowman and his co-workers describing the occurrence of iridium in the spring waters
of Mt. Hood; and one on coal mine ventilation by M. Hood.

“

‘ This work was supported by (1) the Office of Energy Research, Office of Basic Energy
- Sciences, Division of Engineering, Mathematics, and Geosciences; (2) the Assistant Secre-
tary for Conservation-and Renewable Energy, Office of Renewable .Technology, Division of
Geothermal and Hydropower Technologies; (3) the Assistant Secretary for Conservation and
Solar Energy, Office of Advanced Conservation Technology, Division of Thermal and Mechan-
ical Storage Systems; and (4) the Assistant Secretary for Fossil Energy, Office of Coal
Technology, Division of Coal Mining; and (5) the Assistant Secretary for Fossil Energy,

Office of 0il, Gas, and Shale Technology, Division of Oil of the U. S. Department of-
Energy under Contract No. W~7405~ENG-48.
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o  BASIC SCIENCES

A FEASIBII.ITY STUDY OF TWO-WEI.I. STORAGE SYSTEMS FOR COMBINED HEATING
AND AIR-CONDITIONING BY GROUNDWATER HEAT PUMPS IN SHALLOW AQUIFERS

W. Pelka* and C. F. Tsang

In warmer climates, air-source heat pumps have
gained wide acceptance for air conditioning because
of their commercial availability, reliability, and
moderate capital costs. However, the application

. of air-gource heat pumps in colder climates has

. geveral disadvantages. Obviously the air tempera-
ture is extremely low in times of great heating . .
demand and very high when space cooling is neces-
sary. This together with the low heat capacity of
air implies high air throughput and low efficiency.

The same is true for the direct use of solar
energy, especlally in northern climates, since
during the heating season the solar radiation is
at its minimum. Figure 1 shows qualitatively the
heating and cooling demand compared with the air
temperature and the daily available energy from
solar radiation in northern climates.

e w ,/’/,..J
\\ ) . ”
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Figure 1. Heating and cooling démand comparediwith
air temperature and solar radiation (qualitative).
" {XBL 808-11151]

Water-source heat pumps have geveral advantages
over air-source heat pumps. For example, the per-
formance coefficient is about 4 for today's commer-
cially available water-source equipment, whereas
that for air-source -equipment is much less. The
source for this kind of heat .pump can be either
surface water or groundwater. -

A short study has been completed showing that
the two-well storage system with groundwater heat
‘ps may be a feasible method of providing energy
heating and/or cooling offices and homes.

APPROACH

The basic idea of a two-well storage system
consisting of a cold water well and a warm-water
well is as follows: In winter, when space heating
is required, water is pumped from the warm-water
well. -The heat is extracted from the warm water
by the heat pump, after which the cooled water is
reinjected into the aquifer through the cold-water
{recharge) well. The extracted energy is then used
for heating purposes.-

In summer, colder water, which was injected
during winter is withdrawn from the cold-water well.
This water is at a temperature below the average

- aquifer temperature and absorbs heat from the air

conditioning system. It is then injected into the
warm-water well at a temperature equal to or hiqher
than the average aquifer temperature.

Any use of an aquifer for space heating or air
conditioning, of course, implies changes in the
thermal field of the aquifer. These changes could
lead to problems that should be considered before
exploitation of an aquifer. One potential problem
is the effect that the rise and fall of groundwater
temperature might have on the biological environ—~ -
ment and chemical equilibrium in the aquifer.

In order to avoid or minimize negative effects
and to optimize the economic benefits, it is neces-
sary to know how the thermal-anomaly will spread in
the aquifer. That is, what will be the size of the
affected area, and will the anomaly affect other
heat pumps 1n the.surrounding area?

In our feasibility study, a numerical model
was constructed for the calculation of changes in
the flow and temperature field of the aquifer. It
is used to evaluate the influences of the planned
system on the environment and to optimize the re-
charge and discharge process. ’

. The transport of heat and mass in an aquifer
is a diffusion-convection problem, governed by a
system of nonlinear partial differential equations,
which 'is solved by applying Galerkins's approach—-
i.e., using quadrilateral finite elements for the
digcretization of the solution area. A weighted
finite~difference scheme is used for the integra-
tion with respect to time. Heat transfer in both
the saturated and the unsaturated zone is consid-
ered.




RESULTS

The application of the numerical model to the
problem of two-well storage systems is made for a
number of hypothetical examples based on realistic
aquifer parameters and climatic data. The tran-
sient flow field and temperature field around the
warm-water and cold-water wells, extraction tem-
peratures, recovery factors, and energy fluxes are
calculated for a period of three years.

Consider, for example, a simple cold-water
storage system. An aquifer with a 6-m unsaturated
zone and a 25-m saturated zone is used as an energy
source for space heating and air conditioning by
means of a two-well storage system. In winter,
groundwater is extracted from the warm-water well.
Water at the natural groundwater temperature is
led to the water-source heat pump, where part of
its energy content is transferred to the heating
system. The water is cooled by about 6°C and rein-
jected into.the aguifer via the cold-water well.

In summer, when air conditioning is required, water
is pumped from the cold-water well to the heat pump.
This water is colder than the natural groundwater
and can remove more heat from the cooling system.
This process heats the water to the natural ground-
water temperature, whereupon it is pumped back into
the aquifer via the warm-~water well.

Figure 2 shows the heating/cooling demand of
750 families, living in multifamily apartment houses
under the climatic conditions shown qualitatively
in Figure 1. The dependence of the energy demand of
each apartment on its position in the house, its
area, etc. has been included in our consideration.

Kils

%000

g ] -~

] //“Q\ €OLD WATER STORAGE (ONLY)
g ] 4 Y ALL CYCLES

& 2000-] ,; \ —m=—c= CYCLE 1

3 /:j ¥ e CYCLE 2

] o \\ ————— CYCLE 3

s

x ] / \

g
(=3
[1

/
/

/ HEAYING \

PV T VY

o T To T3 TF T VA M V) V3 VA T8 @ W T
1 " ’ 4 a' MONTHS

.

COOLING CAPACITY (EXTR}

Figure 2. Heating and cooling demand for 750
families. (XBL 808-11171]

Since the water pumped back into the aquifer
at the warm-water well is at the natural ground-
water temperature of the aquifer, there will be no
changes in the temperature field around this well,
so that only the temperature field around the cold-
water well need be monitored.

The flow field is described by an impermeable
lower boundary of the aquifer and by a constant-
~ pressure boundary condition on the circumference. -

: )
During the injection period, the temper:at:u.r:ek""r
and the mass flux of the injected water are known,
so that at the injection well the temperature field
can be described by a time-dependent Dirichlet con-
dition and the flow rate by a time-dependent Neumann
condition. '

For the extraction period, only the cooling
demand and the desired reinjection temperature are
known. The temperature at which the water can be

. extracted is unknown and depends on the extraction
history. The extraction mass flux must be adjusted

to satisfy the respective cooling demand, and is des-

cribed as an iteratively determined time-dependent
Neumann condition. Starting with an estimated mass
flux for the time interval under consideration, the
cooling capacity is calculated by means of this flux
and -the resulting available temperature. Comparison
with the actual cooling demand yields a correction
of the mass flux and a new calculation of the time-
step. This iterative process is carried out until

a satisfactory agreement between cooling demand and
cooling capacity is reached for the timestep. The
upper Dirichlet condition of the thermal field at
the ground surface changes its temperature with the
air temperature (see Fig. 1). The lower boundary

of the aquifer, on the other hand, is assumed to be
isothermal.

Three injection/extraction cycles were calcu-
lated for a three-year period. Surface temperature
changes, natural groundwater temperature distribu-
tion, and cooling/heating demand are assumed to be
the same in all three years. Figure 3 shows the
mass flux in the well for the first year, including
the iteratively determined fluxes during the extrac-
tion period and the assumed mass fluxes based on an
estimated linear relation between extraction temper-
ature and time.
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f
In our calculations, 715.4 Gg water with a to-
tal cooling capacity of 18.03 TJ was injected during
the period October 15 to 2pril 30 and 566.3 Gg was
\ Eracted during the rest of the year to satisfy a
al cooling demand of 9.06 TJ.

The horizontal extent of the vertically aver-
aged temperature anomaly can be seen in Figure 4,
in which the temperatures of the saturated zone are
plotted against the radius from the storage well for
several characteristin times. It is obvious that
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Figure 4. Average temperature of the aquifer
versus radius. - : [XBL 808-11169)

the radius of the influenced area changes insigni-
ficantly after two or three injection/extraction
cycles. Our results also indicate that, in spite
of the low heat conductivity in the unsaturated
zone, the temperature changes above the free sur-
face are significant. The temperature gradients
change both in magnitude and direction. The heat
fluxes between the surface and deeper layers are
interrupted, resulting in an overall decrease in
the temperatures of the aquifer. Since the average
temperature of the aquifer at the cold-water well
differs little from that of the injected water, and
since the temperature difference at the warm-water
well is zero, it is expected that the two-well stor-
age system described here would have minimal envi-
ronmental effects.

Improving the system poses several problems.

The cooling capacity is limited by the air temper-

atures and by the freezing point of the injected
water, and can be increased only by injecting
larger volumes of water. Another possibility is
to optimize the cooling capacity input and output
by adjusting the injection and extraction fluxes.

Improvements on the warm-water side are not
so difficult, since there is sufficient distance
to the boiling point. Rather than optimizing the
cooling capacity, it would be simpler to raise the
temperature of the injected water. The restriction
of the available air temperature could be overcome
by replacing the secondary heat exchanger with a
solar collector. This, however, would produce sig-
nificant changes in the natural groundwater temper-
atures in the saturated and unsaturated zones, and
the environmental effects would have to be assessed.

Numerical models are invaluable tools for the
calculating changes in the flow and temperature
fields in the aquifer. They enable the designing
engineer to evaluate the influences of the planned
system on the enviromment. Numerical methods are
also powerful tools for optimizing the recharge
and discharge process. This optimization must take
environmental requirements adequately into consid~
eration.

The main uncertainties in the present study
are found to be the heat transport in the unsatur-
ated zone, effects of meteorological changes, and
exact determination of the boundary conditions.

A more detailed study of these problems is left
for further investigation. :

————
* Institut fur Wasserbau und Wasserwirtschaft,

Rheinisch-Westfalische Technische Hochschule
Aachen, Mies-van~der-Rohe-Str. 1, D-5100 Aachen,
Federal Republic of Germany




STATE-OF-THE-ART MODELS FOR GEOTHERMAL RECOVERY PROCESSES

C. F. Tsang and J. S. Y. Wang

Geothermal reservoirs are sometimes classified
into two categories on the basis of their fluid com—
position. The first category includes those that
primarily produce steam. Examples are The Geysers
in California, Larderello in Italy, and Matsukawa
in Japan. Though such reservoirs have been used to
produce steam and generate electricity for many
years, they are relatively rare. The majority of
geothermal reservoirs are in the second category--
those whose fluid is predominantly water in the
liquid phase. Hot-water reservoirs are known in
New Zealand, Mexico, Iceland, El Salvador, and
other countries. A few have been exploited for .
power production and several for space heating or
industrial processing.. Recently the U. S. Depart-.
ment of Energy (DOE) began a demonstration experi-
ment in cooperation with industry at the Baca site
in New Mexico, and a second DOE demonstration:exper-
iment has been under negotiation for the reservoir
at Heber, California. Both these systems are con-
sidered to be liquid-dominated reservoirs. In many
cases, as a hot-water reservoir is being produced
and fluid pressure is reduced, the reservoir will
turn two-phase. For example, this is believed to
be the case in Wairakei, New Zealand.

With such interest and activities in geother-
mal enerqgy development over the years, analytic
and numerical models to simulate the system are
quite well advanced. Much work has been done in
this area, and many models were developed. However,
there still remain key areas that require further
understanding and study. Recent review papers
include Wang, Sterbentz, and Tsang (1980), Pinder
(1979), and Sudol, Harrison, and Ramey (1979).
The last two papers include the results of work
performed under the DOE Geothermal Engineering
Management Program managed by the Lawrence Berkeley
Laboratory (LBL).

KEY PROCESSES

The flows of fluid and energy are the key
processes involved in geothermal reservoir engineer-
ing. Subsidence effects associated with depletion
of reservoir fluid may also be important in some
cases. FRock-fluid interaction and chemical trans-
port and dispersion will be of significance, espe-
cially in reservoirs where water is or will be
reinjected.

Fluid Flow

In geothermal reservoir engineering, Darcy's
law is usually assumed, implying a laminar flow.
This is reasonable for fluid flow in a porous medium
or in tight fractures. The assumption will not hold
for many wellbore fluid-flow problems. With the
presence of heat, many parameters associated with
fluid flow will be affected. Viscosity depends
strongly on temperatures varying by a factor of 3
over a 200°C temperature difference for the liquid
phase, and dénsity varies by approximately 20%.

These parameters will vary even more drastically
when the two-phase condition sets in. . Thus much of
a reservoir's behavior will be outside the range of
experience in isothermal hydrology or petroleum
engineering. In the laboratory, the permeability
of a rock sample has been shown to depend on temper-
ature. Under reservoir conditions, however, the
significance of this relation is not clearly under-
stood, and in nearly all the geothermal models it
has not been taken.into account.

Energy Flow

The flow of heat takes place mainly by con-
duction and convection. Except for numerical prob-
lems, both transfer mechanisms are well understood
in single-phase problems. For two-phase problems
considerable work has also been done. However,

much care has to be exercised in the modeling of

boiling and natural convection, especially in

the sensitivity of these phenomena on mesh choice
(nonphysical) and on local geological inhomogeneity
(physical). The geological inhomogeneity also
induces thermal dispersion.: This has been noticed
in some experiments, but has not been properly
understood and modeled. Another area requiring
further study is the problem of fluid and heat
flow in fractured rock masses. Though several
authors have addressed the problem of isothermal
fracture flow, a basic formulation of two-phase,
two- or three-dimensional fracture-porous flow is
still lacking. )

Subsidence

With depletion of reservoir fluid, the pressure
in the reservoir will decrease and the formation may
deform under the overburden pressure. Land subsi-
dence may thus occur. This has been observed in
hydrology and petroleum production cases as well as
at the Wairakei geothermal field. Much less work
has been done in the modeling of this phenomenon.
One liquid-phase model CCC assumes one-dimensional
reservoir compaction based on the Terzaghl theory
coupled with a deformable overburden model. It
has been applied to simulate subsidence of systems
similar to that at Wairakei. We are not aware of
any two~phase models that calculate deformation
simultaneously. Together with the lack of model-
ing, there is also a lack of understanding of the
associated basic parameters, such as the elasticity-
plasticity property and the effective-stress formu-
lation.

Chemical Transport and Dispersion

A number of models have included simple solute
transport and dispersion. The usual assumptions are
that the solute moves with the fluid and that dis-
persive effects may be represented by a simple { |
persive coefficient that is a linear function o
velocity. Source and sink terms are also included
in the models.



Chemical Reactions and Rock-Fluid Interactions

- Scaling and corrosion are major problems in

\ }development and use of geothermal energy. Many
eXperiments were made to study the chemical reac-
tions of geothermal fluid with the well casing,
fluid pipelines, and power generation systems.
Empirical understanding and remedial procedures have
been developed, but it may be difficult to model

. these phenomena in detail as a function of tempera-
ture, pressure, and time. Rock=-fluid interaction
may be important when cooled water, or water with a
chemical composition different from the native water,
is injected. Much work has been done in modeling
chemical reactions. However, the modeling of cou-
pled fluid flow and chemical reactions is still in a
primitive state.

COMPARATIVE REVIEW OF MODELS

As discussed in the previous section, most of
the models have been developed for fluid and energy
flows. Some have included solute transport and dis-
persion. In this section we shall select a. few key
models for a comparative review to illustrate the
present state of the art. This selection is not in-
tended to be complete, but includes the models with
which we have some familiarity. Analytic and zexro-
dimensional lumped models are not considered here.

Table 1 lists the models reviewed. The em—-
~phasis is on two-phase models, including those of
Coats; Faust and Mercer; Pritchett and Garg; Pruess;
Thomas and Pierson; Voss and Pinder; and Toronyi and
-Ali. There are many more single-phase models, but
we have chosen only one for illustration. .This is
the model developed by Lippmann, which is one of
the most well-validated and well-used single-phase
nonisothermal models currently available. . For

.- fractured systems, the modeling of heat and fluid
flow is still in an unsatisfactory state. One
approach is the double-porosity model, in which two
porosities simultaneously exist and interact with
each other, one corresponding to. the porosity of
the unfractured rock mass and the other to the °
porosity of fractures. For this approach we have
selected the one developed initially by O'Neill.

' .The main features of these selected models are
summarized in Table 1, which indicates that many of
them are three~dimensional models; the numerical
approaches used include finite-difference, finite-
element and integrated-finite-difference methods.
Some characteristics of the governing equations of
these models are compared in Table 2. “The combina-
tions of thermodynamic variables employed are
pressure-temperature, pressure~enthalpy, or density-
internal energy. Toronyi and Ali's model assumes as
its variables pressure and vapor saturation, and is
thus limited to the study of two-phase systems. In
most of the two-phase models, similar approaches are
used in the formulation of the governing equations,
and they all assume the same relative permeability
functions--Corey's formula. The relative permea-
bility function of steam-water flow in porous media
has not been well established. Most of the recent
»-~surements were made at Stanford, and more work
\ }eeded not only to obtain more measurements but

- also to improve our understanding of the physics of
the phenomenon and its proper inclusion in numer-
ical models.

Ali

Table 1. Summary of some of the models.
Current ) )
Model development Main characteristics
ccc M. Lippmann, Flow-heat-consolidation,
IBL 3D, IFD, geothermal
aquifer storage,
waste isolation
O'Neill K. O'Neill, Flow~heat, double-
CRRE porosity, 3D, FE,
A. Shapiro, geothermal
Princeton
Coats K. Coats, Flow-heat, two~phase, 3D,
_ Intercomp FD, geothermal, petroleum
Faust- C. Faust, Flow~-heat, two-phase, 3D,
Mercer Je. Mercer, ¥D, geothermal
Geotrans
MUSHRM Je. Pritchett, Flow-heat-solute, two-
S. Garg, 83 phase, 3D, FD, '
. geothermal, geopressure
SHAFT79 K. Pruess, Flow~heat, two-phase, 3D,
18I, IFD, geothermal, waste
isolation
Thomas- = L. Thomas, Flow-heat, two-phase, 3D,
Pierson R. Pierson, FD, geothermal
Phillips
Voss- C. Voss, Flow-heat, two-phase, 3D,
Pinder G. Pinder, FD, geothermal
Princeton
. Toronyi- R. Toronyi,_$r_Flow-heat, two-phase, 2D,
Ali Chevron " FD, geothermal
‘ S. Farouq Al{, =
Alberta )
Table 2.  Governing equations.
) Formation
Model " Variables Fluid properties
cce P, T Formula and ¢(0 = P)
' ~ " tables k(¢) ’
O'Neill p, Tf, T 'Formula‘ ¢f, o™,
kf, k®
Coats P, T, or - Formula and kr = krr
P, S steam tables
Faust- P, H Formula Corey's ky,
Mercer |
MUSHRM P, U Formula Corey's kp
SHAFT79 p, U Steam tables Corey's ky
Thomas= P, T Formula and Corey's ky
Pierson steam tables
' Voss- P, H Formula, or Corey's or
Pinder package Arihara’s k,
Toronyi- P, S Formula Corey's kp
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Table 3. Numerical methods.
Model Upstream weighting 1Implicit factor Nonlinear coefficients Matrix solver (
cce 0.5< ac< 1 A=0, 0,5, 1 Direct (Duff)
(0057 - 1.)
O'Neill A= 0.5, 1 Direct (Eisenstat and
Sherman)
Coats a=1 A =1 Newton-Raphson Direct (Price and Coats)
Faust-Mercer a=1 A=1 Newton-Raphson Direct (Price and Coats)
MUSHRM a=1 A=1 Newton-Raphson Alternating direction
implicit
SHAFT79 0.5< a<1 A=1 Newton-Raphson Direct (Duff)
Thomas-Plerson a=1 A=1 Implicit pressure- Direct (Price and Coats)
explicit saturation
Voss-Pinder Asymmetric weighting 0.5 < A < 1 Total increment method . Block interactive
function (semi-implicit) {BIFEPS)
Toronyi~-Aji a=1 A =1 Newton-Raphson Direct (Varga)

Table 3 compares the numerical methods used in
the models. A major numerical problem encountered
is the very nonlinear coefficients in the governing
equations, especially in cases of phase transition.
Most of the models use the Newton-Raphson method
to overcome this problem. Table 4 summarizes the
status of the computer codes and some key references.

A good model that can be used with some con-
fidence requires proper validations against field
data. Unfortunately not too many long-term case
histories in geothermal energy development are
available. In the United States, the major case
history should be that of The Geysers geothermal
reservoir. However, it is not in the public domain.
So far the best available data are those from the
Wairakei field in New Zealand. Data from Cerro
Prieto, Mexico, and the Italian geothermal fields
are also being compiled and organized and will be
of considerable use in the validation of numerical
models. Table 5 summarizes the field validation
and applications of the major model selected for
various applications. Obviously, more validations
‘are needed, and further generic studies will be
useful.

NEED FOR FURTHER STUDIES

As mentioned earlier, one of the major needs
for further work is the validation of currently
available models. Not only should they be valida-
ted against special cases where analytic solutions
are available, but they should also be validated
against field data. BAnother validation that should
be done is to verify the models against each other.
The Department of Energy (SAN office) has published
a Request for Proposal (DOE, 1980) in which six
problems are formulated and suggested for proposers
to solve with their numerical models. The DOE
hopes to make 6-12 awards for this work. Thus 6-12

models could be compared for consistency. No devel-

opment work is expected under the guidelines of this
request for proposal.

However, development and study are necessary
for the further understanding and better simulation
of geothermal reservoirs. Specific problems that
merit further study are listed below under two cate-
gories: (a) conceptual models and physical formula-
tion and (b) problems in constitutive equations and
mumerical solutions.

Problems in Conceptual Models and Physical
Formulation

1. The conceptual models for most geothermal
fields now being studied are generally well con-
structed. However, in many cases the fluid recharge
and heat source are not well known. In general,
boundary conditions are hard to determine. Sensi-
tivity studies will be needed. '

2. Many geothermal reservoirs, such as The
Geysers and the Baca field, New Mexico, are fracture
systems. However, basic formulation of heat and
fluid flow in two- or three-dimensional fracture
systems are still lacking. The relationships be-
tween the porosity of interconnected pore spaces
and the porosity of fractures are not clear. Two
approaches may be taken. The first considers dis-
crete fractures and models the system in detail.
This is possible only for systems that have a few
major fractures. Otherwise the computational time
becomes formidable. Furthermore, it is probably
impossible to obtain such detailed fracture mapping
in the field. A second approach is to "smear ~'L
all the fractures into a secondary porosity in i=
tion to the porosity due to pore space. This double-
porosity model has been formulated and constructed.
such averaging may not be valid, however, especially




Table 4. Computer codes.

Code Users Computer

ﬁgi,él "listing manual systems References
cce Yes Yes cDC, IBM Iippman et al.,
1977
Mangold et al.,
1979

Bodvarsson

" et al., 1979

O'Neill  Yes Yes 1BM ‘0'Neill, 1978
Coats Intercomp Coats, 1977
Coats et al.,
1977
Faust~ _USGS Faust & Mercer,
Mercer ) 197%a, b
Mercer & Faust,
1979
MUSHRM g3 Pritchett et
al., 1975
Garg et al.,
i 1977, 1980
SHAFT79  Yes Yes CDC °  Pruess et al.,
197%a, b
Pruess &
Schroeder, 1979
Thomas- Thomas &

Pierson Phillips Pierson, 1978

Voss-
Pinder Yes Yes IBM

Voss, 1978
Voss & Pinder,
1977

Toronyi, 1974 '
Toronyl & Ali,
1977

Toronyi-  Penn
Aji State

near any point of observation which is strongly
affected by nearby discrete fractures. A hybrid of
the two may be the proper approach. :

3. Tracer dispersivity has been much studied.

However, thermal dispersion requires further study.
_ The effect of molecular dispersion or fluid-path

tortuosity dispersion is probably unimportant. The
major part would probably be due to geological in-

homogeneity. A proper formulation has to be made,,.'

and one should question the validity of the simple
linear dependence of dispersivity coefficient on
velocity. PR

4. The dependence of permeability on temper-
ature also needs to be studied and understood.

Problems in Constitutive Equations and Numerical
S~lutions

1. Relative permeability curves for steam
and water need to be better determined.

11

Table 5. Model field validation and applications.

Model Field validations Applications
ccc Auburﬁ, Cerro Prieto, reinjec-~
aquifer storage tion; generic studies:

aquifer storage,
geothermal, repository;
well testing

0'Neill Hot-water injection

Coats Two~phase flow in

fractures; convection

Faust- Wairakei, Steam near canister

Mercer geothermal

MUSHRM Wairakei,
geothermal

Gulf Coast, geopressurej;
Salton Sea, precipita-
tion

SHAFT79 Serrazzano, Krafla, geothermal;

geothermal reservoir depletion;

Sandia, repository

Thomas- Stanford depletion

Pierson experiment; production
studies

Voss- Stanford depletion

Pinder experiment; production
studies

Toronyi- Production studies

Aji

- 2 Capillary effects and steam-water inter-
face thermodynamics in two-phase systems should be
understood.

3. Modeling of phase change, we believe, is
still in an early stage of development.

’ 4. - Elasticity-plasticity behavior of'the
fractured-porous systems requires further investi-

_gation. - .

5. Modeling of coupled fluid flow and chem-
ical reactions is still primitive.

6. Development of modeling methods for param-
eter uncertainties is needed to provide confidence
limits for all the modeling results, even if the
model is assumed to be mathematically correct.

Many other problems could be listed whose
solutions will improve our modeling capability in

geothermal reservoir engineering.
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JOYANCY FLOWS IN FRACTURES INTERSECTING A NUCI.EAR WASTE REPOSITORY

). S. Y. Wang and C. F. Tsang

Heat released from a nuclear waste repository
in a geological formation significantly increases
the temperature of surrounding rock masses as well
as the groundwater in the formations, inducing buoy-
ancy fluid flow. An understanding of the resulting
perturbation of the original regional hydrological
pattern may be crucial in determining the perfor-
mance of repositories in which nuclear waste mate-
rials are to be isolated from the biosphere.

In low-permeability crystalline -rocks, such as
granite, groundwater flow is mainly through frac-
tures. In simulating regional flow, several authors
have approximated the rock formation with models of
porous media representing multiple fractures (Dames
and Moore, 1978; Bourke and Hodgkinson, 1979;

Burgess et al., 1979). In our study, we adopted a
different approach. We assumed that several major
fractures may be important and should be simulated
in detail. This would be the case if there are
natural faults near the repository or if section-
~ally connected fractures were present. Further,
-this kind of study may also be used to give a worst=
scenario order-of-magnitude result which will pro-
vide guidance in our understanding of the problem.

Because of the slow decay of ‘actinides in.the
nuclear waste and the low thermal conductivity of
rocks, the thermohydrological impact of the reposi~
tory is expected to persist for thousands of years
after the emplacement of the wastes. Our simula-
tions are carried out to 10,000 years. :

‘MODEL IDEALIZATION

In our study, the nuclear waste repository is -
idealized to be a flat, circular disk with a given
time-varying power density dependent on the parti-
cular form of nuclear waste stored. The repository
is assumed to be 1500 m in radius and 500 m below
the land surface. Only spent fuel waste is consid-
ered, and a surface cooling period of 10 years is
arbitrarily taken from the time of discharge from
a pressurized water reactor to burial in the repos-
itory. Nuclear waste density is adjusted so that
the initial areal power density is 10 W/m ¢« In
Figure 1, a power decay curve for such a case is
compared with a corresponding curve for reprocessed
high-level waste.

Two types of fracture geometry are assumed.
In the first, a single major fracture intersects
the repository vertically so that the axis of the
repository lies in the plane of the frqcture.

. Recharge and discharge zones are assumed to be
gituated 5 km on either side of the repository..
Studies were made of the thermally induced buoyancy
flow - in the fracture plane and of its interaction

h the natural regional hydrostatic gradient from

‘iié recharge to the discharge zones. Three values
of hydrostatic gradient were used: 0, i, and 4i,.
where i is a typical value given by

*
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Figure 1. = Areal power density of heat generated by

the nuclear wastes stored in a repository.
[XBL 7810~11962]

i =0,001 m/m; - 1

i.e., the water level in the recharge zone is 10 m
higher than that in the discharge zone. For a
fracture with aperture b = 1 ym and a corresponding
"parallel-plate" permeability of

2
k=2 =833 x 1074 0%, (2)

the initial horizontal flow velocity near the land
surface (at 20°C) is found to be

km/yr, .
(3)
where p, u, and qg. are, respectively, density, vis-

cosity, and the gravitational constant. Results of
flow velocities will be presented in units of v,.

v = 5"—9 1'= 8.11 x 10'1

o 0 m/s = 2,6 x 10'5

The second type of geometry studied consists
of a two-fracture system. In addition to the
fracture described for the first type, a second
vertical fracture intersects the original fracture
normally, either at the repository axis or at some
distance from it. Figure 2 shows. examples of inter-
section along the axis of the repository as well as
intersection away from the axis. Studies were made
on these models to understand the interaction, or
interference, between two intersecting fracture
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Figure 2. Geometry of two-fracture systems with
the E-W fracture (along the regional hydraulic
gradient) intersected normally by the N-S fracture
at the repository axis (solid N-S fracture) or away
from it (broken N-S fracture). [XBL 805-7061]

planes as a function of the intersection locations
(one in the E-W direction and the other in the N-S
direction).

In both sets of calculations, the upper
boundary is maintained at a fixed temperature of
20°C. An ambient geothermal gradient of 30°C/km is
assumed. The side boundaries (i.e., recharge or
discharge boundary) of each fracture is maintained
at hydrostatic pressure and ambient temperature.
The lower boundary, at 2 km below the repository
and 2.5 km below the land surface, is a no-flow
{closed) boundary.

MATHEMATICAL APPROACH

The numerical model CCC, developed at Lawrence
Berkeley Laboratory (Lippmann et al., 1977), was
used to study the thermohydrological flow in the
fractures. The program CCC (named for conduction,
convection, and consolidation) uses an integrated-
finite-difference scheme to compute single-phase
mass and heat flow in a three-dimensional system
in which effects of gravity- and temperature-
dependent density and viscosity are included. The
one~dimensional theory of Terzaghi is used in this
program to calculate land subsidence or swelling.
It has been well validated, having been verified
against nine analytic or semianalytic solutions and
one field experiment.

Because of the small volume of water present
in the fractures (fracture aperture being only
about a micron), the convective contribution to the
thermal field is minimal and conduction is the main
heat transfer mechanism. Thus the calculation may
be carried out in two steps. Conduction calcula=
tions were made either by CCC or equivalently by a-

semianalytical program (Wang et al., 1979) to ob-
tain the temperature field as a function of time.
Then, using these results, convection in the frac-

.tures was.calculated by CCC to obtain fluid vel

ities as a function of various key parameters.
Fluid velocity is of course what is of particular
interest in a waste isolation problem. Values of
thermal conductivity for granite of 2.5 W/m/°C and
thermal diffusivity of 1.15 x 10~6 m?/s were cho-|
sen as inputs to our calculations. .

Figure 3 displays the mesh design correspond-
ing to one-~half the fracture plane. It is struc-
tured to describe the best possible heat and flow
gradients and to keep the elements to within a
reasonable number to optimize computer cost.
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Figure 3. Mesh design corresponding to one-half of
the fracture plane. [XBL 805-7062]

INTERACTION OF BUOYANCY FLOW AND REGIONAL FLOW

First let us discuss the temperature field as
a function of time after waste emplacement in the
repository. Figure 4 displays the temperature
versus depth profile along the axis of the reposi-
tory for different times after waste burial, the
repository being assumed to be fully occupied by .
waste at t = 0. Before waste burial, the profile
is a straight line representing a normal original
geothermal gradient. The temperature rise is at
first localized near the repository depth. After
1000 years, however, heat from the repository has
reached the land surface and begun to leak out,
and a linear temperature profile again prevails
from the land surface to the repository. The ver~
tical temperature gradients, both above and below
the repository, drive the bouyancy flow. Radially,
the temperature is fairly uniform within the boun-
dary of the repository, beyond which the temperature
decreases sharply.

To study the interaction of buoyancy flow and
regional flow, a single major fracture through the
axis of the repository is assumed. The thermally
induced flow patterns within the fracture plane
after 1000 years are shown in Figure 5 for a region-
al hydraulic gradient of zero. In this case, two
symmetrical convection cells are developed around
the edges of the repository. Heated water flows 1m
from the central area of the repository, and wa i
is drawn in both from the recharge zones, which
situated about 5 km from the repository center on
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Figure 4. Temperature vs. depth profile along the

axis of the repository for different times. after
waste burial. [XBL 805-7064])

opposite sides of the fracture, and from the ground
surface far away from the center of the repository.

It is to be noted that large convection cells (i.e.,
with diameters about equal to the repository depth)

are induced during the life of the repository. This
cannot be ignored in considering thermohydrological

behavior around a repository.

‘Figure 6.shows the flow velocities at differ-
ent times as a function of position on the land
surface along the length of the fracture.
relative magnitude of the vertical flow velocities

Thus the
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Figure 6. Surface outflow velocities along the

length of the fracture at different times for the
case of zero regional hydraulic gradient.
[XBL 805-939]

near the land surface can be studied. It is seen
that these outflow velocities at early times maxi-
mize at two symmetric off-center locations, a result
of the convective fluid movements. At later times,
however, the heat leakage at the surface interferes
with the convective flow, and a central maximum
develops. The vertical velocities for different
times along the axis of the repository are shown in
Figure 7. After the initial transient period, the

“yertical velocities above the repository are approx-

imately independent of depth because of the surface
cdhstant—temperature constant-pressure boundary.
The zero velocity at depth =2.5 km is due to the
imposed no-flow boundary at that depth.

With the presence of a regional hydraulic
gradient of i = 0.001 m/m, the flow patterns are
distorted from the symmetric zero-regional-gradient
results (Fig. 8). On the recharge -side (i.e., the
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Figure 5.

gradient.

Thermally induced flow patterns within the fracture plane
1000 years after waste burial for the case of zero regional hydraulic

[XBL 806-10034]
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Figure 7. Vertical velocities along the axis of
the repository at different times for the case of
zero regional hydraulic gradient. [XBL 805-7063]

side with higher hydraulic head), the regional flow
counteracts the horizontal convective movement above
the repository. On the discharge side (with lower
hydraulic head), the opposite effects occur. The
influence of the regional flow on vertical outflow
velocities along the length of the fracture is
shown in Figure 9. Only a slight suppression of
the vertical velocity on the recharge side and a
slight increase on the discharge side are observed,
indicating a weak coupling of buoyancy and natural
regional flows. Results are also obtained for
regional gradients of i =0, 0.001, and 0.004 m/m
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Figure 9. Surface outflow velocities along the

length of the fracture at different times for the
case of regional hydraulic gradient i = 0.001 m/m.
[XBL 805-940]

at time t = 1000 years. The last case for

i = 0,004 m/m, with a near-surface velocity of 4v,,
is approximately equal in magnitude to the vertical
outflow velocity at the repository epicenter.

EFFECTS OF FRACTURE~-FRACTURE INTERACTION

To investigate the interaction of the buoyancy
flows in two intersecting vertical fractures, the
basic geometry is the same as that shown in Fig-
ure 2. A plane fracture in the E-W direction passes
through the axis of the circular-disk repository
with or without a regional hydraulic gradient along
it. A second plane fracture in the N-S direction
intersects the first fracture normally at the axis
of the repository or at different distances away
from it. This geometry is used to study the influ-
ence of the N-S intersecting fracture on the flow
velocities in the first E-W fracture.
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Figure 8. Thermally induced fléﬁ patterns within the fracture plane
1000 years after waste burial for the case of regional hydraulic

gradient i = 001 m/m.

[XBL 806-10035)



The first case considered is the intersection
of the two vertical fractures at the axis of the
_~ =ository (see Fig. 2). A regional hydraulic gra-

t of 1‘= 0,001 m/m is imposed on the E-W frac-
ture, with the recharge and discharge Zones assumed
to be at equal distance (5 km) ‘on either side of
the repository. The N-S fracture has zero regional
gradient. With such a symmetrical geometry, but
-different regional flows in the two fractures, the
interference is found to be negligible. Flow be-
havior in each fracture is the same as that in a
single fracture:- Thus the vertical outflow veloc-
ities along the E-W fracture-and the N-£ fracture
are exactly the same as those shown in Figure 9 and
Figqure 6, respectively. Furthermore, the net re-
charges drawn from all four sides are equivalent.

However, 'if the E-W fracture is’ fixed (i.e.,
passes through the repository axis), significant
interaction-is noticed when the K-S fracture inter-
sects the E-W fracture at locations: away from the
repository axis. Calculations were made for inter-
sections at x = =800, -1500, and ~2000 m from the
repository axis, corresponding to”locations within,
at, and outside the repository radius. A regional
hydraulic gradient is still maintained in the E-w
fracture.

The case of x = ~800 yields the results sghown

.in Figure 10.
x-axig). ‘The

intersects it

The curves labeled E-W fracture (i.e.,

"location at which the N-§ fracture

is indicated by the black dot. Thus

the intersection point is off center on the x-axis
in the E-W direction. The curves labeled N~S give

the vertical velocities along the N-S fracture (i.e.,

y-axis). The black dot on these curves indicates
the location at which it is intersected by the E-W
fracture (x-axis). - It is always at the point of
symmetry in the y direction. In the xy-plane, the
two black dots represent the same point and thus
shonid have the same value for vertical velocity.
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Figure 10. Surface outflow velocities at 1000

‘rg along the length x of the E-W fracture and
yleng_th y of the N-S fracture., The fracture-
racture intersection is located at x = =800 m and

y = 0 within the repository radius. {XBL 805-945)
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The results.for each fracture without the presence
of the other are shown as broken lines. For the
case of x = =800 m (i.e., intersection point within
the repository radius), only minor interaction is
noticed., S .
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Figure 11. ~‘Surface outflow velocities at 1000

years along the length x of the E-W fracture and
the length y of the K-S fracture. The fracture-
fracture intersection is located at x = =1500 m and
Y = 0 through the rim of the repository.

[XBL 805-944]

For the cases of x = -1500 m and -2000 m,
corresponding respectively to intersection loca-
tions at the rim of the repository and outside the
repository, there is much stronger interaction
between the fracture flows. Results for the case
of x = =1500 m are shown in Figure 11. This can
easily be understood as follows. For the case of
x = 0, the vertical flow velocities at the inter-
section point in either fracture in the abgence of
the other are equal, since, as shown in the previous
section, effects of regional gradient on vertical
velocities are negligible. Thus, when the intersec-
tion is made, no adjustments in flow velocity are
necessary in the common location and the system
behaves as independent fractures. On the other
hand, for other values of x, the velocities at the
interaction point in these fractures in the absence
of each other would be quite different, since the
temperature fields they experience are quite d4if-
ferent. In general, the E-W fracture through the
repository axis experiences a much higher tempera-
ture rise than the off-axis N-S fracture. Thus
vhen intersection is imposed, fluid flow velocities
make strong adjustments. Essentially, the N-§
fracture acts as an additional recharge to the
stronger flow velocities in the E-W fracture. This
influences the convection pattern not only locally
but globally over large distances.

DISCUSSION
The magnitude of the groundwater flow depends

on the fracture system of the rock formation and
the driving forces on the groundwater present.
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The proper characterization of a fractured-rock
mass is site-specific and an outstanding problem
of research. In our study we made considerable
idealization so that we could focus on two impor-
tant physical processes: (1) interaction between
buoyancy flow and regional hydraulic gradient and
(2) fracture-fracture interference.

‘The results reported in this paper show that
the repository represents a finite-extent heat
source which perturbs the original groundwater flow
and induces convective movements over thousands of
years. The nonisothermal groundwater flow is driven
by the hydraulic gradient and the buoyancy force of
the heated water relative to the surrounding colder
water. Although the gravitational force acts ver- -
tically along the z-direction, the development of
convective cells around the edges of the repository
induces changes in the pressure field, which in turn
couple to the natural horizontal regional gradient.
The regional flow slightly suppresses the vertical
movement on the recharge side and enhances it on the
discharge side. As the wastes heat up the rock for-
mation around the repository, the presence of the
ground surface begins to affect the thermally in-
duced convective movements. Although the regional
flow only weakly affects the vertical component of
the flow velocity, the addition of the regional
horizontal component allows the water particles and
radionuclei to flow through possibly longer paths.
This, of course, may have important implications in
the consideration of radionuclei-rock interactions,
such as adsorption and dissolution.

~ The buoyancy flow depends strongly on the
available recharge. Intersecting fractures may act
as additional recharge paths from one to another
with strong influence on fluid flow patterns. This
demonstrates the need for careful considerations
when studying single-fracture resultse.

Although the intersecting fracture model used
in our analysis is very simple, it exhibits some
of the same physical behavior shown by more complex
fracture systems. This mode, complemented with
porous-medium and other types of models, should pro-
vide insight into the dynamics of the thermohydro-
logical flow in fractured rock masses.
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\._OBABILISTIC SIMULATION OF TRANSIENT GROUNDWATER FLOW:
AN ALTERNATIVE TO THE MONTE CARLO SCHEME?
T.N. Nara5|mhan, T.E Buscheck and P. A. Wltherspoon

The use of predictive models for effective
management of hydrogeologic systems is now widely
recognized. . Among these models, numerical methods
have become especially well established because of
their generality and power. The Reservoir Engineer—
ing Group of the Earth Sciences Division has devel-
oped several numerical computer codes for mass and
energy transport in geologic systems. These include
TERZAGI (isothermal, saturated flow with subsidence);
TRUST (isothermal, saturated-unsaturated flow with
subsidence); CCC (nonisothermal, single-phase flow
with: subsidence), and SHAFT79 (nonisothermal, two-
phase flow)e. Powerful though they are, these models
are of a deterministic nature.  That is, they accept
as inputs, parameters that are assumed to be known
with certainty. The outputs from these models also.
possess the same certainty as the inputs. :Despite
the fact that these models are internally self-
consistent, they are, in reality, subject to a .
limitation that transcends. their logic. .This lim-
itation relates to the fact that .the model inputs,
which seek to characterize natural field systems,
are seldom known with certainty. . The uncertainty
of field parameters stems from a variety of causes,
including inadequacy of sampling, spatial variabil-
ity of geologic features, and last, but not least,
the scale of observation.

The problem of uncertainty has come into ever-~
increasing focus within the past five years or.so, -
and there is a serious desire to input model param-
eters -as probabilistic quantities and obtain ocutputs
in the form of mean values with associated estimates
of variances from the mean. Presumably such an out-
put will greatly help in optimal decision making,
The desire to incorporate uncertainty into models
is particularly strong in approaching the problem
of long-term disposal of radicactive wastes in' geo-
logic repositories.

The most widely followed method for . incorpor-
ating uncertainty into deterministic subsurface
fluid flow models is the so-called Monte Carlo
method, This is a brute-force method in which each
parameter is repeatedly sampled from its probabile-
istic structure to make large numbers of determin-
istic runs with the sampled quantities. The model
outputs so obtained should give the probabilistic
structure of the output. Obviously, the greater ;
the number of sample runs, the better is the proba-
bilistic structure of the output., Moreover, it
ghould also be expected that if one is interested -

* in the probabilistic structure about the mean value,

the Monte Carlo simulation will require fewer :
sample experiments than if one were interested in
extreme events governed by the "tails™ of the input
di~+ributions. - In the latter case, the Monte Carlo
| _he could become extremely laborious.

Hence it appears desirable to look for a
method that provides an alternative to the Monte

Carlo scheme. Preliminary work on such a method
was initiated during fiscal 1979 (Narasimhan and
Buscheck, 1979), when the theoretical basis of the
method was carefully examined. Basically, the
method consists in replacing arithmetic operations
on numbers with arithmetic operations on probabil-
ity distributions. The logic for such operations
is derived -directly from the axiomatic foundations
of probability theory.

Accomplishments"During 1980

r

.On the bagis of favorable indications of the
preliminary work, the necessary computer subroutines-
for handling probability arithmetic were generated
and incorporated into an explicit version for pro-
gram TERZAGI, which is an integral finite-difference
method' {IFDM) (Narasimhan and-Witherspoon, 1976).
This program solves the transient groundwater flow
equation (based on principles identical to those of
the heat conduction equation) in one, two, or three
dimensions. During fiscal 1980, the modified
TERZAGI called PROGRES (acronym for PRObabilistic
GRoundwater EquationS) was developed | and verified
against results from Monte Carlo simulations avail-
able from the literature. In addition, a new two-~
dimensional problem was studied, the results of
which were filed as a dissertation in partial ful-
fillment of the degree of Master of Science at the
University of California, Berkeley (Buscheck, 1980).

The Logic ‘

Consider two discrete probabilistic quantities
A and B, each described by a histogram with a given
number of barg, 1 = 1, 2, 3, with each bar
in the histogram ie associated a magnitude M(A;) and
its associated probability P(A;), i = 1,2,3,¢.., I.

eeey Io

Similarly, we shall have M(B;j) and Pbj. Gbviously,
1 R | '

2 P(Ai) = z P(Bi) = 1, (1)
i=1 i=1 L

The problem now is to find the discrete probabil-:
istic structure (histograms) of the output C when A
and B are added, subtracted, multiplied, or divided.
We shall use the symbol e to denote, in general,
any one of the four arithmetic operations.

Note that because of their probabilistic na-
ture, any one of the magnitudes of A ican occur
simultaneously with any one of the magnitudes of B.
Since there are I possibilities of each, the result-
ing quantity will have I2 possibilities. ILet this
quantity be temporarily denoted c'

M(c; (2)

ij) = M(A Yy * M(B

)I i- 1' 2' 3' ensey I
)= 11 2, 3,

3

seey Io
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It can be seen from (2) that the probability that
event M(cij) will be realized depends on the simul-
taneous occurrence of the events M(A;) and M(Bj).
Axiomatically, this is the product of the probabil-
ities associated with M(A;) and M(B4). Hence '

P(Cij) = P(Ai) x P(B

3
Since each Ay can occur in conjunction with each Bj,
there will be I2 events of C, so that

I 1
z z P(ci,) = 1.0. 4)

i=1  §=1 .

In so far as our input quantities are characterized
by I discrete values, we shall need the final out-
put C to be characterized also by I discrete values,
whereas the temporary output C'js has I2 discrete
values. We therefore need to coilapse C'i4 into Cy.
In order to achieve this, we divide the interval
between M(C'j4)pin and M(C'i4)pay into I equal sub-
intervals, Tge mean magnituge M(C;) associated
with the ith jnterval can be defined either as the
midpoint of the interval, as has been done here, or
as an average of all the events falling within the .
interval, weighted according to their probabilities.
Thus ‘

I
2 p(cy,) micy)|
mic,) = Rt (5)
2 p(cy,)
i=3

Once again, we conclude from the axioms that P(Cj)
is equal to the sum of the probabilities of all the
events occurring in the ith jnterval. Thus

I

B(c,) = z p(cy,). (6)
=i

In order to implement the algebra of distribu-
tions into any numerical model such as TERZAGI--in
which one has to operate on several probability
quantities such as hydraulic conductivity, specific
storage or fluid potential, taken two at a time~--
one first has to generate the array

Cl(ij( ij) = (c-(M(Cij), P(cij)) | (7)

using equations (2) and (3). Next the C' array has
to be collapsed into the C array by

c(i, i) = C(M(Ci), P(Ci)) (8)

using equations (5) and (6). 1In the program
PROGRES, (7) is implemented in subroutine PRODIST
vhile (8) is implemented in subroutine COLAPSE.
Thus, whenever one has to operate on distributions
A and B, each with I discrete values, one simply
enters PRODIST with the arrays A, B, and I, and the

Yo (3)

output is the array C'. One then calls subroutine
COLAPSE, which takes in array C' and generates
array Ce.

Now .cConsider the explicit form of the tranj\ivj

sient groundwater equatiqn (Narasimhan and

Witherspoon, 1976),
M
- At o o
A¢£'- Vhs E Ulm (¢m - ¢£) ’ 9
. 3
‘ Lm=1 .

where A$gy is the average change in potential over
volume element £; At is the size of the explicit
time step subject to appropriate restrictions; Vg
is the volume of element &; Sgy is the specific
storage of the material in &; Ugy is the conduc-
tance of the interface between elements L and m,’
defined by ) T

X, Ar
U. = m fm

- [
im Dy

(10)
where Ky, is the mean hydraulic conductivity at the
interface, ATy, is the area of the interface; and
Dy is the distance between the nodal points £

and m; ¢ and ¢Q are the fluid potentials at P and
m during the commencement of time step At; and

m= 1, 2, ¢ee, M denotes the volume elements commu-
nicating with element £.

We now wish to compute A¢y in a probabilistic
fashion, given the probabilistic distributions of
Ugme 92, 4f, and Sgy and assuming that the geometric
quantities Vg, ATy, and Dy, are known exactly.

In order to do this, we proceed in the following
order, going through subroutines PRODIST and COLAPSE
at each stage (M and P denote magnitudes and proba-
bilities, respectively):

o o, :
1. ¢m(MI P) - ‘b"(Mr P) = A¢zm(Mr P),
2. Ulm(m, P) x A¢zm(ﬂ, P) = Fzm(H, P),
3. (((F£1 + Flz) + fla) + Fl4 + see) = HL(H' P),

HL(M’ P)

4. E:—Tirfsy = GL(H, P),

2

wt
S, SpMr P) = 6y, B

In the above, Fame Hy, and Gy are intermediate
arrays.

In developing PRODIST and COLAPSE, the algebra
of distributions was first investigated carefully
for distributive, associative, and commutative laws
of operation. The details are given in Buscheck
(1980). One of the basic aims in developing the
aforesaid subroutines was to have them in a modular
form so that they could be incorporated easily )
any deterministic model. ’ t~ﬁ)
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RESULTS

The obvious first task after constructing
RES is to verify its practicality. 'Because of
elr very nature, however, probabilistic models do

not have unique ‘solutions. The output generated is,
in a sense, an estimation of chance, .and this esti-
mate can vary somewhat between the logics involved
in handling discrete quantities in the ‘input as
well as the output data. Hence the best that one
can do in verifying the model is first to make sure
that the computations are internally consistent and
second to solve problems already solved’ by the Monte
Carlo technique. We have done both.

‘ & tem) .
‘5 3. 4 8 8 8 3 8 -3 8
I

In our work, we chose to verify the one- TR WS NN MNNS WO SR SN |
dimensional transient groundwater flow problem al- 0P 2 0 4% 0 © T 0
ready studied by Freeze (1975). - Our investigations , o ' Distance (cm) .

- have shown that there is reasonable agreement with )

Freeze's Monte Carlo results at early times but Figure 1. One-dimensional steady-state problem,

that there were some disagreements at late times as Kgpp = 0.5. Profile of ¢ with standard deviation.
well as for steady state. It is not immediately [xBL 805-809)
clear whether the discrepancy is inherent in the - » '
different logics of the algorithms or whether we 100
did not carry the computations for a sufficient .
number of cycles. It should be noted here that I I ]

-]

-
0 o
\

TERZAGI solves the steady-state problem by letting ) 80
the transient problem go to a steady state over a .
- large number of cycles, whereas the Monte Carlo o ) 1
method solves the steady~-state problem via a one-
step matrix solution. Another interesting observa-
tion deserving mention is that even after a large
number of cycles, we could not. get true steady

¢ (cm)
NS

state in our calculations. Instead, we obtained o ]
oscillations about an approximate mean value. 1Is ' ] o
it possible that in a truly probabilistic model of ° g

diffusion there cannot be a unique steady state? ‘20 . -1

For purposes of illustration, ‘we .give the

following sample results. ‘ . o 210 N 4:0 " s'o - a'o -~
One-dimensional Steady-state Flow Dlstoncg (em)

' . -a 1 steady-state problem

Consider a 100-cm column divided into 10 vol- Figure 2. One-dimensiona y p P

Kgpp = 0.25. Profile of ¢ with standard deviation.

ume elements, each 10 cm wide. ‘At one end of this {XBEL 805-817]

column, ¢ is maintained at a value of 100 cm; at
the other, ¢ is 0. Using PROGRES we solve the

problem as a transient one, eventually attaining oro T T 11 1 1 ! }
steady state. We start with the inital condition x5 cm (node 2)
that everywhere within the column ¢ is about 5 cm .. 069
more than the deterministic steady-state solution. §
Two cases were considered. In both cases, the mean S 050
value of hydraulic conductivity was 1.0, and the g
specific storage was arbitrarily held constant S04
since the steady solution is independent of speci~ >
fic storage. But the standard deviation, KSTD' was §o.ao
0.5 and 0 25 in the two ‘cases. %
The variation of the potentiqls at the end of ¢ ozoft
780 explicit time steps is given in Figure 1, along
with an error bar indicating one standard deviation. ouoH
A similar solution for Kgqp = 0.25 is given in Fig-

ure 2. Figure 3 shows the probabilistic distribu~
tion of ¢ at two points in the column, one 5 ¢m from -
the zero-boundary-condition end and the other 55 cm . ¢ (cm)
from the same end after 780 time cycles. The pat~ ’
‘n scan in this figure is qualitatively very sim- Figure 3. One-dimensional steady-state problem,
ur to that obtained by Freeze (1975), o Kgpp = 0:5. - Probability distribution of ¢ at two
R points in the column. [XBL 805-812]
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The influence of the standard deviation of
hydraulic conductivity on the standard deviation
of the output ¢ was studied by Freeze for several
values of Kgqp (°y in Fig. 4). His values for the
standard deviation of ¢ as a function of distance
are given in Figure 4. We obtained a similar plot
for Kgpp = 0.5 (Fige 5). As can be seen from Fig-
ure 5, as the number of transient cycles is in-
- creased the results tend toward the shape obtained
by Freeze. Our simulations for Kgpp = 0,25 (Fig. 6)
show that the standard deviation is smaller toward
the center than toward the boundaries of the column.
This result is at variance with Freeze's findings
that the standard deviation of ¢ increases toward
the center of the column. The reason for this dis-
agreement is not clear. It may be that this differ-
ence is intrinsic to the present algorithms as
opposed to the Monte Carlo scheme, or it may be
that in a time-probabilistic simulation the concept
of steady state is not well defined. Further study
seems warranted.
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Figure 5. One-dimensional steady-state problem.
Standard deviation of ¢ versus distance for
Kgpp = 0.5 at various time cycles. [XBL 805-804]

Figure 4. One-dimensional steady-state problem.
Standard ‘deviation of ¢ as a function of distance
for various values of standard deviation of hydrau-
lic conductivity (oy) (after Freeze, 1975).
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Standard deviation of ¢ versus distance for
Kgpp = 0.25 at various time cycles. [ng 805-805])



One-dimensional 'rransi'ent' Flow

.. Freeze (1975) also studied the transient prob-
%}nv of a darkly draining 100-cm column with an ini-
ial ¢ = 100 cm everywhere in the column draining
at a constant ¢ = 0 at the ends. His results for

mp = Oy = 0.5 and 0.25 are given in Figure 7. We
solved a similar problem for a 200-cm column, but
actually considered only one-half the column sym-. .
metry considerations. For Kgqp = 0.5, the varia-
tion of ¢ as a function of distance is given in
Figure 8. This result is very similar to Freeze's
result and indicates the general pattern that the
mean potential in a probabilistic simulation will
lag behind the corresponding deterministic solution
in time. However, we found a rather marked depar—
ture from Freeze's observation in regard to the
spatial variation of the standard deviation of ¢.

23

Note from the upper right plot of Figure 7 that at
early times the standard deviation is higher toward
the boundaries. As time progresses, the standard
deviation at the center exceeds that toward the
boundary. The spatial dependence of standard devi-
ation for Kgqp = 0.5 as obtained in our study is
given in Figure 9. This plot will qualitatively
correspond to the lower half of the upper right-~hand
plot in Figure 7. By comparing Figures 7 and 9, it
can be seen that in our case the standard deviation
at the center of the column (toward X = 100 cm)
never exceeds that toward the margin. Whether more
simulations at more than 1000 cycles will give
agreement with Freeze's findings is not clear. On
the other hand, we may also recognize one important
difference between our algorithms and the Monte
Carlo algorithm. In the Monte Carlo algorithms, it
is possible to sample the parameters and run through
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u_ o " Figure 7. One-dimensional transient flow. Variations of; and’ standard

deviation versus distance for Kgpp = 0.5 and Kgrp = 0.25 (after Freeze, 1975).
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Figure 8, One-dimensional transient flow. Varia-
tion of ¢ as 2 function of distance at various time
cycles for Kgpp = 0.5, [XBL 805-815]
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Figure 9. One~dimensional transient flow. Spatial
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the whole transient process with the chosen samples.
Or, one may carry out the sampling for every time
step. Obviously the second procedure will require
substantial computational effort. We are not sure

exactly how Freeze made his calculations, but the
algorithms presented in this work are tantamount
to considering the probabilities of every transient
time-step calculation. ALl that can be said at
present is that further studies are required to
understand the process better. i

In addition to the above, we also studied
certain new problems not already considered in the
literature. These included one-dimensional steady .
and nonsteady flow in a heterogeneous medium and
two~dimensional nonsteady flow in a heterogeneous
medium. .For want of space, we shall not consider
them here. Instead, the reader is referred to
Buscheck's thesis. ’

FURTHER WORK

A serious limitation of the algorithms we used
is that a simple arithmetic operation is replaced

‘by cumbersome matrix multiplication as well as oper-

ations involving the collapsing of matrices. Done
in the conventional mode of sequential computation,
the probabilistic calculations are very tedious even
on the powerful CDC 7600 machine. Nevertheless, '
our study shows that if the computations can be
speeded by one to two orders of magnitude, it may
actually become competitive with the Monte Carlo
simulation. A most interesting recent development
in this regard is the development of the so-called
parallel processors which can simultaneously per-
form a multitude of noncoupled operations, thereby
speeding up computations in certain kinds of mathe-
matical models. The Earth Sciences Division is
currently in the process of acquiring a VAX compu- .
ter for dedicated usag&. AR computer manufacturer
in Palo Alto, California, specializes in parallel
processors compatible with the VAX machine.
Experimental computations are being carried out

at LBL and Palo Alto to check the feasibility of
speeding up the algebra of distributions using
parallel processors. During fiscal 1981, the
feasibility of using parallel ‘processors will be
further investigated.
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MERICAL SIMULATION OF FRACTURED POROUS MEDIA AS MUI.TIPLE

INTERACTING CONTINUA
T. N. Narasimhan

Interest in studying the hydrogeology of
fractured rock systems has increased considerably
within the past few years in connection with the
geological disposal of radiocactive wastes. From a
predictive point of view, the mathematical modeling
of fractured rock systems can be approached from
three different perspectives, depending on the
scale of modeling. The first of these is the dis-
crete fracture approach in which fractures and -
discontinuities, and intervening rock blocks are
all modeled individually. This approach, which is
generally considered to be essential for the near-
repository region, is limited by its excessive
data requirement and computational detail. The
second approach.is to treat the fractured system
as an equivalent porous medium. A limitation of
this approach ig that no satisfactory technique is.

' as yet available to evaluate large-scale equivalent
permeabilities of low-permeability fractured rocks.
Yet thieg is generally taken to be the most real-
istic way of handling regions far away from. the
repository. The third approach takes an interme- ..
diate position. Originally proposed by Barenblatt
et al. (1960) in the Soviet Union, this -approach
consists of lumping all the fractures into one
-equivalent continuum, all the porous.blocks intc.
another continuum, and letting the two continua
interact hydraulically. The fractured continuum
is- characterized by high permeability and low . -
storage, -and the rock continuum is characterized.
by low permeability and high storage. . Hence, in a
transient situation the fractured continuum. con-
trols early-time response of the system while the
late-time behavior is controlled by the matrix -
continuum, through a process of "delayed drainage.”
This approach is mathematically analogous to the
ldealized behavior of unconfined aquifers proposed
earlier by Boulton (1954). The interacting contin-
uum approach has found considerable attention in
the petroleum engineering literature, in which it
is occasionally known as the 'double—porosity
concept., -

-

The double-porositi cdncept has been eiten-yv
sively used to derive analytic solutions (e.g.,
Streltsova, 1976) and numerical simulations
(e.g., Warren and Root, .1963; Duguid and lee, 1977).
Recent examination of the partial differential equa~
tions governing the interacting continuum approach
has indicated that this approach is indeed contained
as a subset within the Integrated Finite-Difference
Models (IFDM) (Narasimhan and Witherspoon, 1976)
currently used extensively in the Earth Sciences
Division for isothermal and nonisothermal multiphase
flows. Indeed, it appears that restating the inter-
acting continua approach in terms of integrals
rather than in the classical differential equation

mat not:only ‘leads:to a much cleaner, simpler

tement of the problem but also suggeste the pos-=
‘gibility of extending the idea to numerically viable
multiple interacting continua. :

These ideas were presented in a recent work-
shop conducted at LBL for the Office of Nuclear
Waste Isolation and are included in two forthcoming
publications (Narasimhan, 1980a, b). This report
briefly summarizes the basic concepts involved and
a few new results obtained with computer program

TERZAGI.

THEORY

Conceptual Framework

The basic law of mass conservation is appli-
cable to any elemental volume £ of the flow region,
whether that elemental volume constitutes a portion
of a fracture, a portion of the rock matrix, or
even a combination of both. According to the law
of mass conservation, the algebraic ‘sum of the
fluxes crossing the surface-enclosing volume element
and the arbitrary withdrawal of fluids from £ (the
sources) equals the rate of change of fluid mass

in L. Thus
) PEVG o mdl = 5™
r, . .

where pg is average fluid density within £; Gy is
the volumetric rate of £luid generation from £;

p is the fluid density at al'; K is the hydraulic
conductivity at dl'y ¢ = z + § is the fluid posential,
where z is elevation and ¢ is pressure head; n is
the unit outernormal to dI'; M, o is the mass of
vater contained in L; and Ty is the closed surface
bounding the volume element £. Should the system
be fully saturated with water, and should the fluid
potential vary smoothly over the volume element,
then My,2 can be related to the average pressure
head vh at an-interior nodal point in the system by
the relations

Yot "M ‘.v‘mw,z’d"’z"’z , Lo 2)

‘and

/dwz = V‘pzsé z ‘ (3)
where MG,y is the mass content of £ at ¢ =0,

\/} is the volume of £, and 8g, is the specitic
storage of the material in P,- given by

"2 - plg(na + m v ',) . L . (4)

where g is the acceleration due to gravity, n is
the porosity, 8 is the compressibility of water,
and my o is the coefficient of volume change (rate
of change of bulk volume with external pressure) of
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the material in element %£. Additionally, if we

neglect time-dependent changes in elevation of the
nodal points due to very small deformationms, then,
¢ = 6¢ » Moreover, Ty may either be completely
1nterior to the flow region (Ty,4) or portions of
it may coincide with the external bounding surface
of the system (Iy ). Hence we may rewrite (1)

as
+ .
Py9y ] pKV4T * nar
Tou
% . .
. = s S C{8)
+[ pﬁq’ ndar Mc,'), 3 ! (5)
Ty
where Mo, = aM_,/dy is the fluid mass capacity of

the volume element &, defined as the change in mass
of water in g due to a unit change in head under
conditions of drainage. In heat-flow problems, the
analogous quantity is the heat capacity of an arbi-
trary mass of material. Note that in (5) the sec-
ond integral on the right-hand side incorporates
the known boundary conditions either in the form of
known ¢ (prescribed potential condition) or in the
form of known kv¢n (prescribed flux condition).
That is, (5) embeds the boundary condition into the
conservation statement.

For purposes of numerical computations, one
may use the following discretized form of (5),

L d
p£G£ +[ "zm‘zm&" n)vr!.m

+ f PypKep (V6 * IV,

b

a¢,

Mc,!. At - (6)

in which m denotes all interior surface segments
and b denotes all exterior surface segments. Note
that (6) applies to any arbitrary volume element
and hence is an invariant statement. As shown in
Figure 1, (6) may be applied to a portion of a frac-
ture or a portion of a porous medium. When (6) is
applied to a fracture (Fig. 1B), then for the seg-
ment of I'y that represents the fracture-rock inter-
face (Arf y in Fig. 1B) one has to use Ke,r in
applying (6), where Kf r i8 the hydraulic conductiv-
ity of the rock-fracture interface. It is of inter-
est to note here that in the double-porosity model,
the flux across this surface is treated as a source
term included in Gg. This source term is the inter-
nal boundary condition linking the fissure regime
and the porous regime. _Thus, in the double-porosity
model, the term (pgKyy Vé * ndl') for the fracture-
rock interface is replaced by an equivalent term
pea*Kp(éy - ¢g), where ¢, is the average potential
in the block, ¢y is the potential in the fracture,
Kgm = Ky in the matrix hydraulic conductivity, and
a* ig a function of the surface area of the fracture
interface and a characteristic length of the:block.
As we shall see later, the model described-here is
flexible enough to deal with either of the two
methods of handling the rock-fracture interface.

Rock | -

7ot — Al
/

AT,

B

Frocture ‘
~

Examples of volume elements, nodal
[XBL 807-7236]

Figure 1.
points, and bounding surfaces.

In the present work, we shall implement the
discretized equation (6) by means of the Integral
Finite-Difference Method (IFDM). The IFDM algorithm
has already been published elsewhere (Edwards, 1972;
Narasimhan et al., 1978).

Computer Programs -

The basic IFDM model was originally developed
by Edwards for heat transport with conduction, con-
vection, and radiation and was incorporated into'a
program calléd TRUMP. Subsequently, this model was
adapted-at the lawrence Berkeley Laboratory to solve
fluid-flow problems in porous media.  These programs
include: ‘TRUST, for solving saturated-unsaturated
flow in ‘deformable media (Narasimhan et al., 1978);
TERZAGI, for ‘saturated flow in deformable media;
ccc, for heat and water transport in deformable
media (Lippmann et al., 1977); and SHAFT79, for
two-phase transient flow of heat and mass (Pruess
and Schroeder, 1977). The following discussions
about simulation of fractures are applicable to all
the aforesaid programs subject to suitable modifi-
cations. However, the actual applications that
follow have been carried out with TERZAGI.

Systems Idealized by Double Porosity

It is perhaps begt to discuss the relation of
the double-porosity model to a simple idealized
system of horizontal fractures as shown in Figure 2.
Consider a system of I horizontal fractures with
spacing S. The thickness, H, of this system is
given by H = (I + 1)S. Tt is clear that in this
system water moves horizontally in the fractures
and drains vertically from the intervening blocks
to the fractures bounding the matrix. We will now
replace this system by two interacting continua,
each of thickness H, one representing the flow
phenomenon in the fractured milieu; the other, that
in the matrix milieu. Obviously, the fracture con-
tinuum is characterized only by horizontal flows
and the matrix continuum only by vertical flows.

If we assume that flow in the fracture obe
the cubic law, then the total horizontal flux in
horizontal direction in the layer equals I times the
flux in each fracture. We may therefore -define the

|
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permeable medium.

average hydraulic conductivity, xf, of the fracture
continuum by

x,nm' o ‘ v (7)

Fe T T

.Similarly, if ss £ is the stora.tivity for one.frac-
ture, -then’ ss £ the average- storativity for. the
fracture continuum, is

N Is_ .(2Db)] o
See ™ = (@)

Since the fracture aperture is far smaller than the
fi;acture spacing, Ky x K and Sg,rs where Xy and
Sg,r are the average hydraulic conductivities and
storativities of the rock continuum. - : :

: Consider an area Agy at tﬁe interface between a
fracture and an adjoining matrix block. The flux
from the block to the fracture is given by

Xle

*
Q,r " 0.5s (¢r " ¢g) - )
and the total flux from blocks to fractures is given
by IQ¢,r = (IK.Ag/0.58). In (9), ¢r and ¢f are
average potentials in the element of each continuum-

If we considexr two volume elements at a given
location, one in the fracture continuum and one in
the porousg continuum, each element having an area of
*cross section A¢ and height H, then: VE = Vp = AgH.
iFor -each of these volume ‘elements we may now write
conservation equations for the fra.cture contimmm '
‘element, R . .

s Il(rk £

- 0.58

‘ : 'v ‘. T LI *o ot
rioxf ¢ ‘ nd )+ 7(§r - o)

Eit) ij * . )
| e M
"~ =p v ss Tl

(10
£ £ ’a h

. -
— PIK . . 9¢
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and for the;rock continmmi element,

r * o * r )
0.5s 2elby = 0) =PV S, 3o an
) r r
Noting that V = Vf = AfH and dividing throug'h by
Vf in (10) and Vr in (11) and letting the elements
tend to zero in the limit, we now obtain the Aif-

ferential equation
‘\.

—aiv Kﬁ‘§ * L *
v ORVO, K (8, = bg)

£
* a¢ * *
”ss,'f'at PGX:(¢r ¢f) (12)
¢
* Ty
s,r 3t ' (13)
where
- g

a = -
O.SSH 82'

Since H = IS, we see that a is obviously a factor
controlled by the spacing and the specific surface
of the rock blocks. Note also that in the fracture
continuum water flows within the continuum as well
as across an imaginary interface to the matrix con-
tinuum.. Hence (12) has a. source term as well as a
divergence term on the left-hand side. However, it
is assumed that, because of the strong permeability
contrast between the fracture and the blocks, flow
of water within the blocks is restricted to lines
.normal to fracture-block interfaces. Hence in (13)
the divergence term is .absent.

. In view of (10) and (11), we may now proceed
to apply (6) to a double-porosity system. First,
we discretize the flow region into subdomains
L=, 2, 3, eee, L to represent ‘the elenents of
the fracture continuum, with Kf and ss £ defined as
in (7) and (8). . For each of these subdomains we
shall provide all required input data, such as Gg,,
interior .connection data, exterior connection data,
and ‘bulk volumes so that one equation such as (6)
can be developed for each of the L elements. .
Simultaneously, .we assume that at the location of
each £ = 1, 2, 3, ese,; L fracture-continuum element
there . exists a matrix-continuum element j = 1, 2,
3, see, L such that Vg = V3 for. L = j. “In order to
couple the two continua, we will now connect, for
each £ = j, the fracture-continuum ‘element £ with
the matrix-continuum elanent j in such a fashion -
that the conductance Ug, j is given by

o IpK Arz 3 --IpKrAf oy ax"-:pv ak,. _(14)
£,3 j:l.' 0.58 - r r rr
, i e

We thus obtain conservation egquations for 2L volume

elements in all, with one equation for each fracture-
‘continuum and matrix-continuum element.

‘Note that
the time constant for the respective elements are
given by
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*

V.S
£fs5,f
Atstgb,g = o £ o (15)
. ] L,m 4] 2,3 .
. n ’

where £, m are fracture continuum elements, jis a
matrix continuum element, and § = £; and by

Btoiap,y = -;ﬁ'l‘- . (16)
2,3

where j is a fracture-continuum element, 4 is a
matrix-continuum element, and j = £.

Since the IFDM is so structured that the geo-
metric quantities (ATy n and Dy ;) needed for com-
puting the conductances are directly provided as
input data, the handling of V.a needed as input for
computing Uy, 4 in (16) poses no special problem.
Moreover, since the 2L simultaneous equations are

formulated, they can be solved by the mixed explicit~

implicit method. Indeed, since the double-porosity
model gives rise to a stiff matrix (because of the
marked differences in the time constants between
the fracture-continuum elements and the matrix-
continuum elements), the mixed explicit-implicit
method is particularly desirable for solutiom.

A DOUBLE-POROSITY PROBLEM

The illustrative problem is concerned with a
fractured system idealized as an equivalent system
of two interacting continua. To provide a physical
feel for the illustration, we shzall consider a
system of 10 horizontal fractures, each with a uni-
form aperture of 10~¢ m and separated by matrix
slabs 1 m in thickness. The aggregate thickness of
the rock and fracture is 10 m. If the cubic law is
assumed, each fracture has an absolute permeability
of k¢ = 8.333 x 10710 n2, But if we assume that the
combined effect of the fractures can be replaced by
a fracture continuum 10 m thick, then the equivalent
permeability of the fissured continuum amounts to
kg = 8.333 x 10" n2, gsimilarly, if the fracture
caompressibility is assumed negligible, the specific
storage of the fracture continuum is approximately
ss g=1x10 9/m of water. It is reasonable to
assume that the permeability of the matrix may be
smaller than kf by one to thx‘ee orders of magnitude
or more, and a value of 10~ 5/m is reasonable for
the specific storage of the rock, Sg,r*

Let us now consider the mechanics of fluid
transfer between the fissures and the matrix
continua. Obviously, in the actual prcblem, water
will drain vertically from the matrix slad upward
and downward into adjoining fractures, with the
centerline of the slab forming a line of Symmetry.
If we consider a thin prism of a matrix slab with
cross-sectional area A, then the amount of water
draining from a slab to one adjoining fracture is
given by

k Pg L J

- 17
2, " "y D “n

E k P9
a(w

f R (18)
where a* = A/Dg , and Dg , = 0.5 m. Since each
slab is doubly draining, ‘the actual volume of water
transfer from a given prism of the matrix continuum
of thickness H to the prism of fracture continuum
at the same location is 20 times Qf,r and is equal
to (kag/u) (20a*) (vr - "f)-

It is of interest here to compare a* with the
geometric parameter often used to quantify the
coupling term in the differential expression of the
double~porosity model. For this, consider a prism
of each medium at the same location, with cross-
sectional area A and height H, where H is the thick-
ness of the media. Then, if we normalize a* with
reference to bulk volume, we get a volume-normalized
parameter related to a¢. That ig, a has a dimension
of reciprocal area and in the present case & is
related by 1/(S)(H).

In order to solve this interacting-continua
problem using TERZAGI, a prcoblem that has been
studied by Barenblatt et al. (1960), Warren and
Root (1963), Odeh (1965), and many others, was
chosen. The problem involves a well piercing the
fractured-continuum that is areally infinite. The
well is produced at a constant rate Q. As has been
done by Warren and Root (1963), this problem can be
analyzed in terms of four dimensionless groups,

(19)

(20)

A = ar? , @2
w

and

(22)

Using TERZAGI, a number of runs were made to
study the effect of varying A, ®, and the magnitude
of wellbore storage capacity. In addition, one - run
was made with & spatially varying kf to consider ..
the "skin effect” near the wellbore as well as in-
creased fracture intensity beyond about 110 m from
the well axis. The results are summarized in three
double~logarithmic plots (Figs. 3=5).

In Figure 3 the double-porosity results are
compared with the Theis solution for three values
of A. Increasing A implies increasing matrix per=
meability. In the numerical model, a well of 0.* |
radius was assumed. In one case, in order to b
approximate the line-source solution, the well was
assumed to be packed-off, and hence deriving stora-
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varying permeability.

tivity only from the compressibility of water.
another case, the well was assumed to have a fluc-
tuating free surface. In the former case, the
capacity of the wellbore was assumed to be 106 m3
of water per meter of head charge and in the latter
it was (0.1)2xr. As can be seen from Figure 3, the
different cases clearly show effects of delayed
drainage from the blocks in the range 10! < tpe <
106 when the wellbore storage is small. It is
i-teresting to note, however, that a realistic well-

j radius of 0.1 m with free fluid surface in the

1 gives a solution which totally masks all the
effects that one could hope to see due to variable A
or, equivalently, variable matrix permeability.
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Study of the double~porosity system by many
workers has showed that the late-time behavior of
the system is dominated by the combined storativ-
jties of the matrix and the fractured media but
that the intermediate-time behavior is influenced
by w, the ratio of the fissure storativity to
matrix storativitx. In Figure 4 two cases are
compared, w = 107% and w = 10=2, as sghould be

. expected, the late-time solutions for these two
~cases are distinct from each other.

The final case shown in Figure 5 was actually
chosen to illustrate the generality of the numer-
ical approach over the analytical approach. In a
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general integral, numerical model, the system is
described as a complex of several isolated continua,
each interacting with the other. " In so far as the

numerical approach is concerned, the'double-pdrosity .

problem is a simplified special case which can be
handled with ease. The case considered in Figure 5
considers the fissure-continuum to have radially
varying k;, to simulate the existence of a low-
permeability skin close to the well, and to account
for increased permeability due to fracturing beyond
about 100 m from the well.

As can be seen from Figure 5, the presence of
the low-permeability skin causes much higher draw-
downs than the A = 2 x 10~5 case after th ~ 102,

FURTHER WORK

The fact that the IFDM is eminently suitable
for handling not only two but an arbitrary number
" of interacting continua makes this method a very
powerful tool for analyzing complex natural field
systems. On the basis of results presented here,
Dr. Karsten Pruess and I have recently initiated
work to simulate the injection of cold water into
a fractured-porous geothermal reservoir. We shall .
actively pursue this problem through fiscal 1981,
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| ERMODYNAMICS OF,HIGH3TEMPERATURE BRINES
K. S. Pitzer, P. Z. Rogers, G. C. Flowers, and J. C. Peiper-

Current interest in the utilization of geother-
mal resources and geopressured brines has focused
attention on the need for a model of aqueous solu-
tion properties at high temperatures and pressures.
The number of different brines encountered in geo--
thermal applications is large, so that detailed .
measurement of each of them is impractical. Never-
theless, it is desirable to find a model that can .
predict the properties of complex brines yet be
based on a minimum amount of -experimental data from
a few key systems, .Consequently, a program was ini-
tiated in 1975 to study the solution thermodynamics
of brine systems, including both modeling and exper-
imental work. .

Initial modeling work invoived testing a sys-
tem of equations developed by Pitzer and co~workers
(Pitzer, 1973; Pitzer and Mayorga, 1973, 1974;
Pitzer and Kim, 1974) for its ability to reproduce
experimental data for strong electrolytes at room
temperature. Existing data were reproduced to with-
“in experimental error, up to concentrations of 6 m,
in terms of parameters having physical significance.
“The model has been extended to cover weak electro-
lytes (Pitzer and Silvester, 1976; Pitzer et-al.,
1977). The model also has been used at temperatures
‘up to 300°C to reproduce the thermodynamic proper-
ties of sodium chloride solutions (Silvester and
‘?itzer, 1977; Pitzer et al., 1979).

Extension of the model to a complex mixture
requires some knowledge of the properties of each
of the pure electrolytes which make up the solution.

However, few experimental data for electrolytes,
other than sodium chloride, are available at high
temperatures and pressures. Thus a major part of
the effort to build a model for natural brines has
been to obtain basic thermodynamic data. Both a’
calorimeter and a densimeter, designed to obtain -
data at high temperatures and at pressures along
and above the liquid-vapor saturation curve, have
been constructed and successfully tested.’ :

The usefulness of a model for aqueous solu- :
tions 1s not limited to geothermal energy systems.
Research and engineering design in the fields of
desalination, industrial waste treatment, hydro-
metallurgy, materials corrosion, solution wmining,
and . hydrothermal ore deposition all depend on a
knowledge of brine chemistry.

PROGRAM IN 1980

: .Calculational and experimental programs have
been combined during the past year to yield compact
models for two major electrolyte systems, sodium
chloride and sodium sulfate. In addition, an ini-
_tial step was taken toward modeling of carbonate
sugtems. . Experimental density data for .soddium
oride solutions at 20 bar and 25-200°c have been
tained with a high-temperature densimeter. These
data have been used to completé a model of the vol-
umetric properties of sodium chloride solutions to

'and to within 300 ppm at higher temperatures.

300°C and 1 Kbar.’ The model reproduces the experi-
mental data from this study and from the literature
data quite accurately, to within 60 ppm below 85°C
Care-
ful attention also has been paid to reproducing
expansivity and compressibility behavior. Figure 1
shows the differences between the specific volume
of water and that of sodium chloride solutions as a

'function of temperature.

The ‘computer model has been used to ‘correct
existing’ heat capacity data from saturation pres-
sure to constant pressure values. In addition, the
pressure dependences of heat capacity, enthalpy,
and activity data have been calculated, and data
obtained ‘for these properties from the literature

_have been’ adjusted from the saturation pressure to

a convenient constant pressure near 200 bar. This

Hadjustment makes it possible to complete a true
isobaric model for the thermal and activity proper-

ties of sodium chloride solutions. Combination of
the isobaric model and the volumetric model will
provide a final egquation of state ‘for aqueous
sodium chloride.
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Figure 1. Difference in the specific volumes of

water and NaCl solutions at 200 bar pressure as a
function of temperature. '~ [XBL 8011-6494]
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The main thrust behind the development of an
equation of state for sodium chloride, of course,
is in the technical utilization of geothermal re-
sources. The equation of state also will be useful-
in many industrial design problems, where the ther-
modynamic properties of natural brines or industrial
fluids can be estimated using sodium chloride solu-
tions as a model. A specific area of geochemical
application will be in the calculation of isochore
tables for fluid inclusion research. ’

) A flow microcalorimeter has been used to obtain
heat capacity data for Nast4, another electrolyte
important in geochemical and geothermal systems.

The data extend from 30°C to 200°C, from. saturation
pressure to 200 bar, and from 0,05 to 2.5 m. Pre~
cigsion of the data is better than 3 x 10~4 cal/ec-g.
The heat capacity data have been fit as a function
of molality and temperature using the model system
of equations. Figure 2 shows representative heat
capacity data and the corresponding calculated
curves. These equations have been integrated, us-
ing the appropriate thermodynamic relationships and
including data from Downes and Pitzer (1976) and
Silvester and Pitzer (1978) at 25°C to evaluate the
integration constants. The resulting values for
the esmotic coefficient are shown as a function of
molality for several temperatures in Figure 3, which
also shows the few experimental osmotic coefficients
that have been measured above room temperature (Liu
and Lindsay, 1971; Humphries et al., 1968). Since
these osmotic data were not used in the modeling,
the agreement is excellent and indicates that this
general approach will be useful for other solutes.
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An initial step was taken toward comprehensive
modeling for carbonate solutions by a treatment for
dilute bicarbonate-chloride mixtures with sodium as
the positive ion. The effectiveness of the general
equations for other mixed electrolytes provided the
justification for applying them to published meas-
urements at temperatures 0-50°C of the electrochem-
ical cell

Pt, E,/NaHCO,(m,), NaCI(mé), Co,(m ) /AgCL, Ag.

These data had been extrapolated to infinite dilu-
tion to yield the first jonization constant of
carbonic acid. Application of the mixed electro-
lyte equations together with existing knowledge of
the parameters for sodium chloride allowed the
determination of parameters for sodium bicarbonate
(Pitzer and Peiper, 1980). The generally very use-
ful isopiestic method cannot be used for bicarbo-
nates because of the partial disproporticnation and
resulting vapor pressure of carbon’ dioxide. Also
there are no electrodes which are reversible to bi-
carbonate ion. Thus the present results represe’
the first precise determination of the activit I
osmotic coefficients of sodium bicarbonate-—either
pure or mixed with chloride.



FUTURE WORK

~ The calorimeter is currently being rebuilt

i‘ E special corrosion-resistant hastelloy, which
permit extension of the measurements on sodium

sulfate from 200°C to 300°C. Calorimetric and den-
sity measurements will continue for solutes of geo-
chemical interest, including magnesium sulfate.
The modeling program will be extended to include
(1) the new experimental data for sodium and magne-
sium sulfates, (2) carbonate-bicarbonate systems
more generally, and (3) other systems of geochem-
ical interest as opportunity arises.
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THE BEHAVIOR OF ROCK-FLUID SYSTEMS AT ELEVATED TEMPERATURES AND

PRESSURES '
W. H. Somerton

With the increased use of underground proc-
esses--some involving heating of rocks and others
occurring in natural high-temperature enviromments—-
knowledge of the physical properties and behavior
of rock-fluid systems under stress and at elevated
temperatures has become important in designing,
controlling, and analyzing those processes. We
have an active research project in progress in
which we are studying the following properties:
deformation properties, including pore and bulk
compressibilities and thermal expansions; P- and
S-wave velocities; absolute permeability; elec-
trical resistivity factor; and thermal properties,
including conductivity, diffusivity, and specific
heats. In addition to this ongoing research, we
are also developing a new apparatus which will
increase the range of temperature and pressure
under which we can operate and will allow us to
measure most of the above properties during the
same test on the same test specimen. Data from
these tests are needed to confirm our correlation
and modeling work.

In this paper we will review the work we have
accomplished during the past year in three areas:
pore and bulk compressibilities and thermal expan-
sions, absolute permeability, and thermal conduc-
tivity. Progress on the new multiproperties appa-
ratus will also be reviewed.

ROCK PROPERTIES RESEARCH

Compressibility

Earlier work (Somerton, 1974) has shown that
bulk compressibility of reservoir type rocks in-
creases substantially with increased temperatures
This has important implications in cases where pore
fluid pressure declines in hot or heated reservoir
formations. Surface subsidence can be expected to
be of greater importance in such cases. Since pore
volume compressibility behavior parallels bulk com-
pressibility, substantial contraction of reservoir
volume can also be expected when pore pressure de-
creases. This must be accounted for in material
balance calculations.

L Measurement of rock compressibility is a dif-

ficult and time-consuming procedure. Greenwald

‘“(1980) has recently completed a model from which
pore volume compressibility may be estimated know-

ing only some simple properties of the rock. These
include mineral composition and elastic moduli of
the minerals, porosity, grain size, and a parameter
which is related to roundness of the mineral grains.
Knowledge of the clay content of the porous rock is
also needed to predict the effect of stress on pore
volume compressibility.

Agreement between the model and experimental
results of pore volume compressibility measurements
for three outcrop sandstones is shown in Figure 1.
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Figure 1. Comparison of model and experimental
results of pore volume compressibilities
(Greenwald, 1980). [XBL 812~-2669)

In general, the agreement between experimental and
calculated results is within 10%.

Greenwald (1980) also tested the validity of
the Reciprocal Theorem, which states that change in
pore volume with respect to confining stress is
equal but opposite in sign to the change in bulk
volume with respect to pore pressure. Mathemati-
cally this states:

v v

b = -| —R
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Experimental results shown in Figure 2 for the
Berea Sandstone indicate fairly good agreement at
higher stress levels, but poorer agreement at lower
stress levels.

Tests of the effects of temperature on pore
volume compressibility by Greenwald were inconclu-
sive, and further tests on this subject are now in
progress. We expect to see a substantial increase
in pore volume compressibility with increased
temperature.

Thermal Expansion

Earlier work by Somerton and Selim (1961)
demonstrated that bulk thermal expansion of dry,
unstressed sandstones is very close to that of pure
quartz. Quartz, having the largest thermal expan-
sion of the common minerals found in sandstones,
seems to dominate the expansion behavior of sand-
stones with quartz contents as low as 35%. Ins i
trast to quartz crystals, however, most sands 5
show substantial irreversible volume changes upon
cooling to initial temperature values.
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Figure 2.
Sandstone (Greenwald, 1980).

Ashgar (1979) has measured bulk thermal expan-
sion of liquid-saturated sandstones under elevated
confining and pore pressure conditions. ‘Results of
his work on the three sandstones are shown in Fig-
ure 3. The thermal expansion of Boise and Bandera
‘Sandstones seem reasonable and give values close to
those found for dry, unstressed sandstones. The
unusual behavior of Berea, which was rerun giving
a similarly shaped curve, is not understood and
requires further investigation. All of these tests
are currently being rerun with some modifications
in the equipment and by a new graduate student. We
believe the results are essentially correct but do
require verification. :
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Figure 3. Linear thermal expansions of liquid

saturated sandstones (Ashqar, 1979). [XBL 813-5326)
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Janah (1980) recently completed a series of
tests of the pore volume expansion (contraction)
of the three standard sandstones. Results shown in
Figure 4 indicate that pore volume contracts with
increased temperature for sandstones under stress.
The relatively small change in pore volume for all
three samples at temperatures up to about 110°C and
then the rather sharp increase at higher tempera-
tures are probably related to the basic "looseness"
of the structure of these porous rocks, which
appears to tighten up at higher . temperatures.
Porosity seems to have an important effect in that
the lower-porosity sample (Bandera) tightens up
sooner and shows a sharper change in pore volume
with increased temperature.
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Figure 4. Pore volume contraction with temperature

for sandstones. [XBL 809-5874]

Janah also studied the effects of stress level
on pore volume thermal contraction and noted that
differences in confining stress level had little
effect but that increase in pore fluid pressure
level had a marked effect, decreasing substantially
the pore volume contraction with increased tempera-
ture. The latter point is shown for Bandera Sand-
stone in Figure 5.
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Figure 5. Effect of pore fluid pressure on pore

volume contraction of sandstones (Janah, 1980).
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Porosity

On the basis of earlier work, it has been
suggested (Somerton, (1980) that porosity of porous
rocks under stress would decrease with increased
temperature. Subsequent work, discussed above, has
confirmed this contention. The combined effects of
bulk thermal expansion and pore volume contraction
with increased temperature are to decrease porosity
by a few percent. Although the amount of decrease
with increased temperature is small, the combined
effect with decreasing pore fluid pressure could
decrease porosity substantially. Further work in
progress will test these observations and will pro-
vide input data for models of the behavior current-
ly under development.

Fluid Flow Behavior

Wong (1979) has shown that the absolute per-
meability of sandstones decreases with increased
temperature when brine is flowing and the system
is at elevated stress levels. Permeability reduc-
tion is about 30 to 50% in the range of 25-165°C.
The reduction is most pronounced in the lower tem—
perature range, with a tendency to flatten out at
higher temperatures. One of the suggested causes
of permeability reduction is thermal expansion of
mineral grains, with consequent reduction in pore
volume when the rock is under confining stress.
The permeability-temperature behavior is consistent
with a reduction in pore volume with increased
temperature, since the small pores and pore necks
would be first to close, followed by larger pore
volume reductions in the larger pores at higher
temperatures.

Wong ran permeability tests during heating of
the cores. His results (Fig. 6) were somewhat
erratic because it was difficult to control pore
pressure with the precision needed in relation to
the small pressure differentials across the cores.
Okoh (1980) recently completed tests on Berea and
Bandera Sandstones in which the temperatures were
stabilized at each measuring level. His results
showed a lower magnitude of permeability reduction
than Wong's, and the results were more consistent,
as shown in Fiqures 7 and 8.
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Figure 6. Decrease of permeability with tempera-

ture for sandstones, dynamic heating (Wong, 1979).
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Figure 7. Decrease of permeability with tempera-
ture for Bandera samples, stabilized temperature
(Okoh, 1980). [XBL 812-2672]

Okoh used Marshall's equation to test the pos-
sible order of magnitude of permeability reduction
due to thermal expansion of mineral grains under
stress. He assumed that pore necks decreased in
diameter as a direct consequence of, and in propor-
tion to, thermal expansion of the mineral grains.
Some smaller pore necks would close completely at
certain temperature levels and would thus cut off
some of the flow channels. Using typical pore-size
distribution curves and compatible grain-size dis-—
tributions, he calculated permeability reduction as
a function of temperature; the results are shown
in Figure 8. Comparing those results with measured
values, it is apparent that thermal expansion can-
not explain the full magnitude of permeability
reduction with increased temperature. This is
especially true when considering that calculated
values are probably the extreme values which could
be expected by this cause.
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measurement and calculated (Okoh, 1980).
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Other causes of permeability reduction include
silica dissolution, migration and plugging by fines,
and clay swelling. Both Wong and Okoh found

‘ jreased silicon content in the effluent with

reased temperature. - Although particulate matter
was never observed in the effluent, instantaneous
increases in permeability upon reversal of flow
direction indicate that migration and subsequent
plugging by fines did occur and was probably a
major cause of permeability reduction. This was
further confirmed by the observations that permea-
bility decrease was more pronounced at higher flow
rates and in smaller grain size sandstones. Re-
duced rates of permeability reduction at higher
temperatures are probably due to reduced viscosity
and thus reduced carrying capacity of the flowing
fluid at elevated temperatures.

In all tests run, there was some restoration
of original permeability upon decreasing the
temperature, but results were not very consistent.
In general, it was noted that greater permanent
permeability reduction occurred in the finer grain
size cores. Other than this effect, the amount of
permanent damage to a core by heating is probably
related to the statistical nature of the migration
of fines and the plugging process.

Thermal Properties

In our thermal properties study and research
program our main effort has been to develop models
that will allow thermal behavior of rock-fluid
systems to be predicted from other properties of
the system which are known or are easy to measure.
Reliable thermal properties are difficult to meas-
ure, requiring fairly elaborate equipment and sub-
stantial amounts of time. Models and correlations
have been developed (Somerton, 1973, 1975) which
permit estimation of thermal conductivity, thermal
diffusivity and specific heat by knowing only the
mineral composition of the rock (mainly, the quartz
content), the porosity of the rock, and the type
and amount of fluid saturation. In addition, a
correlation was developed that allows thermal prop~
erties at various temperatures to be predicted from
known values at a specific base temperature. These
correlations give accuracies within $£10% for most
rock=-fluid systems. ‘

Ghaffari (1980) recently completed his inves-
tigation aimed at improving the model so that it
would have more general application. Previous mod-
els were based on unidirectional heat flow through
a cubic packing of spheres flattened at their con-
tact points to give continuously variable porositye.
We considered that unidirecticnal heat flow in the
earlier model was probably unrealistic for a three-
dimensional system (basically the assumption was
made that isothermal surfaces were planes perpen-
dicular to the direction of applied temperature
gradient). In addition, the basis for flattening
of vertical and horizontal contacts was controlled.
more by porosity considerations than by heat flow
requirements (flattening of vertical contacts, par-
allel to direction of heat flow, had very little to
dn with thermal conductance, whereas flattening of

jizontal contacts had a major effect on heat flow).

finally, the earlier models applied somewhat
unrealistic distributions of wetting and nonwetting
phase fluids because of geometric complexities.
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. Ghaffari attempted to rectify the above dif-
ficulties and made good progress. He developed a
two~dimensional model with cylindrical coordinates
(R and Z) and solved the resulting equations by
using a finite-difference technique. To determine
the relative flattening between vertical and hori-
zontal contacts, he developed a thermal formation
resistivity factor, which bears a reciprocal rela~
tionship to the electrical formation resistivity
factor, since most of the heat flows in the mineral
grains. With the cylindrical coordinate system, he
was able to use a more realistic distribution of

‘wetting and nonwetting phase fluids.

Working graphs developed from Ghaffari's work
are shown as Figures 9, 10, and 11. Comparing re-
sults derived from this work with experimental data
showed improved accuracy of the model over a wider
range of rock types. The agreement is still not
adequate at very low wetting phase saturations, but
data in this range are not important in normal
applications.

Figure 9, Evaluation of horizontal
parameter (Ghaffari, 1980),

flattening
[XBL 812-~2674])
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MULTIPROPERTIES APPARATUS

Measuring Methods

The new multiproperties apparatus has been
discussed in detail in earlier reports (Somerton,
1977; Kuo, 1979). The apparatus is designed to
permit the measurements of the following properties
during the same test on the same test specimen:

P- and S-wave velocities, absolute permeability,

electrical resistivity factor, pore and bulk com-
pressibilities and thermal expansion, thermal .
conductivity and thermal diffusivity. Methods of ]
measuring these properties are reviewed briefly in
the following paragraphs.

Compressional (P) and shear (S) wave veloc-
ities are measured by use of piezoelectric crystals
mounted on alumina anvils which are placed on both
ends of the cylindrical test specimen. One set of
crystals transmits, sequentially, compressional and
shear waves, and the other set is used to detect
the arrival of the waves at the other end of the
test specimen. King (1978) gives details of the
design and mounting of the transducer stack. It is
important to note that a cooling water circulating
system is used around the transducer stack so that
the temperature of the crystals will never exceed
150°C. Performance of the crystals deteriorates at
temperatures much in excess of this value.

Permeability is measured by pumping brine of
desired composition. through the core and measuring
the pressure drop directly across the core and the
temperature of the flowing fluid. The brine is
passed through filters external to the cell to
remove any particulates which could plug the core.
The incoming brine is heated to system temperature
as it passes through the test specimen heater and
then through holes drilled through the velocity
transducer anvils. Disks of porous alundum about
one cm thick are mounted between the anvils and the
test specimen, their purpose being to distribute
the flowing fluid uniformly across the face of the
test specimen. The measuring and data acquisition
equipment is discussed by Okoh (1980) and Kuo
(1979).

Bulk compressibilities and thermal expansion
are currently measured by use of strain gauges.
Greenwald (1980) and Ashgar (1979) mounted strain
gauges directly onto the test specimen. Some dif-
ficulties were encountered in isolating the strain
gauges from test specimen pore fluids, resulting in
shorting of the gauges. In the new apparatus, we
plan to mount the strain gauges onto the copper
sheathing used to jacket the test specimen. Tests
are in progress to make certain that the externally
mounted gauges follow the specimen strain. The
present strain gauges are limited to operating tem
peratures of 290°C and will have to be replaced for
higher temperature applications.

Pore volume compressibility and thermal con-
traction are currently measured by a hand-operated
precision metering pump with a least count of 0.005
ml. This precision is adequate for the test speci-
men size used in the present work (5 cm dia x 5 om
long). For the new apparatus a precision plunger
system actuating an LVDT will be used to measure
pore volume changes with temperature and stress.
This will greatly simplify data acquisition.

Formation resistivity is measured with a
needle electrode located in the cylindrical axis of
the test specimen, the outer electrode being the gii)
copper sheathing which jackets the core. Accurac
of this method is strongly influenced by the qual-
ity of contact between the inner needle electrode
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and the: test specimen. A high-temperature, elec-
trically conductive cement which has very limited
penetration into the pores of the test specimen is
used for this purpose. -

Thermal conductivity will be measured by use
of a needle probe. The probe contains a resis-
tance heating wire and a thermocouple at .its tip.
Thermal conductivity will be determined from the .
temperature-time record after a brief heating
period.  The outer sheathing of the needle probe
serves as the inner electrode for the resistivity
measurement. The same problem of obtaining good
contact between the probe and the test specimen is
dealt with by use of a good heat-conducting cement.
Thermal diffusivity can also be obtained by record-
ing the temperature differential between the probe
thermocouple and a thermocouple located on the
outer circumference of the test specimen during a
heating cycle. Details of these measurements are
given by Kuo (1979). - )

Apparatus

The assembly for measuring the above rock
properties is mounted in a pressure vessel with an
interior working space of about 18 cm diameter by
5qQ long. The vessel has a working pressure of
2 psi. Although the vessel is a double clo-
sure type to assure high quality, only the top cap
will normally be used for assembly mounting.

(A) Photograph of multiproperties test assembly.
ratus.
[(A) CBB 8011-12857; (B) CBB 8011-12855]
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(B)’Photo-

Photographs of the measuring - assembly are shown
in Figure 12. Figure 12B shows the various compo-
nents of -the apparatus. The large coiled tubing is
used for cooling the velocity transducers. Coiling
of the tubing is necessary to allow freedom of axial
movement of the test specimen. The apparatus is
designed:to operate up to a maximum temperature of
400°C.

Argon gas will be used as the pressuring medi-
um. An argon compressor operating in conjunction
with a series of solenoid-actuated metering valves
will be used to control the confining pressure at
constant values or permit it to be changed at con-
stant rates. This part of the system has been de-
signed but not yet constructed.

Initially the apparatus will be operated under’
manual control and data will be taken on appropri-
ate recorders. When the gystem has been thoroughly
tested, we plan to convert to a computer control=-
data acquisition system. This has been discussed
in detail by Kuo (1979) -and is now under further
development. ' :

Conclusions

1. . Substantial progress has been made in de-
veloping methods of measuring a number of physical
properties of rock-fluid systems at elevated tem~
peratures and pressures. Data obtained have been
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used to test correlations and models of the behav-
ior of these systems. Specifically, the following
have been accomplished in the past year.

a. Methods have been developed or improved for
the measurement of bulk and pore volume compressi-
bilities and thermal expansions of fluid-saturated
rocks, and data have been obtained. A simple model
has been developed which permits estimation of pore

volume compressibilities from a few known properties

of the system. :

b. Further tests have confirmed 20-30% reduc-
tion in absolute permeability of sandstones subjec-
ted to stress in which brine is the flowing fluid.
Calculations have shown that thermal expansion of
mineral grains can account for part of the permea-
bility reduction but that a large amount of the
reduction must be due to silica dissolution with
resultant release, migration, and plugging by fines.

c. An improved two-dimensional model of heat
flow in multifluid saturated porous media has been
developed. This model permits estimation of ther-
mal conductivity knowing only the mineral content,
porosity, formation resistivity factor, and the
nature and saturations of contained fluids.

2. Construction of a new multiproperties
apparatus which will permit measurements of the
most important properties of rock-fluid systems
during a single test and on the same test specimen
is nearing completion.

a. A pressure vessel has been received which
will permit measurements at pressures to 25,000 psi
and temperatures to 400°C.

b. Test methods have been developed and the
test assembly has been constructed. Preliminary
testing of the assembly is in progress.

ces The pressure control system has been
designed but not yet constructed.

d. Initially, the experiment will be con-
trolled manually and data will be taken on appro-
priate recorders. When the test system has been
proved, we will install a newly designed minicom-
puter control and data acquisition system.
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UESUI.TS OF ALBITE SOLUBILITY MEASUREMENTS AS A FUNCTION OF TEMPERATURE
(125-350°C)
J. M. Neil and J. A. Apps

: the series of solubility experiments at 250°C with
Understanding the solubility of the major rock- pure water and various concentrations of NaCl solu-

forming minerals in low-temperature, hydrothermal tions (0.001 N ¢to 1.0 N) (Neil and Apps, 1980).
environments is important for successful modeling of This report summarizes the results of a series of
diagenetic, metasomatic, and metamorphic processes; experiments to measure albite solubility in pure
for predicting the effects of returning cooled, water and in 10™3 and 102 N NaCl solutions with
geothermal brines to their reservoirs; or for using temperature as the experimental variable.

aquifers for hot-water storage. Albite, the sodium

end-member of the feldspar mineral series, is an - The temperature was raised and lowered in 25°C
ideal candidate for the initial study because it is intervals from 125°C to 350°C along the saturation
found in a wide variety of geological environments. curve of water. Thus by approaching each sampling

temperature from a higher and a lower temperature,
The three previous annual reports have documen=- the equilibrium at that temperature was approached
ted the selection and characterization of the albite from oversaturation and undersaturation. The dif-

used in the solubility experiments (Apps and Neil, ference in composition between the aqueous samples
1978); the initial solubility experiments at 250°C - allows an estimation of the degree to which equi-

in 0.1 N NaCl solutions (Neil and Apps, 1979); and librium was achieved.

Table 1. Albite Equilibrium Experiments

Run 0 o - P ' 9 R s s*
(1 to 20) (21-30)

Starting-maximum-final

temperature (°C) - 125-350-175 350-150 125-350-125 712§f350-325 125-350~125 150-350 350-~150
Solution Composition
(N NaCl) 0.0 0.0 0.001 0.01 0.01 0.001 0.001
Volume (ml) ' 850 300+(1) 860 ' 860 860 870 550
Albite charge : : o )
weight (g) 50,00 “(2) 50,20 50.11 51.02 100.00 100.00
Mesh size -65+100 -65+100 -65+100 - -65+100 -65+100 <270 <270
-~ Duration of run (hr) 505.5 246;0 ' 299.5 354 563 988 . 862
Timé béfore firétk
sample (hr) 9% 54 831.5 . 66 107 244 190
Time between samples : _ ‘
(hr) - o 2424 12 24 .24 48,72(3)  72(4)
" Number of samples . R »
- collected . . 20 ’ 10 i 21 14 21 ' 20 10
Mass of cemented charge
present after run yes yes yes : yes yes : yes yes
Analcime present ' o
in scale yes . yes yes N.D. N.D. N.D. N.D.
Hi gh~temperature
reversible loss S . o
of chloride ion ' no no - yes ‘yes yes yes yes
Comnents ' s e M (8) (9)
(1) Residual Hy0 from 9(1 to 20). " (5) Vacuumed 300 ml Hy0 into autoclave without opening it.
| {(2) Undisturbed charge from 0(1 to 20).  (6) Sampling interval too short.
‘gij (3) 144 hr between second 150°C (7) Small leak at high temperature caused solution loss.
and first 150°C samples. (8) Sample filtered after centrifuginq) sampled twice at
(4) 168 hr between 150' and 178eC ) " each temperature.

samples. {(9) Sample filtered after centrifuging.




42

Experimental

The equipment, analytical methods, and experi-
mental procedures have been previously described
(Neil and Apps, 1979, 1980). The only signifi-
cant changes in the experimental procedures were
that two experiments were done with an increased
charge size (to 100 g) and a smaller particle size
(=270 mesh) to increase the surface area. These
changes were made to increase the rate of equili-
bration so that samples below 200°C could achieve
equilibrium in realistic times. Filtration of the
aqueous sample with a 0.45-um filter in addition to
centrifugation proved to be necessary because of the
fineness of the suspended particulates. Table 1
summarizes the experiments of this series.

Results

The results of the chemical analyses for Si0,,
a13%, Na* and C1~ are plotted as a function of tem-
perature in Figure 1 for the last two experiments
(Runs S and Run S*) that were set up to attempt . to
achieve low-temperature equilibrium. The precision
of not only the duplicate samples (Run S, 48 hr;
and Run S, 72 hr) but also the second experiment
sample (Run S*, 72 hr) are excellent for Si0; and
m13%, The exceptions for Run § at 150°C and for
Run S* at 350°C may represent sample sensitivity to
handling prior to analysis.

The precision of the sodium analyses is not as
good as that of the si0; or a3+, put it is still
well within acceptable limits (+10%). The chloride
precision is closer to that of silica and aluminum
for the low and middle temperature samples. At high
temperatures, however, the concentration is very
close to the lower limit of the chloride ion selec-
tive electrode (Orion Research, 1977), and the pre-
cision is degraded.

The high-temperature, reversible loss of chlor-
ide ion was unexpected. This phenomenon is illus-

trated in Figure 2, where the average chloride value

for Run S as well as the chloride values for Run S*
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-250 @ . . . . . . .
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Figure 1. Chemical analyses for Si0,, A13%, wat,
and C1” as a function of temperature.
[XBL 8012-2438].
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Figure 2. High-temperature, reversible loss of
chloride ion plotted as a function of temperature.
[XBL 8012-2439]

and Run R (a 1072 N NacCl experiment) are plotted as
a function of temperature. The chloride concentra-
tions were checked by silver nitrate titrations
using a silver selective electrode as an end-point
indicator. Surface area calculations appear to rule
out adsorption as the mechanism. A decrease in the
sodium concentration is also observed in Figure 1;
however, it is not clear whether it is related to
the removal of chloride ion. Further study will be
required before the mechanism for chloride ion re-
moval from solution is understood.

The hydrogen ion concentration of the quenched
samples is plotted in Figure 3 for Runs $ and S*.
Considerable difficulty was experienced in measuring
the pH of some samples where the pH continued to
drift even 50 minutes after starting the pH determi-
nation. Measuring the pH of a quenched sample that
has not equilibrated internally will require further
investigation.

Evaluation of Data

The solubility quotients of albite for the diiiy

“given in this report have been evaluated, but are

not presented here. It appears that the .inaccura-
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Figure 3. Quench pH as a function of temperature.
- [XBL 8012~2440)

cieg inherent in the existing dissolution constants
for aluminum species at elevated temperatures are
presently too large for acceptable interpretation.
This, together with recurring problems in measuring
the pH of quenched samples and the unexplained be-
havior of the chloride ion in-solution, necessitates
additional interpretive studies before a final eval-
uation can be completed.

Conciusions and Future Acﬁivities

~iCurrent knowledge of aluminum speciation in
aqueous solutions at elevated temperatures is contra-
dictory and inconsistent with some phase relations
observed in the laboratory experiments reported here
and previously. Because such knowledge is critical
to the interpretation of the results presented here,
studies will be made of aluminum speciation in solu-
tion at elevated temperatures by means of a series
of diaspore (Al0(0H)) solubility experiments in sup-
porting electrolytes of varying alkalinities.

" system.
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Further studies will be made to find a means
of eliminating pH drift in samples measured at 25°C.
A high~temperature pH electrode system will also be
fabricated and tested using the current autoclave
‘The pH electrode design reported by Niedrach
(1980) will be used.

The reversible disappearance of chloride ion
from solution at elevated temperatures will be in-
vestigated more fully, if time permits, and suitable
diagnostic experiments can be conceived.
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THERMODYNAMIC PROPERTIES OF SILICATE LIQUIDS

I. S. E. Carmichael, M. S. Ghiorso, L. K. Moret, M. Rivers, and J. Stebbins

For several years measurements have been made
at LBL of properties of silicate liquids as a func-
tion of composition and temperature. Although the
compositional range of naturally occurring silicate
liquids erupted as lavas is large, it is systematic
and finite, and experiments can be designed on the
basis of simple assumptions to cover the known nat-
ural range. This has been done with measurements
of density of silicate liquids at 1 bar, in which
it was shown that, within the limits of error in the
measurement (1-2%), multicomponent silicate liquids
mix ideally with respect to volume (Nelson and
Carmichael, 1979). On the basis of these results
coupled with earlier measurements on the heat capac-
ities (Cp) of silicate liquids (Carmichael et al.,
1977), a regular solution model for a 17-component
silicate liquid was formulated (Ghiorso and Carmi-
chael, 1980) using experimental equilibria between
s8olid solutions and silicate liquids as a function
of pressure and temperature. Experimental results
involving only two solid-solution series, the oli-
vines and the plagioclase feldspars, were used to
develop the solution model, but nevertheless it
correctly showed that liquid immiscibility would be
found in high $i0; liquid compositions and also in
certain lunar lavas. It also predicted partial
molar free energies of Si0; which were in close
agreement with those calculated by other means.

However, it was necessary to develop a compu-
tational technique to calculate the compositional
limits of the two immiscible liquids, and this has
been done recently. The problem is to develop a
method which will predict the occurrence of immis-
cibility and the equilibrium composition of coexist-
ing immiscible phases, given a solution model which
expresses Gibbs free energy as a function of temper-
ature, pressure, and composition. Current methods
for such calculations (Brown and Skinner, 1974;
Barron, 1976) are inadequate in all but the simplest
binary and ternary systems. We have pursued a meth-
od based upon minimization of the total free energy
of mixing in the multiphase, multicomponent system.
We have used nonlinear optimization subject to lin-
ear constraints, where the function to be minimized
is

n¢ nc
mixing _ z 2 xS
G systen RT ni n Xi + g v
$=1 1=1
where n¢ = the number of immiscible phases and nc

is the number of components. The linear constraints
are

n¢
z .6 ™,total i=1, nec,
$=1

1,6 i=1 nc; ¢ =1, nd,

which express conservation and nonnegativity of mass
for each component.

The optimization algorithm we use is the pro-
jected gradient method of Gill and Murray (1972),
using the program LCMNA from the BKY computer center
library SOURCE.

We have tested the method by calculating the
phase relations in two ternary solution systems
studied by Barron (1976). Our results agree with
his and are probably two orders of magnitude more
efficient. We have used the technique to study
the 10-component regular solution formulation for
silicate liquids of Ghiorso and Carmichael (1980).
For a bulk composition represented by the residual
liquid in a lunar basalt, we predict the coexistence
of an FeO-rich, S5i0Op-poor liquid with a second
liquid which has broadly the composition of basaltic
andesite. This is in general agreement with obser-
vations made on natural lavas.

Solution models for multicomponent silicate
liquids depend in part upon standard state proper-
ties of either simple liquid oxides as a function
of pressure and temperature or simple compounds.
Because of the widespread geological interest in
the effect of pressure on the melting temperature
of common rock-forming minerals, their fusion curves
are often well known to 30 or 40 kbars. With these
data it should be possible to compare fusion curves
calculated from both liquid and solid thermodynamic
properties, and it is to this end that a sustained
effort has been made to measure liquid properties.

A series of measurements of the enthalpies and
heat capacities of glasses and stable liquids in the
NaAlsijOg -~ CaAl,Si,Og system (abbreviated Ab = An)
has been completed. Data for glasses in the temper-
ature range from 840 to 1060 K, and for the liquids
between the liquidus and about 1880 K, have been
fitted to the linear equations shown in Table 1.

The enthalpy results for Abggg and Anggo glasses

- agree within a few tenths of one percent with those

given by Richet and Bottinga (1980) and Krupka et
al. (1979), and the results for stable Abggy liquid
are very close to those of Richet and Bottinga in
the region where the data overlap.

The heat of fusion of albite can be calculated
by combining the data on the enthalpy of the liquid
with the heat of vitrification at 985 K reported by
Weill et al. (1980) and with the estimation of the
thermal properties of crystalline high albite of
Helgeson et al. (1978). The derived equation foésiJ
the enthalpy of fusion as a function of temperat
above the melting points (1391 K) is
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£Rb,T

- 15,01 x 1057 cal/mol,
with AgHq39¢ = 13.19 Kcal/mol. Enthalpy values
calculated from the regressions of the data for
each intermediate glass composition in the Ab-An
system at a temperature such as 985 K are colinear
with the values for the end-members within experi~-
mental error. This is also true for stable liquids,
indicating that within the experimental error, there
.18 no excess heat capacity within the binary. Par-
_tial molar heat capacities for Ab and An components
are 88.9 and 113.8 cal/mol K, respectively.

The heat of mixing (A H) of the stable liquids
in the Ab~An binary can be calculated by combining
the data presented here with the heats of mixing in
the glasses determined by solution calorimetry at
985 K. The best approximation may be that A H is
independent of temperature, with a minimum of about
-2 Kcal/mol at about Abgg. - The data do, however,
permit this value to be reduced in magnitude to
about -1 Kcal/mol. : .

- Data on the enthalpies of the liquids can be

combined with solid-liquid phase equilibrium data
and with recent measurements of ApH in solid plagio-
clase measured at 970 K by Charlu et al. (1980).
The results of such calculations indicate that for
reasonable models of mixing entropies, the enthal-
pies of mixing for the solid and liquid solutions
must be of similar sign and magnitude.

This suggests that a significant change in the
heat of mixing in the solid must take place between
970 K {where AjH = 1.2 Kcal/mol) and solidus temper-

es. . Such a change could be related to the tri-
ic to monoclinic phase change in albite-rich
plagioclase at high temperatures. .

Barron, L. M., 1976.

Table 1. High temperature heat contents of glasses and liquids.
i . Regreséions of glass data Regressions of liquid data
Ab100 HT - H3°° = =27.76 + 0,7544T HT - 5300 = =44.147 + 0,088872T
N =6 20 = 0.43 N = 15 20 = 0.72
Ab75An25 HT - H300 = 29,11 + 0.0770T HT’f H300 = =51,422 + 0,094250T
N =6 20 = 0.54 N =6 2g = 0.63
Ab50An5° HT - 3300 = «26.46 + 0.07447T HT - H300 = ~60,539 + 0.10111T
N=35 20 = 0,43 - N =28 20 = 0.49
AbzsAn75 HT - Hsoo = =29,08 + 0,07724T HT - 3300 = «67.395 + 0.10641T
N=25 20 = 0.46 N =6 20 = 0.46
An100 HT - 3300 f =30.04 + 0.07784T HT - H300 = =87.72 + 0.11?2T
N=25 20 = 0.35 N=29 2g = 0.46
AH, . =-10081 + 271727 - 6.95 x 10727 REFERENCES CITED
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CHEMICAL TRANSPORT IN NATURAL SYSTEMS
C. L. Carnahan

Processes occurring in nature can be charac-
terized generally as irreversible changes in which
unbalanced forces cause flows of matter, energy,
and momentum through open systems. The transport
of chemical materials dissolved in groundwater
flowing within a porous or fractured rock matrix is
such a process, and is affected by spatial and tem-
poral variations of hydraulic potential, chemical
potentials, and temperature. In particular, concen-
trations of dissolved materials are influenced by
irreversible processes of convection, diffusion,
mechanical dispersion, and spontaneous chemical
reactions. It is evident that a complete descrip-
tion of phenomena associated with chemical trans-
port in any natural system should account for the
system's irreversibility (or departure from equi-
librium) by means of a formalism capable of produc-
ing quantitative results which are consistent with
experience and the laws of nature. Such a formalism
exists in the thermodynamics of irreversible proc-
esses, which we are applying to the subject problem.

The thermodynamics of irreversible processes
is based on several fundamental assumptions. One
of these assumptions states that any flow of mass,
energy, or momentum in an irreversible system is,
in principle a linear function of all the forces
acting on the system; thus flows may be thermodyna-
mically coupled in the sense that a contribution to
a given flow may arise from a seemingly unrelated
force (Fitts, 1962). A consequence of this assump~-
tion (and others) is the prediction of certain rela-
tionships between the phenomenological coefficients
relating flows to forces; with one important excep-
tion, these relationships have been verified experi-
mentally for the processes of interest in our work
(Miller, 1960; Miller, 1974). The exception is the
set of processes consisting of chemical reactions;
it appears that the assumptions of the thermodynam-
ics of irreversible processes do not adequately
describe simultaneous chemical reactions and their
coupling with each other if the reactions are sig-
nificantly removed from equilibrium. However, it
can be shown that chemical reactions cannot be
coupled to flows of mass and energy in most systems
of interest to this work (Carnahan, 1976). More-
over,  natural hydrogeochemical systems are often in
a state very close to chemical equilibrium. For
these reasons, we have tentatively retained the

Richet, P. and Bottinga, Y., 1980.
of liquid silicates:
NaAlSi3z0g and K58i,09.
Acta, in press.
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Geochim. Cosmochim. -

\

Weill, D. F., Hon, R., and Navrotsky, A., 1980. The
igneous system CaMgSijsOg - CaAlySisog -
NaAlSi3Og: Variations on a classic theme
by Bowen. In R. B. Hargraves (ed.), Physics
of Magmatic Processes. Princeton University
Press, p. 49-92.

' phenomenological description of chemical reactions

while excluding reaction-reaction coupling. (It

is important to distinguish between thermodynamic
coupling and ordinary interference between trans-
port processes. In the thermodynamics of irrevers-
ible processes, symmetry considerations prohibit
coupling between scalar rates of chemical reactions
and vector flows of matter and energy. However,
chemical reactions can alter local gradients of
chemical potentials of reactants and products and
thus alter mass flows; this effect is termed inter-
ference (Wei, 1966). We are currently investigating
the feasibility of replacing the phenomenological
description of chemical reactions by a chemical-
kinetic formalism for use with reactions which may
be significantly removed from equilibrium.

A central concept in the thermodynamics of
irreversible processes is the rate of production
of entropy by irreversible processes occurring
within a volume element of the system of interest;
changes of entropy density by convective transport
of entropy through a volume element are excluded
from the production rate. The entropy production
rate has several useful properties. First, when
correctly formulated mathematically, it provides
the identification of specific flows and forces act-
ing on the system (Denbigh, 1951); these quantities
are not always self-evident, and are required for
subsequent formulation of the phenomenological
equations relating forces and flows. Second, the
entropy production rate provides a quantitative
measure of the extent of irreversibility in a
system; specifically, it is numerically always
positive if any irreversible process is occurring,
and decreases to zero in the state of thermodynamic
equilibrium.

A third useful property of the entropy produc-
tion rate is related to its behavior in steady-state,
nonequilibrium systems. Suppose a nonadiabatic
system is acted on by several constrained forces;
the system will produce entropy at some fixed,
positive rate. If now the constraints are removed
from some (but not all) of the forces, the system
will progress to a time-invariant state in which the
rate of production of entropy will have a local ﬁ
minimum value determined by the magnitudes of
remaining, constrained forces; simultaneously, the



. potentials.
.- gystem consists of contributions to the mass flow

“" chemical potential are consant (or zero).

flows conjugate to the unconstrained forces will
vanish (Katchalsky and Curran, 1967). (If all
constraints are removed, the rate of production of
‘~=f?tropy will decrease to zero, all flows will"

anish, and the system will then be in a state of
thermodynamic equilibrium.) Immediately evident is
the possibility of using this minimum property of
steady-state systems as an aid in the analysis of
conplex, multicomponent, reacting, open systems
which are in steady states but not at thermodynamic
equilibrium, in a manner analogous to the classical
minimization of the Gibbs free energy in determin-
ing the composition of a closed reacting system
which has progressed to an equilibrium state.

Our work this year has focused on the study of
steady-state mass transport in the presence of
chemical reactions. In particular, one-dimensional,
isothermal systems with constant values of chemical
potentials at the boundaries and one or two first-
order, reversible chemical reactions were investi-
gated. In the formalism of the thermodynamics of
irreversible processes, the driving force for dif-
fusional transport of a solute is the negative gra-
dient of the chemical potential of the solute, and
the driving force for a chemical reaction is the
thermodynamic affinity, which is a linear function
of the chemical potentials of the reaction's reac-
. tants and products. Mass flows are postulated to
. be linear functions of all gradients of chemical
Thermodynamic coupling in such a

of a given solute arising from the gradients of the
chemical potentials of other solutes. This approach
allows study of mass transfer in time-invariant
systems which are not in chemical equilibrium, in

. contrast to the classical approach which assumes
equilibrium in all chemical reactions. In the

. absence of chemical reactions, chemical potentials
“-in one~dimensional, steady-state systems with

" constant-potential boundaries are linear functions
'of -distance between boundaries; i.e., gradients of
We have
found that thermodynamic coupling between mass flows
changes only the magnitudes of the gradients, and
does not disturb the linearity. The presence of
‘one or more chemical reactions, however, renders
‘the potential distributions nonlinear and may dras-
‘tically alter the distributions of potentials and
mass concentrations. It was found for the systems -
studied that in the presence of a chemical reaction
the chemical potential distributions achieved
configurations in ‘the steady state such that the
affinity of the. reaction was driven toward zero to
the largest extent possible within the confines of
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the system (assuming nonzero values of affinity at
the boundaries). This result is consistent with
the property of minimum production rate of entropy
in the steady state. Furthermore, our modeling
studies have shown that the presence of thermody-
namic coupling of mass flows in a reacting system
can significantly modify values of chemical poten-
tials, mass flows, and chemical reaction rates from
values predicted in the absence of coupling. In
particular, values of chemical potentials in the
state of chemical equilibrium of a reacting system
(by definition, when the thermodynamic affinity of
the reaction equals zero) may be displaced, by
coupling, from values predicted by the methods of
classical thermodynamics. :

We are currently extending these studies to
investigation of the form of the entropy production
function generated by an arbitrary number of inde-
pendent, thermodynamic forces acting on an open,
nonisothermal systém. .
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VISCOSITY OF NaCl, KCl, and CaCl2 SOLUTIONS UP TO 350°C AND 50 MPa

S. L. Phillips, H. Ozbek, A. Igbene, and G. Litton

Summarized here are the results of a review
of the available data on the viscosity of sodium
chloride, potassium chloride, and calcium chloride
solutions for the following ranges of geothermal
conditions: temperatures up to 350°C, pressures up
to 50 MPa, and concentrations up to 5 m (27 wt %)
(Lyon and Kolstad, 1974; Phillips- et al., 1979).
The interest in sodium chloride solutions stems
partly from the fact that NaCl is the major dis-
solved electrolyte in geothermal brines. For
example, wells in Baca Location No. 1 in New Mexico
contain over 2000 ppm Na and over 3000 ppm Cl; wells
in East Mesa, California, have over 700 ppm Na and
over 800 ppm Cl; and wells in the Salton Sea area
of California have 10,000 to 50,000 ppm Na and
20,000 to 160,000 ppm C1 (Phillips et al., 1980).

Viscosity of a liquid is a measure of the
resistance of the liquid to flow; the reciprocal of
viscosity is the fluidity. The addition of electro-
lytes to water either increases or decreases the
viscosity of the resulting solution. For example,
addition of NaCl, BaCly, LaClj, KCl, or CaCly in-
creases the viscosity, whereas CsNO3 can decrease
the viscosity. The magnitude of the change in vis-
cosity differs for each electrolyte (Phillips et
al-, 1980)-

Data on the change in viscosity of NaCl solu-~
tions with temperature, concentration, pressure,
and with other dissolved constituents are necessary
for calculating fluid volumes when injecting brines.
A 139°C (282°F) change in temperature for a 1.11
specific gravity brine will cause an estimated
88.5% decrease in viscosity for a geothermal fluid.
This change may be compensated by a decrease in
pumping capacity. A note of caution: the temper-
ature change will also cause a decrease in density
and thereby increase the fluid volume; this could
necessitate an increase in pumping capacity. Thus,
on relating the effects of changes in viscosity for
predictive modeling, other properties such as den~
sity changes need to be considered.

Viscosity data are also used to calculate
other properties of solutions, such as kinematic
viscosity, and to interpret the structure of
electrolyte solutions. In this case, the data are
interpreted in terms of ion-water interactions--for
example the degree of hydration of dissolved elec~
trolytes whose concentrations exceed about 1 m,
such as LaClym and of more dilute solutions of
other electrolytes, such as NaCl (Spedding and
Pikal, 1966).

Correlation Equation for Sodium Chloride Solutions

Over 1500 selected data points were used to
develop our correlation; all were initially given
equal weight. The form developed is similar to
that derived by Vand for colloids and nonelectro-
lytes with an added exponential term.

:—--1+am+hn2+an3‘+d'1‘(1-ekm), T}

w

where a = 0.0816, b = 0.0122, ¢ = 0.000 128,

"d = 0,000 629, k = ~0.7, T = temperature (°C),

m = molal concentration (g-mol NaCl/Kg Hy0),

n = absolute viscosity of NaCl golutions (centi-
poise), and n, = viscosity of water (centipoise).
In equation (1), the viscosity of water is calcu~-
lated from

5 4 i 5 |
d T* d

Ny ™ Mo®*P | v z 2 bij('r - ') (d* 1)
i=0 §=0

with

1/2 3 k|-
T T*
"o "(-r) > ﬂ(r) 2
k=0

(in Pa-s, or 103 cP) where T* = 647.27°K and

d* = 317.763 kg/m3. As can be seen, equation (1)
reduces to that of water when m = 0, and reduces to
polynomial form with a temperature correction term
for large values of molality. Equation (1) repro-
duces the experimental data to an average of better
than 2% over the ranges 10-350°C, 1-50 MPa and 0-5 M.
See Table 1 for values of n up to 195eC.

The change in viscosity for NaCl solutions has
been studied for pressures up to 150 MPa and temper~
atures to 356°C. Over these ranges the viscosity
increases by 1-2%.

Data published by Grimes et al. (1979) on the
viscosity of XCl solutions up to 150°C and saturated
vapor pressures are given in Table 2. The relative
viscosity of KCl solutions is lower than that of
NaCl solutions at equivalent molal concentrations
and temperatures. Furthermore, the addition of
NaCl in the molal ratio 3:1 gives a solution with a
relative viscosity higher than that for 4 m KC1 but
less than that of 4 m NaCl.

Data on the viscosity of CaCl,; solutions up
to 90°C were published recently by Gruzdev et al.
(1977) and by Goncalves and Kestin (1979). Plots
of the relative viscogity of CaCl, solutions up to
90°C for concentrations between 0.474 and 4.4 m
show a flat region over which there is no change
in viscosity; at 4.4 m, the relative viscosity
decreases over the temperature range 50-90°C. Addi-
tionally, the relative viscosity values are higher
than those of comparable NaCl solutions by a factor
of 1-2. We have correlated the experimental da \
contained in the International Critical Tables,tiuia/
well as that published in Gruzdev et al. (1977) and
Goncalves and Kestin (1979), for concentrations up



Table 1. The absolute viscosity of Nacl solutions in cp up to 195°C and 5 m
concentrations. Pressure = 0.1 MPa.
Temp. Density* Molal concentration of NaCl
(°c) (kg/m3) - 0 1 2 3 4 5
0 999,557 1.7937 1.9622 2.,1758 2.4360 2.7440 3.1013
5 999.676 1.5209 1.6661 1.8485 2.0696 2,331 2.6343
10 999.428 1.3082 1.4352 1.5931 1.7838 2.0090 2,2698
15 998,850 1.1391 1.2515 1.3899 1.5564 1.7527 1.9799
20 997,976 1.0024 1.1029 1.2255 1.3724 1.5454 1.7454
25 996.833 0.8903 0.9810 1.0905 - 1.2214 " 143752 1.5529
30 995,446 - 0.7972  0.8796 ~ 0.9783 - 1,0958 1.2336 1.3929
35 993.838 0.7189 0.7944 0.8840 . 0,9902 1.1146 1.2583
40 992,025 0.6525 0.7220 0.8038  0,9005 1.0135 1. 1440
45 990.025 0.5955 ~ 0.6600 . 0.7351 0.8236 0.9269 1.,0460
50 987.581 0.5464 0.,6064 -  0.6757 0.,757% 0.8520 0.9614
55 985.512 0.5036 - . 0.5597 . 0.6240 0.6992 0.7868 0,8877
‘60 983,021 0.4662 - 0.5188 . 0.5787 0.6485 0+7296 0.8230
65 980.383 0.4331 0.4827 0.5387 0.6038 0.6792 0.7661,
70 977.605 0.4039 0.4507 0.5033 0.5641 0.6345 0.7155
75 974.694 0.3778 - 0.4222 0.4717 0.5287 045947 0,6705
80 971.653 - 0.3544 = 0.3967 0.4434 0.4970 0.5590 0.6301
85 . 968,487 0.3335°  0.3738 0.4179 0.4685 0.5269 0.5939
90 965. 197 0.3145 0.3530 0, 3950 0.4428 1044979 0.5611
95 961,786 0.2974 0.3343 0.3741 0.4195 0.4716 0.5314
100 958.257 0.2818 0.3172 0.3552 0.3983 0.4477 0.5044
105 954.610 0.2676 0.3016 0.3379 0.3789 0.4260 0.4798
110 950.847 0.2546 0.2874 0.3221 0.3612 0.4060 0.4573
115 946,968 0.2427  0.2743 0.3076 0.3450 0,.3878 0.4366
120 942.974 0.2317 - 0.2623 0,2943 0.3301 0.3710 0.4177
125 938,866 0.2217 0.2513 0.2820 0,3163 0. 3555 - 0.4002
130 .934.644 0.2124 0.241 0.2707 . 0+,3036 0.3412 0.3840
135 930.309 0.2038 0.2316 0.2602 - 062919 . 0.3280 0.3691
140 925.861 0. 1958 0.2229 0.2505 0.2810 0.3157 0. 3552
- 145 921,301 0.1884 - - 0.2147 0.2415 0.2709 0.3043 0.3424
150 916.629 10,1815 0.2072 0.2331 0.2615 0.2937 0.3304 -
155 ' 911.846 0.1751 0. 2001 0.2253 0.2528 0.2839 0.3193
160 906,953 0.1691  0.1936 0.2180 0.2446 0.2747 0.3089
165 901.950 0.1635  0.1875 0.,2112  0.2370 0.2661 0.2992
. 170 896.839 '0.1583 0.1817 0.2048 0.2299 0.2581 0.2902
175 891.622 0.1534 0.1764 0.,1989  0.2232 0.2506 0.2817
180 886,298 0.1489 0.1713 0.1933 0.2169 0.2436 0.2737
185 880,871 - . 0e 1446 0. 1666 0. 1880 0.2111 0.2369 0.2663
190 - 875.341 0. 1405 0. 1622 0. 1831 0.2056 0.2307 0.2592
195 869.711 0.1367 0.1580 0.1785 0.2004 042249 0.2526

*Density of pure water.
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to 4 m (30 wt %) and temperatures up to 70°C.

Table 3.

Table 2. The absolute viscosity of aqueous KCl solutions in cp up to 150°C
and 5 m concentrations. Pressure is equal to 0.1 MPA or the vapor
pressure, whichever is higher. ) Q‘Fj

Temp. Molal concentration of KCl

(°C) 0.5 1 2 3 4 5

25 0.8989 0.9041 0.9107 0.9234 0.9559 1.0217
30 0.8066 0.8133 0.8243 0.8407 0.8732 0.9321
35 0.7289 © 0.7368 0.7512 0.7704 0.8026 0.8558
40 0.6630 0.6718 0.6888 0.7100 0.7418 0.7902
45 0.6064 0.6159 0.6349 0.6576 0.6889 " 0.7331%
50 0.5575 0.5675 0.5880 0.6118 0.6425 0.6832
55 0.5149 0.5253 0.5468 0.5715 0.6014 0.6391
60 0.4775 0.4882 0.5106 0.5357 0.5650 0.6000
65 0.4445 0.4553 0.4783 0,5037 0,5323 0.5649
70 0.4152 0.4262 0.4495 0.4750 0.5029 0.5335
75 0.3890 0.4001 0.4237 0.4491 0.4763 0.5050
80 0.3656 0.3766 0.4003 0.4257 0.4521 0.4792
85 0.3445 0.3555 0.3792 0.4043 0.4301 0.4557
90 0.3254 0.3364 0.3600 0.3848 0.4099 0.4342
95 0.3081 0.3190 0.3424 0.3669 0.3913 0.4144

100 0.2923 0.3032 0.3264 0.3504 0.3741 0.3962

105 0.2780 0.2887 0.3116 0.3353 0.3583 0.3794

110 0.2648 0.2755 0.298% 0.3212 0.3436 0.3638

115 0.2528 0.2633 0.2856 0.3082 0.3300 0.3494

120 0.2417 0.2521 0.2740 0.2962 0.3173 0.3360

125 0.2315 0.2418 0.2633 0.2849 0.3054 0.3235

130 0.2221 0.2323 0.2533 0.2745 0.2944 0.3118

135 0.2134 0.2234 0.2441 0.2647 0.2840 0.3010

140 0.2054 0.2153 0.2356 0.2556 0.2744 0.2908

145 0.1980 0.2078 0.2276 0.2471 0.2653 0.2813

150 0.1912 0.2008 0.2202 0.2391 0.2568 0.2724

See

Measurements of the viscosity of mixtures of
NaCl and CaClj over the range 20-90°C and up to 35%
concentration show that the viscosity is higher than
that of NaCl, even at equal molal concentrations.

Table 3. The relative viscosity of CaCl, solutions

up to 70°C and 3 m concentrations.

Temp. Molal Concentration of CaCl,

(°C) 0.25 0.5 1 2 3

20 1.069 1. 146 1.321 1.785 2.488
25 1.071 1.149 1.328 1.797 2,463
30 1.073 1.152 1.334 1.809 2.477
35 1.074 1.155 1.341 1.823 2.492
40 1.075 1.159 1.348 1.836 2.507
45 1.078 1.163 1.355 1.849 2.523
50 1.079 1.166 1.363 1.860 2.537
55 1.082 1.170 1.371 1.877 2.555
60 1.084 1.175 1.379 1.892 2.570
65 1.086 1.179 1.388 1.907 2.586
70 1,088 1.184 1.397 1.923 2.604

For NaCl/CaCl, ratios of about 2:1, the viscosity

is about 10% higher than for equivalent NaCl solu-
tions; the viscogity is about 25% higher when the

molal ratio is 1.

SUMMARY AND CONCLUSIONS

The change in relative viscosity with concen-
trations differs markedly for CaCl, solutions as
compared with NaCl and KCl solutions. See, for '
example, Figure 1. 1In this figure data for LaClj
obtained from Spedding’'s paper are plotted for com-
parative purposes. BAs can be seen, the curve for
CaCl; has a shape similar to that of LaClj. The
shape of the curve for LaClj has been attributed to
the highly hydrated 1at3 ion; it is likely that the
rapid increase in viscosity for ca*? jg related also
to hydration. Application of the Vand equation
might assist in verifying that the large increase
in viscosity at concentrations exceeding about 3 m
is due to an obstruction of the stream lines in the
water solvent by hydrated cat? ionms. By contrast,
KC1l is not considered to be highly hydrated in
aqueous solutions. Additional information about
this approach is found in the publications by Vand
(1948), Spedding and Pikal (1966), and Out and Los
(1980).

The A coefficient of the Jones-Dole equatiSiﬁj
is determined by ion-water interactions to form ion-
bound water complexes, and by ionic mobilities; the
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Figure 1. Relative viscosity of KCl, NaCl, CaCl,,
and LaCly at 20°C. [XBL 808-11239]

A coefficients are calculated from theory for NacCl,
KCl, and many other electrolytes. The B coefficient
of ions in water shows a strong temperature depen-
dence; the magnitude of B depends on the dissolved
salt and resulting ion-water interactions. The

dependence of B on temperature has been studied for’

NaCl, KC1, and other electrolytes (e.g., LiCl) by
Out.and Los up to 90°C, by Kaminsky (1957) for tem-
peratures between 12.5 and 42.5°C, and by Kay et al.
(out, 1980) for tetraalkylammonium halides between

0 and 65°C. Systematic studies of the D coefficient
are mainly those by Out and Los, and at 25°C, by
Desnoyers and Perron (1972).

The a, b, and c coefficients in the Vand equa-
‘tion have not been as well studied for aqueous elec-
trolytes such as NaCl. If the first term only is
retained, then the Vand equation gives an "excel-
lent representation of the viscosities of many
'strongly hydrated' electrolytes in the region of ~
moderate to high concentrations.” The rapidly in-
creasing viscosity with increased concentration is
attributed to an "obhstruction” effect, due to inter-
ference of large hydrated ions with the stream lines

" in the solvent. See Spedding and Pikal (1966).
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A DATABASE OF CHEMICAL PROPERTIES OF NUCLEAR WASTE ELEMENTS IN

AQUEOUS SOLUTIONS
S. L. Phillips and A. Igbene

A program has been initiated at Lawrence
Berkeley Laboratory (LBL) to evaluate critically
the existing data on the basic properties of nuclear
waste elements in order to predict the effects of
their long-term isolation in the geologic environ-

“ment. Included in the program are those elements
which are important to studies of the migration,
leaching, and treatment of nuclear waste constitu-
ents in water. The results of this work will con-
sist not only of tabulated data using an internally
consistent set of units, but also of a description
of methods useful in calculating data, recommended
values for each property and, where necessary,
recommendations for additional research (Phillips,
1980} .

The results of the work will be made available
in two different reports. One will be a critical

&

survey of currently available published data and
theory intended to identify significant research
gaps and to make recommendations for additional
research; the other will be a tabulation of experi-
mental and recommended values for each element and

property.

The objective of the program is threefold:
{1) to make a critical survey of the currently
available published data and theory of the thermo-
dynamic and physical properties of selected nuclear
waste elements in order to identify significant
research gaps, (2) to tabulate experimental values,
theoretical equations, and recommended values for
each property and selected waste element; and
{(3) to utilize modern computer methods for handling
bibliographic references and calculating numerical

data.

Table 1. The elements and soluble species included in the program.
Uranium and Alkali and
transuranium alkaline earth Metals Nonmetals
Uranium  U0x*2 Cesium cs*t Technetium TcO4~ Nitrogen  NO3~
vo,t TcO4”
uté Strontium sr*2 TcoCly” Iodine 105"
ut3 rcté 1
Radium Rat2 oct3
Americium AmO,*2 Selenium Se04™
amo,+ Thorium m+é se03~2
Am+4 se‘-2
Am*3 Tin sntt
snt*2 carbon co3™2
Curium cmtd HCO3™
ont3 Nickel Nit2
Phosphorus P04‘3
Neptunium NpO,+2 Zirconium zr*é po3~3
NpO,* gy +2
Npté Sulfur 50,4~2
Plutonium PuO,*2 Samarium  sm*3
Puoyt+ sm+2
Puté
put3 Iron ret3 -
Fet2 ‘ ]
Buropium Eut3




A number of radionuclides and their properties
are needed to predict the effectiveness of nuclear
waste handling systems. Priority will be assigned

those areas for which the need is greatest and
which the data are not readily available (see
Table 1 and Benson and Teague, 1980).

The LBL project will cover data relevant to
the following three major aspects of nuclear waste
handling: ~

1. Migration, where the solution is in contact
with the geologic enviromment. Parameters relevant
to migration include adsorption rate, desorption
rate, solubility, diffusion coefficient, dissolved
species, composition of the supporting electrolyte,
complex dissociation constant, heterogeneous equi-
1librium constant, pH, and Eh.

2. leaching, in which solidified nuclear waste
material is dissolved by a solution.. Typical param-
eters include solubility, rate of dissolution, sur-
face area, species, diffusion coefficient, diffusion
path tortuosity, porosity, permeability, convection,
pH, and Eh.

3. Treatment methods to remove long-lived
radiocactive waste elements from the solutions, main-
1y plutonium and américium. Selected parameters
include solubility, chelate formation constants, and
partition equilibrium constants.

Selected elements considered important to waste
handling include both those originally present in
the waste, and those which may form during the stor-
age period. The work will be limited to the species
formed by these elements in aqueous solutions con-
taining the most important ligands, such as hydroxyl,
chloride, sulfate, carbonate, phosphate, and organic
chelates (see Table 1). Site-specific data is spe-
cifically excluded from this work. ,

. In fiscal 1981 work was begun on our .first re-
port, which will consist of recommended values for
the hydrolysis constants of Pu specles (puo§+ Pu02
pPudt, pudt) to 200°C. Pertinent recent research
publications include Cleveland (1970), Allard et al.
(1980), Lemire and Tremaine (1980), and Rai et al.
(1980). )

Besides commonly used methods for measuring
complexation constants such as EMF, our work will
include a description of methods developed in other
fields, but which may have application to the meas-
urement of complexation constants. For example, the
rate of complexation might be measured from certain
electrochemical reactions according to the follow-~
ing theory for a coupled catalytic chemical reaction
(see, for example, Delahay (1954)):

OZ + ne + R+ 2Z

R+ 2 § 0z,

where 0Z is the electroactive complex. The initial
boundary-value problem for a diffusion-controlled
strochemical reaction with a coupled catalytic
tion can be described using Fick's law for a
planar electrode:

Rai, D., Serne, R. J., and 8wanson,vJ. L.,
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acoz_D ac"z+kcc
it 0z 2 RZ’
9x
2
Lo 3cC

‘R R
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ax
Initially,

- . . = ¥ =
t 0, 0 € x € w3 coz Coz, CR 03
then

: By *
t> 0, x» 3 COZ + Coz, CR + 0
x = 03 qoz = 0
o, Lo
nFA ~ 0z 3x '
- acoz : b -GCR
0z 3x Rax °

This boundary-value problem may be solved by apply-
ing the laplace transform.

REFERENCES CITED

Allard, B., Kipatsi, H., and Liljenzin, 1980.
Expected species of uranium, neptunium and
plutonium in neutral aqueous solutions. J.
Inorg. Nucl. Chem., v. 42, Pe 1015.

Benson, L. V., and Teague, L. S., 1980. A tabula-
tion of thermodynamic data for chemical
reactions involving 58 elements common to
radiocactive waste package systems. Berkeley,
lawrence Berkeley laboratory, LBL-11448.

Cleveland, J. M., 1970. The Chemiétry of Plutonium.
New York, Gordon and Breach.

Delahay, P., 1954.
Electrochemistry.
P 102.

New Instrumental Methods in
New York, Interscience,

Iemiré, Re Jo, and rTremaine, P. R., 1980. Uranium
and plutonium equilibria in aqueous solutions
to 200°C. J. Chem. Eng. Data, v. 25, P 361.

Phillips, S. L., 1980. A database of chemical
properties of nuclear waste elements in
agqueous solutions. Berkeley, Lawrence
Berkeley lLaboratory, LBID-162.

1980.
Solution species of plutonium in the environ-
ment. J. Environ. Quality, v. 9, p. 417.



54

GEOCHEMICAL ASSESSMENT OF FIVE POTENTIAL SITES FOR HYDROTHERMAL

MAGMA SYSTEMS
A. F. White

The need for a comparative assessment of
potential sites for deep drilling in continental
structures was assessed by the Workshop on Conti-
nental Drilling for Scientific Purposes, held at
Los Alamos, New Mexico. The workshop resulted in
a report entitled "Continental Scientific Drilling
Program”" (National Academy of Sciences, 1979).

The report identified major scientific objectives
in four areas of study: basement structures and
deep continental basins, thermal regimes, mineral
resources, and earthquakes. The Department of
Energy has a particular interest in thermal regimes
because of its commitment to utilization of energy
resources and waste disposal. Utilization of geo-
thermal energy, in situ fossil fuel recovery and
nuclear waste emplacement in geologic materials are
obvious examples,

A proposal to conduct a comparative assessment
of five potential hydrothermal-magma sites was pre-
pared and approved by the Department of Energy
(DOE), Office of Basic Energy Sciences in November
1979. The four participating DOE laboratories are
Los Alamos National Scientific Laboratory (LANSL),
Lavwrence Berkeley Laboratory (LBL), Lawrence Liver-
more National Laboratory (LLNL) and Sandia National
Laboratory (SNL). The five sites are The Geysers-
Clear Lake area, California, Long Valley, California,
Salton Trough, California, Roosevelt Hot Springs,
Utah, and the Rio Grande rift, New Mexico. Each
laboratory was assigned a task of evaluating speci-
fic aspects of each site, e.g., geology, geochem-
istry, geophysics, and energy transport. LBL was
assigned the task of geochemical evaluation. Each
laboratory also contributed personnel to each of
the other tasks. The ‘geochemistry subgroup was
chaired by the author. Other members included W. S.
Baldridge of LANSL, T. M. Gerlock of SNL, and K.
Krauss of LLNL.

CONCLUSIONS REGARDING IMPORTANT GEOCHEMICAL
MECHANISMS

Geochemistry of Magma and Associated Lavas

Primary magma sources in the earth's mantle
are beyond the reach of present drilling technology.
However, magmas that have been introduced into the
crust at shallow depth represent possible drilling
targets. Whereas geologic and geophysical tech=-
niques involving deep drilling can provide infor-

. mation regarding the depth, size, and heat distri-
butions of such magmas, igneous geochemistry is the
principal method available for addressing questions
concerning the origin and evolution of magmatic
systems at a given site. Specific questions involve
the origin, coalescence, migration, contamination,
emplacement, and crystallization of magma systems.
Two of the areas, Long Valley and The Geysers, are
inferred to be underlain by a simple large magma
chamber. One of the geothermal areas, Roosevelt

Hot Springs, may be underlain by such a magma
chamber. The remaining two, the Salton Sea geo—-
thermal area and the Rio Grande rift, occupy rift
settings. The Salton Sea area is located in an
oceanic~ridge transform zone and apparently is not
underlain by a large magma body. The thermal
anomaly is caused by dike injection from small
spreading centers. The Rio Grande rift is a major
continental rift related to the Basin and Range
extensional province. At least one area of the
rift, the Valles Caldera, is probably underlain by
a large, high-level silicic magma reservoir.

Geochemistry of Hydrothermal Fluids

In general, the data describing the chemistry

-of hydrothermal fluids have two applications. One

application is related to answering scientific ques-
tions in related fields. For example, geothermom-
eters can be used to estimate reservoir temperatures.
Isotopic data can be employed in estimating age and
origin of hydrothermal fluids. Dissolution and
aqueous equilibrium constraints can be applied to
determine diagenetic changes in secondary permea-
bility and reservoir evolution.

The other application is to use the data to
answer basic questions concerning chemical mechan~
isms and evolution of hydrothermal fluids. For
example, the literature indicates that hydrothermal
fluids at all sites are high in certain elements,
including As, B, Br, F, Cl, and Li. Are these
elements derived directly from magmatic sources or
from dissolution of reservoir rocks? What is the
source of abundant sulfur associated with these
solutions? Another major question that can be
resolved by drilling is the relationship between
hydrothermal solutions and transport and deposition
of ore-forming elements.

All five of the proposed sites possess surface
and subsurface manifestations of hydrothermal activ-
ity to varying degrees. Table 1 is a summary of
typical solution compositions associated with each
site. Two of the sites, The Geysers and, to a
lesser extent, the Valles Caldera, possess vapor-
dominated systems. Mercury deposition is associ-~
ated with The Geysers system, and anomalous heavy
metal concentrations occur in the Salton Trough
brines.

Geochemistry of Hydrothermal Alteration

Hydrothermal alteration represents the inter-
face between the aqueous and/or vapor geochemistry
and -the geochemistry of the reservoir rock. Such
alteration may be controlled by the development of
hydrothermal circulation. In turn, hydrothermal
alteration may increase or decrease rock permeabil
ity and affect both circulation and convective heat
transport. Such hydrothermal alteratidn_records



C

Table 1. Examples

of water compositions associated with geothermal systems in ppm.

Sioy Al

Fe

Mn

i

As

Ca

Mg

Na K

i

HCO3

Coj3

S0,

a

Br NO3

HaS

pH

Temp.

Geysers-Clear Lake
vapor-dominated
system!

225

14

63

14

47

281

12 5

1400

5710

3.1

1.8

100

Geysers-Clear Lake
water reflecting
serpentization

0.4

0.2

-

40

0.3

19 11

0.19

004

63

0.02

11.54

Geysers-Clear Lake
water reflecting
weathering of
serpentine

170

0.66

0.22

30

238

162 26

1258

0.2

6.3

272

19

6.17

52

Geysers-Clear Lake
water from Great
Valley sequence

190

1.4

58

9140 460

14

7390

23

11,000

15 =

293

7.2

57

Long Valley
_thermal ,waters‘

110

0.74

50

0.6

410 30

2.8

416

96

200

8.4

10.6

6.5

79

Long Vall,e& shal-

low water systems5

0.02

23 40

0.04

90

8.1

5.7

0.5

0.37

6.8

11

Rio Grande rift
Valles Caldera
thermal water

170 -

7.3

13

4800 180

1600

2600

16

14 -

26

7.7

Rio Grande rift
gr:ounclwat:ez'8

%

160"

6.6

510 63

—-—

773

290

300

4.4

3,0 ==

7.4

6.6

Roosevelt Hot
Springs thermal
water

639

0.016

3

0.26

2072 403

25

48

3532

5.0

92

Salton Trough
brine

400

© 2000

1370

28,800 10

‘53,000 16,500

210

682

26

155,000

390

5.2

>300

Salton Trough
surface water!!

M

0.5

>0.3

1

435

69

5430 334

12

52

630

414

8920

9.1 -

62

6433

34

1 Table 1, White (1970).

Table 2, Barnes and O'Neil (1969).
Seigler Spring, Barnes et al. (1973).
Wilbur Springs (Table 1), Barnes (1’970).

5 35/28E-13ES3 (Table 1), Mariner and Wiley (1976).
6 25/28E-25AS1 (Table 1), Mariner and Wiley (1976).
N4 (Table 1), Trainer and Lyford (1979).

8 n17 (Table 1), Trainer and Lyford (1979).

9 sample #3, Parry et al. (1980).
10 w02 11D, Helgeson (196€8).

11 pable 1, Muffler and White (1969).

1)
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not only the presently active hydrothermal processes
but also the past spatial, chemical, and temperature
regimes in such systems. Access to such a record
by drilling would be important in determining whe-
ther hydrothermal alteration reduces permeability
sufficiently to cause liquid~dominated hydrothermal
systems to evolve into vapor-dominated systems.
Spatial distributions of hydrothermal alteration is
also important in evaluating geophysical anomalies
associated with geothermal sites. Deep drilling
also offers an oppportunity to observe alteration
assemblages and specific hydrothermal solutions at
known temperatures and pressures.

The review of available information and con-
clusions regarding geochemistry at each site has
been published (White, 1980).

RECOMMENDATIONS ON SPECIFIC SITE SELECTION

On the basis of conclusions of the geochem-
istry and other subgroups (Goff and Waters, 1980;
Hardee, 1980; White, 1980), the following recom-
mendations have been made to DOE and the National
Academy of Sciences for specific sites in order of
preference.

1. Valles Caldera. A scientific drilling
program emphasizing features associated with the
resurgent dome of the caldera would provide impor-
tant information in developing an understanding of
caldera-forming hydrothermal systems common in con=-
tinental regimes. The proposed drilling program
consists of a deep hole (10 km) sited on the
resurgent dome. Technological developments would
be required, and a hole of moderate depth ( 5 km)
would be the initial target.

2. The Geysers-Clear Lake Area. Scientific
drilling at The Geysers provides a unique opportu-
nity to assess the roots of a major vapor-dominated
geothermal system. This uniqueness does limit
potential application of the results in liquid-
dominated active and fossil geothermal systems.

A carefully conceived, comprehensive and extensive
drilling program will be required given the struc-
tural and geologic complexity of the area.

»

3. salton Trough. Available data indicate
the presence of intrusions, perhaps as dike swarms
at depths of 2-10 km. Scientific drilling in this
area would provide valuable information about the
roots of an economically important geothermal sys-
tem associated with an oceanic spreading center,
but only limited information on magmatic sources.
It is probable that magma targets are small and
distributed.

4. Long Valley. Recent data indicate that
low-temperature gradients may preclude the existence
of magma at depths accessible by drilling. Many of
the scientific questions of interest to continental
drilling concerning caldera development can be an-
swered by drilling at the Valles Caldera, a more
promising target.

5. Roosevelt Hot Springs. The current data=-
base 1s inadequate for direct comparison with the
other four sites.
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Q'E‘iEEl" ELECTROMAGNETIC CRUSTAL SOUNDING IN NORTHERN NEVADA
M. ). Wilt, N. E. Goldstein, H. F. Morrison, and J. R. Haught

The Battle Mountain heat-flow high, situated
in north-central Nevada, covers several thousand
square miles in five counties. This region is
characterized by an average heat flow that is twice
the continental average and by a nunber of geother-
mal ancmalies (Fig. 1). Geologically this area is
known for its high elevation, frequent earthquakes,
fairly recent volcanism, and the presence of numer-
ous thermal springs (Garside and Schilling, 1979).
There are also suggestions of continental spreading
and abundant evidence of recent faulting (Lachen~
bruch and Sass, 1977). ’

The origin and nature of this large region of
anomalously high heat flow have not been studied in
great detail, although significant work has been
done (e.g., Sass et al., 1971; Thompson and Burke,
1974).  Seismic evidence from distant earthquakes

and nuclear tests has indicated an anomalously shal=--

low crustal section in thig region overlying a low-
velocity mantle (Hill and Pakiser, 1966; Majer,
1978). There are also indications (from a seismic
refraction experiment) of a general upwarp in the
mantle surface in this region (Majer, 1978). Mag-
netotelluric surveys in northern Nevada and Idaho
have indicated the presence of low-resistivity gzones
as shallow as 10 km and at a depth of 15 km through~
out the region (Morrison et al., 1979; Stanley et
al., 1977). Although the presence of these zones
remains unconfirmed by seismic or gravity measure-
ments, it is possible that both of these methods
.-could miss such features if they are relatively
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Figure 1. Buena Vista Valley in north central
Nevada, field site for experiment. {XBL 813-2785]

thin bodies. It is also conceivable that this low-
resistivity zone may not give rise to a seismic or
gravity anomaly. Another possibility, however, is
that the magnetotelluric data may be distorted by
lateral resistivity contrasts or-that the anomaly
itself could be the manifestation of some source
field distortion. As the presence of a deeply
buried conductor may have significant importance in
helping to explain the anomalous region in northern
Nevada, it is important to confirm the presence of
such bodies and to learn more about them.

To confirm the magnetotelluric results and to
map the low-resistivity zones in greater detail, a
deep electromagnetic induction sounding experiment
was undertaken in north-central Nevada by LBL. The
EM method has two distinct advantages for deep ex-
ploration when compared to MT. First, with EM the
source field is known, and spatial variations in
field strength can only be the result of geology,
not of source field variations. Second, because
the field strength strongly declines with increas-
ing distance from the source, the method is much
less sensitive to distant laterally inhomogeneous
ground. The EM-60 system, which was originally

' designed for shallow to intermediate depth geother-

mal exploration, was used for the experiment. With
this system a square-wave current between 0.01 and
1000 Hz is applied to a coil of wire via a motor-
ized generator and a large transistorized switch
{(Morrison et al., 1978). The total vertical and
radial magnetic field is detected at some distance
from the loop transmitter, and the incoming data
are studied and decomposed on site via Fourier
transformation. The resultant field spectra, which
include a primary and a secondary (induced) com-
ponent, are compared to theoretical models to
resolve the resistivity of the earth between the
transmitter and the receiver. The depth of pene-
tration is approximately equal to the transmitter-
receiver séparation. ‘Fo: a more detailed system
description see Morrison et al. (1978) or Wilt et
al. (1980).

-Buena Vista Valley in north central Nevada was
chosen as the field site for the experiment (Fig. 1).

‘This valley provides an ideal setting for deep elec~

tromagnetic sounding measurements; it is long and

. wide with low relief, vehicular access is good, and

the population density is low. In addition, the
valley has an active hot springs system, and a sig-
nificant number of geological and geophysical stud-
ies have already been completed (Goldstein et al.,
1976). .

PROGRESS IN 1980

During 1980 the field system was modified and
preliminary field work was conducted. Modifications
included a substantial strengthening of the source
field and a significant lowering of the noise level -
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120%ac | To reduce noise at the receiver, two things
M — were done. Natural geomagnetic fields, which con-
i_ ! 13 stitute noise for this method, were subtracted fror .
k-1 ! Hy LOCAL the local signal by establishing a remote magnetics‘ij
: A . X detector 100 km from the scurce and sending the
] . signal via radio telemetry to the receiver. These
remote signals, which are free of a dipole~source
component, are inverted and subtracted from the
i local signal prior to switching on the loop current.
] H, REMOTE An example of this procedure is given in Figure 2.
i Experience with this technique has shown that it
i " can yield a signal-to-noise improvement of up to
- 20 dB. In addition to the noise cancellation, an
. - - HP-9835 on-site computer was added to the system.
IT . This device allows ‘greater flexibility in signal
L B L 0 0 EEen CANCELLED processing and allows the evaluation of data seg-
i SIGNAL uants prior to stacking. The resulting improvement
. in the quality of data should be significant, and
the shortening of post-field processing time should
be considerable.
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A. NATURAL MAGNETIC
FIELD CANCELLATION RESULTS FROM FIELD SURVEY

Two weeks of field work were done in Buena
,‘ : y ! Vista Valley in 1980. During this time several

' Hy REMOTE intermediate-depth soundings were performed, the
distant reference magnetometer was emplaced and
tested, the large loop was laid and tested, and
preliminary distant sounding measurements were
f made. An example of one of the intermediate-depth
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/ 1t soundings is shown in Figure 3, which consists of
Fiavmramm . I‘ { ‘H’l Hy LOCAL plots of ellipticity and tilt angle of the combined
I}“‘ | 1‘ l.,
1N L % RIVits t
| TITTTT T T T 1000 o T ' '
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M'll”l ATV PV et gy Hxvoise =
Pl ST PR REMOVED) 2 .
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8. SAMPLE FIELD RECORD 2
TRANSMITTER FREQUENCY =0.1Hz 0.010 ) ) L )
0.0l O.IQ .00 10.00 100,00 1000.00

Figure 2. Example of data improvement using the T Y ; .
telluric noise~cancellation scheme. (A) Natural Layer Resistivitylohm-m)  Thickness{m)
geomagnetic signal and initial cancelling at the 1 10.63¢ ,7142E-02  251.7¢5.

r si ith itter off. B) The sane 2 4,115 %,1243 791.12 96,
receiver site with transm (8) 959.9¢.428IE +05 .I000E+¢iI1£0, |

system but with transmitter on. (XBL 811-2584] 80.00 -
at the receiver. Both of these modifications were ®
necessary because the transmitter-receiver separa- E’
tions must exceed 15 km to detect a body buried at had
15 km and, since the strength of the source field E
declines as the square of the distance, the signal 40.00 - 7
would be undetectable at the receiver without sig-
nificant system changes.
Calculated Measured
data data

To increase the source strength, a square loop Ellipticity =—— o
2.5 km on a side was planned for the survey. The Tiltangle —— °
loop was made of 30 km of heavy—-gauge wire capable . .
of carrying up to 40 A of current. The new loop 0.00 . L
provided a diiole moment of approximately 1 x 108 0.0l o.lo 100 10.00 100.00  1000.00
MKS, greater than 30 times the source strength used Frequency (Hz) )
for intermediate~depth exploration. The logistics u
of laying such a loop in Buena Vista Valley proved Figure 3. Joint inversion model for sounding BV3,
considerable. Surveying and wire emplacement re-. Buena Vista Valley, Nevada. The transmitter-

quired three days for a field crew of four. : receiver separation is 2 km. [XBL 813-2699]



magnetic field vector as a function of frequency
for a site 2 km from the {ransmitter at the north-
~vn end of Buena Vista Valley. A layered model was

: to this data by least-squares inversion, and

e results indicate a low-resistivity sedimentary
sequence 1 km in thickness overlying resistive
basement. These intermediate~depth results are
useful in determining the resistivity structure at
the upper several kilometers. Distant soundings
are not able to determine characteristics of the
shallow structure but may be affected by variations
within the shallower part of the section.

Preliminary measurements made from the large
loop at a source-receiver separation of 20 km showed
the problems of accurately measuring such a small
magnetic field. The present system was unable to
measure these signals with required accuracy even
after repeated signal stacking. Geomagnetic noise
levels were unusually high during. the field experi-
ment, and the noise-cancelling system did not func-
tion because of a breakdown in the remote magnetic
sensor. In addition we experienced problems with -
the electronic 1nstruments because of the extreme
summer heat.

PLANS FOR 1981

_ In 1981 we plan a series of shallow and deep
soundings in Buena Vista Valley. 'In light of our
recent field experiences, we plan to increase the
source strength by a factor of 2, replace heat-
sensitive and unreliable instrumentation, and imple~
ment a further refinement of the geomagnetic noise-
cancelling scheme. The source strength will be
increased by the addition of more wire to the loop
(the additional wire has been made available from
another project). The new instrumentation has been
field tested to temperatures in ‘excess of 100°F and
perfarmed flawlessly.

ijb cancel geomagnetic noise, a scheme has been
devised which calculates the theoretically invariant
transfer tensor between the local and remote geomag-
netic fields. Once this is calculated and tested
to prove how constant the tensor coefficients are,
then the geomagnetic noise may be analytically sub-
tracted from the incoming fields. The expected
signal-to-noise improvement is about 40 dB during
periods of high natural field activity.

Plans for the field project include the meas-
urement of 18 soundings during the spring of 1981.
Of these, 12 are intermediate depth soundings to a
maximum transmitter-receiver separation .of 3 km,
and the remaining six are deep soundings. The six
deep soundings will be made from 10 to 30 km from
the transmitter. .
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FEASIBILITY OF SHEAR WAVE VIBRATORS FOR DEEP CRUSTAL STUDIES

S. Coen

The nonlinear inverse-scattering problem has
been investigated for a shear wave source on the
surface of the earth. The data consist of disgplace~
ments of the surface measured as a function of time
and are used to determine the elastic profile of
the earth. The theory has direct applications in
exploration seismology and solid-earth geophysics.
The data may be provided by the solution of the
forward-scattering problem for a known vibrator
type and elastic profile of the earth.

An elastic medium is characterized by three
parameters, the density, f; the shear modulus, ¥;
and Lam@'s constant, A. In a vertically layered
earth model, these are functions only of depth, Z:
p(2Z), w(2Z), and A(Z), 0 € Z < ®, A recent paper by
Coen (1980a) presents the solution for the sghear
modulus profile, 1u(2), determined uniquely from the
static torsional stress beneath the source and the
displacément on the surface. The shear modulus,
u(2), and density, 0(Z), profiles are uniquely deter-
mined from the reflection coefficient, S¢3(6w), due
to obliquely incident horizontally polarized shear
plane waves (SH plane waves), as shown by Coen
(1980b). The reflection coefficient must be avail-
able at two angles of incidence, ©4 and 65, and at
all frequencies, 0 < w < ®. The effects of a band-
limited response and a finite source are under
investigation.

The theory is being extended to include an
-impulsive SH-wave source and a vibratory torsional
SH-wave source. A variety of radiation patterns
for arrays of torsional vibrators have been compu-
ted and will soon be published (Coen and Yu, 1981).
The results show that the shear wave energy from an
array of phased torsional vibrators can be directed
almost vertically downward despite the fact that
the energy from a single torsional vibrator is
radiated amost entirely in the lateral direction.
Beam-forming is essential to the realization of the
necessary improvement in signal-to-noise ratio of
the measured reflection events.

A theory is also being developed to reconstruct
Lamé's constant, A(Z), as well as the density, p(Z),
and the shear modulus, u(2). The data consist of
surface displacements due to a vibratory SH source
mounted on the surface.

o

The integral equation solution for the scatter-
ing of SH-waves in two dimensions has been modified
to permit the presence of multiple inhomogeneous
scatterers and to include the effect of damping due
to the finite Q of earth materials. It has been
found that the interaction of laterally separated
scatterers is slight for reasonable earth Q's, which
indicates that with the proper constraints a one-
dimensional. inversion theory may be applied to the
interpretation of two-dimensional structures. The
inclusion of damping permits the modeling of SH~-~wave
scattering by two-dimensional inhomogeneities rep-
resenting a variety of geothermal reservoir types.
For example, The Geysers geothermal area can.be
represented by a zone of relatively low loss and
high rigidity above a zone of higher loss and lower
rigidity. These results will be presented in a
paper to be submitted for publication (Hall, 1981).
The integral equation method has the advantage that
the scatterers may be buried very deeply and almost
any type of attenuation may be included; however,
the machine storage requirement can be restrictively
large at times.

The machine storage requirement of the hybrid
method is considerably less than that of the
integral equation method. The hybrid method uses
to advantage the characteristics of the integral
equation and finite~element methods. A hybrid-
method solution for the forward-scattering problem

~of SH-waves in two dimensions has been formulated

and will be used to model the seismic response
of camplex deep crustal structures and to design
experiments with shear wave sources.
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APPLIED RESEARCH STUDIES

ENHANCED RECOVERY WITH MOBILITY AND REACTIVE TENSION AGENTS

C. ). Radke and W. H. Somerton

The objectives of the present study are (1) to
establish the conditions requisite to tertiary-mode
displacement of acidic oils with pH agents and
{(2) to elucidate the dominant recovery mechanisms
and hence permit development of an improved caustic
flooding package. The overall project includes
studies on restored-state core displacements of
Ranger-zone Wilmington oil sands, chemical trans-

" port, and emulsion flow and displacement. Earlier
summaries of the research are available (Radke and
Somerton, 1977, 1978, 1979). Recent progress in
the first two areas is highlighted below. More
detailed information may be obtained elsewhere (Soo
and Radke, 1979; Brown and Radke, 1980; Bunge et
al., 1980; ‘deZabala et al., 1980; Lee and Radke,
1980; Rubin and Radke, 1980; Somerton and Radke,

The accomplishments during this reporting
period are listed below.

1. A linear equilibrium displacement model is
formulated for alkaline flooding of acid crude oils.
In the simplified model, a single acid component of
the oil reacts with alkali to produce a water-solu-
ble surfactant. Sensitivity to mobility control is
discovered, especially for tertiary alkali flooding.
Experimental tertiary alkali floods show agreement
with the model calculations.

2. For reservolr rock on which sodium-hydrogep‘

base exchange can occur, even small exchange capac-
ities may result in important chromatographic lag
of the alkali at lower pH values. The reversible
hydroxide adsorption greatly retards the onset of
‘0il production and reduces the oil cut. To over-
come the adsorption delay, alkali flooding should
be done at higher pH. Design for optimal pH, based
on interfacial tensions, may be annulled by the
alkali=-rock interactions..

" 3.,° Caustic can recover tertiary Ranger-zone
oil from Wilmington sands at field temperatures and
frontal advance rates. However, because of the high
oil viscosity, tertiary recovery with simple alkali
requires prolonged flooding. With mobility control
and with high pH, tertiary recovery is. rapid and
substantial. Hence mobility control appears neces-
sary to recover successfully viscous acidic oils
with alkali.

4. The fluid state most characteristic of
alkali flooding is that in which the alkali aqueous
‘ ?se is in equilibrium with the oil containing its

iginal acid content. Fluid properties, such as
interfacial tension, interfacial viscosity, contact
angles, or coalescence kinetics, should be evaluated

under this condition. However, screening criteria
based on fluid properties alone are insufficient.

5. Caustic reacts slowly with Wilmington sands
to generate soluble silicates. The reaction is ki-
netic controlled and approximately first order in
hydroxide concentration. Proper mathematical scal-
ing of the reaction to field scales suggests the
possibility of severe alkali consumption, depending
on the exact value of the dissolution rate constant.

6. Equilibrium ion-exchange theory is extended
to include alkaline precipitation of hardness ions.
Both continuous and finite pulse injection are con-
sidered. Agreement between theory and experimental
data is satisfactory for Wilmington sands and Berea
Sandstone. .

7. - 2lkaline preflushes for hardness cation
removal prior to low pE micellar or polymer solu-
tions are not attractive if calcium hydroxide is
precipitated. The relatively high solubility of
calcium hydroxide along with redissolution of the
insoluble salt permit large concentrations of cal-
cium ions to occur when low pH solutions contact
the precipitated material.
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AN EVALUATION OF NUCLEAR QUADRUPOLE RESONANCE (NQR) TECHNIQUES
FOR THE IN-SITU MEASUREMENT OF STRESS/STRAIN IN SALT

E. Schempp, S. M. Klainer, and T. Hirschfeld*

Measurement of the in-situ state of stress
underground is one of the more challenging and
important problems presented to geoscience and
engineering. Accurate knowledge of the stress and
the strength of rocks is essential for the design
of underground openings and in the study of geotec-
tonic processes. In spite of the fundamental role
played by stress, however, techniques and instru-
mentation for its measurement have developed slowly.
‘Presently available methods are time-consuming and
costly. Clearly, in areas where knowledge of sud-
den buildups or release of stress would be impor-
tant, such as in earthquake zones and near waste
repositories and volcanoes, an improved methodology
would be very valuable.

It is the purpose of this research to examine
the feasibility of new procedures for determining
stress and to develop the instrumentation to permit
field evaluation. Several concepts are under study
which are based on the microscopic response of crys-
talline materials to stress and utilize sophisti-
cated notions drawn from experience in solid state
physics. Nuclear Quadrupole Resonance (NQR) has
been chosen as the method to evaluate. Implementa-
tion of this concept requires fundamental research
in both physics and instrumentation engineering
and requires a synthesis of skills from several
disciplines.

Rocks underground are subject to a variety of
forces, the most obvious being the lithostatic
pressure from the weight of the overburden. Other
forces include those from tectonic movements, i.e.,
horizontal thrusts of the type responsible for up~-
lift, folding, and faulting. Because of strains--
dimensional changes arising from stress--a simple
vertical pressure will bé converted into horizontal
forces. In general, therefore, rocks are subjected
to a three-dimensional stress which is expressed as
a second-r§nk tensor having six independent elements.

NOR is a radio-frequency spectroscopic technique
which, like nuclear magnetic resonance (NMR), uses
the nucleus as a small, highly specific, probe of
its environment. The technique takes advantage of

certain nuclei which possess electric quadrupole
moments (those with spin I > 1) to study the elec-
tric fields with which they interact, or more spe-
cifically the electric field gradient (EFG) tensor.
Modern NQR has recently been discussed more fully
by Klainer et al. (1980).

In the studies undertaken as part of this
project, the focus has been on determining strain
in rock salt, NaCl. NaCl has been selected for
evaluation because it represents the simplest, nat-
ural system consisting of a single major constitu-
ent. In unstrained salt, both the sodium and the
chloride ions occupy sites of cubic symmetry which,
by very general principles, cannot possess an EFG.
Thus the quadrupole coupling is zero. However,
when subjected to nonisostatic stress, the crystal
will deform to produce noncubic site symmetries at
the C1 atom positions, thus giving a small EFG.

For example, a compressive stress applied along
{100] will make the crystal tetragonal, a stress
applied along [110] will make the crystal ortho-
rhombic, etc. Experiments by Marsh and Casabella
(1966) indicate that the NQR frequency shift for
€135 in NaCl is on the order of 30 Hz/atm.

NQR AND STRAIN MEASUREMENTS

From the theory of elasticity in linear media
stressed below the elastic limit, the strain € is
related to the stress ¢ by the compliances s, giv-
ing Hooke's law in three dimensions as

€35 = %19x2%s 1N

(where the summation convention is used). Although
the sj 4,4 form the components of a fourth-rank ten-
sor and thus consist of 81 separate elements, energy
conservation considerations reduce the number to 36
independent elements in the general case and, in .
the cubic system, which concerns us here, to onl 5
three independent components (Nye, 1972). In the
nearly universally used matrix notation in which

the indices are condensed and summed from 1 to 6,



£, =8 .0 (2)

with nonvanishing components in the NaCl class m3m
S11 = 833 = 533, 842 = Bq3 = s3, and sy, = 855

= Bgge Measured values of the elastic compliances
for NaCl (Nye, 1972) are given in Table 1.

Table 1. Values of the elastic, gradient elastic;
and gradient stress tensors for NaCl. ~

Elastic Gradient elastic ' Gradient stress
-12 -
(10"1% =2/ayne) (10" ayne'2/cm?)  (10% ayne~V?)
41 %12 3y 991 Sau C41 - Cas
wa?? 2.7 o.0s 7.5 7.4
221 -0.45 7.83 .
@ 2.9 3.9 8.0  30.8

In this work there are two other tensor proper-
ties of crystalline material of considerable impor-
tance. One is the EFG tensor Vi which determines
the quadrupole interaction, and hence the resonance
frequencies. - This second-rank tensor is traceless
and symmetric {Schempp and Bray, 1970), and thus
containg five independent components, three of which
can be thought of as determining the orientation of
the principal axes, leaving two independent diagonal
elements. The parameters of importance to NOR, g
and N, are related to the components of the tensor
Vij in the coordinate system in which Vj4 is diag-
onal, where eq = V,, when the axes are chosen so
enat [Vgg] > Tyl [¥oe} ana

==,|vxx -V I.’

Vael

fn is dimensionless, satisfying o<n< 1;n is
known asg the "asymmetry parameter.”

The other tensor property of interest 1is the
"gradient elastic tensor,” 9ijkLs which relates the
strain to the EFG via

o : ) :
Vi3 7 Va3 T Ot S (3
where Vg is the value of the EFG in the absence of
straine For cubic site symmetry, ng =.0, giving
in matrix notation

v (4)

PEENE :
Since the 935 constitute -a crystal property, they
must obey the same invariance under symmetry opera-
tions as the elastic coefficients, resulting in a
reduction of the 36 elements again to just three. in
the cubic case, gq4, 992, and ggq. However, because
the Viy tensor is traceless, one can only observe
(g19 - g92) and g4, as can easily be seen by writ-
ing out the components, giving

\ A '
12° 72 % (5
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The EFG can be written in terms of the stress
by combining equations (1) and (3) (or (2) and (4))
to give ’

v o (6)

13~ 913%5%2mn%mn ~ C44mn’mn
where Ci4mn = gljklsklmn‘ The C's may be called
the "gradient-stress" tensor (Shulman et al., 1957).

Values of the g's and C's have been measured
experimentally by several methods; and although
there is some scatter in the data, approximate
values can be used to determine the magnitudes to
be expected in NaCl (Table 1) (Kanert and Mehring,
1971),

It is possible to calculate the field gradients
and NQR frequencies in a few special cases to see
the general effects. For this we consider a cubic
crystal oriented such . that the {100] direction is
along X4, [010] along X5, etc. These cases are
discussed below.

1. The simplest case involves a homogeneous
uniaxial stress 0, applied along [100]

100 -1 0 o0
o = oo 0 0 O or V= c11u 0-1 0.
0 0 0 °\ o o 2

The maximum component of the EFG is thus parallel
to the stress direction, [100], giving q = eV,, or

N|—=

2
e ch1 = 46 Hz/atm, N = 0,
and

2
e qQNa = 55 Hz/atm, n = 0.

Since the NQR frequencies are given for the I = 3/2
case by

v ='% eq0(1 + n?s3)'?

,werobtain, for a uniform stress field of 100 atoms,

Vg = 2:3 Kz,

vNa = ?.8 kHz.

(These results can be considered accurate only to
within a factor of 2. Marsh and Casabella (1966),
for example, report equal frequency shifts for both
Na and Cl for [100] stress. . Accurate determination
of the constants during the laboratory phase of the
work is a prerequisite for field work.)'

-2- After carrying out a rotation of the coor-
dinates, the stress tensor becomes

172 =1/2 0
c=0 |-1/2 1/2 0
°\ o o o0

for a stress applied along [110]. Thus
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_ 1Vac,, -1/2¢c,, 0
v=o_ [-1/20,, 1/4c,, 0 .
0 0 -1/2¢,,

‘ Introducing the quantities ¢ = s4,/(8q¢q = 893)
and Y =.gg4/9119, V can be rewritten as

1 1 =2Yc 0
V= 2 ooc11 =-2Y¢ 1 0 .

0 0 2.

This must be diagonalized in order to find the NQR
parameters, resulting in

1 1+2Yc
v = 2 C110° 1=-2Yc - o

For NaCl, using the data in Tab1e11, we find
c = 2.94, Yo1 * 1.34, and Yy, = 0.35. Since
1‘+ 2Yc > 2, relabeling the axes gives

-2
V., = 1.2 kHz -6.88 ),
a < 8.88

e2q0r = 10.3 Hz/atm, n = 0.55,
Vel = 5.2 kHz/100 atm; and

(-1.07
V. = 1.4 kHz -2 .
Na 3,07

e2qQy, = 42.2 Hz/atm, n = 0.30,
VNa = 2.1 kHz/100 atm.

For stress applied along [110], the principal axes
are along [001], [110), and [110].

3. If the stress is applied along the [111]
direction, we find

e2q0c) = 119 Hz/atm, n = 0, Vo = 5.95 kHz/100 atm,

e2qOna = 36 Hz/atm, T = 0, Vy, = 1.80 kHz/100 atm,

where the z-axis is along [111].

The intensity of the NQR lines depends upon
the orientation of the linearly polarized rf
exciting field to the axis of the cylindrically
symmetric EFG (the n = 0 case is more complicated).
The intensity of the lines is a maximum when the
field lies in a plane perpendicular to the symmetry
axis (the z-direction) and is zero when the field
is parallel to the symmetry axis (Lucken, 1969).
This fact must be taken into account when working
out the line shapes to be expected for the general
homogeneous stress. For example, if the rf field
is parallel to the stress direction in the [110]
case, the line will not be observed.

The petrofabric in the region of a salt-dome
borehole may not present a wholly random orienta-
tion of the crystallites. In certain beds, very

large "single"” crystals with dimensions on the or-
der of a foot or more have been found (Muehlberger,
1959). It is generally accepted that a preferred. -
orientation of crystallites in the final fabric
strongly related to the stress system applied (Kerl,
1977). There is some evidence that the {001] axes
in halite are preferentially oriented parallel to
the principal stress direction, i.e., [001] perpen-
dicula¥ to the axial planes of isoclinal folds in
salt domes, which is in agreement with thermody-
namic theory for stable crystal orientations under
nonhydrostatic stress (Carter and Heard, 1970; Xamb,
1959)., Therefore, although a polycrystalline mass
may be expected, the crystallites may display a
large degree of local order; i.e., a narrow dis-
tribution of orientation angles may exist. Bas a
result, the NQR spectra will also have narrower
widths than if the orientations are completely
random.

In the general case of stresses underground,
the stress tensor is not uniaxial, but triaxial,
i.e.,

o3

" The effect of additional nonzero elements in the

stress tensor is generally additive if appropriate
care is taken of the signs.

RESONANCE TECHNIQUES

The problem to be addressed is to detect either
the sodium or the chlorine quadrupole coupling in
sufficient detail to extract the strain/stress infor-
mation. The quadrupolar coupling will lie in the
1-15 kHz region for stresses up to 300 atm, and the
lines will be perhaps 1-5 kHz wide, depending on
the degree of crystallite misalignment, the nature
of the impurities, dislocations, and other crystal
imperfections, and the inhomogeneity of the stress
field resulting from the borehole deformation.

The three basic approaches are direct detection
(pure NQR), quadrupolar perturbed NMR, and double-
resonance methods. ‘

Direct Detection

Direct detection of proton NMR signals in the
earth's magnetic field (~0.5G) is routinely carried
out in magnetometers; the resonant frequency here
is about 2.1 kHz. NQR in chlorine will be more
difficult because (1) the sensitivity of Cl NMR
relative to protons is 4.7 x 10-3, (2) the magne-
tometers employ & liquid which has a sharp line in
contrast to the broad line from solid NaCl, (3) the
proton instrument can be optimized for a single
frequency, and (4) line-shape information is not
required. Overall, it is likely that the intrinsic
Cl S/N ratio will be at least 10~> smaller. Such
an experiment would involve a very considerable
theoretical and engineering effort to determine its
practicality.

Quadrupolar Perturbed NMR ‘ﬁij

In an NMR experiment a large, reasonably homo-
geneous magnetic field will have to be provided.



It is assumed that a 1 kG field can be obtained for
in-situ measurements, which is a practical require-
mnnt. In this case the chlorines will have a Larmor
ency of 0.4 MHz, and the sodiums a frequency
1.12 MHz, which effects complete separation of
the spectra. Since the sodium quadrupolar interac-
tion is in the range of 2 ¥ 1 kHz, the quadrupole
interaction will be small compared to the Zeeman
interaction, giving rise to first-order shifts in
the NMR transition frequencies. This method has
been used to measure the quadrupole frequencies of
neighboring shells around Br impurities in doped
. NaCl (Andersson and Forslind, 1964). . The signals
could be recorded using standard pulse techniques
which detect either the free induction decays (FID)
or spin echos, followed by Fourier transforms
(Klainer et al,, 1980).

Double Resonance

Double~-resonance techniques have been devel-
oped in recent years which offer enormous increases
in  sensitivity in the detection of weak NMR and NQR
.--signals. .The idea behind these double-resonance
techniques :is to use the strong signal from one nu-
clear species to detect a weak signal from another
species, where the weakness may arise from low iso-
topic abundance, low frequency, or long relaxation
time. In the case of ‘quadrupole effects in strained
NaCl, the problem is the low frequencies of the
stress~induced quadrupole coupling constant (QCC).

of several double-resonance methods, the
following can be dismissed as not suitable for the
experiments on salt: spin echo double resonance
(SEDOR) requires large static magnetic fields, and
thus offers no advantage over  conventional reso-
nance methods; double resonance in the rotating
frame (DRRF) suffers from the same defect;.double
resonance in the laboratory frame (DRLF) is not
“generally suitable for detection of quadrupole
interactions below 200 kHz, and in any case often .
renders details of the line shapes unobservable;
double resonance via the solid-state effect
(DRSSE) presents similar problems.

. This leaves two applicable methods, spin-
mixing by level crossing (DRLC) and continuocus cou--
pling (DRRC), which are closely related (Koo, 1970;
- Hahn et al., 1972; Edmonds, 1977). Continuous cou-
pling requires magnetic field cycling and a three-
step experimental cycle: polarization, irradiation,
and detection. The sample is initially placed in

a large magnetic field, H,, long enough for both
sets of spins (the A and the R) to reach equilib-
rium with the lattice temperature, Tr. The time is
set by the longest Ty in the sample; T¢ (Na) = 12 g
in salt. The magnetic field should be as large as
practicable, about 1 kG for a field instrument or
10 kG in the laboratory.

The sample is now removed bodily from the mag-
netic field, or the field is switched rigorously
off in as short a time as possible, < 1 s. During
this time, the Zeeman splitting of the A spins
(Na23) collapses, and in so doing crosses over
- quadrupole energy levels of the R spins (135

c137), fThe R spins thus become partially po-

rized by energy exchange and now reside in a zero
" applied field.

width of the wp -pulse.

’ sa.lt) .
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Immediately after the H, field becomes zero, a
continuous rf field-at frequency w, is applied for
a time necessary to saturate the R spins (3~5 s).
At the completion of this irradiation, the magnetic
field H, is switched back on again and the A spin
magnetization measured by applying a single %/2
pulse and observing the FID. This cycle is re-
peated for different values of wr until the region
of interest is covered--in the case of Cl in salt,
2-10 kHz. - Before the start of each new cycle, a
saturation comb of %/2 pulses for the A spins ini-
tializes the polarization in that system.

The sensitivity of the method depends on the
number of R system "spin flips" which occur during
the R-irradiation phase. This will depend upon the
number of Cl transitions excited within the band-
The sensitivity can be very
high, particularly for the spin 3/2 case (Edmonds,
1977). Double resonance by continuous coupling has
had considerable success in detecting QCC's in deu-
terium, 2H, at natural abundance (Edmonds and
Mailer, 1977), and this problem presents many of
the same features found in the salt problem.

The foregoing discussion suggests that the two
most promising approaches are quadrupolar perturbed
NMR and double resonance by continuous coupling
(DRCC). Both schemes present some difficulties, but
they do not seem insurmountable. Among the diffi~
culties are these: (1) A magnetic field produced
by a coil generates heat because of ohmic losses;

. & cooling system capable of dissipating a few kilo-

watts will have to be provided.. (2) For DRCC it
will be necessary to turn the magnetic field off and
on in short times, less than about 1 s, and this
requires careful engineering design. (3) Any mag-
netic field generated in a borehole will fall off

in intensity with penetration depth, and thus only

" the nuclei in an annulus not more than 1 cm wide

can be effective in the same field. The resulting
field inhomogeneity makes a more complex NMR signal
and decreases the line widths of the FID and echo,
thus requiring fast electronics.. (4) Field inhomo-
geneity limits the amount of material which can be
sampled at any one time; this can be partially
compensated for by making an oval-ghaped rf coil,

"perhaps 1/10 of the borehole circumference as its

small diameter and up to about 60 cm long. This
would encompass a volume of about 2 liters (4 kg of
(5) The last problem 1s the intrinsic over-
lap of the Na23, c135, anda c137 (and possibly a)
signals in the spectrum, if DRCC is used. This
factor, plus the dependence of line shapes on the
stress field, the orientation of the crystals, and
the orientation of the rf exciting field to both of
the foregoing, means that it is unlikely that there
will be any simple one-to-one correspondence between
visually recognizable features in the spectrum and
the stresses. However, mathematical treatments of
the spectra, e.g., Fourier transforms, together with
a sufficient laboratory database, make it possible
to process the input information in the computer and
output a value directly related to stress. Thus
field measurements could be related to the stress

by reference to model gpectra obtained from careful
laboratory measurements. All of the five listed
difficulties appear to have readily implementable
solutions.
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A good deal of laboratory experimental work
needs ‘to be done. This includes developing the con-
ditions to optimize the sensitivity of the instru-
ment, making careful measurements of the values of
the gradient-stress constants, verifying the line-
shape calculations, and observing whether important
parameters vary significantly with temperature. A
means of going from the NQR measurements back to the
{unknown) stress state will have to be developed.
Later experiments will examine the case of extremely
high stresses where nonlinear effects, e.g., plastic
flow, begin to appear. Finally, details of the bore-
hole configuration will be added to the database.
This work will be done with funds from ONWI.

; In fiscal 1981, research should be. implemented
on Al-containing minerals in order to locate lines,
optimize their S$/N ratios, and make measurements of
their shifts under stress.

*Lawrence Livermore National Laboratory, Livermore,
California. .
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THE USE OF FLUORIMETRIC TECHNIQUES IN TRACE ANAI.YSIS
S. M. Klainer, D. L. Perry, H. R. Bowman, and T. Hirschfeld*

\

The ability to rapidly and conveniently deter-
mine small quantities of uranium in geomedia such
as groundwater and minerals is desirable from sev-
eral standpoints. With the recent emphasis on the
need to have a more complete understanding of the
migration of radioactive materials through soils
and various types of mineral deposits (especially-
around nuclear waste repositories), it would be
highly ‘advantageous to have the capability of ana-
lyzing a large number of samples rapidly. The field
of hydrogeochemical exploration for uranium also
infers the need for the routine analysis of a large
number of samples in order to detect the presence
of minute amounts of uranium. Finally, an accurate
and precise determination of uranium trace levels
in geologic surroundings is important for conduct-
ing basic geophysical research in such areas as
radiometric age dating and terrestrial heat-flow
phenomena.

RESEARCH ACTIVITIES IN 1980

The method of uranium analysis (Perry et al,.,
1981) developed by members of the Geosciences Group
at lawrence Berkeley lLaboratory (LBL) in collabora-
tion with colleagues from the Chemical Analysis and
Development Department at Lawrence Livermore Nation-
al Laboratory affords a simple, cheap sample that
can be easily prepared in any laboratory using read-
ily obtainable reagents. Its detection limit for
nranium that surpasses that presently demonstrated
for-other techniques. The analytical scheme in-
volves a precipitation procedure and subsequent
sample preparation patterned after methods used by
other investigators in their study of other metal-
ion systems such as the lanthanide ions (Miller et
al.,. 1977; wright et al., 1978, 1979). Present
techniques utilize solution-precipitated :calcium
fluoride .to coprecipitate uranium {(in the form of
the most solution-stable species, the uranyl ion,
0022+), which is then air-calcined at elevated
temperatures. The coprecipitated uranium is then
spectroscopically monitored by laser-induced fluo-
rescence excitation (LIFE). The technique has de-
tected uranium in solution at a concentration of
1012 ¥, or 2.38 x 104 ppb. A delayed fluorescence
technique has been employed to decrease prompt
fluorescence interferences and general light scat-
tering. ' A spectrum (30:1 signal:noise ratio) of
uranium coprecipitated with CaFj from a solution
containing 10~1 M uranium is shown in Figure 1;
this spectrum was obtained using chopped excitation
and boxcar integration. . Its extrapolated sensitiv-
ity is 10~ M uranium. Research in this program
at LBL has centered on the coprecipitation of urani-
um in calcium fluoride matrices and the experimental
~arameters (such &s calcination temperature and

e, initial uranium concentration in solution,
wand interfering cations and anions) that affect the
concomitant spectra of the samples. Instrumentation
used to obtain the spectra has also been designed,
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interfaced, and its performance optimized. Detec-
tion limits, extent of the coprecipitation of the
uranium in.calcium fluoride, and.selectivity of the
technique have been studied, along with the applica-
tion of the technique to actual uranium~containing
groundwater samples. S

To assure the integrity of an underground
nuclear waste disposal site, it will be necessary
to maintain analytical surveillance of the site,
‘its underground enviromment, and groundwater in its
vicinity. Proper surveillance should ideally sample
the whole spatial distribution around the site. It
is difficult, however, to make such surveillance
compatible with the desired lack of physical access
to the site, its environmentally inhospitable nature,
and the general unwillingness to bury large quanti-
ties of superreliable, expensive instruments along
with the waste.
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Figure 1. Fluorescence spectrum of uranium copreci-
pitated with CaF, from a solution of 10~12 molar U0p%*.
: [XBL 812-8255]
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Here the alternative to collecting samples is
to use long~distance, communications type fiber
optics wire in the repository along with the waste
package. This allows remote analysis of the repos-
itory from a convenient topside location, which is
a considerable step forward. Special optical cou-
plers are used to interface a laboratory-type laser-
excited fluorescence spectrometer to a fiber, which
may be as long as 1 km and whose other end extends
down into the repository. Light arriving from the
spectrometer triggers fluorescence in the sample,
part of which travels back along the fiber and is
coupled in the laboratory to appropriate detection
-and readout electronics. Switching networks are
- available to use a network of fibers to analyze a
great many locations from a single monitoring in-
strument, with only small additional expense for
fibers. The fibers are extremely radiation- and
pressure-resistant, and they have a good resistance
to temperature and chemicals which may be further
improved by using special fiber types at the far end.

Laboratory demonstrations using fibers several
hundred meters in length have demonstrated ppb
-sensitivity with good quantitative response, and a
- number of such devices have been built. In parti-
cular, a number of optical configurations having
successively higlier optical efficiencies and signal
levels have been explored. For naturally non-
fluorescent samples, both fluorescence and chemical
selectivity can be introduced by using selective
reagent coatings on the fiber tip. These ion-

specific "optrodes" are designed around nonconsum-
able reagents, and produce not only higher selec-
tivity but better signals as well.

*Tawrence Livermore National Laboratory, Livermoﬁs?j
California.
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THE DEVELOPMENT OF ADVANCED MASS SPECTROMETRIC TECHNIQUES

M. Michel and W. R. Keyes

Preliminary work in using the isotope separ-
ator (a 5-foot radius mass spectrometer with 40 kev
accelerating voltage) to determine the isotope ra-
tios of naturally occurring uranium in groundwaters
indicated congiderable variation in the 238U/235U
ratio of a natural standard from run to run. Since
the variation in the 2340/2380 ratio in groundwaters
was to be the subject of a research program funded
by the Office of Nuclear Waste Isolation, the varia-
tion obtained with the standard became of great con-
cern. Because no previous work with individual ion
counting had been done with this machine, a source
of instrumental error was suspected. 'The present
work was aimed at achieving the capability of meas-
uring such isotope ratios in samples of uranium of
1 ng or less with a precision of approximately 2%
in the ratio 234y238y,

Because the work on 234y/238y disequilibrium
does not require high precision in the isotope ra-
tios being measured, the original work was begqun
using a Bendix Spiraltron (T.M.) solid-state elec-
tron-multiplier detector in the ion-counting mode
to achieve the sensitivity required for small sam-
ples. This device was chosen because of its small
size, so that the standard collector box of the

- isotope separator (which enters and leaves the
vacuum system on a differentially pumped probe)

could be used to mount the detector, allowing easy
withdrawal and reinsertion of the detector without
affecting the main vacuum.

It was realized that the small size of this
detector carries with it a-possible disadvantage--
namely, a possible sensitivity-versus-position
function that could be sensitive to small shifts in
beam position, making it hard to achieve good preci-
sion when voltage-stepping through a mass spectrum.
This lack of precision could come from the diffi-
culty in adjusting the stepping system so that each
successive beam is placed exactly in register with
the detector without error. Although the errors in
alignment are likely to be small, they may be a
problem if the detector sensitivity varies rapidly
with position, a situation almost certain to be the
case for this detector because of the small size of

‘the sensitive area and the physical inhomogeneity

of the surface conformation. In addition, any
failure to achieve exactly the same ion-intensity
distribution for different mass beams would also
introduce a possible mass-ratio error. This can
happen in several ways, the most likely of which *~
failure to maintain the correct ratios between tsﬁg;
accelerating voltage and the lens potentials as
accelerating voltage is stepped from one mass num-
ber to another. The more commonly observed mass—



dependent response due to different velocities of

the different mass beams is not a serious problem

~e because we operate in the ion~counting mode,

‘i )that differences in gain of the multiplier are

little consequence if the pulse discriminator is

properly set. Such setting requires a pulse-height
distribution with a well-defined maximum separated
from electronic noise, a situation normally diffi-
cult to achieve with solid-state multipliers be-
cause of the low gain per stage and correspondingly
low conversion gain. However, the 40-kV particles
from the isotope-separator beam give enough secon-
dary electrons per jon (> 10) to assure the neces-
sary pulse distribution.

Initial measurement of isotope ratiés with nat~

ural uranium did demonstrate larger-than-expected
errors and a bias toward low values of the ratio of
2380/2350 « {(These measurements were made under
conditions in which the envirommentally occurring
enriched 235y (Michel, 1981) was not expected to be
observable.) The bias exhibited an asymmetric dis-
tribution, but with.the most probable ratio still
near the correct value.

After much searching for the cause, it was
found that the accelerating voltage and lens poten-
tials are slightly modulated (at the level of a few
parts in 10%4) with an alternating voltage, in some
cases both at line and radio frequencies. . The net
effect_of these modulations is to widen the beam so

that it is at least as large as the sensitive area

of the multiplier and makes the data even more sen-
sitive to the aligmment problems discussed above.

Reduction of the modulation levels has the

desired effect of reducing both the absolute statis-

tical error in isotope ratios and the asymmetry of
‘ the-data distribution about the known value. It
had been observed earlier that there is a limit to
“improving the data by decreasing—thée size of ion~
source exit hole; that limit is now assumed to be
due to the remaining modulation, which makes fur-
ther exit-hole reduction ineffective in reducing
the beam width. The precision attainable is still

I
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not as good as one would expect from statistics
alone. (Remember that we must include both beam-
intensity statistics ‘and sampling statistics from
stepwise cycling through the masg spectrum. This
introduces another error if, as is usually the case,
the beam intensity is not perfectly constant.) How=-
ever, we are not far from the kinds of errors common
in work with thermal ion sources without correcting
for isotope fractionation in the ion source. A ra-
ther extensive set of data from a natural uranium
sample near the size of our real samples (2 ng)
gives a ratio of 238U/2350 = 137.7 £ 0.3. The
accepted ratio is 137.88 t 0.14 (errors estimated)
(Shields, 1960; Cowan and Adler, 1976).

.It is clear that the multiplier is still limit-
ing the precision under conditions of large beam
intensities, but for measurement of the 234y/238y
ratio we will generally be limited by statistics
because of the small dynamic range of the detector-
amplifier system in use, since it is impossible to
measure the large 238y peams necessary to get 234y
beams of arbitrarily large size without serious
coincidence problems. At present, we can obtain
precisions of 1-2% on samples well below 1 ng in
an hour or two of data collection with intensities
at the 234y isotope position of a few counts per
second.
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SORPTIVE DIFFUSION IN CLAY GELS
C. ]. Radke

The purpose of this project is to devise and
verify experimentally a quantitative model for the
diffusion of ions in aqueous smectite gels under
conditions appropriate for nuclear waste isolation.
Some clays, such as montmorillonite, swell upon con—~
tact with water and thus provide a sealant through
which water cannot readily convect. Radionuclide
movement is slowed to diffusion rates only. In
addition, the exchange capacity of montmorillonite

clay is large for typical radionucldes, so that ion -

migration rates are slowed even further. Engineered
clay barriers can provide complete and-reliable pro-
tection against harmful isotropic release. However,
to design the amount and configuration of such back-~
£fill material requires a correct model for predict-
ing sorptive diffusion rates of radionuclides in
clay gels.

Work this year centered on simple experiments
for diffusion of cesium into a bentonite (Belle
Fourche) clay gel. The cesium uptake rate into the
clay is monitored from concentration changes in a
well-stirred tank. Atomic absorption spectrophotom-
- etry is used to determine the transient ion concen-
trations. - In addition to the one-sided diffusion
cell measurements, the cesium-sodium ion-exchange
isotherm for the disaggregated clay is determined
by the static method; the bulk-diffusion coeffi-
cient of cesium chloride, D, is determined with a
standard diaphragm cell; and the tortuosity, T, of
the gel is determined from electrical conductivity
experiments.

The simplest model for the unsteady, one-
dimensional ion concentration profiles, c(t, x),
can be written as follows:

2
1-€Ydn 3 _D 3¢
1+ < € > dc ot 2, 2° M
T° 9x

where ¢ is the gel porosity and n{c) is the ex-
change isotherm. - Inherent in equation (1) is the
assumption that ion-exchange rates are fast com-
pared to diffusion rates so that the sorption proc-
ess is in local equilibrium. An analytic solution
to equation (1) and to the coupled transient in
material balance in the stirred tank is straight-
forward, and permits calculation of the cesium up-
take rate by the gel. i

Comparison between the theoretical predic-
tions and preliminary experimental results shows
cesium diffusion rates up to an order of magnitude
lower than expected. One is tempted to introduce
an effective diffusion coefficient in the gel to
account for hindered migration in between the clay
particle platelets. However, an alternate explana-
tion is provided by geometric arrangement of clay
particles in the gel. The exact structure of mont-
morillonite gels is unknown, but it is generally
agreed that individual platelets organize into
packets (von Olphen, 1977; Cebula et al., 1979).
Such oriented structures may present mass-transfer
resistances not described by the oversimplified
packed-bed model of equation (1).

Our current work -focuses on refining and
extending the diffusion measurements and in deter-
mining the microstructures of clay gels. Results
of this study to date demonstrate that engineered
clay barriers for nuclear waste isolation are more
effective than simple calculations suggest.
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g\lANCES IN FOSSIL ENERGY: COAL MINE VENTILATION SYSTEMS

M. McPherson and M. Hood

The past 30 years have seen a complete revolu-
tion in the scale and techniques of mine ventila-
tion planning throughout Eastern and Western Europe,
Africa, and, more recently, Australia. ‘From the
earlier intuitive estimates and rule-of=-thumb
methods have developed sophisticated computer-based.
procedures that are now established as a necessary
and integral part of mine planning. ‘Figure 1 illus-~
trates one such organized procedure applicable to
both the planning of a new mine and the continued
development of an existing undertaking. :

The necessity for meticulous planning of the
underground environment in those areas of tlie world
has arisen from four separate but interrelated
factors:

1.’ The intensification of mechanized mineral
mining methods, particularly in coal mines, produces
‘greater comminution of the rock and exacerbates
problems of dust, gas, heat, and humidity.

2. There is a continuing trend toward fewer
but larger mines. Continuity of production at work-
ing faces becomes of ever greater importance, and
downtime due to failure of any part of the mine
infrastructure is unacceptable.

. 3. 'In some areas mines are becoming deeper,
again giving rise to additional hazards.

54. . Improved medical knowledge and techniques
of diagnosis, coupled with sociological developments,
have sharpened public awareness to the longer-term
dangers to health that arise from industrial envi-
romments. Consequently, mines must continue to °
operate under increasingly stringent legislation-
governing permissible threshold values of air
pollutants. :

All of these trends are evident within the
United states, yet, with a few exceptions, there
have been no comparable advances in the application
of modern mine ventilation planning techniques... In
contrast with most mining companies overseas, where
a qualified ventilation staff is a vital (and per-
haps mandatory) part of the production team, only a
minority of American mining enterprises have consid-
ered it necessary to employ full=-time mine environ-
mental engineers.

There are several reasons for the shortfall in
U. S. mine ventilation planning. First of all,
coal mines in this country are relatively shallow
and reserves plentiful. Hence, "in .seam” mining
using the room-and-pillar system of extraction
continues to be the predominant method of workinge.
T-{g type of mining layout provides many routes for

ir to follow, and low-pressure fans have, in

main, been capable of providing the required

airflows. Unfortunately, the numerous leakage
paths available between intake and return airways

give poor overall ventilating efficiency. The

usual reaction to a deteriorating ventilation
system has been to install more and larger fans.
With low-resistance layouts and relatively low-cost .
electricity, this "brute force" approach has been
adequate for many companies. However, for any given
mine, the operating cost for the main fans is pro-
portional to the cube of the total airflow. Hence,
doubling the airflow increases the ventilation costs .
by a factor of eight. Furthermore, the operating
cost is also proportional to the product of fan
pressure, p, and fan airflow, Q (cost varies with )
P x Q). BAs a mine develops, its resistance to air-
flow, and hence required fan pressure, increases.
Additional leakage caused by the extended workings
and enhanced by the higher pressures results in a
rise in the total airflow necessary. Thus, as both
p and Q increase, the ventilation cost accelerates
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rapidly. It is this effect that, despite detailed
planning, is facing several large European mines
with premature closure unless current research can
provide a more economic system of ventilation. Al-
though the situation in the United States ig not so
critical, the trend is clear. The four fans to be
installed at Jim Walters Resources®' Tuscaloosa
County mines will have a combined and continuing
operating cost approaching $2 million per year.

The Second International Mine Ventilation
Congress, held in Reno, Nevada, during November
1979, highlighted the extent to which the United
States has fallen behind in the science and appli-
cation of mine ventilation techniques. Through the
1980s more and more companies will find that de—
tailed and continuous mine environmental planning
is not only an economic necessity but also a pre-
requisite to safe mineral extraction. Accelerated
research and development is needed now to provide
the tools, ‘guidelines, and techniques that will
be increasingly required by mine enviromnmental
engineers.

The present investigation seeks to determine
those areas of coal mine ventilation in which
research and development is most needed. The
initial stages of the study have involved (1) a
classification of literature in the field of mine
environmental engineering over the past 5 years
and (2) a series of interviews with individuals in
industry, state organizations, and academic insti-
tutions who are working in this area.

The work already completed, coupled with over-
seas experience relevant to American mining, has
enabled a preliminary classification of research
areas to be mapped out. Those areas with particular
impact on the planning and economics of mine venti-
lation systems will be investigated between October
1980 and September 198t.

CLASSIFICATION OF AREAS OF RESEARCH IN
MINE VENTILATION

The work conducted thus far has led to the

following preliminary classification of research
areas in coal mine ventilation.

Table 1.

Systems Analysis of the Mine Environment

The underground enviromment is a complex
system governed by a large number of dependent
independent variables. These may be classified in
several ways with respect to their effect on the
overall environmental system. One such classifica-
tion is illustrated by Table 1. The primary pur-
poses of a disciplined system-analysis approach are:
(1) to encourage an organized planning procedure;
(2) to avoid solving any one environmental: problem
at the expense of another (the history of mine ven-
tilation is littered with the consequences of such
occurrences); and (3) to conduct optimization and
sensitivity exercises in order to determine the
stability and economics of any given design. Fur-
thermore, an organized planning procedure provides
an invaluable guide for the personnel structure of
a mine ventilation department. An investigation is
needed into the organizational and managerial facets
of mine ventilation applicable to American mines.

Ventilation Network Analysis

The core of mine ventilation planning are
those techniques concerned with predicting airflow
patterns in mine ventilation systems. Known by the
generic term “ventilation network analysis,™ such
methods are used to investigate the effects of air-
way layout and geometry and the best sites and
duties required of the fans.

Because of the large number of nonlinear equa-
tions that need to be solved, physical or numerical
modeling techniques must be employed to handle total
mine configurations. The pneumatic, hydraulic, and
electrical ventilation analogs of the 1950s have
largely been superceded by digital-simulation tech-
niques. All routine ventilation network analyses
carried out by the National Coal Board (U.K.) since
1965 (some 3000 exercises per year) have been by
digital computer.

Within the United States there has been a
proliferation of network-analysis programs, many of
which would seem to be more suitable for research
purposes than for practical use in industry. The
successful programs are those with a simple, well-
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structured but flexible input and an output that is

direct, to the point, and easy to interpret.

1 ) Ventilation network (VNET) programs currently
ailable require mainframe computers. Further

- research is required to produce programs that in-
clude graphic in/output, that can be run on modern
minicomputers, and that will accept practical-sized
networks. Such a development would facilitate con-

. giderably the routine 1ndustrial usage of a VNET
package.

Ventilation Systems (Economics, Efficiency,
Effectiveness)

The success of any ventilation system design

must be measured in terms of economics (the operat-

ing cost of the system), efficiency (the fraction
of total airflow that is usefully employed), and
effectiveness (the quality control of the mine air
with particular regard to dust, gas concentration,
temperature, and humidity).

Some current mine ventilation systems that
- have evolved with little or no rational planning
can be made less costly, more efficient, and more
effective by fairly simple measures. All too often,
however, years of neglect in basic ventilation plan-
ning can be put right only by the expenditure of
large suns of money.

VEntilation costs rise both with respect to
the .volumes of ajrflow required and the fan pres-
sures necessary to produce those airflows. -There
are three basic methods of reducing operating costs
for any given mining layout:

1. The use of booster fans to control air
pressure differentials, leakage, and hence total
airflows. Booster fans at present are not permitted
in.U. 8. coal mines, although this is not the case
in coal mines elsewhere in the world. Research in-
to the safety and the potential economic impacts of
this legislation is required.

2. The "“through system™ of ventilation with
intake and return surface connections at opposite
ends of the mine take.

3. Controlled recirculation of air in working
areas of the mine. Despite traditional reaction
against this method, reflected by current legisla-
tion, major research projects in the U. K. and South

Africa are proving the increase in safety as well as

reduced costs provided by controlled recirculaticn,
particularly in gassy, dusty, or hot conditions.

Any one of these three techniques may provide
dramatic savings in ventilation operating costs.
There is, however, no one method that is applicable
in all cases. Further research is required to iso-
late and quantify the governing variables and to
establish reliable ground rules for ventilation
planners.

District Ventilation Systems

The conventional intake and return "side" of
working area (the U system) gquarantees maximum
leakage and a poor ventilating efficiency. Geomet-
rical layouts that would simultaneously reduce both
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leakage and resistance to airflow should be inves-
tigated for longwall and room-and-pillar workings
in American mines.

1t is suggested that the concept of "neutral”
airways as a legislative requirement for conveyor
haulages be reviewed in the light of modern flame-
resistant belting. Rather than being regarded as
a safeguard against the spread of a conveyor fire,
the poor ventilation in neutral airways is, in
itself, a condition that would be unacceptable in
other mining countries.

Auxiliary Ventilation

The use of brattice cloths for the coursing of
air in short headings is practiced in coal mines in
India, Australia, and South Africa, as well as the
United States. It has, however, many disadvantages.
Not only does it give rise to poor ventilation con-
trol in the headings, but it also adds heavy resis-
tance to the mine ventilation system in its most
sensitive areas, increasing leakage and minimizing
the airflows that reach the working districts.
Quantified investigations are suggested for the
application of auxiliary fan and duct systems,
including overlap, duct manifold, and controlled
recirculation techniques. The last technique is
giving excellent results in the U. K. at the pres-
ent time.

Ventilation Surveying

The primary data required for the network
analysis of an existing mine are obtained from
measurements of airflows and frictional pressure
drops in each branch of the network. A number of
techniques are available for taking such measure-
ments, depending upon the mine geometry and the
magnitude of the values. Research is required to
establish criteria on which mine ventilation per-
sonnel can choose survey techniques appropriate to
particular conditions.

Empirical friction factors may often have to
be employed for airways that are difficult or im-
possible to survey. The published design data are
based on work carried out more than 50 years ago
and have little relevance to modern, machine-mined
airways. There is an urgent need for thisg informa-
tion. to be updated by means of a series of precise
surveys covering a range of roadway linings.

Environmental Monitoring and Control

. The maintenance of airflow and quality with
regard to gas concentrations is enforced by statute,
and measurements by hand-held instruments must be
made at prescribed places and times. Control of the
underground-environment is greatly enhanced by the
additional provision of continuous monitors with
local and remote recording/indication and fitted
with audiovisual alarms for abnormal conditions.

The primary parameters to be monitored in coal mines
are methane concentration and air velocity with '
additional transducers for pressure differentials,
dust, temperature/humidity (where relevant), smoke,
and carbon monoxide for the early indication of
spontaneous combustion. Conventional machine moni-~
tors may be employed to track the performance of
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the ventilation plant. The continued development
of environmental monitoring systems should be
encouraged. .

The combination of integrated monitoring sys-
tems; fan-control devices, automated regulators,
and process computers offers the possibility of
automatic control of the underground environment.
This is being pursued currently in a number of
countries, including the United States. Here again,
the research should be encouraged and consolidated
with the emphasis on practical application.

Dust

This health hazard, more than any other, has
received considerable attention throughout the past
decade.. Prompted by the 1969 Federal Coal Mine
Health and Safety Act, a great deal of research and
development has been devoted to means of meeting
the 2 mg/m> dust standard. The result has been the
evolution of such devices as spray curtains and
machine-mounted filtration systems. Particular
problems exist on longwall faces. Although research
on dust prevention, suppression, and filtration
should continue, more fundamental studies should be
instigated into the dust-carrying characteristics
of airflow with regard to flow regime, impaction,
particle size, and density.

Hydrological studies and investigations into
the effect of water on shales and interstitial clays
would provide data of value on the choice of sites
suitable for water infusion.

~Methane

The migration of natural gas toward mine work-
ings is governed by (1) the gas pressure within the
© strata, (2) the adsorptive characteristics of the
rocks, and (3) the permeability of the source and
* carrier beds. The first two of these parameters
can be quantified by field and laboratory tests, but
rock permeability is a tens>r quantity that varies
both with position and time as the mine workings are
developed. The permeability of coal itself is depen-
dent not only upon current mechanical stress but
also upon the stress history of the seam. It is
for these reasons that the prediction of methane
emigssion levels and the design of methane drainage
schemes have been highly empirical exercises. Fur-
ther concentrated research of both a fundamental as
well as an applied nature is required into the re=
tention of gas within the rock mass, the mechanism
of its release, and its subsequent migration through
the strata. The successful exploitation of some of
the nation's deeper coal reserves will be dependent
upon handling methane gas emissions. The potential
for the collection and use of the method as an
energy source already is being explored, and this
research should be encouraged and continued.

Heat and Humidity

Although high temperatures and: humidities are
not considered to.be a problem in the majority of
the relatively shallow American coal mines, -the
British experience of the past 10 years provides a .
cautionary case study. Research in the U. K. in
1970 on the prediction and control of mine heat
was regarded by many as premature and unnecessary.

Only a decade later, some British mines are faced
with curtailment of production because of heat
problems; air and water cooler units are being
installed, and the decade of research is proving j :
its worth. The heat problem has arisen not simplé\gaf
because of increased depth but mainly as a result

of the additional power supplied to mechanized
equipment. - The problem is certainly one to be

faced here in the U. S., and it is likely that the
heat problem will grow most rapidly in association
with longwall faces. The impact on ventilation
economics is considerable, and the whole strategy

of airflow planning must be reviewed when air/water
cooling systems are considered.

The research and development programs required
are extensive, varying from the design of cooling
plants suitable for American mines, through the
distribution systems of the cooling media, to the
optimization of ventilating and cooling-plant capac-
ity. A considerable overlap exists between .these
programs and the design of certain types of nuclear
waste repositories.

Spontaneocus Combustion

Past research in several countries has shed
light on those factors that cause certain coal
seams tO be more subject to spontaneous heating
than others. Of importance are such factors as air
and coal moisture balance, pyritic content, and
incubation times. However, the practical means of
dealing with the problem still varies from'attempts
at complete ventilation of the zones at the risk of
completely sealing them, the latter coupled with
pressure-control techniques. Much of the problem
can be avoided at the earliest stages of mine ven—
tilation design by planning the system to avoid
hazardous pressure differentials across waste or
pillared areas and to minimize leakage paths. Re-
search is needed into ventilation systems designed
specifically for mines subject to spontaneous
combustion.

Other Areas

The above summary includes those fields of re-
search that have been discussed during interviews
or that are topics of current and ongoing investiga-
tions in the United States and/or overseas. There
are, however, numerous other areas within the gen-
eral realm of mine envirommental engineering that
should also be considered for research funding.
These include mine fires, explosions, drainage and
inundations of water, noise, mine illumination,
rescue techniques, ground vibration, radiation, and
the surface environment.
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YUIFER THERMAL ENERGY STORAGE STUDIES AT LBL IN 1980

" F. Tsang, T. A. Buscheck, and C. Doughty

. The 1980 Aquifer Thermal Energy Storage (ATES)
project at Lawrence Berkeley Laboratory (LBL) .in-
cludes four main tasks: (1) to solicit appropriate
articles and to edit them for a quarterly Interna-
tional ATES Newsletter; (2) to perform ATES generic
studies; (3) to carry out field-specific planning
and simulation studies; and (4) to improve modeling
techniques. = This article describes the accomplish-
ments and status of each of these four tasks.

INTERNATIONAL ATES NEWSLETTER -

 The International ATES Newsletter is published
regularly on a guarterly basis. Much enthusiasﬁ,M
both in the United States and abroad, is evident |
from the many contributions to and requests for :
this publication. Our current mailing list includes
over 300 subscribers, representing ﬁesearchers, »
developers, and program managers in 16 countries.
including China and Japan. Vibrant exchange of ..
information and ideas becomes possible through this
_Newsletter, and we are able to keep in touch with

researchers and developers at the forefront of this .

new technology.

Since the initiation of this newsletter in
1978, a number of methods have evolved that utilize
underground containments other than natural, aquifers
for storage. These include storage in buried pipes,
shallow man-made aquifers, rock caverns, and natural
or ‘man-made lakes. The common factor among these
methods of aquifer and nonaquifer storage is their
application to long-term or seasonal storage. In
light of this expanding methodology, and at the
suggestion of. the U. S. Department of Energy and
the Pacific Northwest lLaboratory, we have formally
broadened the scope of the Newsletter to. include
all types of seasonal thermal energy storage.
Reflecting this, beginning with the September 1980
issue, the name of the newsletter has been changed
to the Seasonal Thermal Energy Storage (STES)
Newsletter. il 2

ATES GENERIC STUDIES

Generic studies during 1980 emphasize the
understanding of the energy recovery factor (i.e.,
the ratio of energy recovered to energy stored) as
a function of aguifer properties and storage param-
eters. The goal is to arrive at optimal choices of
aquifer and storage arrangements. . Dimensionless
parameter groups that will be useful in the plan-
ning and design of practical projects are being
studied ‘and validated. ) S e

8o far in our studies we have neglected buoy-
ancy flow. This is the case for low-permeability
jifers or for storage of low-temperature water.
lstrom et al. (1981) recently studied the prob-
lem, and from their work a criterion may be used to
verify the applicability of this assumption. - On the

other hand, the results obtained for the functional
dependence of the recovery factor may still be true
for cases of significant buoyancy flow.

Since many computations have to be made for a
study of functional dependence, a simple numerical
model is used (Doughty et al., 1981). Besides
assuming no buoyant flow, this model also assumes
a steady-state fluid flow field in a laterally
infinite, uniform aquifer. The recovery factor is
calculated for a series of values of aguifer thick-
ness, storage volume, aquifer and aquitard thermal
conductivity, caprock thickness, cycle time period,
velocity-dependent dispersion, and the number of
cycles. -In all cases, equal volumes of fluid are
injected and produced. Some of the results are
shown in Figures 1-4. ‘

Figure 1 shows the energy recovery factor as a
function of thermal radius, Ry, and aquifer thick-
ness, H. Here Rip is defined as the radius that

- would be reached by the hot water at the end of the

injection period if the thermal front were perfect-
ly sharp, i.e.,.if there were no heat conduction.
Each broken line traces the recovery factor for a
given fluid volume. There is an optimal value of

Recovery factor

Figqure 1. The recovery factor as a function of

aquifer thickness and thermal radius. The latter
is defined as the radius that would be reached by
the hot water at the end of the injection period if
there were no heat conduction. [XBL 806-7223]
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Figure 2. The recovery factor as a function of
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Figure 3. The recovery factor as a function of
aspect ratio, i.e., thermal radius over aquifer
thickness (Ryp/H). {XBL 803~-6873)

aspect ratio, Ryp/H, which yields the waximum recov-
ery factor for each volume. Generally, the recovery
factor is a much more sensitive function for small
values of Ryy, and H than for large values. Fig- f -
ure 2 shows the recovery factor as a function of
volume for a series of values of H. The recovery
factor increases rapidly at first, then levels off.
Figure 3 shows the recovery factor as a function of’
Rep/H for a series of aquitard to aquifer thermal
conductivity ratios. As this ratio decreases, the
aspect ratio which yields the maximum recovery fac-~
tor increases. Figure 4 shows the energy recovery
factor as a function of the time period of a single
injection-storage-production-rest cycle for several
different injected volumes. .The aquifer thickness
for each volume is such. that the aspect ratio is
optimal. Lines labeled "a" show the results for a
cycle with no storage or rest period; i.e., produc-
tion begins as soon as injection ends. In this
figure, injection and production periods are equal.
We have found that varying the relative injection
and production periods for a given storage period
has only a minor effect on recovery factor. Lines
labeled "b" show the results for a cycle with equal
injection, storage, production, and rest periods.
Lines labeled "c" show the results for the hypo-
thetical cycle that is half storage and half rest
period, the hot water being instantly injected and
later instantly produced. This represents the lim-
it of very short periods of injection and production.

A paper is being prepared (Doughty et al.,
1981) which describes the detailed results of this
work. Included in the paper will be systematic
graphs of the recovery factor as a function of key
dimensionless parameters and examples of their use
for practical field applications.. Plans for further
calculations include the incorporation of gravity
effects.

RECOVERY FACTOR vs LENGTH OF CYCLE
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' FIELD-SPECIFIC PLANNING AND SIMULATION STUDIES

. During the early part of fiscal 1980, the sim-
tion of the 1978-1979 two-cycle Auburn field

xperiments (Molz et al., 1980) with the LBL numer-
ical model CCC was completed (Tsang et al., 1980).
Observed and calculated recovery factors are within
2% of each other, and the production temperatures
are reproduced within 2°C. No adjustable parameter
was used. One may conclude (1) that we understand
the physical processes involved in the ATES system
at the Auburn field site, thus giving us confidence
in dealing with confined aquifers of a similar type,
and  (2) that the LBL numerical model CCC is a
satisfactory code that may be useful for further
applications. ‘ :

Cooperation with Auburn University is contin-
uing in the planning and design of the next series
of experiments. Several parameter-variation calcu-
lations were made to study the results to be expec-

. ted for different arrangements. Figure 5 shows the
effect of partial penetration of the injection-
production well into an aquifer with the Auburn
field parameters. Note that if the well penetrates
the full thickness of the aquifer, the production
temperature (solid line) drops steadily with time
from the injection temperature of 55°C and the
recovery factor, €, is 69%. In contrast, when the
well is producing water from only the upper half of
the aquifer, the decrease in production temperature
(broken line) during the initial production period
is much slower and € is increased from 69% to 73%.
This may be of significant interest, since in most
applications decreases in production temperature
should be minimized over the main part of the pro-
duction period. 1In anticipation of the next series
of Auburn experiments, in which water will be stored
at 90°C, we performed a series of calculations for
that temperature. Figure 6 shows the production
temperatures for two such cases. The solid line
shows the production temperature obtained when water
is ‘injected into and produced from the middle third
of the aquifer thickness, as it was during the
Auburn experiments. -The broken line shows the

55° injection
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‘gure 5. Production temperature vs. time for the

storage of 55°C water for two well-penetration
arrangements (€ is the energy recovery factor).
{XBL 808-7282)

‘a permeability of 52 darcys.
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productioh temperatures when the water is produced
from the upper quarter of the aquifer. As one
might expect, the recovery factors are lower than
those for the 55°C cases because of the higher buoy-
ancy flow assoclated with the higher temperature.

Table 1 shows the recovery factors for a suite
of cases involving injection temperatures and three
values of aquifer permeability that were simulated
using CCC. In all cases, storage volume is assumed
to be 55,000 m3, thickness of the aquifer is 21 m,
and permeability of the aquitard is 10~5 that of
the aquifer. The Auburn experiment corresponds to
Thie table represents
a substantial amount of computation, including dif-
ferent cycle periods and different penetration
arrangements. The variation of the recovery factor
is clearly seen. Details of these studies are pre-
sented and discussed in a paper under preparation
(Buscheck et al., 1981).

NUMERICAL MODEL IMPROVEMENTS

The LBL numerical model CCC {(conduction=-
convection-consolidation) that we have been using
over the years for aquifer thermal storage studies
is one of the best validated and most realistic
codes available. However, it is specialized to the
simulation of a water-saturated medium. Another
numerical model, also developed at 1BL, is able to
calculate saturated-unsaturated isothermal flows.
This code, TRUST (TRansient flow in Unsaturated and
SaTurated porous media), is based on the same numer-
ical scheme as CCC. We have initiated work to com-
bine the two codes to develop a numerical model that
will simulate nonisothermal flows in unsaturated-
saturated media. The resulting improved model will
be useful not only in saturated aquifer storage but
also in shallower, unsaturated storage systems.

Much attention to the latter has been given by the
Europeans, but interest is increasing among U. S.
researchers as well. A careful modeling study is
needed to show the feasibility of such a concept.
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Table 1. Summary table of energy recovery factors
for different storage temperatures Ty,
and different aquifer permeability values
K, (calculated with numerical model CCC).

Ks (D) : Tinj (eC)
35 55 70 20
15 0.69 0.68 0.68
. 0.57 0.34
0.67 (1/2) 0.62 0.46 (1/2) 0.42
: (1/3) 0.44
52 (60+60+60) (60+60+60)
0.65 . 0.42
(60+120+60) (1/2) 0.51
0.55

0.31 0.24

175 (1/2) 0.39  (1/2) 0.31

(1/3) 0.41  (1/3) 0.34

"Unless otherwise indicated, the total time for
the injection-storage-prqduction cycle
(tinj + tgtore * tprod) ‘amounts to
(90 ¥ 90 + 90) days.

(1/2) or (1/3) indicates production from the
upper half or upper third of the aquifer
thickness.

Ambient aquifer temperature is 20°C.

CONCLUSIONS

Substantial work has been done in 1980. The
‘major conclusions are: .

1. From the many comments that have been
-received, it is clear that the quarterly Newsletter
-is an effective means of information exchange among
workers in aquifer energy storage world-wide.  We
believe that it has played a major part in promot-
ing the development of this field both in the U. S.
and other parts of the world.

2. A better understanding of the energy
recovery factor as a function of -various aguifer
properties and storage conditions has been obtained.
We are developing a number of key parameter..groups

which may prove to be of great help in experimental
design and industrial applications.

3. The success of simulating Auburn exper{ ;
iments has given us considerable confidence in
numerical model CCC. Further validation against
an aquifer storage system of a different type will
be useful to verify its range of applicability.
This model should be used in the planning of future
experiments and in the prediction of observations.
Appropriate arrangements should be made for those

-in industry to learn how to use this model.

4. :The improvements of the numerical model
CCC to simulate nonisothermal unsaturated flow will
result in a code that may soon prove to be very
useful.
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g(RlDIUM IN SPRING WATERS AND SUMMIT CRATER LAKE OF MT. HOOD, OREGON
H. Bowman, H. Wollenberg, F. Asaro, and R. G. Bowen* '

During a hydrogeochemical study of the Mt. - essentially the same size, and the standards and

Hood volcano in Oregon, the platinum-group element unknowns are rotated in such a way that all samples
iridium was detected in three out of approximately receive exactly the same neutron dose.. After irra-
thirty natural water sources on or near the mountain. diation each sample is counted twice, and 11 ele~
Prior to this study iridium had apparently not been ments are measured in these counts.. Several weeks
_detected in terrestrial waters. The element irid- later the pills are removed from the polyethelene
ium is of special interest because of its apparent wrappers and rewrapped in 0.001-in. aluminum foil
association with the Cretaceous-Tertiary boundary (99.9999% pure). These samples and a multielement
on a world-wide basis (Alvarez et al., 1980). The . standargd, Standard‘Pottery'(Perlman'and Asaro,
present study (described in detail by Wollenberg et 1971), are irradiated for 8 hr at a flux of about
al., 1979) was part of a program to assess the geo- 2.7 x 1013 n/e-cm®. They are counted at about
" thermal potential of Mt. Hood, and was carried out " 1 week and 4 weeks after the irradiation with a 1-cc
under the direction of the Oregon Department of " intrinsic Ge gamma-ray detector and again at about
Geology and Mineral Industries with support from 3 weeks after the irradiation with a 7-cc intrinsic
the U. S. Department of Energy. L Ge detector. The sensitivity for measurement of
iridium with the 7-cc detector is about 0.5 to 1 ppb
SETTING ) in the evaporated residue, which leads to sensitiv-
. ities of about 10~13 g Ir/g Hy0 in water containing
Mt. Hood is located 80 km east of Portland, a few parts in 10,000 of residue.
‘-Oregon, along the linear trend of most of the B
‘Cascade volcances of California, Oregon, and ’ If irjdium is chemically removed from water or
Washington. The geologic setting of Mt. Hood was from its evaporated residue (either before or after
described in detail by Wise (1969). The mountain a neutron irradiation), better sensitivities can be
is a composite andesitic stratovolcano, mainly obtained. This procedure, however, introduces an
Pleistocene in age, rising approximately 2500 m . uncertainty related to the efficiency of the chemi-
above the surrounding terrain. Its eruptive his- cal separation. In post-irradiation chemistry, for
tory is similar to that of many other Cascade vol- example, theré can be an uncertainty as to the ex-
canoes. The most recent major eruption took place -tent of equilibrium between iridium in the unknown
about 220 years ago. At that time a series of hot and in the carrier used to determine the chemical

avalanches cascaded down the west and east sides of
the mountain, carrying incandescent debris several
miles downslope into the adjacent valleys. Mt.
Hood today has 90-95°C fumaroles near its summit,
aApartially frozen summit crater lake, and a warm Washington N
spring area, Swim Springs, on its south flank.

O State Highway

D U.S. Highway

SAMPLING

During this study over 40 water samples were
. collected and filtered in the field and analyzed at
lawrence Berkeley Laboratory (LBL) by x-ray fluores-

gast Fork Hood River

cence and neutron activation analysis (NAA). The B
locations of the water sources containing iridium Jﬁﬁ&m
are shown in Figure 1. The warm spring area was Summit Cj
sampled at different times of the year to test for (M235)
seasonal chemical variation. . ) Timberline
: Lodge (3550")

SAMPLE PREPARATION AND ANALYSES

A 500-ml water sample is evaporated to dryness
in a cleaned Nalgene container at a temperatiure of
60-80°C, ' The residue from the bottom of the con= ,
‘tainer is used as an abrasive to scrape residue from : ' r / o '
the walls (with a toothbrush). The total residue ) S T R N S N
is then weighed. A 100-mg sample of the residue is
mixed with 50 mg of cellulose binder, and the mix-
ture is compressed into a pill 1.00 cm in diameter
<t a pressure of about 25,000 psi. 1In the normal

regime each pill is encapsulated in polyethyl- ' Figure 1} Map of the Mt. Hood area showing the
ene foil and irradiated with standards for 10-18 location of water sources which contain iridium.
minutes in the small U.C. Berkeley research reactor A, Swim Springs; B, Summit crater lake fumarole area;

at a flux of about 2 x 1011 n/s—cmz. All pills are C, Fe-rich cold spring. [XBL 784-644)
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efficiency. In order to avoid these uncertainties
and still improve the sensitivity, we employed an
NAA measurement technique used to obtain a limit on
the amount of iridium in sea water (Alvarez et al.,
1980). 1In this procedure a 128~cc Li-doped Ge de-
tector is used to count the 316 and 468 Kev gamma
rays of 74.17-day 1921y for several days some months
after the irradiation. There is a substantial back-
ground radiation from the continuous Bremstrahlung
radiation of 14.28-day 32p, fThis radiation arises
from the 31P(n ¥)32p reaction and (with smaller
neutron cross section) from the reaction 32s(n, p)32P.
As long as 32p ig contributing a predominant part

of the background, the longer one waits before
counting a sample the better will be the background
counting statistics (in the Ir peak region) for a
given length of count. For one sample of Mt. Hood
water, MH-43, a preliminary count of 1502 min was
made 33 days after the irradiation. From this count

Table 1.

it was estimated that the most efficient analysis
would be made 2 months later, and a 7086-min count
was made 94 days after the irradiation. The results
are summarized in Table 1, and part of the gammaf
spectrum of the 7086-min count is shown in Figur

" The best value for the iridium abundance in the res-

idue was 0.074 t 0.007 ppb, which corresponds to
an abundance of 55 + 5 x 10~15 g Ir/g water.

RESULTS

Iridium was first detected in a high-iron-
content cold spring on the southern flank of Mt.
Hood (location C in Fig. 1). It was then detected
in Swim Springs in the samples collected in February
and October of 1978 and in a sample obtained in the
summer of 1977 from the summit crater lake (loca-
tion B).

Iridium abundance data for Mt. Hood water sample MH~43A
(location A, Fig. 1, collected on October 5,

Normal NAA regime (7-cc Ge detector)
28 days after irradiation (60-min count)

Special NAA counting regime -(128-cc Ge-Li detector):
33 days after irradiation (1502-min count)
94 days after irradiation (7086-min count)

1978).
Parts-per-billion iridium in evaporated.residue
316 kev 468 kev
< 1.8 <5
0.064 + 0.032 0.061 £ 0.039

0.077 # 0.009

0.072 £ 0.014

Best abundance of iridium in residue = 0.074 + 0.007 ppb.

Abundance of evaporated residue = 7.49 x 10~4 g
5

Abundance of iridium in water = (55 % 5) x 10~
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Figure 2.
sample MH-43A.
was taken with a 128-cc Ge-Li detector.

residue/g H0.
g Ir/qg Hp0.
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18,000 |-
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L N2-07

Partial -gamma-ray spectrum of the neutron irradiated evaporated residue from Mt. Hood water
Length of gamma ray count equals 7086 min (94 days after the irradiation).
The iridium abundance is (55 ¥ 5) x 10~15

The spectrun
g Ir/g H30. This neutron

irradiation was the second one done on the sample, and it was made to take advantage of recent improvements
in iridium measurement techniques. Ag was an impurity introduced by a sample holder in the counting of the

sample after the first irradiation.
tool-steel die in the sample preparation procedure.
‘the sample during neutron irradiation.

its gamma rays were part of the background in the lead-~lined counting chamber.
radioactivities and possibly those of Hf and Tb were due to the presence of those elements in the water.

1cr arose from a minute Cr impurity introduced into the sample by a
14013 was a decay product from the fission of 235y 4n
28pc wag a natural radioactivity in equilibrium with 232Th, and

Ba, Cs, Eu, Ir, and Sr ‘ )

[left, XBL 812-8072, right, XBL 812-8073]



. The results for seven of the best determined
chemical elements: in waters from five separate '
nrifices in the Swim Springs area are shown in Fig-

3 and the location of the orxifices in Figure 4.

e plots of six of these elements against sodium
concentrations suggest a linear correlation between
the elemental abundances. "These results, along
with water temperature data, suggest that at least
two separate water sources are mixed together in°
differing proportions to produce the spring waters
in the warm spring area. :

Iridium contents are ‘ghown in Table 2. The

- iridfum concentration in one of the warm spring

orifices varied from 7 x 10‘12 g/g in the winter
sampling period to 5 5 x 107 q/g in a sample. .

Chioride (mg/£)

[

Pom.sium(mq//? N

o

5 v
-]
T
Calcium (mg/Z)

[

%

Rubidium (p9/2)

L3
T

-
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T

& =
& :
Cesium (ug/2}
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L L. ) 0

Sodium (mg/#)

2
=
8
g

Chemical variations in Swim Springs
Numbers are keyed to orifice locations in
[XBL 789-2699]

Figure 3.
waters.
Figure 4.

Table 2.
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collected in the following October. 'fhe average
major-element content of this spring water varied
about 20% for the same period, with the higher con-
centrations also occurring during the winter.

Iridium was also detected in the summit crater
lake at the level of 4 x 10~13 g/g in a sample
collected Au?ust 30, 1977, and was found to be less

than 1 x 107'° g/g in a sample collected on Oct-
ober 10, 1978.

The presence of iridium in the waters associ-
ated with the volcano raises the question of the’
iridium content of the volcanic rock.  However, the
presence of ‘iridium above the detectability limit
(0.003 ppm) 'was not detected by standard neutron

)

, '7ﬁrehhe'qant”
C g : uH MH-4
,Gk(?fe \ ,fﬁo
\ \
\\ Ce:ter . P4
\ Sec.24 o
<¥\ 9 \\ &
? ?
\
\ MH-8
K
233

"-
Cistern boxlfir’

Old swimming
pool

Legend:
Q'S spring location with temperature (°C)
MH~7 Sample number
==~ Stream

Figure 4. The distribution of water sources ét'
Swim Springs. [XBL 788-2660A]

Iridium abundances in Mt. Hood waters.

Location

A. Swim Spring, 6rificer

B. Lake, summit crater
fumarole area

Date . Iridium (g/g)
February 22, 1978 7 x 1012
October 5, 1978 5.5 x 10~14
August 30, 1977 4 x 10-13
October 10, 1978 <1 x 1013
June 2, 1977 3.1 x 10-13

C. Fe-xrich cold spring
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activation analyses of rock samples collected from
the summit fumarole or from elsewhere on the moun-
tain (Wollenberg et al., 1979). Special counting
procedures similar to those described above should
improve significantly our sensitivity for detecting
iridium in these rock samples.

CONCLUSIONS

Iridium, one of the platinum-group elements,
has been detected for the first time in terrestrial
water sources. During the hydrogeochemical study
of Mt. Hood, Oregon, iridium was detected in the
summit crater lake and in both a warm and cold
spring on the southern flank of the volcano. The
platinum~-group elements are generally associated
with basic to ultrabasic igneous terranes. There-
fore, it is surprising to find iridium associated
with a volcano composed predominantly of andesite.
The seasonal variation (February to October) in
iridium abundance was found to be quite large (>102)
in water from one of the warm spring orifices. This
iridium variation is probably not related to the
seasonal variations in major-element abundances
detected in this warm spring area. Those variations

are relatively small (<20%), and are probably due
to dilution effects that occur during the spring

and summer thaw of the snow pack. o
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")  GEOTHERMAL ENERGY DEVELOPMENT

‘ The Earth Sciences Division program in Geothermal Energy Development began in 1973
in response to the national goal of developing alternative energy sources for electrical
and nonelectrical applications. The program initially consisted of an exploration
assessment of sites in northern Nevada for a proposed demonstration plant; development of
a binary-fluid conversion process for high—temperature, low-salinity brines; and various
geochemical studies related to brine chemistry, scaling, and corrosion. An additional
support project, the National Geothermal Information Resource (GRID), was begun for the
purpose of compiling a data bank on topics related to geothermal energy.

Many of these general programs- cont1nue in modified or expanded form and others have
been added in recent years. Most have been funded by the U. S. Department of Energy

(DOE), Division of Geothermal Energy; the Water and Power Resources Service (formerly the

Bureau of Reclamation) has contracted with Lawrence Berkeley Laboratory (LBL) for site-

specific studies. This section of the Annual Report summarizes our current activities in

three principal areas of geothermal research: (1) Geothermal Exploration Technology,

(2) Reservoir Ehgineering, and (3) Geothermal Energy Conversion Technology.

Exploration Technology projects‘deal with generic research designed to improve our
ability to locate and define a geothermal reservoir using Sutface techhiques} mainly
geophysical. »Historically, our emphasis has been on electrical, electromagnetic, and
seismic techniques because of the expertise available to us at the University of Cali-
fornia; Berkeley, and because of the need to develop these techniques to the point where
they can be better used by industry. :

During 1980 the electrical-electromagnetic research was directed toward improving
data'acquisition, survey procedures, and interpretation techniques. In magnetotellurics
we have been concerned mainly with‘developing better interpretation methods. In con-
trolled-source electromagnetics we have been investigating the practical advantages of
freQuency— and time-domain methods and the differences between them. Our frequency-
domain system, the EM-60, was operated at several geothermal prospects in Nevada to
demonstrate to industry the feasibility and cost effectiveness of EM soundings and to
define subsurface structures at the sites. The Automatic Seismic Processor (ASP), under
development since 1978, waskcompleted and operated successfully at The Geysers. This
device was designed for rapid, cost-effective microearthquake monitoring and analysis
in geothermal exploration.

In Reserv01r Englneer1ng studies, the greatest part of our effort at LBL has been
on modeling heat and mass transfer of multicomponent, ‘multiphase flulds through geologic
media. This work improves our capability of understanding the behavior of geothermal

lervoirs under different production/reinjection conditions and should lead to better
reservoir management. The code SHAFT79 was used to obtain a performance match with the
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geothermal reservoir at Serrazzano, Italy, and to provide production forecasts to 1990.
Another major interest has been in well testing to determine reservoir parameters. 1In
this regard, we have coupled our two-phase reservoir code (SHAFT79) with codes to simuq
late two-phase transient‘and'steady-state flow in a wellbore. \"

LBL has developed a combined pressure-temperature-flow tool, a field data acquisi-
tion system, and software to interpret pressure transient data. This technology has
direct application to lowér-temperature resources (< 200°C)'which have great potential
for nonelectricalvapplications.

Finally, LBL's Reservoir Engineering program also supports research at specific
reservoirs for which case history data are being assembled and analyzed. LBL directs
for DOE a Mexican/American cooperative study of the Cerro Prieto, Baja California,
geothermal field. The elements of this study are geology—hydrolog&, geochemistry,
geophysics, and reservoir testing and modeling. We have also provided advice on re-
injection. LBL also assists DOE in evaluating reseryoir data for the Valles Caldera,
New Mexico, the site of a 50-MW demonstration plant.

~Geothermal Energy Conversion Technology projects develop basic data and analytical
tools in heat exchange and thermodynamics needed for the development of moderate-
temperature geothermal resources. Through the Binary Fluid Experiment, we are obtaining
laboratory-quality data on heat-transfer film coefficients of various candidate hydrocar-
bon working fluids, and a DOE/Electric Power Research Institute heat-exchanger test will
provide a verification of the data under field conditions. A study of fluid properties
is under way that seeks to provide the best available thermodynamic and transport data
on brines and working fluids. The 500-kW direct-contact heat-exchange pilot plant was
completed at East Mesa, California, and testing begun. Our computer code GEOTHM was
used to study the relationship of working-fluid composition and resource temperatures

for economically optimized binary cycle power plants.

This work was supported by the Assistant Secretary for Conservation and Renewable
Energy, Office of Renewable Technology, Division of Geothermal and Hydropower Technol-
ogies of the U. S. Department of Energy under Contract No. W-7405-ENG-48.
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Overview

w

{

The cbjective of this program is to develop.
and test improved electrical and electromagnetic
techniques and systems for geothermal exploration.
Following our development of very successful dc-
resistivity, electromagnetic (EM=60), and remote
reference magnetotelluric systems, ‘the emphasis at .
Lawrence Eerkeley Laboratory (LBL) has shifted’
toward improving data acquisition, survey systems,
and interpretation techniques. For example, a new,
general-purpose, in-field data-acquisition ‘and
processing system was assembled and successfully )
tested in fiscal 1980. This system, which comprises
a Hewlett-Packard desk-top computer, a Nicolet
Explorer II1 digital oscilloscope and an analog
multiplexer of our design, is more flexible and

powerful than the multichannel microprocessor devel- .

oped at LBL in 1978 and currently used by various
groups. The new system can either stand alone or
interface with the existing ‘digital signal processor
to expand its capability for power-spectral averag-
ing, in-field graphics, gain and filter control, T
and in-field modeling. ’

Other major activities in progress during
fiscal 1980 have included:

1. Fundamental studies of electromagnetic..
response of the ground. for magnetic dipole sources.

-2 Developnent of improved, high-speed, cost-.

effective algorithms for numerical modeling.

3. Studies of direct inversion schemes for
two-dimensional modelse. :

4. studyiof topographic_effects in magneto-
tellurics.

5. Field experimentsjwith the ne&, remote~
reference noise-calcellation scheme for the con-
trolled-source electromagnetic prospecting system.

In the sections that follow, we present sum=- ;7 C

maries of -a few of our pertinent studies..:
Controlled-source electromagnetic interpretahon based

on a tilted dipole source
J. R. Haught

One problem encountered when deep EM induction -

eys are made in hilly or mountainous regions is
the lack of a large enough flat area in which to
place the source, a loop of wire in our system. .
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EXPLORATION TECHNOLOGY

ADVANCES IN ELECTRICAL AND ELECTROMAGNETIC EXPLORATION TECHNIQUES

Normally the source is placed on as flat a spot as
possible so as to produce a vertical moment. If
the source is placed on an irregular or sloping
surface, the moment will not be vertical, and the
fields from the source become more complex than if
the dipole is vertical. 1In fact, the fields
measured some distance away cannot be converted to
the equivalent fields from a vertical source by
means of a simple analytical rotation of the tilt
angle. The reason is that the tilted source is a
combination of vertical and horizontal dipoles.
The horizontal dipole distorts the otherwise
axially symmetric fields of the vertical dipole,
and interpretation requires not only a knowledge
of the relative horizontal and vertical separation
between the receiver and the transmitter but also
the inclination of the source and the angle

" between the receiver and the inclined direction of

the source..

Figures 1 and 2 are examples 6f the effect of
a tilted dipole on the radial field amplitude and
ellipticity for a two-layer model. The radial field
is affected throughout the frequency range, with the
largest deviations from a vertical dipole field
occurring at both high and low frequencies. In
these frequency ranges the field from the vertical
dipole falls to zero, but the horizontal dipole
fields asymptotically approach a constant value,
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Figure 1. Radial field amplitude. - [XBL 811-7809]
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thus producing the behavior shown in Figure 1. Fig-
ure 2 shows that the fields from a tilted dipole are
not equivalent to the fields from a vertical dipole
as measured by means of a receiver whose vertical
measurement axis is tilted. Another way of stating
this effect is to note that the ellipticity of the
polarization ellipse from a vertical dipole is
insensitive to receiver orientation, whereas the
ellipticity from a tilted source is very sensitive
to tilt.
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FREOUENCY
THO LAYER MODEL Ri=1 HI=508 R2:100 R-1g0Q
Figure 2. Ellipticity. [XBL 811-7808]

During 1980 we have written a computer program
to account for a tilted source over a layered earth,
and have applied it to the interpretation of EM
field data taken in the McCoy geothermal area,
Nevada (Dey and Ward, 1970; Ryu et z2l., 1970).

This program has allowed us to interpret data that
were previously uninterpretable because of irregu-
larities in terrain. This program has also been
used to reinterpret data which, though originally
modeled with an assumed vertical dipole source, had
given an interpretation that we suspected was in
error. The interpretation derived from the tilted
dipole source gave results that agreed better with
results at nearby stations and other geophysical
data.

~
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Transient field responses
G. M. Hoversten

o

Quantitative interpretation of electromagnetic
prospecting systems has led to elegant mathematical
algorithms for computing the fields over layered and
inhomogeneous earth models from a variety of trans-
mitters. Often these solutions make it difficult
to understand the basic electromagnetic phenomena,
hence making the geophysicist's initial interpreta-
tion rather abstract or mechanical. Continuing
discussions of the relative merits of time- and
frequency-~domain systems are often based on limit-
ing or asymptotic forms for the solutions, and
rarely have the solutions been analyzed in terms of
the basic physics of the governing Maxwell's equa-
tions. Pridemore (1978) has made a thorough study
of frequency-dependent electric fields in a one-
layered earth overlying a half-space, and lLewis and
Lee (1978) and Nabighian (1979) have studied the
transient electric fields in a half-space. These
studies have been very useful in explaining the
fields observed on the surface in terms of the cur-
rents induced in the half-space.

As part of a larger study of time- and
frequency~domain electromagnetic systems, we have
developed algorithms for calculating the time-domain
electric fields in layered half-spaces. The solu-
tions are obtained first in the frequency domain
following the methods described in Morrison et al.
(1969) and are then transformed to the time domain
for a variety of source waveforms. The solutions
are completely general, including displacement cur-
rents: for the horizontal loop source, they include
a variable loop radius.

Apart from our general interest in finding a
sound physical interpretation of the fields mea-
sured on the surface over layered models, we have
found the solutions for the electric field, E, in
the ground very helpful in understanding the re-
sponse of inhomogeneities in a layered half-space.
In situations involving significant current ‘channel-
ing, the phase of the current at the inhomogeneity
is useful in understanding the phases of the secon-
dary fields at the surface.

An example of the induced electric field with-
in a three~layer model is presented in Figure 1.
Here the direction of E is positive into the plane
of the figure, with the transmitter loop, radius .
56.4 m, to the left of the cross section. The layer
resistivities from the top down are pq = 50 ohm-m,
2 = 1 ohm~m, p3 = 50 ohm~m. The times shown are
in milliseconds after the turnoff of the positive
section of a square wave with alternating polarity
period of 1 s.

As can be seen in Figure 1, the electric field
develops a ring pattern with a central Epaxe Once
Epax Propagates to the conductive layer, it is
trapped and moves out from the transmitter horizor -~
tally. By using the right-hand rule of magnetic § _/
fields about a current element, one can easily under-
stand the observed magnetic fields at a given
surface position as a function of time.



This is only one example of many models
considered in the frequency and time domain. The
ults are interesting even on a purely academic
1, but implications are far-reaching for under-
standing the behavior of transient EM effects.
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Approxiniation of magnetotelluric topographic effects by
the solution of Laplace’s equation
E. C. Mozley

A magnetotelluric impedance tensor may be cal-
culated from the response of the earth to a plane
wave §1eétromagnetic source normally incident at
the surface.” The total field response of an inho-
mogeneous earth is due to the combined effects of
channeling currents which are nonsolenocidal in na-
ture and induction currents which are characterized
by closed current loops. This phenomenon has been
investigated through the use of eigenfunction tech-
niques on thin-sheet electromagnetic scattering
problems (Annan, 1974).

The general vector solutions of Maxwell's
equations, constrained by the boundary conditions,
However, when the elec-
tromagnetic scattering problem involves embedded
inhomogeneities or topographic features which have
small dimensions on the scale of a wavelength of
the surrounding earth, then the resulting perturba-
tions of the field components are predominantly due
to the quasi-sgtatic channeling of currents into or
around these structures. Therefore, the resulting
secondary fields may be approximated by the solu~-
tion of Laplace 8 equation.

Oppliger (1981) has developed a numerical solu=-
tion of Laplace's equation which is based on the
method of moments (Harrington, 1968). An arbitrary
topographic surface is modeled by a finite number of
cells, each with a constant slope and surface charge
density.  To solve this scalar problem for the charge
distribution, the evaluation of a linear set of
integral equations is required. The field pertur-
bations due to the irregular surface are then cal-
culated from this charge distribution.

A simple two~dimensional model of a smoothed
triangular ridge with a slope of 30 degrees was
first used. An approximately uniform current
source perpendicular to the strike of the ridge was
obtained by placing a point source at a distance
equal to several model dimensions away from the
ridge axis.  The ridge generated an anomalous
static electric field mode in magnetotelluric mea-
surements.  On the crest of the ridge, the current
dengity was less than that of the half-space which
resulted in a 38% decrease in the electric field
perpendicular to the ridge. The current denmsity
increased at the base of the ridge as a result of
current channeling into this conducting structure,
producing a 36% increase in the perpendicular elec-
tric field at this points

Magnetotelluric data measured in*a region of
extreme relief (Goldstein and Mozley, :1978), was
used to evaluate the magnitude of the topographi-
cally induced bias in field data. The digital
topographic data from this region was used to con-.
struct a parameterized surface of 1600 cells for
the static modeling program. The resulting elec-
tric fields are calculated at the surface of each
cell., The problem was solved for both an E-W and
N-§ current-source polarization. The results indi-
cated that electric fields may be biased in excess
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of 20% in regions of extreme relief. As a general
rulé, the electric fields are biased downward
(decreased) in the vicinity of topographic high
points and are biased upward (increased) in low
areas located at the base of sloping terraig.
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The utilization of magnetotelluric polar diagrams
in a volcanic environment
E. C. Mozley

The magnetotelluric impedance tensor components
have a complex spatial relationship when measured

in the vicinity of a three-dimensional conductivity v

distribution. The ability to interpret these data
is enhanced when the dependence on the angle of
rotation of the tensor (©) is considered. This
dependence on the direction may be graphically dem-
onstrated through_the use of polar diagrams of the
impedance_tensor Z and the geomagnetic transfer
function a;

2
zxy(e) zxycos () + (zyy - zxx)sin(e)cos(e)

2
+ 2 in" (©
yxs (9),

Azu(e) = Azycos(e) - Azxsin(e),

apparent resistivity = 0.2szy(9)2,

T = period (s),

tipper = A (©)
39 % zy( ’

vhere |[A;,(0)] has a maximum in the direction of
geologicn{

earth. This scheme provides a useful data~compres=~
sion technique, since the amplitude of all gix com-
plex componente may be considered in terms of only
three polar diagrams. The various components are
related by the following relations:

. of quantitative interpretation techniques.

gtrike for the case of a two-dimensional

|zxy(e)| = |zyx(e'+ n/2)|,

zxx('e)], = |zyy(e. + {/2)[ .

A0 = a0 +n/2)|.

The polar diagrams of magnetotelluric data
have had limited use as interpretational aids in
thé literature. These diagrams have been used to
describe three-dimensional magnetotelluric modeling
results (Reddy, 1977), and in at least one case the
polar representation has been utilized to display
magnetotelluric field data (Thayer, 1975).

‘In 1977 magnetotelluric data were collected -
around the base of Mt. Hood, a stratovolcano on the
Cascade mountain range in northern Oregon (Goldstein
and Mozley, 1978). Because of physical and finan-
cial constraints, the spatial sampling was limited
both in regional coverage and in separation between
measurement locations. The resulting sparce data
set was subject to both spatial aliasing and trun-
cation effects, which placed@ limitations on the use
- However,
by utilizing polar diagrams,.as shown in Figures 1
and 2, it became evident that there exists a three-
dimensional conductivity distribution with lateral
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variations on the order of the dimensions of the
survey. In the south-southeastern portion of the
survey area, significant lateral variations in con-
ductivity occur ‘on a scale equal to the distance
between measurement sites. In this example, the
polar diagrams provided a useful qualitative tool
to determine the dimensionality and scale of conduc-
tivity distributions from an insufficient data set
available in a complex geologic environment.
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ELECTROMAGNETIC INDUCTION SOUNDING AT GEOTHERMAL PROSPECTS IN

NEVADA

M. J. Wilt, M. Stark N. E. Goldsteln, andj R Haught

ern

try geotherma ge—&tudiss program-£o he—No
Ba€in nnd'mme province ; Lawrence Berkeley-Laho
Gry—tIET~ conductel controncd-lource electro=
magnetic lounding surveys b5~ sewly developed
EM=-60 system over three promiunq geothermal targets
in northern Nevada.

These are (1) Panther Canyon, an area in the south-

‘eagtern portion of Grass Valley; (2) the Soda Lake
hermal area, located near Fallon, Nevada; and
the McCoy geothermal region, located gome 30

miles west of Austin in central Kevada. Siqnificmt

findings from each survey are sumrf—&:]»ia&a

Panther Canyon

The Panther Canyon geothermal anomaly was first

~“discovered by shallow heat-flow drilling and recon-

naissance geophysics (Beyer, 1977; Sass et ‘al.,
1977). Thege studies outlined an oval~sghaped 3-km?

. region of higher than normal heat flow associated

with a region of low resistivity (Fig. 2), Subse-
quently, dipole~dipole resistivity data were taken
for detailing purposes, and two~dimensional modeling
of these results indicated an irregularly shaped
conductive body associated with the thermal anomaly.
To investigate this anomaly further and to test the
EM method in a region of complex structure, the
EM-60 system was utilized for a short survey over
the thermal anomaly. The study consisted of three
frequency=-domain soundings from a single horizontal-

.loop transmitter using a 100-m-diameter loop (Wilt

et al., 1980). Receivers were placed 0.5 to 1.5 km
from the loop to permit a detailed look from the
near surface to a maximum depth of 1.5 km.
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Figure 3 is a cross section of interpreted EM
soundings taken in an E-W profile over the Panther
Canyon anomaly. Also shown is the independent two-
dimensional dipole-dipole resistivity model (Beyer,
1977). Comparison reveals a remarkable correspon-
dence between the two models as to depth and posi-
tion of the conductive body. Both methods ade-
quately resolve the boundaries and resistivity of
the conductive body associated wtih the thermal
anomaly and the configuration of resistive basement.
The two methods, however, differ significantly in
the manner of field deployment and data interpreta-
tion. The dipole-dipole survey required 80 field-
crew days, whereas the EM-60 survey took less than
24. The dc resistivity data cover an area about
50%  larger, but far more labor was required to

achieve coverage comparable to that of -the EM sur-,.
Interpretation techniques for dipole-dipole*’ | Y

vey.
data are so far better able to handle complex .

geology, and the data allow better resolution of
resistive bedrock. However, because EM requires:
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variations on the order of the dimensions of the
survey. In the south-southeastern portion of the
survey area, significant lateral variations in con~
ductivity occur on a scale equal to the distance
between measurement sites. In this example, the
polar diagrams provided a useful qualitative tool
to determine the dimensionality and scale of conduc-
tivity distributions from an insufficient data set
available in a complex geologic environment.
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EI.ECI'ROMAGNETIC INDUCI' ION SOUNDING AT GEOTHERMAL PROSPECT SIN

NEVADA

M. J. Wllt, M. stark, N. E. Goldstem, and] R Haught

As part of a joint Department of Energy/Indus-
try geothermal case studies program for the KNorthern
Basin and Range province, Lawrence Berkeley Ladbora-.
tory (LBL) has conducted controlled-gource electro=
magnetic sounding surveys with its newly developed
EM~60 system over three promising gecthermal targets
in northern Nevada. The objectives of these studies
were to demonstrate to industry the feasibility and
" cost ‘effectiveness of EM goundings and to better -

define the electrical structure for the purpose of
reservoir delineation. .

PROGRESS IN 1980

Three regions in: north-centnl Nevada were -
chosen for study with the EM-60 system (Fig. 1).-
These are (1) Panther Canyon, an &rea in the south=
eastern portion of Grass Valley; {2) the Soda Lake

ithermal area, located near Fallon, Neveda; and

the McCoy geothermal region, located some 30
miles west of Austin in central Nevada. Significant
findings from esch gurvey are summarized below. .

Panther Canyon

The Panthei: Canyon geothermal anomaly waé first

‘discovered by shallow heat-flow drilling and recon-

naissance geophysics (Beyer, 1977; Sass et al.,

"1977). - These studies outlined an oval-shaped 3-km2

region of higher than normal heat flow associated
with a region of low resistivity (Fig. 2). Subse~

- quently, dipole~dipole resistivity data were taken
for detailing purposes, and two-dimensional modeling

of these results indicated an irregularly shaped
conductive body associated with the thermal anomaly.
To investigate this anomaly further and to test the
EM method in a region of complex structure, the
IM=-60 system was utilized for a short survey over
the thermal anomaly. The study consisted of three
frequency~-domain soundings from a single horizontal-
loop transmitter using a 100-m-diameter loop (Wilt
et al., 1980). Receivers were placed 0.5 to 1.5 km
from the loop to permit a detailed look from the
near surface to a maximum depth of 1.5 km.
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dimensional EM-60 electromagnetic soundings.
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Figure 3 is a cross section of interpreted EM
soundings taken in an E-W profile over the Panther
Canyon anomaly. Also shown is the independent two-
dimensional dipole-dipole resistivity model (Beyer,
1977). Comparison reveals a remarkable correspon-
dence between the two models as to depth and posi-
tion of the conductive body. Both methods ade-
quately resolve the boundaries and resistivity of
the conductive body associated wtih the thermal
anomaly and the configuration of resistive basement.
The two methods, however, differ significantly in
the manner of field deployment and data interpreta-
tion. The dipole-dipole survey required 80 field-
crew days, whereas the EM=60 survey took less than
24. The dc resistivity data cover an area about
50% larger, but far more labor was required to
achieve coverage comparable to that of the EM sur- _
vey. Interpretation techniques for dipolefdipole‘;i;1
data are so far better able to handle complex d
geology, and the data allow better . resolution of
resistive bedrock. . .However, because EM requires



much shorter transmitter-receiver separations'than
dc resistivity electrode separations for the same
Aapth of exploration, the effects of lateral inho~
1 eneities are expected to be less important for
interpretations. The two cross sections suggest
that even in regions of two- and three-dimensional
geology, EM data will adequately resolve major fea-
tures without severe distortion.

Soda Lakes

A 13~-station EM-60 survey was performed at the
Soda Lake thermal ancmaly. The Soda Lake area is
located at the southeastern margin of the Carson
sink, a major drainage basin in' central Nevada and
much of the Pleistocene geology. and neakfsurface
hummocky topography are related to the recert with-
drawal of Pleistocene Lake Lahonton (Garside and
Schilling, 1979). A shallow source of hot water
located 5 km north of Soda Lake (Fig. 4) was acci-
dentally found during the drilling of water wells.
Subsequent shallow and deep drilling have indicated
that the shallow thermal regime is probably fault
controlled, but the deep source of hot fluids is as
yet unknown. ) -

Dipole~dipole resistivity and MT sounding data
were both acquired from Chevron Resources, Inc.,
holder of the geothermal leases. These data re-
vealed four resistivity layers: (1) a 10-ohm-m
surface layer 300 m or less in thickness, (2) a
2-ohm-m second layer extending to 1 or 1.5 km,
(3) ‘a more resistive third layer extending to at
least 10 -km, underlain by (4) a 1-ohm-m substrate.
Deeper drilling indicated that the surface layer
is dominated by sand-rich sediments, the second by
shale and clays, and the third by volcanic and vol-
caniclastic formations. Highest temperatures were
found in the second clay~rich horizon.

Test hole :
’/ Number Is temperature (*C) at depth of 30m
:‘ . Temperature extrapolated from thermal gradient above 30m

; .o

4 Littte
s Sodo Loke

Figure 4.

Location map and shallow temperature
survey results. e

" [XBL 804-7049])°
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Thirteen EM-60 soundings were measured over
the Soda Lake area in a 6-day period in July 1979.
Transmitter—-receiver separations were extended
to 3 km in an effort to map the surface of the
lowermost resistive formation. For these deeper
soundings, a noise-canceling scheme was used that
subtracts geomagnetic noise signals from total
magnetic fields in order to resolve transmitted
signals at frequencies below 0.1 Hz (Wilt et al.,
1979). This scheme proved particularly important,
since lower-frequency information was critical for
the resolution of the deeper horizons_and the level
of natural geomagnetic noise was particularly high
(Stark ‘et al, 1980). For those soundings, the
lowest frequency that could be used in the presence
of geomagnetic noise was reduced from 0.1 to 0.05 Hz.

Figure 5 is a composite profile of EM-60
layered-model inversions, layered models obtained
from existing MT data and drillhole information.
The figure indicates close agreement between MT and
EM interpretations; the EM data gave the best defi-
nition of near-surface features, whereas the MT
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gave the best definition of deeper horizons. Both
methods were able to detect the confining “basement"
layer, located at depths of 1 to 2 km. EM-60 data
indicate that the thermal anomaly is associated
with a shallowing of the conductive second layer
and a vertical offset in the resistive third layer.
These offsets are associated with NW-SE faulting
that allows hot fluids to rise and mix with the
local shallow groundwater.

McCoy

The McCoy Geothermal area is located in a re-
mote mountainous region of central Nevada. The
terrain in this area provided new challenges to ‘the
system (Wilt et al., 1980).  We soon learned that
we would have to develop an interpretation scheme
that would account for the elevation differences
between transmitter and receiver and for the fact
that the dipole moment could not be assumed to be
vertical, as in flat terrain.

The temperature gradient anomaly map (Fig. 6)
indicates an almost 200-km? area of higher than
normal temperature gradients associated with the
thermal anomaly. At the time of the survey, almost
no other geophysical information was available.

The EM-60 survey consisted of 19 soundings from
three transmitters at separations ranging to 4 km.

The interpreted north-south EM resistivity
profile shown in Figure 7 indicates that a shallow
conductive body is associated with the southern
thermal gradient maximum. Well logs from a 765-m
drillhole indicate an influx of warm water in the
depth interval corresponding to the conductive
formation (Olson et al., 1979). The EM data also
indicate the possibility of a deep conductive body
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_at a depth of about 2 km associated with the south-
ern heat-flow high. At the northern end of the
orofile, the section is considerably more resistive,

th no conductive anomaly indicated at depth. The

crease in resistivity can be correlated with the
absence of surficial volcanics and a drop in eleva-
tion. At present the southern area appears more
promising for. future geothermal development.

CONCLUSIONS

For the three EM-60 surveys performed in
Nevada, the method was found to be fast, efficient,
and suitable for unusual field situations and rough
terrain. High quality data and good depth of pene-
tration were’routinely obtained in Nevada. - Short-
comings of the method include the insensitivity of
measurements to resistive formations and the inade-
quacy of available interpretative software, which:
allows only one-dimensional modeling.. Two-~dimen-
sional modeling on a routine basis may be feasible
in the near future.

REFERENCES CITED

Beyer, J. H., 1977. Telluric and dc resistivity
techniques applied to the geophysical investi-
gation of basin and range geothermal systems,
Part III: The analysis of data from Grass
Valley, Nevada. Berkeley, Lawrence Berkeley
Laboratory, LBL-6325, 115 p.

Garside, L. J., and Schilling, J. H., 1979. Thermal
waters of Nevada. Nevada Bureau Mines and
Geology, Bulletin 91.

Olson, He. Je, Dellechaie, F;, Pilkington, H.D., and

Lange A., 1979. The McCoy geothermal prospect
status report of a possible new discovery in

AUTOMATED SEISMIC PROCESSOR

23

Churchill and Lander Counties, Nevada. . In
Expanding the Geothermal Resources Council
(Vol. 3), Transactions from Geothermal
Resources Council, p. 515-519.

sass, J. H., Siagos, J. P., Wollenberg, H. A.,
Munroe, R. J., DiSomma, D., and Lachenbruch,
A. H., 1977. Application of heat flow tech-
niques to geothermal energy exploration.
Leach Hot Springs, Grass Valley, Nevada.
Berkeley, Lawrence Berkeley lLaboratory,
LBL-6809. (USGS Open File Report in
preparation.)

Stark, M., Wilt, M., Haught, J. R., and Goldstein,

N. E., 1980. Controlled source electromagnetic
survey at Soda Lakes geothermal area, Nevada.
Berkeley, Lawrence Berkeley Laboratory,
LBL~11221, 93p.

wilt, M., Goldstein, N., and Haught, J. R., 1980.
An electromagnetic EM-60 survey in Panther
Canyon area, Grass Valley, Nevada. Berkeley,
Lawrence Berkeley Laboratory, LBL-10993, 95p.

wilt, M., Goldstein, N. E., Haught, J. R., and
Stark, M., 1979, Controlled-source electro-
magnetic measurements at geothermal sites in
Nevada. In Geothermal Energy Development,
excerpt from Earth Sciences Division Annual
Report 1979. Berkeley, lLawrence Berkeley
Laboratory, LBL~-11236, p. 11-15.

Wilt, M., Haught, J. R., and Goldstein, N. E., 1980.

An electromagnetic survey at the McCoy geo-
thermal prospect, Nevada. Berkeley, Lawrence
Berkeley lLaboratory, LBL-12012, 109 p.

T.'V. Mckvilly, E. L. Majer, ). Bartschi, J. Heinsen, and R. O’Connell

The Automated Seismic Processor (ASP) was
conceived and designed for rapid, cost-effective
microearthquake monitoring and analysis in geother-
mal exploration. The impetus for the development
of the ASP was the desire to simplify routine micro-
earthquake data acquisition and reduction, and en-
hance the cost-effectiveness of such investigations.

. Processing data from a large number of events, as
encountered in applying seismic techniques to geo-
thermal exploration, was found to be time-consuming,
labor-intensive, and thus far more expensive than
desired (McEvilly et al., 1978, 1979), & situation
which effectively eliminated state-of-the~art micro-
earthquake surveys from the arsenal of geothermal
exploration technolegy. et ’

A two-channel prototype system was completed
in the fall of 1978, and a 16-channel ASP was built
“e following year (Fig. 1), The ASP is a self-
‘E,Jntained, micro processor-based (RCA 1802),
parallel-processing computer. It is a low-power,

v

16-bit system, consuming about one watt per channel.
Each data channel is monitored by a microcomputer
(WORKER) which detects and times the P- and S-waves
and does initial processing of the data. This proc-
essing includes calculation of amplitudes and a
measure of quality for P- and S-waves, P-wave first
motion, and S minus P (8§ - P) time. Each computer
also windows the P- and S-waves, depending on the

S = P time, and performs a Fast Fourier Transform

(FFT) on the data. The spectra are then fit for
D.C. level, corner frequency, and high-frequency
slopes This information, collected by each WORKER
detecting the event, is sent to a central microcom-
puter (the BOSS) for final processing.

The BOSS evaluates the incoming data on the
basis of user-specified criteria for the minimum

‘number of recording stations in a specified time

window and on the basis of quality. If these cri-
teria are not met, there isg no further processing
and the WORKERS are released to search for another
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Figure 1. The ASP in field-ready condition. Total

Panels
[CBB 803-3236]

power consumption is less than 15 watts.
are standard 19 inch width.

‘event. If no event is detected, further processing
continues according to pre—set instructions from
the user. At present, the following operations can
be performed in the BOSS (Fig. 2):

1. Debug. All data from WORKERS are printed

out.

2. Event count. Lists the number of events
from turn-on which have met occurrence criteria;
number of events which have S - P times between
0-1s, 1-2 8, 2-3 8, and > 3 s; average P and S
amplitudes; and the station which received the
first P-wave.

3, b-Values. Calculates and lists the cumula-
tive and interval b-values using average P- and S-
wave amplitudes.

4. Location. Calculates and prints the hypo-
center coordinates, time, and regiduals for each
event. Also gives for each station, the distance
to event, azimuth, take—off angle, P residual and
S residual. :

5. FFT raw data. Calculates and lists for
each station the following parameters of the P- and
S-waves: corner frequency, long-period level, and
high-frequency roll-off slope.

6. FFT processed data. Calculates and lists
for each station the moment, source radius, dis-
placement, stress drop, and high-frequency slope
using the corner frequency, long-period level, and
high-frequency slope (Brunes' model).

7. Average value of FFT-processed data for P-
and S-waves.

The first field test pf the ASP was carried
out at The Geysers geothermal field in northern

California. During approximately 20 days of opera-
tion, over 550 events were processed. As this was
the first actual field test of the system, our
principal aim was to detect system software prob
that could not be located in laboratory testing, -
rather than a comprehensive study of stress release
in The Geysers production region. After comparing
the results of the ASP with results obtained from
the simultaneously tape recorded data, it was seen
that the automatic detection and processing system
was performing satisfactorily in all areas.

Future Activities

Our current plans are to conduct a detailed
microearthquake survey at the Cerro Prieto geo-
thermal field in the Salton Trough. A second ASP

"is being built which will be used for monitoring

acoustic emissions at the Climax Stock nuclear
waste repository at the Nevada Test Site (Majer et
al., 1981).

We are also planning to make improvements in
the ASP system. One problem is the loss of events
during the time the computer is processing and
printing results. If many stations record an event
and full printing and processing is carried out,
printout time via the thermal printer may be as
long as 7 min. Moreover, because the floating-point
arithmetic done by the RCA package is relatively
slow, the total effective dead-time between events
could be as long as 10 min, although in practice
the dead-time rarely exceeds 2 to 3 min. To solve
this problem a tape cassette recording system is
being interfaced with ASP to cut the output time to
less than 20 s. Also planned is the inclusion of
an arithmetic processor chip to replace the soft-
ware floating-point arithmetic package. With these
two improvements, maximum dead-time between events
will be reduced to less than one minute.

We also plan to interface the WORKER to a more
powerful Boss computer--HP-85, 9835, or LSI-11 com-
puter. This will allow more sophisticated process-
ing, such as fault-plane solutions using moment-
tensor analysis and frequency-wave number processing
for noise studies. Also planned is a more advanced
location program which will use a velocity-gradient
model rather than the half-space model now being
used.
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Figure 2. An example of printout received after each earthquake. PT = arrival time (in machine
counts 100/sec) of P-wave; PA = P-wave amplitude, PQ = P-wave quality, i.e., (PA/LTA = PQ) where
LTA = long-term average (4096 points) prior to trigger; PP = polarity of P-wave, + = up,

- = down; magnitude of PP = quality of polarity estimate; PSL = P-wave spectral length;

PFO = frequency value of corner frequency; PLP and PEX are mantissa and exponent of long period
level; PGI and PGF are integer and fraction of frequency exponent for high fregquency slope;

ST = S~time; DT = §-P time; SA = S-wave amplitude; SQ = S-quality; SSL = S-wave spectral length;
SFO, SLP, SEX, §GI, and SGF are the same as PFO, PLP, PEX, PGI, and PGF, except for S-wave.

All other values are labeled and self-explanatory. This printout is for the DEBUG mode and lists
the most complete ocutput data set. [XBL 812-2644]



96

ADVANCES IN MAGNETOTELLURIC SURVEY TECHNIQUES AND DATA

INTERPRETATION
W. M. Goubau, J. Clarke, and R. F. Miracky

Nine new magnetotelluric soundings have been
made along a line south of the Cerro Prieto Power
Plant. The new data define a southern boundary for
the main steam production zone. The new data for
apparent resistivities and the tipper are consis-
tent with findings of the 1978 and 1979 surveys
that suggested a zone of high resistivity near the
power plant. To facilitate the interpretation of
the data in terms of two-dimensional models, we
developed a new method for determining a regional
strike direction. The regional strike is about
N 30° W (magnetic) which is roughly parallel to the
Cucapa Mountains to the west and the Imperial Valley
fault to the east.

PROGRESS IN FISCAL 1980

Figure 1 shows the sites of the magnetotelluric
soundings performed in 1978, 1979, and 1980. They
form roughly four lines: DD', EE', FF', and GG’'.

The soundings were all performed with the remote
reference technique (Goubau, et al., 1978; Gamble,
1978; Gamble et al., 1979a, b, c, d, 1980), using
dc SQUID magnetometers. Data were acquired over
the frequency range 1073 Hz to 40 Hz. For frequen-
cies above 10~2 Hz the data were processed in the
field with our DEC LSI-11 computer (Clarke et al.,
1979). The long~period information was stored
digitally on a Gould data logger operating at a
sampling rate of 1 Hz. These data were subsequently
processed by the LSI-11 at the end of the survey.

To present the results of a survey as clearly
as possible, one must define a coordinate system
that obviates as much as possible any lateral symme-
try in the conductivity profiles. In the past we
have simply oriented our coordinate axes so that one
axis is parallel to a major fault or mountain range.
However, this is not always a reliable estimate of
the subsurface symmetry. This year we developed a
new method for determining a regional strike direc-
tion that is based on data obtained at a number of
locations. The method works as follows. If the
conductivity has two-dimensional symmetry, one can
rotate the coordinate system into an orientation for
which the diagonal elements of the impedance tensor,
Zyx and , are identically zero. Operationally,
this is done by finding the angle that minimizes
[Zgx| 2 + |Zyy]| 2 or equivalently, maximizes |2y,|2
+ZT§ny2. e rotation angle is (ideally) indepen-
dent of frequency. If the impedance tensor 2 is
affected by noise and/or the influence of three-
dimensional conductivity structures, the values of
Zxx and Zy, will not be zero in the rotated coordi-
nates, and the rotation angle will, in general, de~-
pend on frequency. Thus, an estimate of the strike
direction from a single station and a single frequen-
cy may not be meaningful. To minimize the influence
of local three-dimensional structure on the deter-
mination of the strike, we incorporate the results

p;

of a number of stations within the region of inter-
est and the information at all frequencies by find-
ing the angle that minimizes o )

2 2],
B(0) = 2 [szxi' + [zyyi] ]wi,

i

(1

where the summation is over all frequencies and
statione, and Wi is a function that weights the sta-
tistical significance of each term. The weighting
function has the form Wy = f(t)/o;, where o; is the
variance in the estimate of |Zyy.[? + [zyy.fz asso-
ciated with random errors, and £tt) is an édjustable
function of the period t that scales roughly with
skin depth. In practice, the choice of f(t) has
little influence on the computed rotation angles,

as we will demonstrate below. The rotation angle,
{5+ determined from the impedances, is givén by

. (2)
To test the validity of regional strike esti-
mated from equation (2) we make an independent esti-
mate of the strike using the tipper T, which
we can express as the relationship between vertical
and horizontal magnetic fields:

H =TH +TH.
z X X Yy

The orientation of the regionalystrike for the tip-
per is the angle that minimizes:

A(O) = z

2
wi['rx.(e)] .
i 1

The angle is given by

*
z 2 Real (TxiTY-) w__1

' 1 -1 i +
© = — tan —— P e (3)
T 2 § ( Tx 2_ [T IZ)wi v
- i Y5 Sl
1

We investigated the stability of our regional
magnetotelluric strike determination by comparing
the orientations found with different functions of
the period as weights and by comparing results
obtained at the stations on different lines. We §
calculated the regional strike for the stations on
line DD' with four different weighting functions:
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Figure 1. Location of magnetotelluric stations at Cerro Prieto, Baja, California.

£(t) = 1, tV/2, ¢, &nd t3/2. The strike determina-
tions from Z and T with these weights are given in
Table 1. They are remarkably consistent. Despite
the fact that the relative weights of the long and
short periods are varied by more than 105, the vari-
ation in the tipper estimate of strike varies by
only % 0.4° while the impedance strike varies by

* 2.3°. 'The mean disagreement between the impedance
-and tipper strikes is 1.4°. This is comparable to
the uncertainty in the orientation of the telluric
lines. :

This agreement between the Z and ; determina-
ns of strike indicates that tKe structure along
DD' might be well matched by a two-dimensional model.

[XBL 799-114398)

with different weighting functions.
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Table 1. Regional strike on line DD' estimated -

Function of,périod

Strike from Z  Strike from

T

-32.3* .

"30- 0e

-28.4°

-27.8°

=-30.6°

~30.1°

-29,.8°¢

=30.2°
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However, to ensure that a two-dimensional model is
ppropriate, one must confirm that the component of
T in the strike direction and the diagonal compo-
nents of Z are small in the coordinate system
aligned with the regional strike. This is the case
for line DD', along which the magnitudes and phases
of the off-diagonal components of Z and the magni-
tude and phase of Ty have been closely matched by
a two-dimensional model (Gamble et al., 1980).

A two-dimensional model is not appropriate for
the other two lines. Table 2 lists the strike de-
termined along the three lines with the same weight-
ing function £(t) = t. On line EE' the Z and
strikes disagree by more than 10° and on™FF', by
3.29, Vvhile this may not seem to be a significant
discrepancy, it is larger than any of the discrep-
ancies on line DD' for any weight in Table 1. Thus,
we feel that any discrepancy between the strikes, as
determined from Z and and which is unambiguously
larger than the Tocation of the telluric lines, would
~ indicate that a two-dimensional model of the earth
will be insufficient.

Table 2. Regional strikes on different lines with
£(t) = t.
Line Z strike T strike
DD ~28.4° -29.8°
EE' -27.9° -17.3°
FF' -25.5° -22.3°

On the other hand, we see that the regional
strike as determined from Z is essentially identi-
cal on all three lines: =27.0° * 1,5°. All of the
regional strikes determined from the impedance with
the different weights and station locations fall in
the range 28.9° * 3.4°, This confirms both our
impression that there is a relatively well-defined
regional strike in the Cerro Prieto area and our
assertion that a stable regional strike can be
determined by a regional calculation based on the
measured values of Z, even though there are signi-
ficant deviations ffom a two-dimensional structure.

Figures 2 and 3 show contour maps of Ty and T

- at 1 Hz, where the axes have been rotated to conform
to the regional strike of N 30° W (magnetic). Ty
(Fig. 2) is the tipper magnitude where the magnetic
field (Hy) is aligned parallel to regional strike.
If the region were strictly two-dimensional, Ty
would be small (approach zero) everywhere. 1Its
deviation from values < 0.1 clearly indicates a
three~dimensional structure. A pronounced effect
occurs close to the power plant (Station 3, 1979).
There is also the suggestion that a northeast-trend-
ing structure occurs between lines E and G. T
(Fige 3) is the tipper magnitude where the magnetic
field (Hy) is aligned perpendicular to regional
strike. If the region were strictly two-dimensional,
contours of Ty would run parallel to regional strike,
which they do by and large. However, it is clear
that a three~dimensional structure is present.
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Figure 2. Tipper Ty. {XBL~=7910~13038A]}

PROPOSED RESEARCH FOR 1981

The state~of-the-art of remote reference mag-
netotellurics is such that random errors inherent
in the data acquisition are now much smaller than
uncertainties in the interpretation of the measure-
ments. Thus, we plan to investigate new schemes
that may simplify the solution of the inverse
problem. In particular, we wish to investigate the
possibility of using measurements of magnetic field
gradients, together with magnetotellurics, to get a
more direct determination of the derivatives of the
electric and magnetic fields that enter into
Maxwell's equations.

The SQUID magnetometers have worked quite reli-
ably. However, the great progress made over the
past two years in SQUID technology may improve the
slew rate of the magnetometers by orders of magni-
tude and may eliminate the problem of flux jumps
that at times still exist with our current systems.
We plan to investigate the possibility of incoxpo-
rating such new SQUIDS into our MT system.
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RESERVOIR ENGINEERING

‘4)VANCES IN RESERVOIR MODELING

Overview

K. Pruess

Geothermal reservoirs are very complex systems.
In the process of exploration and field development,
large amounts of data are assembled. These data
provide information on rock formations, geometry
of the system, composition and thermodynamic state
of the fluids, and other important characteristics.
In order to develop a geothermal reservoir in a
rational way, it is necessary to construct a "model™
which integrates all the diverse pieces of informa-
tion into a unified picture. A model is basically
a simplified mental analog of a complex system
which makes the system and its behavior readily
accessible to the human mind. Besides containing a
description of the system (the data base), a model
also includes assumptions about the important phys=
ical and chemical processes which occur in the nat-
ural state or during exploitation. Quantitative
(numerical) models can help to answer some of the
basic reservoir engineering questions such as: What
are the reserves of fluid and heat? What level of
power production can a reservoir support? ‘How long
will it last? What is the optimal way of producing
a reservoir? - :

In fiscal 1980 a major effort was made to
improve existing modeling capabilities and to
encourage industry to apply the numerical models
developed at Lawrence Berkeley Laboratory (LBL).

r 50 participants from research laboratories and
sbif%ate companies attended a workshop at LBL which
was designed to instruct in the use and application
of several numerical reservoir simulation models

developed at LBL, These models are applicable to a
broad range of reservoir simulation and well-test
problems in geothermal reservoirs and aquifers.
They are now being distributed to the engineering
community by the National Energy Software Center in
Argonne, Illinois. ' LBL advised the Department of
Energy on design and implementation of a project
for comparison and validation of geothermal reser-
voir simulators. This effort was undertaken to
improve acceptance and application of this powerful
methodology throughout the industry.

Various applications of numerical simulation
were made, among them a major field case study for
the vapor~dominated geothermal reservoir at Serraz-
zano, Italy. This work demonstrated for the first
time the feasibility of detailed field-wide perfor-
mance simulation and history matching. - Besides
representing actual field situations, modeling can
also be used as a "laboratory" for exploring phys-
ical mechanisms operating in different types of .
geothermal reservoirs. An example of this kind of

-study is reported below for a reservoir of the East

Mesa type.

wWork continued to enhance the scope of our
models and to make them more realistic and appli-
cable to "real world" situations. Of particular im-
portance in this regard is the ongoing development
of equation-of-state packages for compositional
systems in which the fluid consists of a mixture of
water and various noncondensible gases. A computer
model for the system water/CO; is nearing completion.

The following contributions illustrate accom=
plishments in reservoir modeling. They focus on
the main areas of work and are not intended to be
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exhaustive. A more complete account of advances in
reservoir modeling in fiscal 1980 is contained in
the references at the end of this annual report.

Performance matching and prediction for the Serrazzano
geothermal reservoir by means of numerical simulation
K. Pruess, O. Weres, and R. Schroeder -

Experience in the petroleum industry has shown
that detailed, quantitative reservoir models can
aid in developing more efficient production schemes.
Computer models of oil and gas reservoirs, usually
referred to as "numerical simulators,”™ have gained
widespread acceptance and application in the indus-
try during the past decade.

It is believed that similar techniques could
greatly enhance our understanding of geothermal
reservoirs and thereby contribute to improved
reservoir management. The recovery of geothermal
energy is inherently more complex than the pro-
duction of oil and gas. Whereas oil and gas are
saleable commodities, geothermal fluids are not.
They merely serve to transport subterranean heat
to the ground surface, most of which was stored in
permeable rock masses. The objective of geothermal
production is to recover that heat in the most
efficient way.

In the past, geothermal reservoir simulation
has been applied mostly to well tests, hypothetical
model problems, and idealized (one- or two~dimen-
sional) models of actual reservoirs. The only
study of a realistic three-dimensional reservoir
model was carried out by Morris and Campbell
(1979) for the liquid-dominated East Mesa KGRA,
which is currently being developed for production.
No detailed realistic simulation has ever been made
for a producing vapor-dominated system.

The primary objective of the Serrazzano study
was to demonstrate the feasibility of a detailed
numerical simulation of a geologically accurate
geothermal reservoir model. Serrazzano was chosen
as a case study for developing and evaluating the
methodology for two reasons: (1) detailed pro-
duction data and much geological and hydrological
information is available for the reservoir, and
{2) for environmental reasons surface disposal of
produced brines is no longer acceptable in Italy,
and numerical studies are needed to aid in develop-
ing an appropriate injection program.

THE SIMULATOR SHAFT79

The numerical simulations were carried out
with a computer program called SHAFT79. . This
program computes fluid and heat flow in a porous
medium, including vaporization and condensation
phenomena, using state-of=-the-art mathematical
and numerical techniques. SHAFT79 was developed
at LBL as a flexible tool for geothermal reservoir
engineering. The source code is publicly available

" simulation.

from the National Energy Software Center*, and a
detailed manual was written to assist interested

users (Pruess and Schroeder, 1980). i .
ThE RESERVOIR MODEL

Serrazzano geothermal reservoir is one of
the distinct zones of the extensive geothermal
areas near Larderello in Central Tuscany, Italy.
Natural manifestations and utilization of steam
and hot water from shallow holes in this region
have occurred for centuries. Deep drilling was
begun after 1930, and since 1939 electric power
has been generated at Serrazzano from geother-
mal steam. Present electric power output at
Serrazzano is approximately 40 MWe.

Our initial attempts at modeling the natural
pre-exploitation state of the reservoir were aban-
doned when it became apparent that the almost com-
plete lack of data would leave us with a multitude
of rather meaningless parameter choices. Subse-
quently, an effort was made to model the period
from 1959 to 1975, for which a much better defini-
tion of thermodynamic conditions in the reservoir
is available.

The model of Serrazzano reservoir is based on
field measurements of temperatures and pressures,
laboratory data for core samples, and available
geological and hydrological information. The res-
ervoir is represented by a fully three-dimensional,
geologically accurate model and production from 19
wells for a 15.5-year period from 1959 to 1975 has
been simulated in detail. By means of appropriate
parameter adjustments, chiefly with respect to
permeability and pore water distribution, it was
possible to obtain reasonable agreement between
simulated and observed reservoir performance.
Details of the trial-and~error simulation procedure
and the resulting reservoir model are given in
Pruess et al. (1980a, b). -

In brief, the reservoir has a steam cap over~-
lying a boiling aquifer. The steam cap is centered
in region I (Fig. 1), which contains a pronounced
structural high and most of the older wells. The
pore water is confined to the margins (regions III
and VI, Fig. 1), and is immobile because of the low
liquid saturation. As the reservoir 'is produced,
the water boils in place to provide the steam flow-
ing to the wells. The boiling occurs rather uni-
formly throughout the two-phase regions. Simulated
results are extremely sensitive to the permeability
distribution. Table 1 shows the permeabilities for
the various reservoir regions as determined in the
Figure 2 compares observed reservoir
pressures for January 1975 with those cbtained
after 15.5 years of simulation. There is good
agreement in overall patterns, but in quantitative
terms simulated pressures decline somewhat less
rapidly than field pressures. Pressure response
and permeability distribution determined from the
simulation provide evidence that some steam reaches
the main well field through fractures from depth.

Additional simulations were carried out to .-
examine whether the somewhat more rapid pressur ]
decline in the field could be a consequence of de
layed thermal equilibration between rock masses of
low permeability and localized permeable regions,
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Figure 1. Areal map of Serrazzano geothermal
reservoir. Light contours show caprock elevations;
heavy contours show boundaries of zones with :
different permeabilities. Straight lines are
geological cross sections for construction of
computational grid. : ~[XBL 797-75918B]

Permeability distribution zones as defined

in Figure 1; zone V is a deep boiling'
aquifer underlying the reservoir.

Table 1.

Permeability

Zone (milliDarcy) -
I : ) 4000
II : 90
I1X 85~
Iv : B 25
v S 85
VI ' 40

- where boiling causes a decline of temperatures and.
pressures. It was found that a typical lengthli of
- impermeable regions of 100-200 m, corresponding to
volumes of 1-8 x 106 m3, would generate the
additional temperature and pressure decline needed
to . make simulated results agree quantitatively with
jld observations. Impermeable regions of this
e are compatible with geological evidence and
with the fact that of 37 wells drilled in Serrazzano
only 19 are productive. ’

101

" Figure 2. Pressure distribution for January 1975.

~ The thick contours are based on field observations
(units: bars), whereas the thin contours are simu-~
lated results (units: Pascals). The simulated
results refer to the lowest layer of the reservoir
model.  Simulated vertical pressure variations are
small x 1 bar). Pressure increments between
contour lines are 5 x 105 pascals = 5 bars.

[XBL 807-1401B]}

The model of Serrazzano reservoir as developed
in the ‘simulation, was also used to forecast produc-
tion on a well-by-well basis through 1990 and to
assess effects of injecting spent condensate. We
predict an overall decline in production rate of
22% from 1975 to 1990. - Injection effects are pre-
dicted to be negligible because of the small amount
of available condensate. : -

CONCLUSIONS -

- The modeling work has demonstrated the feasi-
bility of field-wide distributed parameter simula- -
tions of vapor-dominated geothermal reservoirs in
‘geologically accurate geometry. = The simulation
results in a self-consistent reservoir model which
integrates much of the field data and provides a
reasonable match of the observed field performance.:
Production forecasting and analysis of injection
effects has also been demonstrated.

The methodology developed in this study can be
applied to other two-phase: reservoirs, and should
prove valuable in the design of production/injection
schemes for enhanced energy recovery.
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Heat and mass transfer in a fault-controlled geothermal
reservoir charged at constant pressure
K. P. Goyal and T. N. Narasimhan

Studies of liquid-dominated geothermal systems
such as Wairakei (Grindley, 1965), Broadlands
(Grindley, 1970), Long Valley (Rinehart and Ross,
1964), Imperial Valley (Elders et al., 1972), Cerro
Prieto (Puente and de la Pena, 1978), and Ahuachapan
(Ward and Jacobs, 1971) suggest that geothermal
anomalies are intimately associated with a specific
pattern of faulting. For example, at East Mesa in
.the Imperial Valley of California, the Mesa fault
is believed to act as a conduit for the hot fluids
rising up from depth (Combs and Hadley, 1977).
Bailey (1977) has hypothesized that the East Mesa
geothermal reservoir is recharged by hot waters
from the fault at the intersection with an aguifer
of sufficient horizontal permeability. The two-
dimensional conceptual model of such a system is
shown in Figure 1. The fault is considered to be
a vertically oriented region of highly fractured
material with finite width 2yg. (Dimensional vari-
ables are denoted by a prime;, and nondimensional
variables without a prime.) It extends downward

T ' |
¢ AQUIFER |

[ AQUIFER

] »',

H' H'
FAULT ,
— lye

Conceptual model of a liquid-dominated
{XBL 7812-2200A]

Figure 1.
geothermal reservoir.

through the interbedded sediments of the reservoir
for a distance of L' into the basement rock. At
the surface, both the reservoir and the fault are
assumed to be overlain by a thin, impermeable, ther-
mally conducting caprock. The depth of the reser-
voir (L') is assumed to be much larger than the
fault width (2yg).

RESULTS AND DISCUSSIONS

The governing equations, the boundary condi-~
tions, and the related results from the study of
the fault-aquifer system are discussed in Goyal and
Narasimhan (1981). It may be noted from Figure 1
that three scales of physical length are used to
define the system: semifault width (y.'); reservoir
depth (L'); and reservoir width (H'). Thus the
temperature field can be obtained for regions very
close to the fault, near the fault, and far from
the fault (Goyal and Narasimhan, 1981). 1In this
summary, however, we shall confine ourselves to the
discussion of some of the more important results.

Table 1 shows the range of various nondimen-
sional parameters used in this study. The meaning
and the physical significance of each of these
parameters are described in detail in Goyal and
Narasimhan (1981). Parameter d, listed in the
first column, defines the location of the far~-field
boundary or, alternatively, the half~-width of the
aquifer, H', and is equal to d/ye times -the depth
of the reservoir, L'. The value of d is obtained
by integrating the parabolic energy equation in the
aquifer until the solution at the far edge is with-
in 0.5% of the real condition. This approximation
provides an engineering estimate of the boundary
location. At this point the convection of energy
in the y'=direction is very small compared to ver-
tical conduction. The nondimensional parameter, Py,
is the ratio of the actual pressure specified at
the fault inlet in excess of the hydrostatic pres-
sure to the reference convection pressure. The
Rayleigh number, R, listed in the third column, is
the ratio of heat transfer due to convection to
that due to conduction under reference conditions.
Large values of R suggest that the heat transfer
due to convection is far greater than that due to
conduction. 1In this regard, one may expect that }
fluid particles moving through the system will terk#>
to behave isothermally unless affected by cooling
associated with a relatively cold boundary. The



parameter T (the overheat ratio) is defined as the
ratio of the maximum temperature difference across
+%e pystem to the reference temperature. The non-
‘!i{ensional semifault width, y., is defined as the
io of the half-fault width, y.', to the depth of

the reservoir, L'. BAs expected, yo is very small.
It may be observed from Table 1 that increases in
Py, R, and yg will increase d, which means that a
larger aquifer is needed for the transition to the
conduction-temperature profile when the parameter
is increased. ' In physical terms, this result im-
plies that the hot isothermal portions of the aqui-
fer, maintained by horizontal convection effects,
will be more extensive in systems of relatively
larger fault-inlet pressure, permeability, and
fault size.

Table 1. Values of 4 for different sets of

parameters.

a Pb R T K Yo
0.32 0.5 ~ 500 1 0.025
0.41 1 500 1 0.025
0.49 1.5 s00 1 0.025
0.56 2 500 1 0,025
0,255 1 250 1 0.025
0.53 1 750 1 0.025
0.64 1 1000 1 0.025
0.96 1 500 1 0.05
0.41 1 500 2 0,025

fFigurekZ shows the vertical velocity, W, in
the fault at various depths for different inlet

pressures. It may be noted that an increase in the -

inlet pressure leads to an increase in the vertical
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‘g,&ure 2. Vertical velocity distributions along
the depth of the fault for different fault inlet
pressures. [XBL 8011-2369]
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Fiqure 3. Fault overpressure versus depth for
various values of Pp. {XBL 8011~-2370}

velocity.: It is consistent with the commonly held
notion that one would require higher pressure to
push more mass into the system. The vertical veloc-
ity vanishes at the top of the fault as a result of
the impermeable boundary assumption. All the water
is forced into the aquifer before it can reach the
upper region of the fault. Figure 3 is a plot of
fault overpressure, P, versus depth for different
values of P, As one may expect, the overall fault
pressures increase for an increased inlet pressure,
Ppe It may be noted that the fault pressures de-
crease upward and then increase toward the top of
the fault. This increase toward the top is caused
by the stagnation point at z = 0.

The horizontal velocity in the aquifer at
various depths is shown in Figure 4 for different
inlet pressures. As expected, horizontal aquifer
velocities increase for an increased inlet pressure.
The trend of the curves is similar to the overpres-
sure curves in Figure 3. The larger velocities at
the top of the aquifer are associated with the rel-
atively higher horizontal pressure gradients there.
Figure 5 shows the variationg of the aquifer temper-
ature with depth at several horizons. The curve
9 = 1 represents the far end of the aquifer, which
is located at d/y, times its depth. It can be seen
that temperature in the aquifer decreases with in-
creasing distance from the fault, since heat is lost
to the cold upper boundary. It may be noted that
at 'y = 0.1, half. of the aquifer is at least within
80% of the high temperature value. Finally, the
effect of two different specified boundary condi-~
tions on 4 is shown in Figure 6. It may be noted
that d increases linearly with M (Goyal and Kassoy,
1980), but not so much with B, One would expect
this in light of the fact that convection--a direct
function of velocity--would be enhanced more by a
velocity increase than by an equivalent pressure
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Figure 4. Horizontal liquid velocity in the aqui-

fer along the depth of the reservoir for different
values of Pp. {XBL 8011-2371]

increase. Thus it suggests that the extent of the
isothermal region in the aquifer is greater when
the inlet velocity is doubled than when inlet pres-
sure is doubled. A detailed discussion of the
effects of the various parameters listed in Table 1
on the pressures, velocities, temperatures, and
temperature gradients in the fault-aquifer system
is given in Goyal and Narasimhan (1981).

CONCLUSIONS

A quasi~-analytic solution is obtained for a
liquid-dominated geothermal system with a specified
pressure at the fault inlet. We have investigated
the effects of various parameters, such as fault
inlet pressure, Rayleigh number, overheat ratio,
and fault width, on the thermodynamics and fluid
mechanics of the system. We observe that the tem—
peratures in the near-fault regions are maintained

-02 §=01
§=02 -

-04 §=04
z d=04l y=10
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Figure 5. Tehperatures in the aquifer at different
horizons and depths. [XBL 8011-2372]
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Figure 6. A comparison between the plots of M
versus d and Py, versus 4 (data of M vs 4 from
Goyal and Kassoy, 1980). [XBL 8011-2367]

at the high value shown for the lower boundary.

A hypothetical well in these formations would en-
counter a zero vertical temperature gradient regime
associated with a purely horizontal flow. In con-
trast, conventional wisdom suggests that the obser-
vations of small vertical temperature gradients
implies vigorous vertical convection. BAlthough it
is clear on theoretical grounds that vertical con-
vection will generate nearly isothermal regimes, it
should be clear that specific geologic structure
can have a similar influence.

The concepts used to generate the model can be
tested directly by comparison of the field data and
the theoretical prediction. Current measurement
techniques provide surface heat flux distributions,
downhole temperature, and pressure distributions
which can be compared with values obtained in a
given model.
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Thermodynam:c models for geothermal and geopressured
fluids
E. R. Iglesias

Hydropressured geothetmal resetvoirs often
contain, in addition to dissolved nonvolatile salts,
gignificant amounts of noncondensible gases, chief-
ly CO3. The saline brines in the geopressured-
geothermal formations of the Gulf Coast are believed
to be saturated with dissolved methane and lesser
volatile hydrocarbons. For the gas concentrations
‘ tvolved, the thermophysical properties of the hydro-~

ermal fluids differ considerably from those of
pure water, and therefore cannot be estimated from
steam tables. These properties are 1mportant_vhen

Berkeley, Lawrence Berkeley -
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computing fluid and heat transport in hydrothermal
reservoirs and wellbores. Therefore, the ability to
predict the thermophysical properties of hydrother-
mal mixtures is paramount in reservoir engineering
studies of reservoir and wellbore performance. In
response to this need, I have developed models that
describe the thermophysical properties of water-
carbon dioxide and of water-methane mixtures perti~-
nent to reservoir engineering studies.

WATER-CARBON DIOXIDE SYSTEM

Attempts have been made (e.g., Sutton, 1976;
Grant, 1977; Iglesias, 1979) to describe the prop-
erties of Hy0-CO; mixtures for geothermal reservoir
engineering purposes. These models include a series
of ad hoc approximations which result in significant
inaccuracies outside a fairly restricted range of
pressures, temperatures, and compositions.

Three gquantities--namely, the activity coeffi-

" cients of water and of carbon dioxide, and Hyq, the

thermodynamic equivalent of Henry's Law constant--
are central for any model describing accurately the
thermophysical properties of H0-CO, mixtures.
These parameters, which are intimately related to
the solubility, were determined by processing pub-
lished experimental data (Iglesias, 1980a). Data
reduction was achieved by improved equations which
describe phase equilibrium of carbon dioxide and
water.

Results of this work were subsequently applied
to the development of a model for the thermophysical
properties of water-carbon dioxide mixtures
(Iglesias, 1980b). This model accounts for mixture
nonidealities not considered in previous work.

Solubility of CO5 in Water

This issue has been investigated by several
authors. However, significant discrepancies exist
for temperatures exceeding 100°C. These discrep-
ancies have resulted, in part, from inappropriate
assumptions about the equations of phase equilibria
used to reduce the experimental data. A review of
the literature indicated that the problem was in
computing the fugacity and activity coefficients.

: My approach to the problem was to improve upon
the Krichevsky-Illingkaya equilibrium equation used

. by Malinin (1974) in his work on CO; solubility.

Elaborating upon this, I derived Ya, the €Oy activ-

_ Aty coefficient, from a Redlich~Kister expansion of

the binary mixture's excess Gibbs energy and the
relation of Y2 with the excess partial Gibbs energy
(e.ge, Prausnitz, 1969). Neglecting terms of order

v higher than cubic in the expansion, the activity

coefficient is expressed in terms of two parameters:
(A/RT) and (B/RT). The extra parameter gained over
the Krichevsky-Illinskaya formulation substantially

" improves data reproducibility with the new equilib-

rium equation.

A further advantage was achieved over previous
efforts by deriving the 005 fugacity coefficient
from the formulation of De Santis et al. (1974).

De Santis and his co-workers developed a pressure-
explicit equation-of-state applicable to mixtures
of polar gases. The fugacity coefficients derived
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in this manner reflect the molecular interactions
taking place in the gaseous mixture. This is a
considerable advance over previous formulations
using the Lewis fugacity rule, especially at high
temperatures (T > 100°C), where the fraction of
steam in the gas phase increases rapidly with
increasing temperature.

Values of Hyq, (A/RT), and (B/RT) were
obtained by reducing the data of Takenouchi and
Kennedy (1964) and of Malinin (1974) via the new
equilibrium equation. Figure 1 shows the raw and
smoothed results obtained for Hyq, and compares
them with previous smoothed results. The question-
able quality of the 110°C isotherm of Takenouchi
and Kennedy (1964) renders the corresponding value
of Hyq inconclusive. The remaining results indicate
that Malinin's smoothed values underestimate Hyq for
T > 250°C. High temperature heats of solution were
also computed from Ej1.

The main contributions of this work are (1) to
provide an upgraded model for the solubility of CO3
in water, which could be used to reduce new experi-
mental data as they become available and (2) to pro-
vide reliable high-temperature values of Hy¢ and of
the Redlich-Kister coefficients.

Thermophysical Properties for Geothermal Uses

The thermodynamic model described here was
developed mainly as an "equation-of-sgtate" package
in geothermal reservoir and wellbore numerical
simulators.
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Figure 1.
COy in water:
smoothed results.
from other authors are also shown.

For these applications, the model was required
to predict accurately the properties of H0-CO; mix-
tures over wide ranges of temperature (in excess of
100°C to near the critical point of water), press¥{
(to about 200 bars), and compositions (up to sever
COp wtt). Within this range of parameters, the
Hp0-CO, system may consist of a compressed solution,
a liquid solution in equilibrium with a gas mixture,
and a "superheated" gas mixture.

The properties of the gas mixtures, including
fugacity coefficients, partial and total molar en-
thalpies, and internal energies, are derived from
the equation~of~-state of De Santis et al. (1974).
This equation gives the gas pressure in terms of
the temperature, total molar volume, and mole frac-
tion of each component in the gas mixture.

For the liquid phase, the partial molar volume
corresponding to water and carbon dioxide are esti-
mated by the pure liquid water molar volume and by
the infinite dilution molar volume of Malinin (1974),
respectively. The total molar volume is then com-
puted from these and from the mole fractions of
each component in the solution. The liquid molar
enthalpies were derived from excess functions.
These excess functions were formulated in terms of
Haq, the Redlich-Kister coefficients, and the heat
of solution, obtained from Malinin (1974), and in
terms of the pure liquid water molar enthalpy.

Phase equilibrium is handled by the modified
Krichevsky~Illinskaya equation, and supplemented by
a conventional fugacity equation for the water com-
ponent. Pressure effects on phase equilibrium are
accounted for by Poynting correction factors.

A number of subroutines have been developed
and tested to compute the various thermodynamic and
auxiliary variables involved in the model. Current-
ly an "equation-of-state” numerical package is being
developed on the basis of these routines. In its
present configuration, the package's input variables
are pressure, temperature, and molar volume of the
mixture. The output variables include: enthalpy
and composition of the mixture; (volumetric) gas
saturation; and enthalpies, molar volumes, and compo-
sitions of the gas and liquid phase.

The main contribution of this work is a model
for the thermophysical properties of water-carbon
dioxide mixtures which is reliable over the ranges
of temperature, pressure, and composition of inter-
est for geothermal reservoir engineering purposes.

WATER-METHANE SYSTEM

The geopressured formations of the United
States Gulf Coast are being probed for methane re-
covery feasibility. One critical variable is the
amount of methane actually dissolved in the pore
brines. . Sampling and subsequent analysis of these
geopressured fluids is therefore important for the.
econonmic assessment of the resource.

Owing to difficulties experienced in the fie‘ j
with currently available downhole fluid samplers,
interest has recently arisen to develop new samplers
designed especially for geopressured environments.



Knowledge of the thermophysical and chemical
properties of water-methane, and water-methane-
<odium chloride fluid mixtures can be advantageous

A downhole fluid sampler design, delineating sam-
ler recovery strategies, and developing fluid
transfer from the sampler to other containers
adequate for subsequent analysis of the fluid.

A Simple Model for Geopressured Fluids

I have developed a simple model to estimate
chemical and thermophysical properties of geopres-
sured fluids, and have applied this model in com-
puting and discussing bottomhole-, wellhead-, and
sampler-related quantities (Iglesias, 1980C). The
following paragraphs highlight the model and some
results.

With the exception of a Setschenow correction
for methane solubility in NaCl solutions, I neglec=-
ted the complications posed by the presence of
dissolved solids and considered a system composed
only of water and methane. ‘This approach is appro-
priate for engineering purposes.

In the present model, the contributions of
methane to the liquid~ and gas-phase molar volumes
are estimated from a correlation (Brelvi and
0'Connell, 1972), and from the ideal gas law, res-
pectively. The corresponding quantities for liquid
water and steam are estimated from the steam table
equations as given by the International Formulation
Committee (1967). :

Methane solubility is computed from an empir-
ical correlation (Haas, 1978), which assumes that
steam exists in the gas phase at its saturated pres-
sure. A Setschenow-type factor is used to correct
methane solubility for salinity.

Applications to Geopressured Fluids Sampling
‘and Production.

Expected bottomhole and wellhead conditions
(Fig. 2, Table 1) in geopressured wells of the Gulf
Coast were estimated using the model described
above. The thermodynamic transformations undergone
by the hydrothermal fluids when the closed sampler
and wellhead lubricator are cocled to near ambient
temperatures were also assessed (Figs. 3 and 4).

\

Table 1. Bottomhoie-wellhead relations.
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The main contributions of this work include a

-discussion of the combined effects of depth and

salinity on the -in situ methane content, estimates
of wellhead pressures, compositions and gas satura-
tions in relation to well depth, an assessment of
the differential pressures acting upon the sam-
pler's walls, and recommendation of a procedure for
safe recovery of the sampler from the wellhead
lubricator.
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Figure 2. Solubility curves for the Hy0-CH4 system.

Molal and (ppm) methane concentrations are indi-
cated.  The shaded area represents, approximately,
the range of pressure and temperature covered by
the geopressured formations of the Gulf Coast in
the United States. - [XBL 8011-6407A)
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6000 1400 200 200 1.555 14,029 €46 1.64 - 1.19  98.19  76.0
6000 1400 200 150 1.555 14,029 834 3.53 0.72 99.44 45.9
3600 800 150 150 0.704 6,297 460 1.51 0.51 98.98 72.9
3600 800 150 - 100 0.704 6,297 454 2.40 0.37 99.78 52.0
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.YADVANCES IN TRANSIENT WELL-TEST ANALYSIS TECHNIQUES

Overview
C. W. Miller

Pressure transient data analysis is an
important method of measuring in-situ reservoir
-properties. However, these well-test analysis
methods that were developed in the petroleum and
hydrology literature must be modified to include
the effects of two-phase and nonisocthermal flow in
the reservoir. Lawrence Berkeley Laboratory has
continued its effort to improve the design and
analysis techniques of well tests in geothermal
fields. In fiscal 1980 the emphasis was on devel~-
oping quasi-analytic and numerical models germane
to this effort.

The next article describes a quasi~analytic
model that was developed to solve the equations
governing mass conservation, energy conservation,
and Darcy's law. The model showed that the plot of
the pressure vs. log (time) approaches a straight
line for a constant rate flow test at late times
even when the fluid in the reservoir is two-.
phase. It is possible to measure the slope of that
line to obtain the transmissivity of the reservoir.

The quasi-analytic method, however, fails to
take into account wellbore effects. Wellbore stor-
age can last for several hours during a geothermal
well test as a result of the high compressibility
of the two-phase steam-water mixture in the bore.

Thus, the development of a transient two-phase well- -

bore model continued. The friction factor was input
as an empirical correlation and the slip between

the phases was included. The slip model was input
in a manner that allowed modeling of the shut-in of
a well where the two phases separzte. The existing
wellbore model can be coupled with a two-phase res-
ervoir simulator so that well tests of two-phase
reservoirs can be designed and analyzed.

Testing geothermal wells requires instrumen=-
tation that can withstand high temperatures for -
prolonged times. An interference test (versus a
production test) usually requires that the pressure
response from several production wells be considered.
The numerical program ANALYZE ig one method of hand-
ling the multiproduction and cbservation wells with
variable flow rates. ANALYZE is a history-matching
program based on the Theis sclution that varies the
reservoir parameters and the position-of hydrolog=-
ical barriers to give the best fit of the observed
pressure data. :

Future work in this area includes an effort to
combine these three problems-~-two-phase reservoir
deling, transient wellbore modeling, and vari-
‘Eile ‘flow rate analysis-~-in the development of a
two-phase well-test program.

" independent of pressure.

An analysis of two-phase production and injection tests
M. J. O’Sullivan and K. Pruess -

By introducing a similarity variable, x/V:, a

* quasi-analytical method can be used to calculate the

flow induced either by injecting cold water into or
by producing of fluid from a hot-water, or boiling,
geothermal reservoir. O'Sullivan (1980) has de-
scribed the application of the method to the analy-
sls of constant-rate production tests. O0'Sullivan
and Pruess (1980) have considered the injection -
problem. 2an outline of the method and results is
presented here.

The constant-flow-rate well test is one of the
most common methods for determining the properties
of petroleum or groundwater reservoirs. In this
test, when the pressure drop is plotted against the
logarithm of time, the resulting curve becomes a-
symptotic to a straight line after a short initial
period. The mobility~thickness product for the
reservoir can be obtained from the slope of this
line, and the reservoir compressibility can be cal-
culated from the intercept. The analysis of this
test is based on the Theis curve solution, which
assumes that the fluid density and viscosity and
the formation compressibility and permeability are
In a geothermal reservoir,
the fluid is often boiling or near boiling, and the
flow induced by a constant-rate well test is not
isothermal. The flow may be either a two-phase mix-
ture of steam and water with a varying liquid sat~
uration or a near-boiling liquid which flashes to
steam during the test. In either case, the fluid
density and viscosity change quite significantly.
Also, the compressibility of the reservoir is dom-
inated by the rate at which water condenses or
evaporates. Grant (1978) has shown that the effec-
tive compressibility for a two-phase fluid is 100
to 1000 times larger than for liquid water and 10
to 100 times larger than for superheated steam.

The formation compressibility is commonly of the
same order of magnitude as for liquid water (Grant,
1978) and therefore is negligible compared to the
two-phase fluid compressibility. The mobility-
thickness product for the reservoir is affected by
permeability reduction factors for two-phase flow.
These factors change as the saturation of the fluid
changes, leading to a total mobility which may vary
significantly during the progress of the well test.

Because of the complex properties of boiling
water, the Theis solution is generally not appli-
cable to the analysis of geothermal well tests. In
the special case where both the flow rate and the
resulting pressure drops are small, Grant (1978),

-Grant and Sorey (1979), and Garg (1980), deduced

that the pressure versus log (time) curve is approx-
imately linear and showed how to calculate an effec-
tive compressibility and mobility-thickness product.
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Moench and Atkinson (1978) and Moench (1979) con-~
sidered the special case of very dry steam and
showed that the governing equations can be approxi-
mated by a linear diffusion equation in 92 (pressure
squared). Sorey et al. (1980) recently compared
well test results obtained with a numerical simula-
tor developed by Zyvoloski et al. (1979) and a .
quasi-analytic procedure developed by Grant (1979).
Their results show that nonlinear effects are impor-
tant in some tests and, even when pressure depends
approximately linearly on log (time), it is not
obvious what fluid properties (density, viscosity,
relative permeability, etc.) should be used to
deduce the formation permeability from the drawdown
curve.

When water is injected into a groundwater res-
ervoir, the pressure buildup also follows the well-
known Theis curve. The Theis curve analysis assumes
that the flow is isothermal and therefore the phys-
ical properties of the injected fluid are the same
as the reservoir fluid. In a geothermal reservoir,
the fluid may be hot water at temperatures in the
range 150-250°C or a mixture of steam and water at
even higher temperatures. In either case, the phys-
ical properties of the reservoir fluid differ sig-
nificantly from those of the injected fluid with a.
temperature of 10-100°C. For example, the density,
viscosity, and compressibility of 100°C water differ
from the 250°C values by approximately 24%, 100%,
and 50%, respectively. The contrast is even greater
for a two-phase mixture, with order-of-magnitude
differences between the liquid and two-phase values
(Grant, 1978).

One of the more important aspects of the pres-
ent work is comparing the results obtained from the
quasi-analytical similarity method to results from
the SHAFT79 geothermal reservoir simulator.

The injection problem is particularly diffi-
cult for numerical simulators to handle, since it
involves the propagation of sharp fronts in the
reservoir. There is a "hydrodynamic” front where
the fluid in the reservoir first starts to move
significantly and, trailing behind it, a "thermal
front™ where the fluid cools down to the injection
temperature., Earlier, Pruess and Schroeder (1979)
demonstrated the ability of the SHAFT79 program to
model injection tests. One purpose here is to dem-
onstrate the usefulness of the similarity method
for analyzing either production or injection tests
and to confirm the accuracy of SHAFT79 by comparing
results obtained with the two methods. )

BASIC EQUATIONS AND THE SIMILARITY METHOD

The basic equations solved (see 0'Sullivan
(1980) and Grant (1978) for details) represent con-
servation of mass, conservation of energy, and
Darcy's Law. These equations take the form of par-
tial differential equations in radial distance, r,
and time, t, which must be solved together with
suitable initial conditions and boundary conditions.
In the problems considered here, a constant mass
flow rate is specified at r = 0, an idealized zero
radius well; it is assumed that the initially uni-
form constant pressure and enthalpy persist at large
enough distances from the well. For the injection-
case, the enthalpy at the well is also prescribed.

Following the standard similarity technique a
variable, n = t, is introduced, and the original
partial differential equations can be rewritten as

ordinary differential equations for the productio{ o

problem:
a
™
ndn =FQI (1)
dh
"an ~Fn -’ . (2)
& _p
n an p° (3)

Here Qn is mass flow rate, h is mixture enthalpy,
and p is pressure; while Fg, Fp, and Fp are complex
functions of n, Qy, h, and p (see O'Suglivan (1980)
for details). The nonlinear ordinary differential
equations are then solved numerically.

NUMERICAL PROCEDURE

For single-phase injection problems or any pro-
duction préblems, the numerical procedure follows
that of O'Sullivan (1980). A logarithmic scale is
introduced by solving in terms of z, where z = log n.
Then equation (1) is numerically integrated for Qu
starting from Qy = Q, at n = 0 and using estimated
values for p(n) and h(n). Next, equation (3) up-
dates p(n) using the newly calculated values for
QOn(h) and the boundary condition p + p, as n + «.
Finally, in the production case, a difference
approximation of equation (2) is solved.directly,
for injection, a difference approximation of equa-
tion (2) is solved by inverting a tridiagonal ma-
trix, using the latest values for p(n) and Q(n) and
the boundary conditions h+ hy as n + 0 and h + h,
as n + ». -These steps are then repeated until con-
vergence is obtained. For single-phase flow the
process works very well with convergence to within
a very small tolerance requiring only 5-10 itera-
tions on crude initial estimates. However, the
above process does not work for two-phase injection
problems. Instead, an inverse procedure is adopted
where the position, say ng, of the condensing front
is specified and the corresponding injection rate,
Qo+ required to produce it is calculated.

RESULTS

The reservoir parameters (Table 1) are those
of Sorey et al. (1980) and O'Sullivan (1980) for a
production well test problem. Two injection cases
are reported here--a single-phase problem for in-
jecting 100°C water into a 231°C reservoir, and a
second problem for injecting 100°C water into a
reservoir of 233°C with an initial liquid satura~-
tion of 0.80. The pressure and temperature re-
sponses are shown in Figure 1; the flow rate buildup
and saturation profile are shown in Figure 2. The
agreement with SHAFT79 results is good. Naturally,
the discrete nature of the SHAFT79 simulator tends
to smear the sharp thermal front but it gives a
reasonable estimate of its position. There were
some differences in the steam table approximations
used between SHAFT79 and the similarity technique
therefore, exact correspondence cannot be expectdy/
The results show a dual straight-line pressure drop



.corresponding to the Theis curves for cold and hot
water, respectively. Also, the very high effective
~ompressibility of the two-phase fluid is evident
“ajrom the much later pressure buildup.

fable 1. Reservoir data.
Porosity $ = 0.15
Rock density Pr = 2000 kq/ni3
Rock specific heat Cr = 1.0 kI/kg-K’
Permeability k = 0.24 x 10712/n2
Initial pressure Po = 3.0 MPa
Initial enthalpy h, = 1.0 MJI/kg or

' . 1.0158 MJI/kg
Injection rate Qo = 0.4036 kg/s
Injection enthalpy hy = 0.4154 MJ/kg

Only one production problem is reported here,
for a medium pressure reservoir with parameters
identical to those in the injection problem (Table
1), The pressure drawdown curves for this problem
for several initial liquid saturations are given
~in Figure 3. These curves show that the p versus
log (time) plot does not give a straight line for .
- "two-phase or flashing flow. 1In the range of prac-
tical interest (say 104 < t/r2 ¢ 106) the curvature

is not large, especialiy for the low liquid satura-
tion cases, but variations in k/vg do occur. & The
results show that k/v¢ changes significantly during
the course of the test for.high initial liquid sat-
urations. In such cases, therefore, the initial
. values p, and h, give a value of k/v¢ (approximate=-
1y the same as that at t/r? = 1), which is not
- representative of the slope of the drawdown curve.
< Also, the values of the obtained k/vy vary signifi-
cantly with the value of the initial enthalpy.

" Pressure MPa
Yol
Temperature C

»? o » w? »? »*

3
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Figure 1. Pressure and temperature profiles. The
temperature profiles for the hot-water and two-phase
veservoirs are coincident after cooling commences.
“i’HAFT79 results are shown as o for pressure and x
®for temperature for the hot-water reservoir and Ol
for pressure and + for temperature for -the boiling
reservoir. [XBL 812-2650]
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files. The flow rate curves coincide after cooling
SHAFT79 results are shown as o.

commences.
: [XBL 812-2649]

A simple independent calculation shows that
for the Corey permeability reduction factors k/vg
is a highly nonlinear function of saturation for
any particular pressure, attaining a minimum value
near Sy = 0,5 (0'Sullivan, 1980). Therefore, the
pressure decline is most rapid for tests where the
initial saturation value is near 0.5-0.6. The re-
sults shown in Figure 3 are for the Corey-type rel-
ative permeability functions, where S;, = 0.3 and
Syr = 0.05.  Other relative permeability functions
give a different shape for the equivalent curves
(for example, a different location of the minimum)
and' lead to different pressure drawdown curves.
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Figure 3. Pressure drawdown curves for the produc-
tion problem. Curves are labeled with initial
liquid saturation values. . Results from numerical
simulation (SHAFT79) shown as o. [XBL 804-7010]
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The flow rate buildup curves are shown in Fig-
ure 4. The two-phase curves are all similar but the
flashing flow curve is quite different. The flow
rate builds up much more quickly, since the liquid
water is more dense. When the water flashes, the
density decrease caused by boiling must be accom-
panied in the two-phase region by an increase in the
mass flow exceeding that in the single-phase region.
Since the final flow rate in the two-phaze region
is fixed by its value Q, as r + 0 (or t/r2 + o),
the flow rate in the liquid region must remain be-
low Q4o+ The size of the jump in flow rate that
accompanies flashing depends on the initial state
of the reservoir. A colder reservoir takes longer
to flash and a larger flow rate builds up before
boiling occurs. '
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Figure 4. Discharge build-up curves for the produc-

Curves are labeled with initial
[XBL 804-7012]

tion problem.
liquid saturation values.

) The most difficult problem in analyzing the
pressure drawdown curves is estimating the correct
value of vi. For low-liquid saturation conditions,
the initial values p, and h, can be used to calcu-
late v¢, but for medium and high initial liquid sat-
urations this procedure is not satisfactory. The
changes in saturation and flowing enthalpy during
the course of the test are shown in Figures 5 and 6.
The results in Figure 6 confirm the asymptotic
analysis presented in O'Sullivan (1980), that the
flowing enthalpy rises to an approximately constant
level at a value of t/r? at which the flow rate, O,
reaches its constant final value.

The liquid saturation curves (Fig. 5) show
that only low initial liquid saturations lead to a
*drying out”™ of the reservoir. Even for the case
Spo = 0.5, the reservoir runs out of heat before it
runs out of fluid. This difference in very long-
term behavior (either drying out or cooling off) is
dependent on both the initial saturation and the
relative permeability functions. Further calcula-
tions will determine the effect of varying the
relative permeability functions on this and other
aspects of the results.
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Figure 5. Liquid saturation response curves for

the production problem. Curves are labeled with
initial liquid saturations. Results from numerical
simulation (SHAFT79) are shown as o. [XBL 804-7013]

Calculated results based on the numerical sim-
ulator SHAFT79 for the single case Sy, = 0.65 are
shown in Figures 3 and 5. These results were ob-
tained using the same grid as Sorey et al. (1980),
and show that, in spite of discretization errors,
the numerical simulation agrees well with the simi-
larity solution. The last point plotted on Figure 1
at t/r2 o~ 105 is a well block pressure with t/r2
calculated from the procedure suggested by Garg
(1980) with r = 0.56 x block radius.
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Figure 6. Flowing enthalpy response curves for JSEPJ
production problem. Curves are labeled with initial
liquid saturations. [XBL. 804-7014]



CONCLUSIONS

The similarity method presented here provides
“aéery powerful method for analyzing constant-flow
e geothermal well tests. Because of its accuracy,
the solution method provides a means of checking the
results obtained by standard reservoir simulation
methods; thus, they can be used with confidence for
analyzing constant-flow-rate well-test results, and
other well-test results, such as buildup tests and
multiple flow rate tests, for which the similarity
method does not work.

The solution method also enables the ready
analysis of single-phase geothermal injection tests.
With more effort, (owing to the trial and error
procedure required), injection tests for two~phase
or dry-steam reservoirs can also be analyzed. The
limited results obtained to date indicate that the
SHAFT79 program is a useful tool for analyzing such
tests and is much more flexible than the similarity
method in terms of the types of tests, such as mul-
tiple~-rate, to which it can be applied.

The simplicity of the similarity method enables
lengthy (real time) calculations to be made very
quickly; therefore, the similarity method provides
a useful tool for parameter testing and for apply-
ing field data to investigate theoretical problems,
such as the form of the relative permeability
functions.
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Modeling of wellbore dynamics
C. W. Miller

WELBORE is a numerical model for simulating
one-dimensional two-phase transient flow in a well-
bore. Although models of steady-state one-dimen-
sional two-phase flow and transient energy flow in
the wellbore have been reported in the literature,
work on a transient two-phase momentum and energy
flow model is limited. A transient model aids in
understanding the wellbore flow during a well test.
It is needed to study the interaction of fluid flow
in the wellbore and the reservoir when transients
in the bore are still important. A transient model
can also determine the sandface flowrate during a
well test when wellbore storage is important.

The development of the WELBORE program has been
‘reported in previous years. A description of the
numerical model is given in Miller (1979). However,
the model assumed no slip between the phases, the
friction factor was kept at a constant value, and
the wellbore model was connected only to a liquid-
filled reservior. Although slip between the phases
is an important effect that must be considered, it
was still possible to investigate the effect in the
bore of nonuniform pressure transients that occur
with time when a flowrate change is made at wellhead
on the downhole pressure change. It was also pos-
sible to study the effect of the nonisothermal
changes in the bore on the expected drawdown. This
work was completed and previously reported by Miller

(1979D).

RS

‘ACTIVITIES IN 1960

© ‘The major work in 1980 consisted of updating

-.the WELBORE model, which included slip between the

phases and the friction factor as an empirical cor-
relation, and connecting the wellbore model to an
already developed two-phase flow reservoir model.
In addition, the code was reformatted for broader
accessibility to other members of the reservoir
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community, and a user's manual was written for the
code.- The wellbore model with the single-phase
reservoir flow model was made available to other
users. An effort was begun to include a second com=-
ponent as COy in the wellbore model. However, this
work was postponed until a complete CO, water-steam
equation-of-gtate package was available.

The addition of slip between the phases
required a major change in the transient model
formulation. Initially, the flow of the two—phase
mixture was written in terms of an average mass
velocity. An attempt was made to include the slip
term by continuing to write all terms in the momen-
tum and energy equations comprised of this mass
averaged velocity plus an additional expression to
account for the slip effect. Such a method fails
to allow for an accurate physical representation
of the flow. To correct this problem, all terms in
the overall momentum and energy equations (except
the transient terms 3e/dt and 3(pv)/9t, where e is
the specific energy, pv is the mass flowrate per
unit area, and t is the time) were written separ-
ately for each phase. Thus the contribution of
each phase to the energy or momentum transport
could be written into or out of a finite control
volume. Specifically, the convection of energy
out of a control volume by the liquid phase is
(pv)g (1 - a)eg where £ denotes liquid and (1 - a)
is the volume saturation of the liquid phase.
Using this method it is possible to calculate the
- separation of the phases when the well is shut in.

The slip between the phases was determined by
an empirical correlation. The flow regime map sum-
marized by Orkiszewski (1967) gave the types of
flow (bubble, slug, transition, mist) as a function
of average velocity and quality. The slip in each
phase was then specified. The exact expressions
are given in Miller (1980a).

The friction factor was that given by Chisolm
(1973). It is not written as a function of flow
regime but as a function of quality and the fric-
tion factor that would exist if the fluid flow were
all liquid. This empirical correlation was chosen
because it was based on experiments with a steam—
water mixture flowing vertically in a pipe at flow-

rates comparable to those found in a geothermal well.

Most friction-factor correlations in the available
steady-state geothermal flow models are based on
oll-gas or water-air flow. It was felt that a cor-
relation based on a steam-water experiment might
better be able to model the flow in a geothermal
well. .
Since any transient model can be used to model
the steady-state flow, the measured pressure profile
in a well has been compared to the numerical calcu-
lation of that profile using WELBORE. Figure 1
shows such a comparison for well M-91 at the Cerro
Prieto field. For this case, the conditions at the
wellhead were input to the program, and the result-
ant pressure profile and downhole conditions were
calculated. It is not the intent to develop a well-
bore model with different options for friction fac-
tor and slip, thereby allowing the user to choose
the model that best fits the data. This model,
along with the selected empirical correlations, has
been checked against a couple of cases in which the
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Figure 1. Pressure profile in M-91 at Cerro Prieto
field. (Measured profile provided by Comisién
Federal de Electricidad de México.) [XBL 8011-6421)

pressure profile was measured and has given good
agreement. The program will be updated when better
correlations become available.

The WELBORE program was also modified for
easier use by other researchers. Several options
were added that allow calculations for different
boundary conditions. At the wellhead, it is possi-
ble to specify mass or volume flowrate or to give
the wellhead pressure. Downhole, one can specify
the reservoir flow that enters the bore by using
the reservoir flow calculations or by just giving
the downhole pressure as a function of time. Ini-
tial conditions that are still needed are the mass
flowrate, downhole or reservoir pressure, and energye.
One option includes the heat transfer from the bore
to the surrounding rock.

The users' manual written by Miller (1980b)
pfovides four examples that illustrate the problems
which could be solved. Figures 2-4 show results
from three of those problems. Figure 2 is a plot
of both the wellhead and downhole pressure change
with time for two drawdown cases where the fluid is
flashing in the bore. The flowrate changes in the
liquid phase reservoir were calculated along with
the changes in the bore. The figure shows the pres-
sure drop to be larger at wellhead than downhole,
occurring when a flowrate increase is first made.
Also illustrated here is the large difference be-
tween wellhead and downhole pressure changes: even
at later times, after the flowrate change has bee-
made, the slope of the pressure change with timé‘iy)
wellhead is not equal to that downhole. Over the
time of these calculations, wellbore storage is
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pressure transients for two different buildup cases.
In one case the well is shut in. [XBL 8011-6419]
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still important; therefore, a steady-state flow
model would be inadequate to model the wellbore
flow. (A steady-state flow model must naturally
assume that the mass flow into the bore is equal to
the mass flow out of it.)

Figure 3 illustrates the different pressure
buildup curves that can occur when the well is
actually shut in and when the flowrate is just de-
creased but not shut off. Because the convection
terms are written separately for each phase, the
program calculates the actual separation of the
steam and liquid water in the bore when the well
is completely shut in. However, this calculation
requires a correlation for the slip between the
phaseg, when the liquid phase is falling and only
the steam phase is rising. Empirical correlations
are available for this case. A slip factor approx-
imating the size in the bubble regime was used.
How this slip factor influences the results will be
investigated., In any case, a slight leveling off
of the pressure rise will occur during the buildup
(Figs 3)e This effect results from the pressure
that rises too fast in the bore when the two phases
are separating out, causing the fluid to flow back
into the reservoir. This calculation can be done

-only with a transient model.

Figure 4 shows the calculation of the sandface
flowrate when a step change is made in the flowrate
at wellhead., For this calculation the downhole
pressure, together with the wellhead flowrate, was
specified. In addition, WELBORE calculates the
sandface flowrate. For this case, wellbore storage
is considered complete in 14 minutes, based on cri-
teria established in the petroleum field. This
criteria, however, ignores nonisothermal effects.
The program ANALYZE (Benson and McEdwards, 1980)
can determine the reservoir parameters of the.actual
sandface flowrate. ANALYZE is a history-matching
program designed to analyze interference or produc-
tion data, using the actual sandface mass flowrate.

As noted above, an additional improvement is
the integration of the wellbore calculation with
the two-phase reservoir model of Zyvoloski and
0'Sullivan (1979). The energy, momentum, and mass
equations have been coupled in a manner whereby
the reservoir sandface pressure is applied in the
wellbore flow calculation, and the resultant flow
between the reservoir and wellbore is applied in
the reservoir calculation. A time-step limitation
exists: large time steps are not needed to calcu-
late the changes in the bore, since in most cases
the calculations of interest involve only those
events that occur during a well test. It is also
easier to use a layered reservoir model when the
calculation is explicit. Detailed calculations of
how the wellbore flow affects a two-phase reservoir -

test have not been made.

FUTURE - PLANS

" Several problems can be investigated now that
the program WELBORE includes slip between the phases
and is connected to a two-phase reservoir. A lay-
ered two-phase reservoir model interacting with the
wellbore is proposed, following which the injection
of water into the reservoir will be studied. Also,
the modeling of drawdown and buildup tests of a two-
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phase reservoir is proposed to determine what pro-
vides the best measurement of reservoir conditions.
Moreover, the deliverability of a well reservoir
system deserves investigation to determine possible
flowrates. The program will eventually be updated
to include a second component.
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ANALYZE
S. M. Benson

ANALYZE is a history-matching program designed
for pressure transient analysis of well tests in
single-phase fluid~saturated reservoirs. Both inter-
ference tests and production tests can be analyzed
to yield reservoir transmissivity (kxh/u), storativ-
ity (¢ch), and hydrologic boundaries. An analytic
solution calculates the pressure drawdown-buildup
in an idealized reservoir system. Figure 1 shows
schematically the basic reservoir-well model assumed
by computational algorithm. The reservoir is
assumed to be an isothermal, isotropic, homogeneous,
porous medium of constant thickness and infinite
areal extent. The production well is modeled as a
line source which fully penetrates the reservoir
thickness. The flow into the well is assumed to be
purely radial and uniformly distributed over the
height of the well (gravity effects neglected).

The unique feature of the matching program is
an analytic solution which calculates drawdown-
buildup caused by arbitrarily variable flow rates
from one or more production wells. Flow rates are
modeled by superposition of consecutive “"production
pulses.” - The flow rate within any "production
pulse® may be constant or vary linearly with time.

RESERVOIR MODEL

WELL

Figure 1. Schematic of the well-reservoir system.
) ) [XBL 813-2722]

Any variable flow rate history can be modeled to
the desired accuracy by a series of sequential
straight lines, each of the appropriate duration
and inclination.

The implementation of this technique allows
the simultaneous analysis of pressure data for up
to 20 observation wells, each influenced by the pro-
duction (and/or injection) of as many as 20 wells
with arbitrarily varying flow rates. Pressure data
can be analyzed for the reservoir properties, trans-
migsivity (kh/u), storativity (éch), and a single
vertical linear reservoir boundary. If the ¢ch
product is known for production well analysis, a
skin value indicative of wellbore damage or enhance-
ment may also be obtained.

A nonlinear least-squares matching routine
minimizes

N A 2
P - bAp
2 1 __calc obs
X° == — ’ (1)
N - P
n=1 obs

where N = # of observation wells, AP ,y. = calcula-
ted pressure change, and Apobs = observed pressure
change which is functionally dependent on the reser-
voir parameters, well configuration, and flow rates.
By systematically changing-the specified reservoir
parameters, the X2 sum is reduced until thé minimi-
zation requirements are satisfied. At this time,
the program assumes that the correct reservoir pa-
rameters have been attained.

METHODOLOGY

Variable Flow Rate

To handle a variable flow rate, q(t), we assume
that any production rate history can be adequately
represented by sequential, straight-line segments,
each of -appropriate length and inclination (Fig. 2).
We prescribe q(t) to vary linearly within each in-
terval Ty to Tgy47 so for the kth 1ine segment,
gx can.be written

= T -1
9 Ak + Bk ( k)‘ (2)
4
The drawdown, AP (t), caused by a variable pr:odutssi"ai
tion rate qp -is given by the line source solution
(Carslaw and Jaeger, 1959):



Since q(t) is known from equation (2), the
integration of equation (3) may be carried out. A
closed=-form solution of this integration iz avail-
able and a full development is given in Benson and

McEdwards (1980) and McEdwards (1981). The solu-
tion is
AP(k) =

27kh {[A + B (t Ty 1+ U )][W(U ) - W(Uk+1)]

S B 1) explu) - (e ) ex! uwn} .

(4)
where

2 2
cr cr

U == , U =
ko ax(t 1) K+l k(e - 1,

Y’ and

w(U) = f ﬂ.(y_:ﬂ ay.

The pressure response of one well is calcu-
lated by summing the pressure response of each
production pulse. '

Multiple Production Wells

To calculate the pressure response caused by
several production-injection wells, the drawdown-
buildup attributable to each well is calculated and
then summed. - Each production well may have an ar-
bitrary set of unique flow rate data, - Equation (4)
and the principle of superposition form the basis
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for all pressure calculations in ANALYZE. With the
above equations, multiple wells with variable flow
rates and reservoir boundaries can be rigorously
accounted for in the pressure calculations.

.matical condition for a

x
o4
-
- th
g k puhe
o
vl Ay Ak
L
Tk . rk+|

Time t
(-

_Figure 2. Pulse representation of a variable flow
rate.

- [XBL 792-485]

Hydrologic Boundaries

A single, fully penetrating linear hydrologic
boundary can be modeled using the method of images.
Briefly stated, a boundary may be viewed and mod-
eled as a line of bilateral symmetry about which
image production wells are arranged in one-to-one
symmetric correspondence with real production wells
(Fige 3). To model an impermeable boundary, each
image well is assigned a flow rate record identical
to its symmetrically located real well. This re-
sults in zero pressure gradients perpendicular to
the line of symmetry at the line of symmetry. A
constant potential boundary is modeled using image
wells whose production-injection records are iden-
tical to their symmetric counterparts but are of
opposite sign (production versus injection). This
situation results in zero pressure changes along
the line of symmetry which is the necessary mathe~
constant potential boundary
of infinite horizontal extent. The image wells
that model a boundary contribute an additional com-
ponent. to the..calculated pressure change, which is
parametrically dependent on the values of kh/u and

4$ch. Thus, for each iteration in which a boundary

is being searched for, there are four parameters
that can be changed: kh/H, éch, Timager and <.

Production Well Skin Effect

The calculated‘pressure response in a produc-
tion well may also include an additional component
due to the skin effect. The skin effect is defined
as the steady-state pressure change due to an annu-
lar zone of enhancement or damage around the well-
bore .(Beals, 1966). The component of pressure
change due -to the skin is expressed in equation (5),
where s is the skin value

skin 21kh

Ap -g =L, ' (5)

" PRODUCTION WELL
- [-]

OBSERVATION WELL

IMAGE
WELL

Schematic of image well locations for
{XBL 813-2186]

'Figure 3.
nodeling hydrologic boundaries.
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A positive skin value is indicative of well-
bore damage; a negative skin value is an indica-
tion of wellbore enhancement.

Least Squares Minimization

v The scalar x2 measures the agreement of the
calculated pressure response with the observed pres-
sure response. The analysis technique aims to de-
termine the reservoir parameters, for which x2 is
the smallest, by changing the initial parameter
values to those values which interactively reduce
the value of x2. The minimization process uses the
least-squares program LSQVMT, a nonlinear fitting
routine. For a more complete discussion of the min-
imization algorithm, see Beals (1966).

A simplified expression of the minimization
statistic is shown in equation (6)

N
2,12

X TN
n=

This formulation has an advantage over a logarithmic
minimization statistic because both positive and
negative pressure changes can be considered simul~-
taneously. This allows the combination of injec-
tion and production data in a single analysis. The
difference between the calculated and observed pres-
sure is normalized to the observed pressure change
in order to give equal weight to all pressure data,
regardless of the absolute magnitude of the response.
The equal-weight feature is also implicit in
conventional type curve matching. The sum of the
difference between the observed and calculated
points is averaged over the total data points in
the analysis. This averaging allows comparison of
results from several analyses with differing
numbers of observation points. The absolute
magnitude of x2 is not the only determinant for
success of a particular analysis. The absolute
magnitude of X2 is a function of the accuracy of

the data and the values of the reservoir parameters.
Beals (1966) discusses the minimization procedure
in detail.

APc(n) - APo(n)
APo(n)

. (6)

SAMPLE PROBLEMS

The program has been validated by comparing it
to numerous analytic models (McEdwards and Tsang,
1977). The following two sample problems illus-
trate some of the program's capabilities. Sample
problem 1 demonstrates a full-field simulation of
an injection test with four observation wells.
Sample problem 2 analyzes the interference effects
of four production wells on a single observation
well.

Sample Problem 1. Variable Rate Multi-observation
Well-Injection Test

The data for this problem were obtained from
an injection test in a shallow groundwater aquifer.
The aquifer is approximately 20 m thick and bounded
above and below by clays of very low permeability.
An array of observation wells were drilled to moni-
tor the effects of injection (Fig. 4) and to obtain
estimates of reservoir permeability, porosity, and
compressibility. Many difficulties were encountered
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(-45.58m,0) (0,0) (36.3(m,0)
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Figure 4. Well location for sample problem 1.
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to 'a slow bleed.
‘tion schedule was maintained for each well.

during the test, resulting in a highly variable flow

. rate ‘Fig- 5).

Interference data from each well were analyzed
individually and initial estimates of the reservoir
parameters were input for the full-field analysis.
The match of observed and calculated pressure data
is shown in Figure 6. For this problem,
kh/u = 8.21 x 10~7 m3/Pa-s, ¢ch = 1.72 x 10~7 m/pa,
d = 239 m, and a = 3 degrees .(the angle to a line
which is perpendicular to a2 boundary).

Sample Problem 2.
Interference Test

Multiple Production Well

The following data were obtained from a high-
temperature, single-phase liquid reservoir used
for electrical power generation. The reservoir is
a sedimentary deposit of sands, clays, and shales.
The total reservoir thickness is not precisely
known, but the central part of the reservoir is
believed to be at least 100 m thick. The wells
tested range in depth from 2000-3000 m and have
open intervals of 100-200 m. This interference
test was conducted with four production wells that
were being developed for. the first time. Therefore,
flow rates were gradually stepped up to the maximum
rate, held constant for several days, then reduced
An accurate account of the produc-
The
flow rate of each production well and the pressure

‘response at the observation well are ghown -in
.-Figure 7.

The comparison of the calculated and real
pressure drops is shown in Figure 8. Although not
perfect, the fit is acceptable. Separate analyses
of ‘both the drawdown and buildup data were to deter-
mine if a reservoir boundary was influencing the
pressure drops. Similar values of kH/M and ¢ch were
obtained for both the drawdown and buildup data,
indicating that no boundary was influencing the
pressure response.

F401

8

.
r399s M- 10l Pressure
H
3082
;M-st s
3 300tser, M9l
< o]
’d
O
g
T 200
®
4
=z
]

100k

w

20 time — mufesmO’?o 80
L 1 i i }
L V25/78 2/) 2/15 an 3/15/78
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\}A/DVANCES IN THE DEVELOPMENT OF TRANSIENT WELL-TESTING EQUIPMENT

Overview
S. M. Benson

The Geothermal Group of the Earth Sciences
Division has been involved in geothermal well test-
ing since 1975. Experience indicates that the
effects of high temperatures and of temperature
changes on the behavior of downhole instrumentation
have limited the use of conventional well=-testing
equipment developed by the petroleum and ground-
water industries. Consequently, several alterna-
tives to conventional well-testing equipment have
been explored. Among these was a downhole chamber
and capillary-tube system (Sperry Sun Pressure
Transmission System) which uses nitrogen gas or
helium to transmit downhole pressure transient data
to the surface. This method has the advantage that
no downhole electronics or transducers are required
and that a continuous surface read-out of downhole
pressure is possible (Narasimhan et al., 1978).

The disadvantage of this system, not identified
until it had been used in the field on numerous
occasions, is that temperature changes which take
place along the length of the capillary tubing
obscure transmission of the downhole pressure re=-
sponse to the surface (Miller.and Haney, 1978;
Miller, 1980). This causes pressure-transient data
obtained by this method to be inaccurate and unsuit-
able for conventional well-test analysis.

Recognizing the need for reliable instruments
suitable for geothermal environments, Lawrence
Berkeley Laboratory (LBL) has developed a suite of
low (110°C) and moderate (200°C) temperature well-
testing equipment. Emphasis has been placed on
using off-the-ghelf components and transducers that
have been developed by various industries for a va-
riety of high-temperature, high-pressure applica-
tions. The components have been combined into
instrumentation packages which provide the measure-
ment of key downhole quantities for determining the
physical parameters of geothermal reservoirs (i.e.,
pressure, temperature, and flow as a function of
depth and time).

Geothermal reservoirs are unique in so far as
they occur in geologically complex environments.
Typically, a wellbore in a geothermal reservoir will
intersect several dominant producing strata or frac-
tures. Wellbore flow surveys (spinner surveys) are
required to locate these fractures and/or dominant
production zones. Spinner surveys have also been
used to determine the flash depth in a wellbore.
Temperature profiles in the wellbore are necessary
to identify convective and conductive thermal re-
gimes within the reservoir and wellbore. Pressure
surveys, in conjunction with temperature surveys,
are used to determine whether the reservoir fluid
is a single-phase liquid (steam) or a two-phase mix~
ture of steam and water.

%

Pressure~transient testing is the most accurate
and commonly used method of obtaining estimates of
the in~situ reservoir transmissivity and storativity.
Pressure~transient data analysis is also used to
determine the properties of the near-wellbore reser-
voir formation. - Since the temperature of the fluid
in the wellbore varies with depth and may change
during the test, it is essential to have downhole-
pressure data to obtain accurate pressure~transient
data. Wellhead data are inadequate because of
temperature changes along the wellbore and at the
wellhead.

Well-test instrumentation that is suitable for
geothermal application must be stable and provide
repeatable data throughout a wide temperature range
(ideally 80-315°C). It is not sufficient to have
components which provide accurate data at a single
temperature; nonisothermal temperature-dependent
behavior of the components must be correctable. The
use of microcomputers has tremendous potential in
the development of these tools because it allows for
the automatic real~-time correction of nonlinear and
linear, noniscthermal, temperature-dependent trans-—
ducer properties. For this reason, and because of
the flexibility to be gained in the storage, manipu-
lation, and processing of data, LBL has developed a
data acquisition system centered around a DEC LSI 11
microcomputer.

A schematic of the computerized data acquisi-
tion system is shown in Figure 1. The system itself
is applicable to any type of instrumentation which
has an electronic output, be it a frequency, resis-
tance, or voltage signal. The signals from the
tools are multiplexed and input to the appropriate
measurement device by a scanner. The microprocessor
reads the signal from the selected device, either
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Schematic of. computerized data acquisi-
tion system.

[XBL 812-2665]

i.;f



the digital volt meter or a frequency counter.
data are then processed, displayed, stored, and
orinted out.  The system is extremely flexible; it
‘ is applicable to various types of well-testing ac~

jvities and is controlled by a real-time operator.
Because the LSI 11 can be operated in a foreground/
background mode, it can be programmed with data
acquisition as its first priority, but real-time
data analysis can take place concurrently.

The

This system has been used for several applica-
tions, two of which are summarized below. The
article entitled "The LBL PTQ Tool" discusses a
wellbore-flow survey and pressure-transient well=-
testing tool. The PTQ tool simultaneously measures
.downhole pressure, temperature, and fluid velocity
at temperatures up to 200°C. In addition to stor-
ing the data, the microcomputer is used to calculate
the temperature correction of the signal from a
strain-gauge pressure transducer. - Temperature data,
measured by an RTD (Resistance Temperature Device)
are calculated with a spline curve fit to factory
specifications for the transducer. The next arti-
cle, "A Downhole Pressure/Temperature Probe for lLow
Temperature Application,” discusses how the system
is used in conjunction with an interference/produc-
tion test monitoring system for applications up to
107°cC.

Tremendous advances have taken place in the
design and availability of instrumentation and
components suitable for geothermal application.
Instruments for obtaining pressure-transient data
with a high degree of accuracy and resclution and
with real-time surface read-out are now available
for applications in downhole environments up to
200°C.  There are, however, two major obstacles to
the development of instruments which will function
at temperatures greater than 200°C, but both are
being worked on by various private companies. The
first is that electronic pressure transduceres with
the desired accuracy and resolution are not avail~
able for use at temperatures higher than 200°C. It
must be emphasized that it is important not only
that the transducer be operable at these higher
temperatures, but that the transducer remain stable
when the temperature changes.

The second obstacle is the lack of electronic
components which are cperable and stable above 200°C.
At the present time, Sandia National Laboratory is
developing a variety of electronic components, in-

. cluding a downhole multiplexer which will be rated
for. continuous use to 275°C (Veneruso, 1980). The
advantage of having a high-temperature multiplexer
is that it allows instruments which usually would

be run on a multiconductor cable to be run .on &
single~conductor cable. . There are several advan=_’

. tages to using single-conductor cable, the most
important being that single-conductor cable rated
for continuous use at 300°C is available from -
commercial suppl;ers. .

-In comxng yearse, effort w;ll be concentrated
on modifying the instruments now in use 80 that they
will perform reliably at temperatures up to 315°C.
As part .of this effort, we are making a passive
.  2mperature tool which will be rated for continucus
‘iiase up to 300°C. A spinner.tool, developed by LBL,
has also been modified so that there are no elec~
tronic limitations to operating the tcol at 300°C.

- changes.

-production zone within a single well.

- BUrveys.
'ue;sutcments _are required to determxne the satura-
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Nonelectrical difficulty may arise at these high
temperatures, but they should be identified during
field testing. Pressure transducers suitable for
this type of application are being laboratory tested
to determine how the output of the transducer is
affected by elevated temperatures and by temperature
When a suitable transducer is identified,
it can be incorporated into a downhole pressure
probe. - The use of microcomputers will prove to be
invaluable now that real-time calibration of various
types of components is possible. Such calibration
allows for increased flexibility in that transducers
which have nonlinear temperature-dependent behavior
may still be suitable, since such behavior can be
corrected by appropriate computer calculations.
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The LBL combined PTQ too!

S. M. Benson, C. Goranson, R. Solbau, and A. Biocca

Until recently, technology and methodology for
geothermal well testing borrowed heavily from the
oil and gas industry. But increased knowledge and
experience have shown that well-testing requirements,
though similar, are not the same. Both the unique

‘hydrogeologic nature of geothermal reservoirs and

the effect of high temperatures on transient well-
testing equipment must be considered in the design

_ of transient testing instrumentation for geothermal

npplicatxons.

“Geothermal wells are typicnlly completed with

‘an open interval of several hundred tq thousands of

feet over which permeability may be highly variable.
For instance, there may Be more than one dominant
Thusg, de-
tailed flow vs. depth profiles are essential to
correct interpretation of pressure transient data.
Multiphase wellbore flow can also lead to misinter-
pretation of pressure transient data and wellbore
Temperature, pressure, and fluid velocity

tion profile “of .a well,
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A moderate temperature (< 200°C) well~test tool
specifically for geothermal applications has been
developed at Lawrence Berkeley Laboratory (LBL).
Three downhole parameters--pressure, temperature,
and flow--are measured simultaneously. Off-the-
shelf components were used in the downhole transdu-
cer assembly. The surface electronics that convert
the analog signal to a digital display consists of
a digital voltmeter, frequency counter, scanner,
and microprocessor.

LBL COMBINED PTQ TOOL

The LBL PTQ tool was designed for simultaneous
measurement of pressure (P), temperature (T) and
flow (Q) in geothermal environments of moderate
temperature (< 200°C). A combined-function tool
has several advantages over single-function tools:
fewer trips are required in and out of the well;
simultaneous capture of all three types of data
ensures uniform conditions for all parameters in a
single test run; and synthesis of data is much
simplified. The components of this tool are off-
the-shelf transducers developed by industry for
various moderate-to-high temperature environments.
The components of the tool are a Bell and Howell
(EL-1000-4) strain gauge, a resistance-temperature
detector (RTD), and a modified Kuster flowmeter.
The tool has no active electronics downhole, which
eliminates the problems that arise in temperature-
sensitive components.

The CEC-1000-4 temperature-compensated, sput-
tered strain gauge pressure transducer has a full-
scale output of approximately 30 nV. Transducers
are available with full-scale pressure ratings of
2500, 5000, and 10,000 psia. The rated accuracy of
the transducers at 80° is 0.25% of the full-scale
reading. For the 2500 psia transducer this is 6.25
psi, which is more accurate than required for tran-
sient well testing. The resolution of the trans-
ducer has not been tested because the calibration
system, a deadweight tester, is only accurate to
1 psi. 'The resolution is better than 1 psi and
probably as good as 0.2 psi throughout the compen-
sated temperature range.

The CEC-1000-4 2500 psia transducer is temper-
ature compensated between 80 and 400°F. However,
the accuracy of the transducer, in its factory
configuration, is temperature-dependent. With in-
creased temperature, both the full-scale mV output
and the null voltage of the transducer change.
These thermal effects are expressed in terms of the
change in the reading as a function of the full-
scale reading per °F:

Full scale output 30.538 mv
Pressure range 2500 psia
Temperature compensation 80-400°F
Zero shift 0.006% FR/°F
Full-scale sensitivity shift 0.001% FR/F
Excitation voltage 10 volts

Although the full-scale output shift and zero shift
are a very small percent of the full-scale reading,
the accuracy is strongly affected when a 320°F

(80 - 400°F) temperature change takes place. For
instance, with the transducer at its full-scale
reading (2500 psi), an 8 psi sensitivity shift and
a =48 psi zero shift are incurred for a 320°F tem-
perature change.

Pressure = FSP x —

. PP = ‘ /
FSMV + s?ggv x FSMV (T = 80°F)

Zeros .
- 100 x FSP(T - 80°C), (1)

where FSP = pressure range, PP = mV signal out,

EP = excitation voltage, FSMV = full-scale mV out-
put, SENSV = full-scale sensitivity shift per °F,
Zeros = zero shift per °F. With the simple calcu-
lation, shown in Equation 1, the effects of the

zero shift and the full-scale sensitivity shift can
be corrected. Then, the rated accuracy of 0.25% FR
can be obtained through the compensated temperature -
range.

The temperature transducer is a platinum RTD
in a three-wire configuration whose accuracy is
calibration-dependent. Based on a two-segment
linear calibration, an accuracy of 1°C is obtained
throughout the temperature range of the combined
tool (10~200°C). Greater accuracy can be obtained
using spline-curve fitting techniques; however, for
initial testing of the tool, the 1°C accuracy was
sufficient. The RTD is for both pressure trans-
ducer temperature correction and wellbore fluid
temperature.

A modified Kuster spinner tool operates as the
downhole flow meter. A magnetic reed switch
located near a magnet emplaced in the rotating
shaft induces a frequency proportional to the fluid
velocity. The frequency signal is read at the sur-
face by a frequency counter. Readings are reliable
for a fluid velocity greater than 0.25 ft/s.

The complete tool is less than 4 feet in length
and has a 2-in. O.D. (without centralizers and
collars). In its combined configuration, it has
been run on a 20,000 £t long seven-conductor cable.
A modified seven-conductor cable head connects the
tool to the cable. The spinner can be run separ-
ately on a single-conductor cable.

PRESSURE TRANSDUCER CALIBRATION

The pressure transducer was calibrated with a
deadweight tester and an oven. It was necessary
to immerse the transducer in oil during calibration
because a small differential temperature between
the pressure diaphragm and the temperature-compen-
sating resistors can cause large errors in the
pressure output. The transducer was calibrated at
three temperatures: 80°F, 212°F, and 320°F. The
calibration at six different pressures as a func-
tion of temperature are shown in Table 1. As can
be seen, the 0.25% FR rating is obtained for all
pressures and temperatures. Pressure resolution was
measured by adding a 1-psi load at each calibration
point. A more precise calibration can be performed
if the nonlinearity of the zero-shift coefficiep*
and the sensitivity-shift coefficient are meas )
and included in the computer correction. Howevd®,
an absolute accuracy of 0.25% FR is adequate for
most transient well-testing applications.
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SURFACE ELECTRONICS AND DATA ACQUISITION

The major obstacle in developing the present
system was finding a means to supply a constant
10-v excitation to the pressure transducer. Six
wires were needed to supply the voltage, regulate
the voltage, and measure the transducer output.
Figure 1 shows the wiring configuration. Voltage
is supplied through legs A and B in the diagram.
Leg A has a resistor in it which enables measure-
ment of the current to the tool; moreover, leaks
in the tool can be so detected. Legs C and F are
measured to control the excitation voltage at the
pressure transducer. The pressure reading is ob-
tained from legs D and E.

The seventh leg of the seven~conductor cable
provides the measurement of two additional guan-
tities--temperature and flow. The temperature is
calculated from the resistance through legs B and C.
The change in resistance of the cable is measured
on leg F. The frequency signal from the flow meter
}s transmitted to the. surface on leg F.

_.-The power supply (Fig. 1) serves two functions.
First, it is designed to supply a constant 10 volts
to the pressure transducer. Second, in case of com-
puter failure, the power supply can act as a backup
device from which raw pressure data (mV) and raw .
© temperature data (ohms) can be read.

The signals from the pressure transducer and
the thermistor are measured by a digital voltmetex.
A frequency countér measures the signal from the
flow meter. : .

An LSI 11 microprdcessor éontrqls the data
sampling interval, storage, processing, and display.

123

Figure 1. Wiring diagram and surface electronics
for the PTQ tool. {XBL 813-2764])

FORTRAN programs have been written which accept
operational commands from the field operator. A
CRT displays real-time data. A TI printer prints
out data at operator-specified intervals. Table 2
shows a printout of typical test data. Data are
also stored on a floppy disc which can store up to
3920 records. - Depending on the time interval
selected for data storage, a single disk can store
between ten hours (10-s sampling) to several months
(1-h sampling) of data.

The LSI 11 operating system can be programmed
in a background-foreground mode. For example, this
allows  the computer to be programmed for the data
acquisition as its highest priority. Graphic dis-
play of data or data analysis can be performed
concurrently without interfering with the primary
function of the system.

FIELD APPLICATIOR

The LBL PTQ tool has been operated in the field
on several occasions. In one test, a series of pre-
transient testing surveys were run on a moderate-~
temperature geothermal well in the Imperial Valley,

‘California. The operating environment for the sur~

face equipment was harsh (ambient temperatures 110-
120°F) and dust-laden. The dust particles caused
no noticeable problems with the equipment. The
high ambient temperature, however, caused equipment
failure several times. This problem was resolved
by maintaining the operating environment at. temper-
atures less than 90°F. '

Table 2. - Printout of typical test data.

Time P T Q Tp Pp - Ep Ip- Sp
12:06:30 202043 . 110.4 0 2.8732 24.687 10,0033~ 19.930 = 13.1070
13:06:40  2020.5 110.4 0 2.8732 24,689 10.0034 19.930 13. 107
13:06:50 2020.6 110.4 0 28732 24.691 - 10.0034 - 19,930 13. 1071
13:07:00 2020.6 _110.4 O 2,8731 24.690 10,0034 19.930 13.1070
13:07:10 2020.8 110.4 0 2.8731 24.693 10.0034 19.930 13. 1070
- 13:07:20 2020.8 110.4 0 2.8732 24,693 10. 0034 19.929 13. 1070
“,) . 13:07:30 -~ 2021.0 110.5 0 2.8733 24,695 10. 0033 19.929 13.10M
13:07:40 2020.9. 110.5 0 2.8734 24,694 10.0032 19,929 13.1072
13:07:50 2020,2 110.5 0 2,8735 24.685  10.0031 19.929 13.10M
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Three flowing surveys were run to determine
pre-test conditions: a pressure log, temperature
log, and spinner log. The flowing temperature log
and the pressure log are shown in Figure 2. Both
the temperature and pressure gradients are typical
of a flowing single~phase liquid brine well.

The spinner profile (Fig. 3) shows two distinct
production zones, one from 4700-4750 £t and one
from 5000-5100 ft.

FUTURE DEVELOPMENT

With our current equipment, the greatest dis~
advantage of the combined function tool is the need
for a seven-conductor cable. A 200°C multiplexer,
developed by Sandia National Laboratory, is being
made for use with the LBL PTQ tool. This will allow
the tool to be run on a standard single~conductor
cable.

CONCLUSIONS

The well-test equipment: described in this paper
was designed to measure the three essential quanti-
ties for transient analysis of geothermal wells--
pressure, temperature, and flow. Off-the-shelf,
moderate-temperature components have been combined
to make a practical and available testing device.

A microprocessor allows for an enormous amount of
versatility in choosing the type, amount, and qual-
ity of data. The system has been field tested in
two geothermal wells under severe operating condi-
tions and has demonstrated that the sophisticated
measurement devices (such as DVM and frequency
counter) can withstand a field-type operating
environment.
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This discussion has addressed the computer
equipment in conjunction with a single downhole
pressure-temperature-flow device. However, such
application utilizes only a few of the available
channels on the scanner. Additional surface, or
other downhole, measurements can be performed with
the proper choice of equipment. Surface flow rates,
instrumentation of interference wells, wellhead
temperature, wellhead pressure, and numerocus other
measurements can be obtained, processed, and stored
by the computer.

The computer allows for both simple and compli-
cated data processing, including but not limited
to nonlinear data calibration, stored or calculated
orifice flow calculations with nonlinear orifice
coefficients, complicated data analysis methods,
and equation of state calculations.

A downhole pressure/temperature probe for low-
temperature geothermal applications
S. M. Benson, R. Solbau, C. Goranson, and B. Galbraith

Downhole pressure transient test data are
invaluable in evaluating geothermal production
wells. Temperature changes in the wellbore and
two~phase wellbore flow make wellhead pressure and
temperature data unsuitable for standard pressure ...
transient data analysis. The development of ‘.ﬁ’
ingtrumentation for well testing in high tempera-
ture geothermal reservoirs has been hindered by the
lack of high temperature transducers and electronics.



But many geothermal reservoirs of less than 150¢C
are also being developed for nonelectrical applica-
*‘ons, thereby creating a need for reliable, low-

jt, low- to moderate-temperature instrumentation.

fortunately, the high cost of the probes current~-
ly available for moderate-temperature applications
has limited their use.  Responding to such a need,
Lawrence Berkeley Laboratory (LBL) has developed
and fabricated a series of relatively low cost
well-testing instruments which use off-the-ghelf
components.

' THE LBL PRESSURE PROBE

LBL has developed a low-temperature downhole
pressure probe that is rated for:temperatures up to
- 107°C. The pressure transducer is a relatively in-
expensive high-precision quartz-crystal transducer
manufactured by Paroscientific Inc. We have used
the same transducer as a wellhead pressure gauge in
interference tests. The probe contains a thermistor
temperature transducer for measuring downhole tem=-
‘perature. The pressure probe has also been used
for interference testing in nonartesian wells. The
high resolution .of the transducer makes it ideally
suited for measuring small water level changes
(1 mm) in cbservation wells.

DOWNHOLE INSTRUMENT PACKAGE

The downhole instrument package includes a

Paroscientific 400 or 900 psi digiquartz pressure -

transducer., The transducer is shock-mounted and
connected to a pressure port with a stainless
steel capillary tool. The capillary is filled
with a high-viscosity fluorosilicon fluid that is
stable to 550°F. This protects the pressure port
of the transducer from brine contamination. . The
pressure transducer is rated for continuous use at
temperatures up to 107°C and has a resolutxon of
0.001 psi under field conditions.

The temperature element is a ¥YSI 44011 thermi-
stor. . It is isolated from the fluid by 1/8-in.-0.D.
stainless steel tubing. The thermistor has a rego-
lution of 0.2°C and a response time of 1 8 in
liquids. A perforated protective housing encloses
the temperature probe.

. The housing for the combined tool is 9 in. in
length and 2.73 in. in diameter. The housing is
constructed of stainless steel. Presently, the
probe regquires a four-conductor cable with which it
is connected via an LBL-designed cablehead. The -
cablehead has a length of 13 in. and a 1.5=in. 0.D.

In its present configuratxon the quartz trans-
ducers are not temperature-compensated throughout
the operable temperature range. A recent study
showed that the accuracy as & function of tempera-
ture was 0.0003 psi/®*C for both the 400~ and 900-psi
transducers (Wearn and Larson, 1980). Since the
temperature is measured downhole, it should be pos-
sible to correct the transducer output for this
‘!ieferature dependence. However, as a result of

small temperature sensitivity of the transducer,
the temperature correction has not been necessary.

_accept data from two pressure transducers.
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SURFACE EQUIPMENT

The Paroscientific digiquartz transducer can
be operated without signal. amplification for hard-
wired links of up to 1 km. If the transducer is to
run at a great depth in the well or at large hori-
zontal distances to the recording van, a line driver
is required to amplify the signal. LBL has designed
and fabricated a line driver that provides power to
the transducer from a 12-V automotive battery and
transmits the frequency signal for distances up to
2.5 km on a two-conductor wire.

" There are two data acquisition system alterna-
tives. One system uses the Paroscientific model
600 digiquartz computer and a Hewlett Packard 5150A
thermal printer. Pressure data can be measured and
recorded at intervals ranging from 1 s to 2 hours.
One computer is required for each pressure transdu-
cer, and the thermal printer can be multiplexed to
The ad-
vantage of this system is that all components are
off-the-shelf items. However, to expand the system
requires the purchase of another computer for each
transducer.

Another alternative is a central data-acquisi-
tion system that is easily expandable to include
any number of transducers (Galbraith, 1980). LBL
has designed and fabricated a data-acquisition
system that can be used in a variety of field
operations. The data acquisition system is built
around a DEC LSI-1/2 microprocessor. Signals from

the line drivers are read by a Hewlett Packard

53282 frequency counter.: The measured freguency
signals are then sent to the microcomputer where
they are converted to pressure. The pressure data
are then displayed on a CRT, stored on a random-
access floppy disc, printed, and graphically dis-
played. Another advantage is that all measurements
are recorded against a single clock, eliminating
the need for clock synchronization.

FIELD APPLICATION

. The downhole probes have operatedvsucceesfully

in several geothermal applications (Benson, 1980).

More recently, a downhole probe was used in a pro-
duction well test in Klamath Falls, Oregon. One
probe was placed at a 700-ft depth, 400 ft below a
shaft driver pump. A second probe was placed at a
100-ft depth in an observation well located 1000 ft
from the production well. During the production
test, the well flowed at a rate of 60 gpm. The
fluid-discharge temperature was approximately 180°F.
A pressure buildup after two hours of pumping is
shown in Figure 1. The cbservation well showed no
response due to the pumped well.

FUTURE DEVELOPMENT

The instrumentation package described here
contains a very high-precision quartz pressure
transducer ideally suited to small pressure
changes. However, this degree of precision is not
required when large preseure changes occur. As an
alternative to the quartz crystal pressure
gauge, temperature~compensated gtrain gauges are a
possibility. When combined with microprocessor
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Figure 1. Pressure buildup in City Well 2, Klamath

Falls, Oregon. [XBL 812-2652]

capability and/or single-application microprocessor
chips, these transducers can provide a practical,
cost~effective, and accurate alternative in .
geothermal applications (Benson, 1981). ‘ /
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INJECTION INTO A FRACTURED GEOTHERMAL RESERVOIR

G. S. Bodvarsson and C. F. Tsang

At present, reinjection is a minor factor in
the development of a geothermal field. Reinjection
tests and small-scale wastewater reinjection have
been carried out at several fields, e.g., East Mesa,
The Geysers, Ahuachapan, and Otake. The limited
use of reinjection can probably be attributed to