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FOREWORD 

The National Resource for Computation in Chemistry (NRCC) was 
established to make information on existing and developing computational 
methodologies available to all segments of the chemistry ccssiunity, to 
make state-of-the-art computational facilities (hardware and software) 
accessible to the chemistry community, and to foster research and 
development of new computational methods for application to chemical 
problems. 

Workshops form an integral part of the NRCC's program. Consultation 
with key workers in the field led us to the conclusion that a timely 
workshop for 1980 would be one on "Recent Developments and Applications 
of Multi-Configuration Hartree-Fock (MCHF) Methods." The NRCC is 
indebted to Prof. Danny L. Yeager of Texas ASM University, and to Dr. 
Michel Dupuis of the NRCC for organizing the scientific program. Their 
efforts and the contributions of the participants resulted in these 
Proceedings. 

This work was supported by the Director, Office of Energy Research, 
Office of Basic Energy Sciences, Chemical Sciences Division of the U.S. 
Department of Energy under Contract No. W-7405-ENG-48) and under a grant 
from the National Science Foundation (Grant No. CHE-7721305). 

William A. Lester, Jr. 
Director, NRCC 

xi 



INTRODUCTION 

A workshop entitled "Recent Developments and Applications of 
Multi-configuration Hartree-Fock (MCFH) Methods" was held at Texas A&M 
University in College Station, Texas from July 15 through July 17, 1980. 
It was sponsored by the National Resource for Computation in Chemistry 
CNRCC). 

For many years the independent particle Hartree-Fock (HF) model has 
been used with immense success to describe molecules generally in thiir 
ground state, and near the equilibrium conformation. For molecules far 
from equilibrium, quantum chemists have run into the limitations of the 
HF model, which often does not describe molecular dissociation properly. 
For electronic excited states of molecules, the HF model tit.; not been as 
useful as for molecular ground states, because of the increasing 
importance of electron correlation effects. 

The Configuration Interaction (CI) method is one of the techniques 
used to obtain a quantitative description of electronic correlation. 
Perturbation Theory (PT) approaches to electron correlation constitute 
another way of taking electron correlation into account. Advances in CI 
and PT methods were the subject of a workshop organized by the NRCC in 
1978, entitled "Post Hartree-Fock: Configuration Interaction." 

One of the difficulties of the CI method lies in the slow convergence 
of CI expansions, which often require several thousand configurations. 
This difficulty is somewhat resolved by optimizing the molecular orbitsIs 
used in the construction of a short CI expansion. This is the 
Multi-Configuration Hartree-Fock (MCHF) method. 

A concensus from the previously mentioned CI workshop was that CI 
calculations can be most efficiently ana reliably performed if they are 
based on a multiconfigurational reference space. In addition, 
significant advances have occurred in multiconfiguration time-dependent 
Hartree-Fock methods and effective hamiltonian methods. For these 
reasons, the organization of a workshop on the titled subject appeared 
opportune for an exchange of ideas to assess recent progress and to 
foster exploration of methods which can result in improved algorithms and 
computer codes. 

The Fock operator approach developed in the early 1970's, the 
"Super-CT" approach, and the recently introduced exponential unitary 
transformation approach were analyzed in detail. Several application 
areas were discussed which can benefit from the availability of MCHF 
wave functions: î  excited-state computations, ^i. symmetry breaking 
problems, and iii time-dependent Hartree-Fock studies, iv potential 
energy surface calculations. 

xiii 



The feeling emerging from these discussions was that the convergence 
process for ground and excited state wavefuhctiQns is well understood. 
The selection of configurations to be included ijn the NCHF expansion in 
order to obtain a reliable description of chemical systenn, is still a 
challenging task, confronting theoreticians. 

Michel Dupuii 

Danny L. Yeager 

xiv 
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MCSCF USING THE GENERALIZED FOCK OPERATOR 

JUrgen Hinze 
Department of Chemistry, University of 
48 Bielefeld* Germany 

A. Golebiewski 
Institute of Chemistry, Jagellonian Uni­
versity Cracow, Poland 

Introduction 
It has become abundantly clear that it is 
necessary in many cases to use a multi-
configurational reference function, if a 
highly accurate, correlated electronic 
wavefunction is desired, either via con­
figuration Interaction calculations 
(single and double replacements with re­
spect to a reference) or via perturbation 
theory. The best method to determine the 
orbitals required to build the multi-con-
figuxational reference is clearly the 
multi-configuration selfconsistent field 
(MCSCF) method initially conceived by 
FrenJcel or Hartree and developed into 
practical usefulness in the last decades 
by many. The value and importance of the 
HCSCF .method for the effective calcula­
tion of accurate electronic wavefunctions 
of atotts and molecules cannot be overem­
phasized and need not be belaboured here. 

We will restrict ourselves here to a con­
cise derivation of the orbital equations 
of the MCSCF method and outline the opera­
tor formalism to obtain solutions to these 
equations. To be sure, there are other 
procedures to solve the general MCSCF or­
bital problem; procedures, which make use 
either of the extended Brillouin condi­
tions satisfied by the MCSCF orbitals or 
those, which determine the elements of a 
Unitary matrix, which transforms approx. 
irbitals into MCSCF orbitals, using a 
many dimensional Newton Raphson technique. 
These approaches, which are in the general 

MCSCF case more efficient computationally 
than the operator techniques detailed here, 
will be described by other contributors to 
these conference proceedings 5,6 

The MCSCF Equations 
To derive the MCSCF equations we write the 
total wavefunction V for state I as a 
superposition of N configuration state 
functions (CSF's) * as 

I r N , "JI (1) 

where the expansion coefficients can be 
determined variationally by solving the 
secular equation in matrix form 

( H - 1E T) C T = 0 (?) 

The matrix H can be chosen to be the unit 
matrix, since the CSF's can be constructed 
to be mutually orthonormal without loss of 
generality. The CSF's are in general spe­
cific minimal linear combinations of Sla­
ter Determinants (SD's), such as to trans­
form as eigenfunction of the total spin 
and other symmetry operators commuting 
with the Hamiltonian. The matrix (His de­
fined throuqh its elements 

where H is the Hamiltonian to be specified 
below of the system considered. 



The SD's and thus the CSF's are construc­
ted out of symmetry adapted spin orbital*, 
which may be chosen to be orthonormal 
without loosing generality. In general 
these symmetry and spin orbitals are 
equivalence restricted, i.e. the same 
spatial orbital (transforming as an irre­
ducible representation of the symmetry 
group of the system) is used multiplied 
with either spin function a or 6 (and • 
multiplied with the appropriate subspecies 
function in case of a degenerate symmetry 
species). 

The spatial orbitals are in general chouen 
to be linear combinations of some basis 
functions 

*i - V P C P I l 4 ) 

such that they are orthonormal, i.e* 

With the equivalence restricted orbit*Is 
chosen orthonormal, the spin orbitals 

*i \ D

 = 5iA* ( V ( j ) < 5 ) 

where <{\o) is to represent the subspecies 
and spin component corresponding to a and 
6 and symmetry species X, will be ortho-
normal also, i.e. 

•WW = 4ij S»u Spo ( 6 ) 

With this choice the SD's as well as the 

CSF's will turn out to be orthonormal. 

It is now convenient to introduce creation 
and anihilation operators *±\0 and *±\0 

respectively corresponding to the spin or­
bitals *!>„. These operators7 are each oth­
ers Herntetian conjugate and obey the anti-
commutation relations 

al a j * *j a i M *ij 
(7) 

a. â  + a. a. =• a. a^ + a^ a. • 0 

In terms of these operators we can define 
reduced density operators 

Yj " £p aiXp ajAo 

and 

Ypl Loa a U p akuo aluo ajXp (8) 

in the space of thi* spatial orbitals. 

He will refrain from referencing symmetry 
from here on, since its introduction 
should be clear, and it would only clutter 
the notation. 

With these definitions we can write the 
total (spin free) Hamiltonian as 

H - Z t j h ^ • t/2 E i j k l gp* 

with 



h[ • <«il-V2V' • vUj> " I ' l l 

41 - <v*k I ' / ' . J V V 

where the u's are the weighting coeffi­
cients which may be chosen to suite the 
problem at hand with the restriction 

Corresponding to the density operators we 
obtain the density matrix elements 

i j - ^ h j i ^ do 

for the MCSCF state function desired, with 
a similar expression for the elements of 
the second order reduced density matrix. 

These density matrix elements may be ex­
pressed in terms of the transition den­
sity elements between the configuration 
state functions 

which are independent of the detailed 
form of the orbitals. We obtain 

E r u • 1 <14) 

We will use in the following these mean 
density matrix elements, which permits us 
to remain general and suppress the state 
index of the final wavefunction desired. 

Using these definitions we can express the 
expectation value of the energy 

<E> « h i hj rj - v : i l j k l 9 & r£ (is) 

in a form exhibiting the orbital dependen­
ce explicitely. 

Variation of this expression with respect 
to a change of the orfcitals leads to the 
MCSCF orbital equations 

-li 
JK JI KI ' Jj 

and a similar expression for the density 
matrix elements of higher order. 

At times, in particular if wavefunctions 
for excited states are desired, it may be 
convenient to optimize the orbitals in a 
weighted averaged field for several 
states, therefore it is useful to intro­
duce the averaged density matrix elements 

^ i j ' V - S j ' V ' j i " 6 1 

where the E,,'S are Lagrange multipliers 
introduced to maintain the orthonormality 
constraints of the orbitals in the vari­
ation. 

The operators Gj. are given as 

= hl4 + L ij 

with 

n 1 r l k 

<"kl °k P j l 



h - - 1/2 V 1 + V 

and 

Before we discuss procedures to solve eq. 
(16; for the determination of the orbitals 
it is useful to note that 

£ j i - ' • j i ^ i n l V - <*j\*i*s - r

n "8 ) 

can be thought of as the i r j'th element 
of a general abstract Fock operator F in 
the orbital space. 

The necessary and sufficient conditions 
for eq. (16) to be satisfied are 

cji - Hi <"> 

which is the same as demanding that the 
Matrix F, defined with its elements in 
eq. (18), be Hermitian. 

3c In fact it is easy to show that 

£ji~ eij = <*i f! ( (l 1' > " < T J * I H U > (20) 

and thus eq. (19) is equivalent to the ex­
tended Brillouin conditions 

<(YJ - Yj) V\H\f> * 0 (21) 

satisfied by MCSCF wavefunctions.4 We have 
used here the first order reduced density 
operators defined through eq. (8) as gen­

eral single excitation operators* which 
they are. 

Solving the MCSCF eguations:Tha non-line­
ar second order differential equations, 
eq. (16)t are generally solved in matrix 
form, a form obtained by expressing the 
unknown orbital $, as a linear combination 
of basis functions x* , eq. (4). Thus start­
ing with a set of m basis functions 
ix^.'.Xj,! we obtait the orbitals through 
a linear transformation' 

( V - - * n W " * . u ) * (x,•"*»» C ( 2 2 ) 

where C is the mxm matrix of the orbital 
expansion coefficients of eq. (4). In gen­
eral only the first n orbitals, the active 
set, participating in the HCSCF function 
are of interest and can be determined vari­
ational^ through solving eq.(l5). The m-n 
orbitals t*n+1••.$_!, the empty or virtual 
set, cannot be determined uniquely with­
out auxilliary conditions. Since these or­
bitals are not needed in the construction 
of Y, and transformations among them leave 
4" and therefore the energy invariant, we 
need not bother about them. All we need to 
determine are the first n columns of C and 
thus the orbitals * « through $ , the ac­
tive orbital set. 

To obtain the active orbital set {$},..$}, 
using operator techniques to solve eq. 
(16), we rewrite eq. (16) in matrix form 
in the mxm space of the basis functions 
as 

4 



-i °ij 

for i-i,...n, with 

ij •» rJ + E", wi r: ki "k 'ji 

The matrices in eqs. (23,24) are defined 
through their elements, which are molecu­
lar integrals over the original basis 
Eunctions as follows. 
The overlap matrix S 

The one particle operator matrix h 

1-1/2 V ! + VU (26) 

and the two particle interaction matrix 

o,1 = im <x <v I 1/ ly >Y >C ,r , (27) k,pq rs *p xr' 'r ' xs *q rk si l ' 

Because of the dependence of II on the 
solution vectors, eq. (23) is non-linear. 
With the operator techniques! this non­
linear problem is solved using a first or­
der iterative process. Starting with some 
zero'th order C° the C's are constructed, 
and for the fixed C's a new C is obtained 
by solving eq. (23). This new C is used 
in a second cycle to construct C and the 
solution process is repeated until it 
converges (hopefully), i.e. the input C 
is equal to the output C. 
We have to focus now on techniques to 

from some C and held fixed. 

a) The orthogonal gradient method. 
Given the G's we can construct the matrix 
of Lagrange multipliers, i.e. the matrix 
F of the generalized Pock operator in the 
orbital space defined as eq. (18) 

rji (26) 

Since €.j, is zero for i>n the matrix F 
has tne structure m •) 
i.e. only the first n columns are differ­
ent from zero, it 1B essentially an nxm 
matrix. 

For the solution orbitals we shculd have 
F = F + that is, only the first nxn block 
should be different from zero. 
In order to find a transformation which 
brings us from the initial C° orbital co­
efficient matrix closer to a solution we 
require that 

(U F = F OJ (29) 

Eq. (29) is solved immediately by chosing 
the mxn submatrix of the orthogonal matrix 
UJ desired as 

U = P ( F + F ) " 1 / 2 (30) 

The new orbitals are then obtained frcm 
the transformed orbital coefficient matrix 



C = C° V (31) V - W V * (33) 

where ID has as its first n columns the 
elements of ttJ and the final n-m columns 
are chosen to complete it to a full mxm 
orthogonal matrix. This freedom to chose 
the last n-m columns of V reflects the 
invariance of the wavefunction ¥ to uni­
tary transformations within the empty or­
bital set. 

To ensure the approach of a minimum of 
<E> in this process it is important to 
select the negative square roots of the 
eigenvalues of IF IF when forming 
( IF+ IF)* 1' 2. The iterative process can La 
controlled, damped or accelerated by a • 
level shifting procedure by adding (in 
principle) arbitrary constants d, to the 
diagonal elements of »T. 

b) Direct diagonalization of F. 
Recently Polezzo has suggested and 
tested another procedure to obtain IP in 
eg. (31) such that eg. (29) is satisfied 
for a given IF. He suggests to find di­
rectly the singular (or principal) values 
A of the non-symmetric mxm matrix F to­
gether with their associated singular 
right and left eigenvectors V and W, 
such that 

W + F V = & (32) 

Then (U is given by 

Polezso gives also a procedurer which he 
believes to be satisfactory for the deter­
mination of a level shifting parameter to 
speed up convergence of the first order 
iterative sequence. 

1 2 c) Generalized Jacob! piagonallzation. 
If no two CSF's participating in the 
MCSCF wavefunction differ from each other 
by less than a double replacement the only 
non zero elements of the reduced density 
matrices will be r£, r*3 and rii. With 
this restriction the MCSCF orbi-al equa­
tion! eq. (16), can be written as 

with 

Gii = h rj + z . ^ rJJ + K j rJJ) (35) 
where we have used the standard Coulomb 

lj I V " ^j'^r l*j>l*i> 

and exchange o p e r a t o r s 

K j | * i > = < * 3 r / r ! * i > | * j > (36) 

We may now form a set of matrices, corre­
sponding to the set of operators G k f c in 
the space of all the m orbitals which can 
be constructed from a given basis. The 
elements of these matrices are defined as 

6 



Gjj = ̂ I ^ V (37) 

for i,j=1,2,..., n and k=1,2,...,n. it is 
frequently possible to reduce the number 
of matrices since we get for several or-
bitals k of the active set identical Fock 
type operatorsG^. . The necessary and 
sufficient conditions for orbitals to sa­
tisfy the MC5CF equations, eq. (39) are 
now 

"31 *« "ji rJ. = 0 (38) 

An angle of rotation between orbit.ils i 
and j can be calculated such as to satis­
fy eq. (38). Using the elementary unitary 
matrix thus obtained all the matrices G f c k 

in the orbital space can be transformed 
and the process reflated until eq. (38) 
is satisfied for all i and j. This pro­
cess is still first order, since the Fock-
like operator G.^ eq. (35), represented 
as matrices in the orbital or basis func­
tion space are kept constant even though 
they depend on the orbitals. 

d) Expansion of the Orbital Transforming 
Unitary Matrix 

The general HCSCF equation, eq. (16), 
can be solved by expanding the unitary 
matrix V, which transforms initial or­
bitals U°} represented by C° into final 
orbitals (*} represented by IT via 

[*, ... = 1*.°...*°) V (39) 

V * X + V 

(40) 

(41) 

with V antihermitian (antisymmetric). 
To solve eq. (16) we may use the condi­
tions, sq. (19) together with eqa. (23,24) 
and obtain 

where we have assumed for simplicity all 
the orbitals to be real; an assumption 
which is not necessary. 
Substituting now for the c's those obtain­
ed from eqs. (40,41) 

« = c° + <r° v (43) 

and neglecting terms of order V , we can 
after some algebra derive a set of linear 
equations for the determination of the 
nonredundant elements V.. for 1 £ m and 
j S n of the form 

* i j - E i i - E i j 

3c ij 

evaluated as given in eq. (42) with C°'s. 



The matrix elements of fci can be obtained 
in first order, by neglecting t.ie depen-

evaluated again with C°'s. We have dropped 
the superscript ° for simplicity. The 
f.vectors are defined as 

(47) 

If one considers also the dependence of 
the operators G,j on the V's we obtain a 
second order process with the following 
additional terms to the matrix elements 
of M. 

«ij ,k i = "ij .ki * a i j , k i ( 4 8 ' 

with 

°nm, N "!: r 3V2«p<r|Vr i Il< 3>S> 
(50) 

+ <p<s|>/riJq>r>) C r n c s m 

Discussion: 
Obviously the last two procedures* in par­
ticular the last, appear computationally 
much more cumbersome than the processes 
outlined under a) through c). A large set 
of linear equations of dimension 
n{n-l}r'2 +n(m-n) has to be constructed 

and scl.ved in order to solve for the or-
bitals in each SCF iteratioas. 
However, since the most time consuming 
step, in a general ab-initio MCSCF calcu­
lation, is the 4-index integral transfor-
mation, a step of order nm , which has to 
be done each iteration, it is clear that 
the number of SCF iterations should be 
kept as small as possible. This is achiev­
ed when using the method described last, 
since it should be quadratically conver­
gent. The first order processes remain 
important for approximation or semi-em­
pirical MCSCF calculations where 4-index 
transformations can be avoided. 

4ij,kl - 2 W 1 } «n» rm? Ck 

" *-j "nm 'mk 'l _ ""i "nm'nl "k 

+ < V r * «1} | 4 9 1 

Finally a few words of caution appear to 
be in order to prevent undue enthusiasm 
in favor of the quadratically convergent 
MCSCF procedures. For large scale calcu­
lations neither 14 nor the integrals 
needed to construct W will fit into the 
fast store of a computer. In this case 
efficient algorithmes remain to be deve-



lope^ for the construction of IH before 
these procedures can be used effectively. 
For the solution of the large set of linear 
equations, eq. (44), a conjugate gradient 
iterative method should be appropriate. 
However, as for any quadratically conver­
gent process, the quadratic convergence 
is reached only near the final solution. 
With orbitals still far from their final 
MCSCF form, it may be expidient to use 
different approaches, as those based on the 
extended Brillouin theorem, at least for 
the first few iterations. 
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A QUADRATICALLV CONVERGENT HCSCF THEORY FOR LARGE CONFIGURATION SETS 

G- Das 
Chemistry Division, Argonne National Lab., Argonne, 111. 

Summary 
A multi-configuration self-consistent field 

mathod for large configuration-sets is presented. 
It consists in identifying a primary subset con­
taining the predominant configurations and a secon­
dary one containing the rest. The formalism 
achieves near-quadratic convergence as well as a 
significant simplification of the orbital-transform­
ation problem by the introduction of Fock equations 
and Fack matrices. 

I. INTRODUCTION 
1 2 The MCSCF method * has, over the years, been 

demonstrated to be a powerful tool for the study gfg 
atomic and molecular interactions. Until recently;" 
however, the applicability of the method remained 
restricted to a small number of configurations and 
orbitais and primarily to the lowest states of a 
given symmetry. Customarily this shortcoming is 
compensated for by following up the MCSCF step with 
a large-scale CI based on the MCSCF orbitais. How­
ever, for problems involving a large number of val­
ence electrons as in the case of transition metal 
clusters, it is very likely that the basic MCSCF 
problem itself contains a fairly large number of 
configurations(*'50Q). Further, for a practical cal­
culation it is also necessary that the corresponding 
HCSCF process has a fast convergence and applies 
equally well to the ground and excited states. 

The traditional method'of solving the MCSCF 
Probleoi has been along the lines of the Hartree-
Fock theory, i.e., by deriving Fock equations for 
the orbitais and solving them in consonance with 
the Cl-secular equation. Since this method neglects 
some important coupling terms (as will be explained 
later), it can run into convergence problems which 
are then usually handled by some kind of extrapola­
tion. This is true especially for the excited states 
for which the iteration-to-iteration changes in the 
orbitais are strongly coupled to those of the CI-
coeTficients. Recently a number of authors*-6 have 
developed and implemented methods which take this 
coupling into account. However, all these methods 
involve huge Hessian matrices and large four-index 
transformation of integrals. The dimension of these 
matrices can be quite large depending upon the 
basis set and the configuration set sizes. On the 
other hand in the Focx equation approach the matri­
ces required to be inverted have the same dimension 
as the basis set and the four-index transformation 
involves only the occupied orbitais. 

In what follows we will present an MCSCF form­

ulation that combines the advantages of the Fock 
theory approach with the generality and the effi­
ciency of the fully-coupled orbital transformation 
method. 

II. A NEW METHOD OF SOLUTION OF SECULAR EQUATIONS 
FOR LARGE MATRICES 

The following method is ideally srlted to the 
solution of secular equations of large Hamiltonian 
matrices in an MCSCF framework. Let us break up the 
configuration set into smaller groups such that the 
number of configurations in any one of these groups 
is small enough for a straightforward "in-core", 
diagonalizatlon. We assume that the first group 
contains the important configurations of the root of 
the secular equation being sought as well as those 
of the lower-lying roots. We also assume that the 
mixing coefficients for the state in question are 
approximately known. 

Let (Aa°) b« these approximate coefficients to 
be used as a starting point for the following iter­
ative process: For every group we define a secular 
equation: 

"oi 

"12 

V 

: 0 (1) 

where the elements (1,2,....n,.) denote the members 
of the configuratinn group G and the element "0" 
corresponds to the rest of the configurations. Thus 

H,0 = E A! 1" -" <«|H|i> (2) 

where the summation goes over the configurations 
outside the group G and A' is given by 

..("-l! , .( ?i& * 1>,2 (3) 

The superscript (n-1) denotes that the mixing coeffi-
-*pnts are from the (n-l)th iteration. The secular 
equation coming from the first group of configurations 
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is solved for the desired root and all the lower ones. The other secular equations are solved only for the lowest root. The process is Iterated with each iteration yielding a new set of mixing coef­ficients for the next one. 
III. RESUME* OF THE 'FOCK' APPROACH TO THE HCSCF PROBLEM 

Based on the mixing coefficients obtained by solving the secular equation, Fock equations re­present extremum conditions to be satisfied by the occupied orbitals and have the following general expansion form: 

Ei£i • ~fi • & I J <«) 
with the Lagrangian multipliers satisfying the condition 
. £ f J * £ j ) 
i.e., 

cJ(F,cf • f , ) . c J ( F J e j t f J ) (5) 

We have solved these equations in the past by 
the following iterative process: Given an in i t ia l 
set of vectors [c^one defines a transformation: 

such that £* satisfy the Eqs (5). This is termed 
the occupied-space solution. Eq.(4) 1s now rewritt­
en in the following approximate form: 

{f f-^lF 1cJ 0»(Se«« +
 + ( S (<«)(E ie««) <l)^ 0> 

These are then orthonormalized and used to calcul­ate new energy and mixing coefficients, whence the "ew Fock equatlors are constructed and solved yield­ing new vectors £ ? ° and so on. 
IV. DEFICIENCIES OF THE FOCK EQUATION APPROACH 

Although In most cases the above approach would converge to a solution of Eqs.(4) and (5), very often such a solution may not correspond to an energy extremum, since the Fock operators constructed using the new vectors may be very different from the old ones "«ak1ng this solution unacceptable. In other words vhis leads to an intrinsically non-convergent process. A modifica­tion of the process, first introduced by Das', is to consider changes in the Fock operator in the step in which the occupied-space solution is obtain­ed.This modification has been found very successful over the years for the ground state calculations. Except in pathological cases (involving single excitations) the method leads to convergent solu­tions with occasional use of 'extrapolations'. 
The method, expectedly, suffers from slow convergence, since, firstly, the coupling between the occupied-space and the virtual space correc­tions 1s left out. Secondly the changes in the mixing coefficients are not coupled to orbital changes. The latter is particularly important for excited states, since such coupling may be large enough to decide the course of the solution toward the1 particular state under consideration. For excited states introduct1on8of a limited amount of coupling has been shown to lead to considerable improvement 1n the rate of convergence. 

V. A REFORMULATION OF THE HCSCF SCHEME 
Let us add to the occupied set {£*.' f a set of orthonormalized vectors formed out of the norm­alized vectors: 

t\ - «E{ 0 , / I * { °¥ (9) 

where, obviously, 6c! , obtained by matrix in­
version, lies in the virtual space. This part^of 
the solution is termed the virtual space solution. 

The new vectors after the f i r s t iteration are, 
therefore, of the form: 

^ ^ r ^ r (8) 

obtained from the virtual-space solution of the Fock equations as described in Sec III. Let us consider a unitary transformation amongst the expanded set of vectors jc'-0'}: 
c ( 1 ) * u c ( 0> + T. u c ( 0 ) (10) 

Under this transformation the change in the total energy correct to the second order in u,.'s (ir\i) can be written as J 

« - SE' • 2 2 > a A ° i H a b • E M | H . b " Sab*0> 
a,b a,o 

do 

n 



where (A» } are the mixing coefficients obtained wnere i«a * are m e mixing coerricients ooiaineo 
with k?) and (SÂ V , 6H,[, are respectively the 
changes In {Aa} and H.h w ' " ' * "' 
(10), 6EC 1s the changlDdue 
vectors alone and 1s given by 
changes in (Aa) and H h under the transformation 
(10), 6EC 1s the change due to the changes in the 

6 E C * %»»!** + ^ ^ " l ^ l ^ f c . J - + 4U Ftkl , i 

^^^W + tfh-yh^ + W 
f . ,«»%(oi.(0) 

G . _3_f,(0)*Fc(0) + f 1 

The transformation coefficients are obtained by 
varying f£ , as given by (12), with respect to 
u's: 

4 5 u j i ( G ik . j i ' V W 4 a c i k " ° w 
VI. A SIMPLIFICATION FOR LARGE CONFIGURATION SETS 

For large sets of configurations evaluation 
of H (Eq. 13) and g (Eq. 16) can be difficult. 
We present a simplification as follows: As in Sec. 
II we distinguish two subsets of a given set of 
configurations, one containing the predominant ones, 
the other containing the rest. We break up the 
corresponding wavefunction accordingly: 

nO N 
a*l a*ng+i 

where the first sum goes over the first subset. 
In the present optimization scheme during the 
course of an interatlon the mixing coefficients 
occurring in the second sum are kept frozen except 
for normalization. Thus we shall be concerned 
with the following energy expressici: 

In the above it is understood that £f • £i = 9 
if {cjl is a virtual vector. Minimizing (11) with 
respect to the variation [kA (subject to the con­
straint &A.A w=0. l *l 

E - , £. W.b + 2 A o S A A + A o E o (19) 

(12) 

9 . ««»» - <A«»V<»)A«» <U) 

Tnus 

SI E = l n > a , : , k t 1 ^ / > l u 1 k u j 1 t G * k - l , + ' 5 , J F , k 1 ) 

(H) 
where 

G ik , j i • G i k j i - s i t&j ! ( i 5 ) 

941, • ^ _ (16) 

<*a|H|*Q> 

a=nQ+l 

In solving Eq.(17) we oDtain M and g only for the 
configurations or" the first subset and for $ 
VII. COMMENTS OH THE SECO\D ORDER TREATMENT OF THE 

MCSCF PROBLEM 
In the above we have discussed an MCSCF pro­

cedure in which during every iteration we retain 
in the energy expression all corrections up to the 
second order coming from the variations of the 
orbitals. Barring some pathological cases (usually 
involving single excitations) where the third and 
higher order terms dominate over the first ',nd sec­
ond order terms, the process is expected to con­
verge. 

The convergence, however, is not guaranteed 
to correspond to the root desired. For that it is 
necessary to go step by step from the lowest root 
of the symmetry to the one under consideration. 

The absence of large Hessian matrices in our 
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theory makes each Iterative step short enough such 
that i t is easier and cheaper to monitor the course 
of the NCSCF iterations than what i t would be for 
a full-blown orbital transformation method4-6. 
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GENERAL VALENCE BONO THEORY FOR CHEMICAL ItEAL.iONS: 
FOMtULATIOH OF THE SOGVB WAVEFUNCTXON 

Frank M, Bobrowicz 
Monsanto Research Corporation 

Mound Facility* 
Miamisburg, Ohio 45342 

In tfc-.s paper we present the formulation of an MCSCF 
wavefunction of the GVB (generalized valence - bond) 
type designed to deal with the changes occurring dur­
ing chemical reactions. As such, this wavefunction 
which we have labeled SOGVB {strongly orthogonal 
generalized valence - bond) overcomes one of the 
deficiencies c*f the more familiar Perfect-Pairing 
GVB wavefunction (GVB-PP) while retaining much of 
the computational simplicity of the Perfeet-Pairing 
approximation. 

To understand the rationale behind the SOGVB ap­
proach'- let us first consider the more well-known 
GVB-PP wavefunction.2 In essence, this wavefunction 
results from a relaxation of the double-occupation 
restriction placed upon the restricted Hartree-
Fock {RHF) wavefunction. That is, in GVB-PP, we 
replace an RHF doubly-occupied orbital by a pair of 
nonorthogonal singlet coupled orbitals. For ex­
ample, the RHP wavefunction 

we obtain an MC wavefunction involving only ortho­
gonal orbitjls. For example, 
ing ^it + \%i - 1) 

*n*r 
SJ 

since the GVB-PP wavefunction can be written as an 
MC wavefunction involving orthogonal orbitals in 
which the configurations differ by at least a doubly-
occupied orbital the energy expression has a fcrm 
identical to that of an open-shell HF wavefunction3 

* » A«! $ 3aBa » 

becomes 
1 

11 21 21 11 
However, while the orbitals in each such pair are 
allowed to be nonorthogonal we require that they 
be orthogonal to all other orbitals. Thus, in (2a) 
we impose the constraints 

'•JllV * <*2 )l* 3
> = 0 . 

If we now express each nonorthogonal pair in terms 
of the corresponding orthogonal natural orbitals 
such that 

ii = ( , V » n ,,)/(»„ <• \„) 1/2 

(A n *ii - / x ir*2i) /(»n + »«> 

As a consequence, solving for a GVB-P? wavefunction 
is not much more difficult than solving for an RHF 
wavefunction. The essential difference is that the 
ff.a.b) energy coefficients involving paired orbi-
talt are function? of the pair coefficients {\i 
which must also be solved for self-consistentcy. 
In addition, there are more Fock operator-.! to deal 
with since each paired orbital has a unique one of 
its own.3 

Because GVB-PP uses ..wo nonorthogonal orbitals in 
describing a typical chemical bond it serves as an 
excellent w.a->ef unction for near-equilibrium molecu­
lar geometries. In addition, it is capable of 
describing rudimentary processes such as the forma­
tion of Hj from two hydrogen atoms. However, in 
general it is not flexible enough to describe typi­
cal chemical reactions. For example, consider the 
formation of CH 2!I fron C 3P and H*S. In the sepa­
rated atom limit the two carbon p-orbitals axe 
triplet couplet so that 

*PZ*PY*H f2aaB-aBa-8oa) ! 

*PY 
•H 

*PY 

*Mound Facility, Miamisburg, Ohio, is operated by Monsanto Research Corporation, a subsidiary of Monsanto 
Company for the U. S. Department of Energy under Contract No. DE-AC04-76-DPO0053. 
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(where . . , represents all other orbitals) whereas 
in the product a carbon p-orbit*l and the hydrogen 
orbital must become singlet coupled in order to des­
cribe the C-H so that 

*PZ *H 
*PV| 

Clearly, rcgardK.-s of how the orbituls change, GVB-
FP wavefunction (6b) which give* a good description 
of CH 2I1 at equilibrium can never describe the 
separated atom limit. Conversely, (6a) which des­
cribes this limit cannot possibly describe a strong 
C-H bond [Pig. 1). The only way to properly des­
cribe this reaction is to employ a wavefunction 
which incorporates bcth of these coupling schemes, 
such as 

»PZ *H 

in which we must solve not only for the optimal 
orbitals but tor the optimal coupling coefficients 
(£} as well. 

The inability of the GVB-PP wavefunction to deal 
with chemical reactions goes beyond the obvious 
example given above. It also extends to cases 
where the coupling between product orbitals is the 
same as that between reactant orbitals. An example 
of this is seen in the formation of CH 2A from C *D 
and H *S. since this state arises from the forma­
tion of a bond between a hydrogen orbital and one 
of the carbon sp-pair orbitals {the GVB picture 
of carbon has two sp-orbitals in place of the RHF 
2s 2 orbital) the product wavefunction is 

whereas in the separated-atom wavefunction the hy­
brid sp-orbitals in C '0 are singlet coupled so 
that 

•sz *sz 
_!H_ 

Since in either limit the system can be described 
by a perfect-pairing coupling scheme it might be 
expected that this reaction could be studied using 
a GVB-PP wavefunction. However, when GVB-PP calcu­
lations are performed we find that this is not the 
case. Raider, if we start at the separate-atom 
limit and move inward we climb a repulsive curve 
which does not lead to the bound molecular state 
(Fig. 2). Likewise, if we start with the molecular 
state and move out-'ard we follow a potential curve 
which does not tend toward the proper atomic limit. 
Therefore, while the GVB-PP approximation is ade­
quate at either limit it is quite inappropriate at 
intermediate internuclear separations. In order to 
obtain a smoothly varying adiabatic description of 
this reaction a more flexible wavefunction is clear­
ly required. 

Relaxing the constraints imposed upon the GVB-PP 
wavefunction while still remaining within the frame­
work of *n independent-par tide model leads to the 
unrestricted GVB wavefunction. In this approxima­
tion all orbitals are allowed to be nonorthogonal 
and, while retaining the desired oveioll spin multi­
plicity, these orbitals are coupled in a fully gen­
eral manner.4 For example, the three-electron 
doublet GVB wavefunction can be written as 

• i • , 

:5T 
Unfortunately, because of the computational complex­
ities involved, unrestricted GVB calculations are 
pratical only for small systems. Furthermore, ex­
tending this method through inclusion of closed-
shell and/or perfect-pair orbitals is nontnvial. 
However, GVB calculations on small but representa­
tive systems have been performed and from the re­
sults it becomes apparent that the full generality 
of this wavefunction is usually not requried. To 
illustrate, consider the simple colinear H2 • D * 
H + HD reaction. Initially the system consists of 
a hydrogen molecule and a deuterium atom whereas 
in the products we have an HD molecule and a hydro­
gen atom. Since the reactant and product wave-
functions are 

*o = VV and *H«Dl 

the GVB wavefunction for this reaction can be written 

».?, 

From plots of the orbital changes involved in the 
GVB description of this reaction (Fig. 3 ) 5 we see 
that as the reaction proceeds, orbital $2. which 
is initially associated with the H* nucleus, slowly 
delocalizes in a symmetric manner over to the deu­
terium nucleus and finally relocalizes there. 
Simultaneously, orbital 1)13, which is .itially cen­
tered on the deuterium, delocalizes in an antisym­
metric manner over to the H' center and finally 
relocalizes there. The result is that orbitals $i 
and * 2 always remain highly overlapping while * 3 

remains nearly orthogonal to both of them. Thus, 
these orbitals remain essentially strongly orthogonal 
at all times. Hoever, the coupling between them 
does not remain fixed. In fact, the coupling changes 
drastically and, up through the saddle point, close­
ly resembles what one would expect were the reaction 
to proceed via a purely localized orbital mechanism 
(Fig. A). 

As the above examples have served to illustrate,6 

in order to describe a typical chemical reaction it 
is necessary to allow the orbitals involved in bond 
breaking/forming processes to couple with one another 
in a completely general manner. However, it is 
usually not necessary to relax all orthogonality 
constraints since the orbitals tend to remain strong­
ly orthogonal1 wiyyay. Therefore, in the SOGVB 
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approximation we allow the orbital* to couple in a 
general manner, but nonetheless group them into 
strongly orthogonal pairs. For example, the three-
electron doublet SOGVB wavefunction has the form of 
the unrestricted GVB wavefunction but involves or­
bitals constrained to be strongly orthogonal 

»h *z\ 

*3 

NG NG 
E = 2 £ f 1 h i . 1 + ? . [ a1,J J1.J + bi,J K1.J ] 

1 l.J 

NGP NG 
+ K {!. c . <*,„|K. |*_ > 

n, Itlm.Zm "' ,l" ' *" 

NGP ,,, 
* £ I"™ <*lm*J*2n*2m> n>m 

+ d £ ) ( V z n l V a n , ] 1 

<«i i lV • <*ii 

As with the GVB-PP wavefunction, it is computation­
ally convenient to write the SOGVB wavefunction in 
terms of orthogonal orbitals by expressing each 
nonorthogon.il pair in terms of orthogonal natural 
orbitals. This leads to an MC wavefunction in which 
each orthogonal configuration either contains only 
one orbital of a pair with that orbital being doubly-
occupied or it contains both orbitals of a pair 
triplet coupled. For example, substituting (3) into 
(10a) gives 

'21 "2l| * A, 

A, • rz*-, 

Aj = f l e,* 2 1: fl
3 ' 2J *,,» 2, 2 (lib) 

and the two-pair four-electron singlet wavefunction 

• l l * l l 
*22*22 

*21*21 
*22*22 

• i l l 4 * ' I 
•21 \*n 1 "21 

subject to the constraint A1A3 = A2 A4• fts a conse­
quence, the SOGVB energy expression for NG orbitals 
involving NGP p'.-rs is 

hi,t ' '•|l , ll*1 > " ̂ jIT+VI*^ 

= <* )(l)*j(2)|r ] 2
_ ,|».(l)* j(2)> 

Ki,j = (••.•jlVl) 

= <* j(l)» j(2)|r 1 2" ,|» J(U* 1(2)> 

and where the coefficients |f,a,b,c,d) are functions 
of the configuration coefficients |ftj which in turn 
are functions of the pair and coupling coefficients 
I*. «!• 
Since (13a) contains only diagonal one-electron 
terras, inclusion of closed-shell, perfect-pairing, 
and open-shell multiplet orbitals in the wavefunc­
tion is straightforward. This is of considerable 
importance since in most chemical reactions only a 
few orbitals are actually involved in the bonding 
process. Howev..-, nonparticipating orbitals must 
also be taken into account since changes in these 
orbitals can be important. To treat all orbitals 
at a generalized coupling ICC) level is unnecessary 
and computationally impractical. By allowing the 
SOGVB wavefunction to explicitly include these less 
correlated orbitals we arrive at a wavefunction in 
which each group of orbitals is treated at an 
appropriate level of correlation and with an appro­
priate amount of computational effort. Thus, gen­
eralizing (13a) to include NS closed-shell and 
perfect-pair orbitals and NH multiplet-shell orbit­
als the energy expression for all H orbitals becomes 

http://nonorthogon.il


E * * j j f t \ f * J f J ^ . J J ! J * h l . . l K I . J ] 

NGP NG+NM 

X* <?., , Cmf < * f n , l K i l * 2 m > 

m itlm,2m 

„<!> 
L ran "lm"ln l *Zi i '2 i i i ' 

(2) 
* <>1 ( • , „ • , „ ! • J " 

If orbital i is not a Gc pair orbital then Ri » 0. 
If however it corresponds to pair orbital ijm, then 

/ N G » N M NGP 
=1 E C m HK. t I 
^ Jtln.&i "̂  J ntm t'lL" <-*lnl*2nJ 

4 <ft%nl*l^»l"(3-l 1)..-

Having arrived at the general energy expression Cor 
the SOGVB wavefunc'ion we can now consider the task 
of developing the equations for its self-consistent 
solution. For the present, let us ignore the pro­
blem of optimizing the pair and coupling coeffi­
cients and concentrate on orbital optimization. 
From the Variational Principle we know that the 
orbitals will be self-consistent when the energy is 
stationary through first-order for any changes in 
the orbitals provided these changes preserve orbit­
al orthogonality at least through first-order. 
Allowing the orbitals in 114) to vary according to 
the prescription 

If we define the operator R[ by 

R[ - ̂  <*i I 

then we can write (15b) in the more usual form 

N 
0 = E ^ I F J I V 

= > $1 • « i 

(<6i|*j>+<6j|*i <6i|6j»< 

this variational condition is found to be 

rO i c^i'VV + < 6 , l R i ^ s ° 

However, we prefer to work with the guantities de­
fined in (15) since these arise directly from (14) 
whereas those of (16} do not. 

Now let us consider the problem of optimizing any 
one orbital while keeping all others fixed. If 
only orbital $L is varied then (15b) becomes 

F,= V M & j , , V 

NGP 

i,. V 

* r Sni [ ( - * J * 2 m J * <-*a»l»lnr)] ciso 
m 

and where we define the exchange-like operator 
(_**il*j_J b v 

However, this is subject to the constraint that 
<*il*j> = 0 for all * j . Therefore, if only one 
orbital is varied it can only be changed with re­
spect to the space orthogonal to all orbitals. 
Keeping this in mind, if we isolate from 114) all 
terms involving $ t and replace this orbital with 
the improved orbital 

• ] ~- l*, • 4*,)/U + 4j)V Z ; 

<•, I L*jI*!(-"*«' " '•l*j'*k*e' • U5d) 



upon expansion through second-order in n$i we obtain simultaneously v<-.r"fd while keeping all others fixed, 
2. . • i n < 1 5 b ) becomes 

* Zt-^aVfrf l F i 1*1=" + <A*i | R^»] • ' V W ' V V 
• . ^ • J a ^ K , ! ^ 

where for simplicity we have taken b^ ̂  = 0. Ex­
pressing A$i in terms of the basis space (x) ortho­
gonal to all orbitals 

**i " I cki h <"=i 

<x tl*r <vJx, : 

the solution through second-order for the improved 
orbital in the field of all other ones is obtained 
by diagonalizing the matrix )C where 

Vo = < * i | F i l V t < * i | R i > 

subject to the condition 

in [^.U^-KOJIV + <i,l«j>:r = o- < 1 9 b ' 

through first-order. To obtain the equation for the 
optimal mixing between these two orbitals we isolate 
all terms involving them from (14) and substitute 
the improved orbitals 

•j = ( 9 j + a*j>/(l + A 2 ) ' / 2 

* M - < « k | F i l x i > t 2 , » . « , x k | , C i l x « > ; k , e t ° 
and choosing the desired root (usually on the basis 
of either lowest eigenvalue or least change). 

If tf>i is a closed-shell orbital, R̂  - 0. Further­
more, if we neglect the second-order self-correction 
term 2ajfi •£XjdKilX£>* t h e JC matrix simply becomes 
a matrix over the Fock operator Fj_. Since the Fock 
operators for all closed-shell orbitals can be made 
identical, solutions for all such orbitals could 
then be obtained through a single diagonalizntion. 
Since this offers considerable computational advan­
tage and since experience has shown that these terms 
are relatively unimportant, we normally follow this 
procedure. For open-shell multiplet orbitals these 
terms do not appear in the first place. For all 
other orbitals the Fock operators are different and 
no real advantage is gained in neglecting these 
terms. 

Examining the terms involved in (18) we see that for 
closed-shell and perfect-pair orbitals these equa­
tions involve only the same operator matrices that 
are required for a GVB-PP calculation. For the re­
maining orbitals the only additional matrices re­
quired are those over the GC-pair operators 
(_>Jlri|i{i_ ). Therefore ( only a little more computa­
tional effort is required here than would be the 
case for the corresponding GVB-PF calculation. 

Equations (18) provide us with the prescription for 
iteratively optimizing the orbitals with respect 
to unoccupied space. There now remains the problem 
of optimizing them with respect to one another. 
Since the orbitals must always remain orthogonal the 
only way to do this is to vary at least two of them 
simultaneously. If orbitals $£ and <£.= are 

Realizing that if 

then we must have 

we expand through second-order in Y Xj to obtain 

E i j < 1 + V 

= <* ( |F, iv + < « i i ' V t < * j | F j | V t < » j | Y 

+ Y?j r<*ii Fji*f > + < * j | F i | V + Q i j ] 

+ 2Y i iI<0, tF.-F. |«i> + <•,!!!,> - <*.|R,>] 
ij i i J J J i J | 2 0 d ) 

where the second-order correction term p^* is given 
by 
fjjQjj = <*, jAFj-flFji^^ + <*j|4R1> - <*f |oR > (21a, 

and where &F and AR are the first-order changes in 
the corresponding operators. For example, if either 
orbital is a closed-shell or perfect-pair orbital or 
if neither is a GC pair orbital 

0 = Q?. => 2(a. . <• a. . - 2a. \)K. . 

• ( b l , f t b J , j ' 2 b l , J ) [ J i , J t K i . j ] ( n W 

whereas if orbital vp̂  is in GC pair m and orbital $* 
is a multiplet or unpaired GC orbital 
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Q.. = q.. - 2C . <$.JJ, + K.|#, > • (21c) 

-, = <*jF i-F j|*.> - <* j|R 1> - ^ J i y 

and where cjj1 and D}? 1 

diagonalization of this 
are given by (22a). While 

diagonalization of this matrix and choosing the 
appropriate root still constitute only a pairwise 
optimization scheme, it has been found to be super­
ior to simple sequential usage of (22) since each 
mixing coefficient is now weighted relative to its 
importance in lowering the total energy. 

Equations (18) and (23} provide us with the pre­
scriptions for optimizing the orbitals to self-
consistency for fixed pair and coupling coefficients. 
Me will now turn our attention to determining these 
coefficients. First of all, let us consider any 
perfect-pair coefficients. If orbitals <t>±k and tok 
are perfectly paired, the coefficients in (14) which 
depend upon pair coefficients *i K and A 2K a r e 

mixing coefficient y^j is obtained by solving 

and choosmq the appropriate root. 

ik.lfc -• 1,2 

in principle, the orbitals can be iteratively opti­
mized with respect to one another using (22). How­
ever, to redefine all affected matrix elements after 
each such orbital-pair rotation is computationally 
unacceptable and experience has shown that by not 
doinq so the overall orbital changes tend to be too 
large. To Ŝ e if there is a simple way to overcome 
this problem let us now consider simultaneously 
optimizing alL orbitals with respect to one another 
by taking the improved orbitals to be 

• Hi C*i 

a.. . = a. ., = ?f f ; ik,j j.ik ik'j 

bik,j = bj.ik = " ik j 

Isolating these terms in (14) gives 

Ek ( A U * XZk) = *lk Hlk,lk + *2k H2k,2k 

Z 

Upon substituting these orbitals into (14) and ex­
panding through second-order in { Y ^ ; i->j\ the re­
sult is a rather complicated expression involving 
many two-electron integrals not required in either 
(22) or (18). All such integrals, however, only 
appear in terms involving the product of two dif­
ferent mixing coefficients. If we now content 
ourselves with a pairwise nixing scheme by jieglect-
ing all such mixed coefficient terms, we find that 
the mixing coefficients can be determined by dia­
gonal izing the matrix B where 

r<U 
D D. i j " "U.O -1J 

= 0 for i j f k l 

r<2> 

°1j,kl 

)J,1J U 

N 
• 2£ 

j+lk,2k f j U J , - k . j " N lc . j 1 

nH,2k n2k,Ik : 

Ik,2k 

Therefore, we solve for X ^ and ij^ by diagonalizing 
this 2X2 H matrix and choosing the root which mini­
mizes E K. If there is more than one perfect pair 
involved, the pair coefficients for each pair are 
optimized iterativeiy through sequential applica­
tion of (24) until self-consistency is achieved. 

We are now left with the task of optimizing the GC 
pair and coupling coefficients which, in turn, de­
fine the jf,a,b,c,dj energy coefficients involving 
GC orbitals. In general, the relationship between 
these coefficients is not straightforward and is 
most easily established by first expressing the 
wavefunction (ignoring all but GC orbitals} as 



whare the configuration coefficients {A) are known 
functions of the GC pair and coupling coefficients 
|At£). Determining the energy expression for ¥ 
and rearranging it to the form of (13a) then estab­
lishes the relationship between |A| and the coeffi­
cients in {13a). 

In general, the coefficients {A} in (25) are not 
all linearly independent. Therefore, they cannot 
be determined simply by diagonalizing the harailton-
ian over the configui ations involved. To do this 
we recast the waveftaction into the general form 

NGP 
"11*11 "21*21 

" i S l ' i i ' s V i i " * . " ' * . 

where {x| is a set of appropriate orthogonal spin 
eigenfunctions. Concentrating on pair k, (26) can 
be written as 

t 2 ^ X T V a ' 5(kl) v x(k|) u 

•ik.jk = A *1k*jk« tk

 C*lt*U " *lt*2t 

* ^ u ^ r . (*u*2e " V u 1 1 

and where X <k_)u [X (k|)u] is the u t n spin eigen-
function in which the electronic positions of pair 
k are sinqlet (triplet) coupled. If we now let 

*k!i • *1k,1k X {k-K ; 1-1.1 

*K = * l k , 2 k X ( k | \ > 

T « £ 5(k)„ [X,.* 

u . *<3> „ k.» *k,v 

,(') 4 2' 1 2k*k,u 

we can determine {£ (k), K (k|)| by diagonalizing 
the hamiltonian matrix over the indicated configura­
tions. Therefore, by constructing the hamiltonian 
matrix over the basic configurations of (25) and 
then by performing a series of contractions and 
diagonalizations the optimum GC pair and coupling 
coefficients can be iteratively obtained. In the 
course of evaluating the required matrix elements 
the presence of any closed-shell or perfect-pair 
orbitals in the total wavefunction is taken into 
account by using the modified one-electron operator 

NS 
* h + Z f. 

1 (Wj'V 
and the presence of any multiplet-shell orbitals is 
taken into account by formalizing the matrix element 
expressions for NG + 1 electrons. This leads to 
terms involving the niultiplet-shell exchange opera-

NH 
' £ K. 
1 ' 

Early experience has shown that because of the high 
degree of correlation existing between the GC orbit­
als, it is quite advantageous to fully optimize the 
GC orbitals with respect to one another during each 
iteration of the SCF cycle. Therefore, we usually 
ignore terms in (23) which mix the GC orbitals and 
perform this mixing during the GC pair and coupling 
coefficient optimization stage. To do this we de­
fine the improved orbitals as in (23a, 23b) but with 
the summations running only over GC orbitals. Upon 
substituting these orbitals in (25) and expanding 
through second-order we obtain 

f 1 * v + z y,t *. ij *« T--j Yke *iSM ij , J , J ij,kE 

If we then define the matrices H and s by 

° k . v = 2 / T ^ 5 ( k | ) v 
we can solve for ^ifc/^k a n d K < k b l bY taking 

»- *ik ^ «'yu *klu ^ * ^ > E M-K O 
u u 

.* . J3) 

HU.o = Vij • ^" 'V 

Ŵ 'V̂ "1 .̂̂ " *W 
and diagonalizing the hamiltonian matrix over the 
configurations involved. If we then rewrite (27d) 
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SfJ.-) = S0.U = < T | V 

(29b> 

the mixing coefficients (YJ..; 1*5} can be obtained 
through second-order in the energy by solving the 
secular equation 

Once the improved orbitals have been found we rede­
fine all required hamlltonian matrices for them 
and once again solve (27) for new pair arid coupling 
coefficients. This process is continued until self-
consistency within the current GC space is achieved. 

To sunmari2e, the SCF cycle which ve employ to solve 
for an SOGVB wavefunction consists of the following 
distinct steps: 

1} Optimization of all GC pair and coupling 
coefficients using equations (27); 

2) Optimization of the GC orbits?s with 
respect to one another using equations 
(29); 

3) Optimization of all perfect-pair coeffi­
cients using equations {291 i 

4) Optimization of orbitals with respect to 
one another (excluding mixing between GC 
orbitals) using equations (23); and 

5) Optimization of all orbitals with respect 
to unoccupied space using equations (18). 

steps 1) and 2) are performed together until self-
consistent. Step 3) is continued until all perfect-
pair coefficients are self-consistent. Steps 4) and 
S) are performed only once per SCF iteration (i.e., 
they are not continued until self-consistent). 
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LDCUGA Applied to the MCSCF Problem 

The unitary group approach (UDA) to the CI 
problem has proven over the last few years to be 
an efficient and effective method for estimating 
the correlation energy in molecules.1-10 As an 
outgrowth of this we envisioned & two-step MCSCF 
procedure based on the LDGUGA formalism."• In 
one iteration the first step would be a CI 
calculation In which the orbitals were "fixed". 
This is followed by a computation to determine 
how the orbitals should be changed to minimize 
the total energy. In this second step the orbitals 
vary but the expansion coefficients are Frozen. 
The integrals are rhen transformed to the new 
orbital basis and we iterate until the changes in 
the orbitals and the expansion coefficients are 
suitably small. In computing the orbital changes 
the two-particle density matrix and the transform­
ed integrals are needed. The ability to generate 
the two-particle density matrix rapidly is a key 
feature in our method. 

Methods Used for Computing Orbital Changes 

Currently we have two operational methods 
for computing the changes in the orbitals from 
one iteration to the next. The first involves 
the symmetrizing of the matrix of Lagrange 
multipliers.H In developing this procedure 
first notice that the CI energy can be expressed 
in a simple form as 

C I ijW 1 J k ij 1 J 

If a unitary transformation was applied to the 
orbital basis to find a "better" set of orbitals, 
the CI energy in this new basis could then be 
approximated by 

E = I I G i 1 k l L U a i U M U c k l W a b ; c d l + 

ijki abed 1 J f c t a i b i c k d * 

I J V a i V a ' f i ' b > (2) 

This equation is an approximation because the 
density matrices G and Q depend on the orbital 
basis in a complex manner. If the unitary 
transformation U were close to unity, then this 
approximation would be fairly good. This obser­
vation suggests an iterative procedure to find the 
MCSCF wave function. If for any CI calculation 
the transformation U could be found that minimizes 
the energy through equation (2), then the CI 
calculation could be repeated in this new basis 
(i.e., compute the correct density matrix for 

this new basis). This procedure could then be 
repeated until the transformation matrix 
approaches unit, which should also yeild the 
MCSCF wave function. 

The problem then becomes one of finding a 
procedure that can determine the "beat" unitary 
transformation for each iteration within this 
scheme. By assuming that U is fairly close to 
unity, U can be represented as 

• 1 + U <1) (3) 
„<!> where U is the first-order change in the 

unitary transformation. When this Is substituted 
into equation (2) and all higher terms in U^1^ 
are Ignored, then the first order change in the 
energy can be further approximated as 

,«> 
ij 

(l) 
L .bL ̂ ^"ai "bjWdl «!.,« . S-. 

,,<!> «.-«.,. + s.&.y., ai"b]"ck "dl T 

T "U"bJ 
which may be simplified to 

|fi|b> 

I 
ijkJlr 

' ijki 
„U> <« u ; : ' i r j i k i j + 

I Qy <* C><r|S|j> 

If U times, the two electron energy and twice 
the one electron energy is added to both sides of 
equation (5) the result is 

ijktr ijkj 

[rj;ki] + I Q (2 u" ' )<r |h | j> + 
Ijr " " 

IJkl 1 J k l r 

J Qlr <2 V ^ I J ' i j r " 
(6) 

where F.j and E, are the one and two electron 
energies respectively. Collecting terms we have 



' 4 I C. U, r [rj;kt| + ijki ulr 

2 I Q l rU l r<r|h|j> ( 

where K * 4 E, + 2 E.. Now it is advantageous 
Co note that the Lagrangian matrix X is defined 

similar to that used by Hinze results In 
improved convergence. 

The additional terms required for this 
method are easily obtained and can be expressed 

q,,<l|h|j> + I (2 o ,[li;kt) 
xij ljkl1. 

" „ ' /k, *C1JM l'i-^*liOii»^\i'-

Using this relation equation (7) can be reduced 
Zij " Q i j ( < 1 l h l ± : > " *JIMP) + <i|h|j> 

I Xir U: ir Ir ir (9) 

One rather direct approach is to find the unitary 
transformation U chat minimizes the above 
equation. This can be done directly using pair 
rotations on X. Rewriting equation (9) as 

i: i * " > : - I Xir Ufr * I < X P ~~ 'ii (10) 

and expressing the transpose of U as a product 
of pair rotation matrices 

ij.m 

where U. 

u 1 - n 
i>j,m 

is the m t n pair rotation matrix 
between orbital:, i and j, an iterative scheme can 
be devised, for each orbital pair 1 and J a 
rotation angle 8 can be solved for. The largest 
of these is picked and the rotation is applied to 
the Lagrangian matrix. A new set of 8 matrices 
are calculated and this process is repeated until 
the angle of rotation is below some threshold 
value. 

To find the value of the rotation for each 
ij pair, multiply X by 8 and take the trace of 
the resulting matrix. The difference between 
the trace before and after rotation is 

Taking the derivative with respect to 8 on both 
sides of equation (12) and equating to a zero 
gives 

(X +Xil)sin9 + (X -X 1)cos6 * 0 . (13) 

Solving for tan8 yields 

tan6 - -11" l i • U4) 
Xli XJj 

These rotations ate applied until the transformed 
Lagrangian is symmetric. Such an approach yields 
acceptable convergence for some calculations, 
typically when all orbitals are occupied. In 
systems including virtual orbitals or orbitals of 
forced double occupancy, we find that an approach 

+ I I 2 Gi 3 Wt<l"S k £l - UiiWl) + 

The pair interaction (s) can then be solved from 
the quadratic equation 

I l l ( XJl" Xij } + 3 Z i j J s 2 + , ( X i r X j J ) * U Y i j ] s 

(17) 

for the smallest root. The unitary orbital 
transformation matrix can then be given by 
exp [-g]. Of course, the coefficient of the 
terms presented here are obtained fxoa approxi­
mations. Varying some or all of the terms could 
further improve convergence-

The computational effort required for each 
iteration of this MCSCF scheme is roughly the 
same as with other MCSCF procedures for large 
basis sets (i.e., dominated by the integral 
transformation step). 

Generation of the 2 Particle Density Matrix 

As stated earlier the fast and efficient 
generation of the two-particle density matrix 
is crucial for the orbital optimization stage 
to be competitive with the CI portion in a two-
step MCSCF procedure. From the first step we 
have a CI vector which contains the expansion 
coefficients for the configurations. The 
formula for the two-particle density matrix Is 

T T l J -ii" 
where Cj and Cj are the CI coefficients and b ^ k 

is the coupling coefficient between these two 
configurations. The coupling coefficients must 
be generated so G may be computed. These 
coefficients are exactly the sane as those used 
in determining the CI energy and are defined by 
loops. The simplest method for generating the 
density matrix is to regenerate these same loops. 
The only difference here is that once a loop has 
been generated it is processed differently. This 
allows the density matrix to be generated via the 
loop-driven algorithm. The effort required to 
compute the density uatrix in this manner is only 
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slightly greater than the effort required to c , 
generate the corresponding diagonalization tape.' 

In the diagonalizatlon tape generation step, 
loop coefficients are combined with appropriate 
integrals to form an overall loop value. This 
loop value is then used a number of tines, 
determined by the loop breakdown algorithm, for 
each diagonallzatlon iteration. In generating 
the density matrices, this process is reversed. 
When a loop is generated, the loop breakdown 
algorithm is used first to determine the total 
loop contribution d. This total loop contribu­
tion is simply a sun of the products of Cj and 
Cj for each separate loop contribution and is 
gjven by; 

*h Xt 
d " J l C^<=h'+™H+k)+j'CY(2.1-+™,J.+k)+J ( W ) 

where m. and ra'p are the weights of each branch 
of the loop, 2 "is the primary upper walk weight, 
x n and x t are the number of upper and lower walks 
respectively, and Y is the indexing array. Once 
the total loop contribution has been determined, 
its product with the loop coefficients ia added 
to the proper density matrix elements. 

The density matrix elements here play a 
similar role to that played by integrals in the 
diagonalization tape generation step. These 
elements are stored in the same manner as the HO 
integrals, and a particular density matrix 
element can be found using integral storage offset 
arrays.13 The same storage method allows a 
block of density matrix elements to be computed 
simultaneously with the loop-drive algorithm. 

Examples of Typical Calculations 

The variety of MCSCF computations we can 
perform with the LDGUGA system of programs is 
fairly large. We essentially can choose any 
set of configurations that can be run by the CT 
programs. Our distinct row table (DRT) program, 
which generates the configuration set, can obtain 
all single or single and double replacements with 
respect to one reference.^ It can also do this 
for most two reference cases at the present. 
In addition, full CI within any subspace can 
be done and all single and double excitations 
can be formed From it. Higher than double 
excitations can also be included if desired. 

A limited amount of selection can be 
performed within the configuration set. One 
method is to doubly occupy or delete an orbital 
from the CI portion of the calculation. We can 
allow any orbital to be forced doubly occupied, 
to be partially occupied, or virtual. These 
"frozen" orbitals (virtual or doubly occupied) 
may be deleted from the MCSCF entirely or 
allowed to mix with the partially occupied space 
as desired. For open shell systems the inclusion 
of only the Hartree-Fock interacting space can be 
optionally chosen. 5' 2 1 

Since our diagonalization tape generation 
and eigenvalue extraction programs are relatively 
fast and our HCSCF iterations are dominated by 
the integral transformation time, we have chosen 
to use relatively large configuration sets. Our 
first published calculations were on the lowest 
triplet of the cyclopropyne molecule.1* The 

configuration set consisted of 10,115 singly and 
doubly-excited configurations with respect to the 
SCF reference. 

More recently we have performed a number of 
calculations on water to investigate the effects 
of inclusion of higher than doubly excited 
configurations in CI and HCSCF calculations.15 

The basis set we used was a standard double-zeta 
basis set. 1 6 0(9s5p/4s2p), H(4s/2s), and the 
geometry was fixed at the theoretically determined 
minimum obtained from a previous set of CI 
calculations including single and double 
excitations. Using the SCF orbitals, Cl calcula­
tions including all single (S), all single and 
double (SD), all single, double, and triple (SDT), 
and all single, double, triple, and quadruple 
excitations (SDTQ) were carried out. Also full 
HCSCF calculations were carried out for each of 
these four configuration sets. These results are 
displayed in Table 1, 

There are several significant differences 
between the CI and MCSCF results. Perhaps the 
greatest differences occur for the MCSCF wave 
function including only single excitations. The 
CI energy in tern of canonical SCF orbitals is 
of course identical to the SCF energy, due to 
Brillouin's theorem.1? In striking contrast, 
the HCSCF wave function including all single 
excitations (MCS) accounts for no less than 
52.3% of the correlation energy recovered by the 
MCSD wave function or about 502 of the full 
correlation energy attainable with the present 
basis set. 

Another Interesting refit in Table 1 Is 
the fact that triple excitations are roughly five 
times more important within the MCSCF function 
than in the straight CISDT treatment. Specifi­
cally, the energy lowering relative to CISC Is 
0.0011 hartrees for CISDT, but 0.0058 hartrees 
for MCSDT. This means that triple excitations 
can be made quite important by the MCSCF procedure. 
Another way of saying the same thing is that 
quadruple excitations are important, and the 
annihilation (in the Brillouln-Levy-Berthier (BLB) 
sense1 ) of certain classes of quadruples leads 
to a noteworthy energy lowering. This argumem 
also explains the very small energy difference 
between CISD and MCSD as the annihilation of the 
triple excitations is expected to produce slight 
energy changes. Continuing In the same vein, 
quintuple excitations are expected to be very 
unimportant, and their annihilation is accordingly 
unimportant, as seen in -he small difference 
between the CISDTQ and MCSDTQ energies, namely 
0.0006 hartrees. 

In the near future we plan to perform 
various calculations on the ground state of ozone, 
including MCSCF containing all single and double 
excitation from one and two reference functions. 
Also in the works are MCSCF calculations on 
methylene with a configuration set including all 
excitation within the valence .-pace. We are 
furthermore at work incorporating MCSCF techniques 
that will converge at a faster rate than our 
present programs.1^*20 

Concluding Remarks 

The '-DGUGA has been shown to be readily 
adaptable u finding MCSCF wave functions and 
energies. Its main advantages are that it can be 
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used with large configuration seta and Che 
one and two particle density tutrix generation 
can be accomplished rapidly and efficiently. 
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A NOVEL SINGLE FOCK OPERATOR APPROACH TO TH£ MCSCF PROBLEM 
J. W. Hclver Jr., M. Page and R. N. Camp 

Chemistry Department 
State University of New York at Buffalo 

Buffalo, New York 14214 

An approximately quadratically convergent 
"Single Fock Operator" method for calculating 
MCSCF wavefunctions is presented. The traditional 
closed shell SCF equations emerge as a special 
case of this scheme. Computer time comparisons 
are made with the King and Camp method. 
INTRODUCTION 

The closed shell Hartree Fock problem is 
traditionally solved by applfcJtion of the fixed 
point iterative scheme, * ' 

F{C°}C = SCe , 

with 
C'SC* « CTSC « I 

(1) 

(2) 
until self consistency is obtained, i.e., F(C) -
F(C°). Here the notation F(C°) is meant to imply 
that the symmetric Fock matrix is constructed from 
the square matrix C° of L.C.A.O. coefficients 
obtained in the previous iteration. The symmetric 
overlap matrix 5 and the diagonal matrix of 
Lagrange multipliers c have their usual meanings, 
The above equations are a consequence of the 
variational principle in the sense that, at con­
vergence, the energy is stationary with respect to 
all allowed variations of C. Although self con­
sistent solutions to these equations are varia 
tionally correct, there is no guarantee that the 
use of these equations recursively from any set 
of starting orbiUls will lead to a con­
verged solution. Although convergence diffi­
culties have been studied and circumvented, (2) 
the recursive use of the above equations by and 
large works very well for the closed shell case. 

In disappointing contrast to the closed shell 
case, the use of the recursion eqn. (1), with eqn. 
(2) for open shell and MCSCF wavefunctions has 
shown poor convergence. In these "Single Fock 
Operator" methods, the prescription for construc­
ting F(CC) is obtained by using projection opera­
tors and/or coupling operators to obtain eqns. (1) 
and (2) which are variationally correct at self 
consistency. But again there are no assurances of 
convergence when used recursively. 

In this presentation, we will derive a pre­
scription for forming an F(Ca) which leads to 
quadratic convergence of a variationally correct 
solution to eqns. (1) and (2) for any wavefunction 
built up of orthonormal orbitals. By making some 
simple approximations, a computationally attrac­
tive method emerges, a method which becomes 
identical to the traditional Hartree-Fock method 

in the closed shell case. Preliminary calcula­
tions of a two-determinant MCSCF wavefunction for 
a distorted ethylene molecule indicate that the 
method is comparible to the King and Camp method 
in computational efficiency. ' 
THEORY 

The new orbital coefficients C are obtained 
from the old coefficients by 

C = C°U , (3) 

where U is as yet an undetermined matrix. A nec­
essary and sufficient condition for preserving the 
orthonormality of the orbitals is, from (2}and (3), 

(4) 

(5) 

> u +[c° +sc*]u = r 
Thus orthonormality is preserved If, 

U +U = I . 

At this point one„can proceed by minimizing 
the expression E = <y|H|V> with respect to the 
elements of C tor of U) where the constraint 
conditions are built in using the method of 
Lagrangian multipliers, This approach however, 
has not been very successful fur problems other 
than the closed shell Hartree-Fock case. 

We choose not :u deal directly with the con­
strained elements of C or U, but rather we seek an 
equivalent set of unconstrained (independent) 
variables. Since the eigenvectors of a real 
symmetric matrix are orthonormal, we view the 
(orthonormal) columns of the matrix U as being the 
eigenvectors of a real symmetric matrix 0. 
Thub, 

QU = UE (6) 
The advantage of this approach is that the 

orthonormality of the orbitals is retained simply 
by keeping Q symmetric. The n(n-l)/2 off-diagonal 
elements of Q may then undergo unconstrained 
variations and thus form our set of independent 
variables. The "single Fock matrix" of eqn. (1) 
is then obtained from eqns. (3) and (6) as, 

F(c°) = C- + - 1gfC-) C° _ 1 . (7) 

To find the values of the elements Q.. which 
lower the energy, we expand the energy in a Taylor 
series in the n(n-1)/2 off diagonal elements of Q 
and choose the elements Q^- via an approximate 
Newton-Raphson procedure. 
Thus, 

E ' E{U(g)J, (8) 



and In the quadratic approximation, 

where 
E:, -: ("/so,.). (9) 

M U . k l 2 < 3 ' " V k l ' o • 
A quadratically convergent scheme would 

consist of calculating the f i r s t and second de-

(10) 

and inverting the super-matrix M. 
We instead cons' ier only the "diagonal" 

second derivatives. That i s , we neglect a l l terms 

of the form, 3 2 E/3Qi j3Q k l i w h e r e W k »nd J M . 

This is the "pairwise" or diagonal dominant ap­
proximation. Although this destroys the second 
order convergence properties, i t results in enor­
mous computational savings in that eqn. (8) can 
now be written as 

Q(optimum) = . * o E / 3 Q i j ) 0 / o 2 E / 3 Q ? j ) . , (11) 

where the variationally determined scaling para­
meter X helps overcome the effects of the quad­
ratic and pairwise approximations. We make no 
assumptions about the diagonal elements of 0 
except the simplifying one that they are non-
degenerate. 

The first derivatives, eqn. (9) are rela­
tively straightforward to calculate. The energy 
expression is an explicit function of the orbital 
expansion coefficients which in turn depend im­
plicitly on the QJ;. Thus, 

3E n n 3E 3 Ckl 

3C 

(12) 
It should be noted that the ith column of 

VE can be regarded as the gradient of the energy 
with respect to variations in the coefficients of 
the ith orbital: 

(13) 

The term aU/30^ in eqn. (12) can be evalu­
ated using eqns. (5) and (6) and matrix perturba­
tion theory. Denoting di f ferent iat ion with re­
spect to a part icular Q-, by a prime, eqns. (6) 

and (5) can be differentiated to give 
Q'U - Uc' + QU' - U'e = 0 . (14) 

and 
u V t U'+U = 0 . (15) 

Multiplying eqn. (14) on the left by U f and 
letting. 

U* = UV (spectral expansion). (16) 

He have, with the aid of eqns. (5) and (6), 

(17) 

r * v = o . (le) 
hence V must be antisymetric. The diagonal e le ­
ments of eqn. (17) give the c ' and the diagonal 
elements of V (zero here) are qiven by eqn. (18) . 
The off-diaqonal elements of V are obtained from 
the off-diaqonal elements of eqn. (17) , i . e . 

VKI - (yVsJki/t ' i , - •*«> t'9> 
Since the matrix Q* contains a l l zero's 

except for Q*. n'Q7,- - I . Eqn. (19) can be written 

as, 

v k l - f u i k u j l • V l l , / < c l l - c k f c ) m 

Using eqns. (12)< (16) , and (20) , the f i r s t de­
rivatives can be written as, 

" k i / k " " 1 < V j i * V i i ) / ( E n "£kk» ( 2 , » 

where R = 7E C. Thus, given R, calculating all of 
the first derivatives at any value of Q requires 
0(n ) operations.1 A large class of quadratically 
convergent methods (such as conjugate gradient or 
variable metric methods) require only the first 
derivatives. When using eqn. (8), or as we do, 
eqn. (11), only the values at Q—'O are needed. 
Here U,.=6JJ, anii eqn. (21) becomes 

(22) 

which requires only 0(n ) operations. Note that 
at convergence* the proper variational conditions 

(23) 
are sat isf ied, since the Q». can be chosen non-
degenerate and f i n i t e . 

To evaluate the second derivatives, i t is 
easiest to freeze a l l off-diagonal elements of Q 
except ( L , . The matrix U is then an identity 
matrix except. 



U^j • UJJ • COS I 
<z«) 

and e^. is determined by the requirement that Q 
be diagonalized, 

(25) 2Q,i tan 26,, = fl .fl-
Under these conditions, the first derivative Is 

3E 
3Qj relj Wi 

cos 28. 
• C n - « « ) 11 

while the second derivative becomes 

(26) 

sq: u ««" V 
(27) 

(Pjj-Qi,) 2 

At this point, matrices F. are found which 
sati sfy 

V-£ = 4 FjCj . (2fl) 
Orbitals^which share the same matrix F> 

are said to belong to the same "shell" and the 
matrix F^f- F J is the "Fock Matrix" for shell a. 

Using eqns. ( 3 ) , (24) and (28 ) , eqn. (27) for the 
second derivative becomes 

(3?L.j = 

traditional closed shell Hartree Fock method by 
judiciously choosing the elements Q ^ where i and 
j are 1n the same shell. It follows by differen­
tiating the energy expression that, 

V fE - 4 F C l C i i - occupied 

where, in the usual notation. 

O P F L I • H + 2 J (P ) - K (P L I) . (32) 
occ where P^' = E C,C. 

If i and j are in the same shell (both occupied or both virtual) then they share a common 
Fock matrix (F C 1 or 0) 

(33) 

for a l l 6 , , . Thus g(°Pt1mum) ( J 1 n i l e t e r m i l , a n t ( f 

1 and j are 1n the same shel l . These Q y ' s serve 

only to mix orbitals in the same shell and can be 
assigned arbitrary values. While i t is usually 
convenient to set them a l l equal to zero, in the 
present case we choose them to be 

" i j * C 1 * F C ' C J ; ' a n d J i n t h e s a m e s n e " - ( 3 " ) 

I f i is occupied and j is v i r t u a l , then eqn. (31) 
becomes r , n r l 

q F c icj (cj Fuc« - q F c 'q) 

JJ . . ( 2 9 ) 

where i is in shell a and j is in shell fl, and, 

\ j • t s f wrs (E.. - f g ig i . • <»> 
The term Y.. has been named the Fock correc-ij m tion term by Goddard et al. 1 ' If we set this 

tenn equal to zero as a further approximation, 
eqn. (11) for the optimum value of 0,-.- becomes 

( T ! . - TJ.) (Q.. - Q..) 
n = j 111 ]}' JJ I L L - , 

!'J T 1 - T ' • TJ - T J 

T j j T i 1 r i i ' j j 

(31) 

where Tj, -= C° + y , . 
CLOSED SHELL CASE 

The method outlined above reduces to the 

= r W (35) 
Exactly the same equation results when i is virtual and j is occupied. Hence in matrix form. 

(36) ^optimum _ j-o+pClj-o 

where the diagonal elements of Q ire also calcu­
lated by Eq. (35) . 

According to eqn. ( 7 ) , 

fOptimum ( r „ , . F C 1 ( C " ) . 

and the traditional closed shell Hartree Fock r*»thod is recovered. 
PRELIMINARY MCSCF CALCULATIONS 

( » ) , The HONDO program of King et a l . l D ' was 
modified to calculate the best wavefunction of the 
form 

•f = O A I * , ? , — » „ V « » a l i 0 B l * , * , — * n * n V » l - ( 3 7 ) 

29 



This is the simplest Generalized Valence Bond 
wavefunction* ' for a system of 2(n+1) electrons. 
In this case there are four shells having occupa-

2 2 tion numbers 1, ojj, ojj and 0, the last being the 
virtuals. The four corresponding Fock matrices 
are 

r = H G(P) + of G(AJ + a\ G(6) 

f = a\ [H + G(P) + G(A)] + oA<JB K(B) 

FB = a\ [H • G(P) • G(B)] + a^ K(A) 

(38) 

(39). 

(40) 

(41) 

where G = 2J-K, P=I C^C.1", A=C AC A
+» B»C BC B

+. 

Each iteration of the method consists of the 
following steps 
1) Optimization of the coefficients a A and Og. 
2) Construction of the Fock matrices for the three 
occupied shells (cf. equations (38)-(40)). from 
the coefficients, C , obtained either from the 
previous cycle or from the starting orbltals. 
This has 0(n ] operations and is the rate limiting 
step. 
3) Calculation of the matrices. 

*P - /r-1+cPf. f = (C°) TFKC° 

ip = ( n W 
(42) 

(43) 

(44) 

4) Estimation of l 1

0 P t 1 m u ^ , f r o m information ob­
tained in the previous cycle. 
5) Calculation of n ° P t i n u m frtm 

Qoptimum . 0 t i f 1 a n d j a r e f n t h e 

noptinHim _ .optimum ( T . , - r t , ) ( 0 . , - Q . 
g U " * J

 1 ' J " , ' 
T ^ T J - T 1 +T3 
TJ3 TJJ T11 T H -

same shel1(45) 
) . (46) 

i f i and j are in d i f f e u n t shells. 
6) Diagonalization of Q ° P t i m u n i to obtain U (c f . 
equation ( 6 ) ) . 
7) Use of equation (3) co obtain the coeff icient 
matrix C. 

8) Test for convergence and i f not converged 
return to step 1) . 

The following table gives a rough indication 
of the convergence properties of the method. A 
two-determinant wavefunction for a distorted (C, 
symmetry) ethylene molecule was calculated in an 
ST0-3G basis. For comparison, an equivalent 
wavefunction was calculated using the King and 
Camp method. Both runs were made on a CDC Cyber 
174 computer (5.7 usec/floating point multipl ica­
t ion) . The start ing orbltals were the same. 

This Method King and Camp Method 
(1.355 sec/cycle) (1.730 sec/cycle) 
Cycle l » Energy. An Energy. Au 
1 -110.56805242 -110.56805299 
2 -110.57000382 -110.56842031 
3 -110.57018313 -110.56860177 
4 -110.57024124 -110.56985300 
5 -110.57025596 -110.56990704 
6 -110.57023561 -110.57015071 
7 -110.57026603 -110.57017911 
8 -110.57026909 -110.57021564 
9 -110.57027267 -110.57021969 
10 -110.57027454 -110.57021849 
11 -110.57026760 -110.57026074 
12 -110.57027499 -110.57027184 
13 -110.57027507 -110.57027257 
14 -110.57027512 -110.57027422 
15 -110.57027516 -110.57027455 
16 -110.57027488 -110.57027507 
17 -110.57027523 -110.57027518 
18 -110.57027524 -110.57027524 
19 -110.57027524 -110.57027524 
20 -110.57027524 -110.57027524 
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GENERALIZED MOLECULAR ORBITAL THEORY: 

A LIMITED MULTICONFIGURATION SELF-CONSISTENT-FIELD-THEORY 

Michael B. Hall 
Department of Chemistry 
Texas AJM University 

College Stat ion, TX 77843 

The generalized molecular orbi ta l (GMO) approach is a l imited 

type of multiconfic;uration sel f -consistent- f ie ld (MCSCF) calculation which 

divides the orbi tals of a closed shell molecule into four shel ls: doubly 

occupied, strongly occupied, weakly occupied, and unoccupied. The orbi ta ls 

within each shell have the same occupation number and are associated with 

the same Fock operator. Thus, the orbi ta l optimization is ideally suited to 

solution via a coupling operator. The determination of the orbi ta ls is 

followed by a configuration interaction (CI) calculation within the strongly 

and weakly occupied shel ls. Results for BH show a s t r ik ing s imi la r i t y 

between the GMO's and the natural orbitals (NO's) from an a l l singles and 

doubles CI calculation. Although the GMO approach would not be accurate for 

an entire potential surface, results for spectroscopic constants of N- show 

that i t is suitable near the equilibrium geometry. In th is paper we describe 

the use of the GMO technique to determine the primary orb i ta l space, but a 

potential ly important application may be in the determination of a secondary 

orbital space following a more accurate MCSCF determination of the primary space. 

INTRODUCTION 

The need to go beyond the rest r ic ted, single-configuration, tiartree-Fock 

(RHF) approximation and to include electron correlation is clearly evident. 

This need exists not only for quantitative accuracy but also for semiquantitative 

accuracy and, in some cases, even for qual i tat ive results. We are interested 
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in the electronic structure of rather large, transition-metal systems, 

especially those with metal-metal bonds and with metal-ligands bonds which 

involve strong pi acceptor ligands such as dioxygen, n i t rosy l , and carbenes. 

In systems such as these, two factors conspire to render the RHF approximation 

a part icular ly poor one. F i r s t , transit ion metals, especially those of the 

f i r s t transit ion series, have rather compact valence d_ orb i ta ls , a factor 

which leads to small metal-metal or metal-ligand overlap integrals. Second, 

for the bonds described above the orbi tals of the two components have similar 

energy; thus, there are large r ja r degeneracy correlation effects in these 

systems. 

The most direct way to go beyond the RHF wavefunction toward a correct 

description of the wavefunction is the tradit ional configuration interaction (CI) 
2 

calculat ion. However, for very large systems the four-index transformation 

and the large number of configurations Hike this calculation prohibit ively 

expensive. An alternative solution would be to use fewer configurations in 

a multiconfiguration self-consistent-f ie ld (MCSCF) calculation where the 

form of the molecular orbi tals (MO's) is simultaneously optimized. However, 

each orbi ta l active in this optimization w i l l now require construction of a 

separate Fock operator or a part ial four-index transformation at each i te ra t ion . 

I f the number of active orbi tals is large, this calculation may also be too 

costly. The procedure described in this paper was developed to avoid these 

two problems. Our goal is to develop a method which w i l l rapidly determine a 

set of optimized primary o rb i ta ls , which are suitable for subsequent CI 

calculations. We w i l l begin by describing the theory, and then some results for 

calculations of small molecules, which we w i l l compare with the results of more 

accurate calculations. 
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THEORY 

Shell Structure 

For a 2n electron closed-shell molecule the RHF wavefunction is taken 

as a single determinant of doubly occi«i2cl HO's, 

* - !•£ — M t — V n l . 0) 

In typical applications to molecules the HO's are expanded in a basis set 
m 

•i \ l }
 Cia "a <Z> 

and the RHF energy is minimized with respect to the C, 's by the Roothaan 
procedure. Because of the expansion 1n a basis set, one also obtains a 
number of virtual or unoccupied MO's. Thus, the orbital space for the RHF 
calculation consists of two shells; the first has n doubly occupied orbitals 
while the second has m-n unoccupied orbitals. Schematically, we may write 
this partition as 

( + 1 — •„ ) 2 (. * „ + 1 — *ra )° (3) 
One of the reasons that the solution to the RHF problem via the Roothaan 
procedure is computationally attractive is that all of the orbitals are 
eigenfunctions of the same Fock operator. 

With our goal of a simple MCSCF procedure in mind, it occurred to us 
that to take advantage of the computationally attractive nature of standard 
HO theory, we should continue to treat the orbitals in groups or shells. All 
orbitals in each shell should have equal occupation numbers and be associated 
with the same Fock operator. The previously doubly occupied shell is divided 
into two shells, one, which remains doubly occupied, and another, which is 
strongly occupied with variable occupation number. Likewise, the previously 
-•'occupied orbitals are divided into two shells, one, which is weakly occupied 
with variable occupation number, and another, which remains unoccupied. It 
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is this shell structure, which can be written as 
( t ] - ) 2 ( . . . % ) x ( V i . „ ) y ( „ ^ ) 0 ( 4 ) 

that suggested the name generalized molecular orbital (GMO) theory, fts in the 
RHF case the notation can be extended to open.shells where one would have an 
additional shell of singly occupied orbitals (for the high spin situation). 
In subsequent discussion we will refer to these shells by the following 
letter designations: R for the doubly occupied shell, S for the singly occupied 
occupied shell, T for the strongly occupied shell, U for the weakly occupied 
shell and V for the unoccupied shell. We will use the corresponding lower 
case letter, r,s,t,u, and v to refer to individual orbitals within their 
respective shells. 

Wavefunction and Energy 
One particularly simple wavefunction which satisfies this orbital 

partitioning is 

where 

and 

* - ( 1 - k f y x l * *oo + x l I *tu (5) 

• ̂  — * t*t — •„•„' ( 6 ) 

I $ J — 4 7 — * 7 I. (7) 
i T ^ T U T U

 Y a Y n ' 

Thus, the wavefunction consists of a dominant single determinant, i|p , plus 
all determinants which can be constructed by replacing a pair of orbitals 
in the T shell with a pair in the U shell, *t . These pair-excited 
functions are then weighted equally by the variational parameter.*. The 
k numbers refer to the number of orbitals in the I th shell. For this 
wavefunction the occupation numbers, x and y, will be 2(1 - k.jf) and 2k_x 2, 
respectively. For the simple open shell case with kc orbitals each containing 



one electron of the same spin, we would add k» singly occupied orbitals to 
both * o o and *t(J. 

The total electronic energy for this wavefunction can be written as 

where H., J,,, and K., partial sums are over one-electron, coulomb, and exchange 
integrals, respectively. 

Hj = 2r h ^ JJJ = z z J^, and KJJ = z z K.. (9) 
where the sums over the lower case i and j include only orbitals in the shell 
I and J respectively. The values for f,, a,,, and b., are given in Table I. 

TABLE I. GMO Energy Parameters 

Type Shell Shell / Parameter 
R s T U 

H d-V2) k T X z 

1 2(l-k | J A 2 ) 2 k T * 2 

H (l-k„A2) k T x 2 

bIJ 

R 2 
S 
T 2(1-2^2) 2(kT-l)X2 

U 0 

R -1 -H -(1-k^ 2) -k TX 2 

S -k -hil-k^1) -!skT\2 

T -(l-Sk^ 2) TX-(k T-l)X 2 

U k TA 2 

Y = (l-k^yX 2) 2 
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Coupling Operator 
Because these coefficients do not depend on the individual orbitals, 

the wavefunction (equ. 5) and energy (equ. 8) are independent of a unitary 
transformation of the orbitals within a shell and depend only on the mixing 
between shells. Since the number of shells is small, the variational solution 
for the orbital optimization may be performed with a coupling operator. 
For each occupied shell we can define Fock operators as 

F x - f xh • I < ajjjj • bjjKj ) (10) 
J 

and projection operators as 
Pj = E { U . x ^ l ). (11) 

The projection operator for the virtual shell can be defined as 

P v = ( 1 - I Pj ) (12) 
3 Following Hirao , *e define a generalized coupling operator as 

R - I (PvFjP, + PJFJP,) • W (0JJ - euJPjtfpFjJPj + Z PJFJPJ (13) 
where the sums are over the occupied shells. The molecular orbitals are then 
obtained from the eigenvalue equation 

R I •, > = ^ | *,. > (14) 
There remains considerable freedom in the R operator. For example, 

one may add the operator 
0 = i PjtjPj (15) 

where I), is any one-electron operator. This freedom allows us to make the 
orbitals within each shell canonical over any operator we wish. Presently, 
we add the following operators to our coupling operator 

P VF„P V + ..(P^Pu + P VF TP V) (16) 
The first term makes the virtual orbitals canonical over the same operator 
as the weakly occupied ones. The second term, which is weighted by u, allows 
us to vary simultaneously the canonicalization of the weakly occupied and 
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virtual shells from being canonical over Fy (u=0) to being canonical over 
F„ + F T (u>=l). The latter case corresponds closely to making the U and V shells 
canonical over just F x because its larger values will dominate those of Fy. 
The coefficient (0,, - O T J ) is taken as -e., for J > I end corresponds to a 
weighting factor for the first derivatives. For the case u = 1 and e., = 1 
the coupling matrix will approach the usual RHF matrix as the configuration 
weighting parameter, A, approaches zero. 

In the present program all the necessary Fock matrices are formed in 
a single pass through the atomic integral file. These matrices are then 
transformed into the GMO basis from the previous cycle, the R matrix is 
formed, the canonicalization matrices are added, and a level shifting 
parameter, n, is added successively to all the diagonal terms of each shell. 
This final coupling matrix takes the following simple form 
R shell T shell S shell U shell V shell 

F R •wW 9 R S ( F R - F S > <WW 9 RV F R 

F T + n «TS ( FT- FS ) • 6 TU ( F T- F U ) e1VFT (17) 

F s * 2 n 6 S U { W 9SV FS 

F u * r f T + 3 n 9 u v F u 

F u +uf T +4n 

This matrix is then diagonalized to form the new GMO's for the next cycle. 
The value of x (equ.5) is determined variationally just prior to each 
orbital cycle. The energy (equ.8) is expressed explicitly in terms of x. 

E * E + A(1 - k Tk ui 2)' s E, + Ej, (18) 
where 



E Q = 2H R + 2H T • H s • 2 J R R + 4 J R T • 2 J R S + 2 ^ + 2 J T S ( 1 9 ) 

^ S S " KRR " 2 K RT " KRS * ^ T " ^TS " ^ S S * 

E, = 2 1 ^ (20) 

and 

E, = 2 k T ( H u + 2 0 R U + 2 J T ( J + J s u - K R U . - K^ - b K s u + y ^ ) 

- 2 k ( J ( H T + 2 J R T • 2 J T T • J S T - K R T - K T T - 4 K S T - W ^ ) (21) 

- 2 ( 2 J T U - K T U ) 

A one-dimenional Newton-Raphson i te ra t ion is used to f ind the value of 

J for which (dE/dx) = 0. 

Computational Details 
The GHO calculation is usually started from a set of converged or partially 

converged RHF molecular orbitals. The doubly occupied orbitals of this 
calculation can be partitioned in several ways. One might place all the 
valence orbitals in the strongly occupied shell while keeping only the atomic 
cores doubly occupied. In this situation the weakly occupied orbitals should 
consist of all the antibonding counterparts of the valence shell. Thus, the 
occupied space in this problem (R,S,T, and U shells) could consist of all those 
HO's one could construct from a minimal atomic basis set on each atom or of the 
core, singly, and strongly occupied orbitals plus a weakly occupied correlating 
orbital for each strongly occupied orbital. Alternatively, one might only be in­
terested in part of the molecule such as the metal-metal bond in a metal dimer com­
plex or a particular metal-ligand bond. In either case the strongly and weakly 
occupied shells would be confined to the bond of interest and the remaining 
valence orbitals would be in the doubly occupied shell. 

Initially, w is set to 1.0, while n is taken to be between 2.0 and 1,0, and 
is reduced as the calculation converges to values between 0.8 and 0.4. One may 
begin the cycling with all the e,, values equal to 1.0. However, one rapidly 



notices that matrix elements between the doubly and strongly occupied shells 
and those between the weakly occupied and virtual shell are not being reduced 
on each cycle. The reason for this is that the matrix elements in these two 
blocks are first order in \, while all other blocks are zero order in \ . 

Thus, these matrix elements are inherently small and the coupling matrix 
procedure does not make sufficient changes in the HO's at each cyclt- to reduce 
these first derivatives. If one sets e R T = e u v = 1.0A, all off-diagonal 
blocks of the coupling matrix will be zero order in A and tiie coupling 
matrix will converge. When \ is very small, we may multiply the 
value of e R T and e„ v by 2.0 or 3.0, and for some open shell problems we may 
set all e [ s values to 1.5 or 2.0. 
Comparison tj Second Order Methods 

Since we have effectively only one configuration variable, \, in our 
wavefunction we will confine this comparison to a second order determination 
of the orbitals. Given a trial set of orthonormal HO's, t, we may construct 
an improved set * via a unitary transformation. 

+ ' = + e * (22) 
where & is a skew-symmetic matrix. The optimum values of & may be 
determined by a full matrix Newton-Raphson procedure 

A t = -g (23) 
where the independent matrix elements of h are written as a vector 
(Aj• = &,), g is the gradient or first derivative of the energy with 
respect to c (g, = dE/da,), and A is the Hessian or second derivative matrix 
(d E/dA.dA ). By solving these equations exactly, one would complete one 
iteration of a full second order procedure (neglecting the coupling between 
our orbitals and our configuration parameter, \ ) . 
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We can most easily compare this procedure with our coupling matrix 
technique by making several unjustified assumptions. First, we will expand 
e in a power series and retain only the first order term. Thus, equation 
(22) becomes 

• - » * ( ! + A ) . (24) 
Second, we assume the Hessian matrix is diagonal so that equation (23) 
can be written as 

A, = -g^A,, (25) 
or returning to matrix notation for a we can write equation (25) as 

, - - ( f *«> (26) 

If we now return to the coupling matrix and assume that the level shift 
parameters are large and/or that the off-diagonal tsrms are small, we 
may diagonalize the matrix by perturbation theory. The new vectors would 
then be expressed as in equation (24) and A would be 

. e U Fi,i V ( 2 7 ) 

,J < Fjj - Fil + ") 
where we have 'tsed superscripts to denote the shell Fock operator and 
subscripts to indicate the particular matrix element. The term 4(F., - F.,) 

lu Id 

is the negative gradient and the remainder 8TJ/4(FJ* - F.. + n) represents 
an approximation the inverse of the diagonal term of the Hessian. The 
level-shifting parameter is used to assure a positive second derivative, and 
is chosen large enough to prevent the interchange of an orbital from one 
shell with that of another shell (to assure small a., values). The 9 T, 

1J lu 

values, which are always greater than 1.0, can be used to accelerate the 
convergence by decreasing the estimate of the second derivative. 



Although there is no way in which a coupling operator technique may 
be called truly second order, it is legitimate to view our approach as a 
heavily weighted gradient technique. The number of cycles of the coupling 
operator necessary to converge a typical case will be much larger than the 
number for a complete second-order technique. However, since our effort 
per cycle is very small, less than three times that for a standard Roothaan RHF 
cycle, the coupling operator technique may be competitive with other methods. 
This is particularly true for situations like the GHO approach which have 
relatively few shells. 
Configuration Interaction 

We do not expect the GHO wavefunction itself to recover much correlation 
energy. Our objective in solving for this-wavefunction is to obtain a set 
of optimized orbitals for use in a traditional CI calculation. The lowest 
level of CI, which appears reasonable, is all single and double excitations 
from orbitals in the T shell to those in the U shell. One may include 
higher excitations within this occupied space, such as full CI within the 
active space (T and U shells) or one may introduce excitations into the 
virtual space by allowing only a certain number of electrons into the V 
shell. 
RESULTS 

One of our implicit assumptions is that the form of the optimum 
orbitals does not depend very strongly on the CI coefficients in the MCSCF 
wavefunction. If this assumption is adequate, the GMO wavefunction can be 
derived from an all paired doubles MCSCF5 with equal CI coefficients. Of 
course, this assumption will not be completely true in many important cases. How­
ever, for systems near their equilibrium geometry whose "true" wavefunction is 
dominated by a single configuration this assumption may be quite accurate. 
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One way to test part of this assumption is to examine how the energy obtained 
from the final CI depends on the value of A which was used in the GHO 
wavefunction. Previous results for H- indicated that the final CI energy 
depended only weakly on the value of \ used to obtain the orbitals . Similar 
results are also obtained for BH, where the la, is doubly occupied, the 
2a, and le are strongly occupied while the l L , 3aj, and 2e. are weakly occupied. 
A standard double-zeta Gaussian basis with polarization functions (d_ on B, 
£ on H ) 8 was used in these calculations. Figurel shows two curves; the upper 
one is the energy of the GHO wavefunction as a functiori of x. The RHF energy 
corresponds to the point at \=0. The lower curve shows the energy obtained after 
a CI calculation (all singles and doubles from T shell to U shell) with the 
orbitals obtained from the GMO wavefunction. On this curve \=0 corresponds 
to a singles and doubles CI calculation with the first virtual la^, 3a, 
and 2e from the RHF calculation. The remaining points then correspond to 
the use of the weakly occupied GMO's. The upper curve, as expected, depends 
quite strongly on A, but the lower curve is quite flat beyond A=0.02. One 
is forced to conclude that the final CI energy obtained from the GMO's does 
not depend very strongly on the A value. 

A more direct assessment of the orbitals may be made by comparing 
the GMO's with the natural orbitals (NO's) obtained by diagonal-
izing the first order density matrix from an all singles and doubles CI 
calculation. In this calculation all of the virtual orbitals, except the 
core correlating one were used in the active space. Prior to the large CI 
calculation the virtual GMO's were made canonical over the weakly-occupied 
Fock operator (m was set at zero for one iteration). The percentage of each 
GMO in each NO is shown in Table II. Also shown are the occupation numbers 
of the NO's and the GMO eigenvalues with a letter designating the shell. As 
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TABLE II. Comparison of GMO's and NO's for B H 3 

GMO (set) -
eigenvalue Natural orbital / occupations 

2ai 3a i 4ai 5a} 6a 1 7ai 8a{ 
1.9732 0.0151 0.0052 0.0004 0.0002 0.0000 0.0000 

2aJ(t)-1.7101 
3a;(u)-0.0039 
4ai(v)-O.0O29 
5ai(v)-0.0004 
6ai(v)+0.0014 
7ai(v)+0.0044 
8ai(v)+0.0093 

100% 
99% 
1% 

1% 
99% 

3% 
89% 
7% 
1% 

29% 
9% 

61% 
67% 
32% 
1% 

1% 
1% 

98% 

le' 2e' 3e' 4e* 5e' 6e' 7e' 
1.9690 0.0141 0.0078 0.0018 0.0004 0.0003 0.0001 

le'(t)-1.4976 
2e'(u)-O.0O43 
3e'(v)-0.0031 
4e'(vj-0.0005 
5e'(v)-0.0001 
6e'(v)+0.0028 
7e'(v)+0.0049 

100% 

li'i 
0.0098 

100% 

2a2' 
0.0004 

100% 

3a2 
0.0000 

4% 
96% 

8% 
92% 

87% 
4% 
8% 

100% 

la 2(u)-O.0O34 
2aJ(v)-0.0009 
3aS(v}+0.0017 

100% 

le" 
0.0033 

5% 
95% 

2e" 
0.0003 

95% 
5% 

le"(v)-0.0015 
2e"(v)+0.0027 

100% 

la 2 

0.0014 

100% 

la 2(v)+0.0004 100% 



expected the strongly occupied GMO's and NO's resemble each other and are 
not much different from the RHF orbitals. The weakly occupied GMO's, la 2, 
34., and 2e, have almost unit overlap with the most important, natural.orbitals. 
Even more amazing is the apparent similarity of the virtual GMO's (canonical 
over the operator for the weakly occupied) to the next most important NO's. 
In fact the GHO eigenvalues can be used to order the importance of these 
orbitals within each symmetry. Only as one approaches the more weakly occupied 

NO's does one notice that they begin to diverge from the GMO's. Similar results 
g have been reported for H-0 and N,. 

The importance of this similarity to the natural orbitals can be seen in 
Figure 2, where we have plotted the correlation energy obtained against the 
number of correlating orbitals used in the CI calculation. The three choices 
for the orbitals are RHF virtual (chosen by eigenvalue), GMO weakly occupied 
and virtual (chosen by eigenvalue but canonical over F„) and the NO (chosen 
by oc. ..pation number). These are represented on Figure Z as triangles, circles, 
and squares, respectively. The well known inferiority of the RHF virtual orbitals is 
amply illustrated (choosing the RHF orbitals in a different order makes no improve­
ment). What is more striking is how closely the energy from the GMO's follows the 
energy from the NO's. The two calculations diverge only as the more weakly 
occupied orbitals are included. 

The GMO technique has been used to calculate a number of properties 
g in 

such as ionization potentials of N 2 and H 20, excited state of CH-, 
dissociation energy of B-H,, and the dissociation energy of a Mo-Mo 
triple bond. Previous results on the spectroscopic constants for N, in a 
large Gaussian basis were only at a very low, inadequate level of CI. Table 
III presents the results for the equilibrium internuclear distance, dis­
sociation energy, and stretching frequency. The basis set used in our cal-

45 



NUMBER OF CORRELATING ORBITALS 

2J-/00H 



TABLE III. Spectroscopic Constants for N. 

Method R e(A) D e(eV) ^ ( n f 1 ) 

RHF 1.064 4.98 2769, 
GMO 1.073 5.73 2645, 
GMO-CI 1.103 8.82 2314. 
EXP 1.098 9.91 2358. 
RHF a 1.067 5.08 2757. 
GVB(pp) a 1.094 7.05 2421. 
GVB-CI 3 1.106 8.93 2330. 

a 
Reference 14 

culation was a contracted (4s, 3p) Gaussian basis7 augmented with a Slater 
3d (exponent 2.81) expanded in two Gaussians. For the GMO calculation the 
strongly occupied shell was 3a and Uu (T shell), while the weakly occupied 
shell was 3o u and In (U shell). The spectroscopic constants were calculated 
from a five point (0.9, 1.0, 1.1, 1.2, 1.3) Dunham analysis. The improvement 
of the GMO over the HF is small, but when a full CI calculation is performed 
within the T and U shells (GMO-CI) the improvement is dramatic. The results at 
the GMO-CI level are nearly identical to those obtained from the GVB orbitals 
followed by CI in the GVB valence space. The small observed differences 
can be attributed to a slight difference in the basis set, which is apparent 
in the two RHF calculation. 



DISCUSSION 

The examples provided above and described elsewhere 6 , show that 
the use of the GMO procedure to define a primary orbital space produces orbi­
tal s and subsequent energies very close to those of more sophisticated tech­
niques. The procdeure is extremely efficient since it requires the construc­
tion of only two additional Fock matrices beyond the number required for the 
RHF calculation. In all cases we have tried, the coupling operator as described 
above has converged to the required accuracy. 

However, the GMO approach does have some obvious limitations. The present 
formulation will not be equally accurate over the entire potential surface ; 
in fact, it will be very poor as one approaches dissociation. The method 
will work best near the equilibrium geometry, when the wavefunction is dominated 
by a single configuration. Although we have no direct evidence, we believe 
that it will be more accurate for compact molecules, where all of the orbitals 
of the T and U shells are in the same region of geometric space, than for ex­
tended systems. In many of our inorganic applications to coordination com­
plexes and cluster compounds, we are dealing with just such compact molecules. 
For most of the larger systems we are interested only in some part of the 
molecule such as the metal-metal bond or a particular metal-Tigand bond. In 
these cases the GMO procedure conveniently localizes the portion of interest in 
the T and 0* shell, while the remainder of the molecule is described by the 
doubly occupied R shell. 

For small molecules, more accurate MCSCF techniques are available. 
Our procedure is not intended to compete with these methods for accuracy in 
determining the primary orbital space. However, in some situations it might be 
useful, after determining the primary space by a complete MCSCF, to adapt the GMO 
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approach to determine a secondary orbital space. This technique could be partic­
ularly important in very large basis sets since it would allow one to discard the 
less important virtual space. 
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HCSCF OPTIMIZATION THROUGH ITERATIVE CI CALCULATIONS IN THE SINGLE 
EXCITATION SPACE AND MCSCF WAVE FUNCTIONS IN THE FULL REACTION SPACE 

Klaus Ruedenberg 
Ames Laboratory* and Department of ChenUtry, Iowa State Untversity, Ames, IA 5QQ11 

1. ORBITAL SPACE AND CONFIGURATION SPACE 

A multiconfiguration ("MC") N-electron wave 
function Is a vector in a function space which we 
shall call the HC space. It is spanned by a basis 
of N-electron functions f„ known as configuration 
state functions ("CSF's"). There exists consid­
erable diversity as regards the construction of 
the CSF's from orbital products and spin func­
tions. Ultimately every CSF can be expressed as a 
fixed linear combination of Slater determinants. 
The simplest choice is to have each CSF equal one 
Slater determinant. A reasonable sophisticated 
choice is to choose the linear combinations such 
that each CSF is an eigenfunction of S2, S and 
also belongs to the same irreducible representa­
tion as the state which is to be calculated. In 
our work, we often find an Intermediate choice 
convenient, namely spin adapted antisymmetrized 
products of orbitals (SAAP's). 

In any event I am assuming that the orbitals 
from which the CSF's are constructed do belong to 
irreducible representations ("irreps") of a 
molecular symmetry group, i.e., they are of the 
form ( where v denotes the irreducible repre­
sentation and 11 labels the various degenerate 
partner functions which form a multidimensional 
irrep. I furthermore assume that the various 
orbitals belonging to a given value of v and u are 
orthogonal, so that we have in fact 

•*v"i AvV. 6Ii'6w'V (1.1) 
The CSF's are then functionals of the orbitals, 
i.e., 

\ " V'"*iU'*° ( 1 - 2 ) 

and I furthermore assume that they are constructed 
in such a manner that the orthogonalities (1.1) 
entail the CSF orthogonalities 

SAAP's have this property. 

In the multiconfiguration self-consistent-
field (MCSCF) approach the orbitals <£. are not 
explicitly given to sMrt with, but ire to be 
optimally determined through calculation. Conse­
quently, the assumption of a certain configura-
tlonal basis, such as that given by the ¥ of Eq. 
(1.2) does not yet completely specify these con­
figurations* it merely defines a certain formal 
structure of the configuration space in terms of 
IIO's yet to be determined. These MOS will be 
called the configuration generating orbitals 
(CGO's). The essential characteristics of the 
structure of the configuration space are the num­
ber of CGO's and the type of configurations formu­
lated in terms of them. A particular CCO may 
occur in one, in several, or in all configura­
tions. However, since it does not have to occur 
in all configurations, it is apparent that the 
number of CGO's, M say, is In general larger than 
the minimum number of orbitals that can occur In 

any one configuration, namely, *sN, where N is the 
nimber of electrons. In actual molecular problems 
the CGOS are nearly always divided into two 
groups: (i) a set of "generalized core" or "closed-
shell" orbitals, all of which are doubly occupied 
in every configuration, and (ii) a set of "active" 
CGO's whose occupation numbers are less than two in 
at least one configuration. Suppose there are M 
closed CGOs and M' active CGO's. If it is intended 
to free all electrons outside the closed shell 
completely from the "straight jacket of double oc­
cupancy," then one intuitively expects the number 
of active orbitals not to be smaller than the 
number of electrons occupying them which Implies 

M'+M"-M, M'^N^M'", M>»j(N+M') (1.4) 

The choice M^fN+M') corresponds to having, on the 
average, exactly one active orbital available for 
each open-shell electron, a case which may be 
called the "extended independent particle model" 
for the open-shell part. On the other hand, the 
largest configuration space that is possible for a 
given number of active CGO's is obtained when the 
configuration space basis corresponds to all CSF's 
that can be constructed from the active CGO's with 
the closed CGO's always remaining doubly occupied. 
This we shall call the full configuration space 
generated by the active CGO's (FAS), An important 
feature of this full configuration space is that 
it is invariant against any nonsingular, in par­
ticular, orthogonal transformatIon among the CGOs. 
If the active orbitals are those which can be 
expected to describe a chemical reaction, we call 
such a space the full reaction space (FRS). 

In order to optimally determine the CGO's, it 
is presumed that they are expressed as linear ex­
pansions in terms of a set of basis orbitals. 
Since these are the functions through which, ulti­
mately, the wave function becomes a specific func­
tion in space, we shall call them the quantitative 
basis orbitals (QBO's). They can be molecular or­
bitals or atomic orbitals. In the latter case 
they usually are predetermined fixed superposi­
tions ("contractions") of primitive atomic or­
bitals (PAO's), the ultimate building blocks of 
most molecular calculations. It is often conve­
nient to generate from them a basis set of ortho-
normal symmetry-adapted QBO's (QBSO's) which we 
denote by 

* 3 H (1.5) 

Clearly the CGO's quoted in Eq. (1.1) can be ex­
pressed in terms of the QBSO's by the expansions 

: J U U F ^ 
' r rj 

(1.6) 

In order that -here be any variational freedom, 
there clearly must be more QBO's than CGO's. Let 
L be the total number of QBO's -and let M be the 
total number of CCO's. More specifically let 
L ,M be the total number < 
vth irrep, 
that 

i.e r»l,2. 
of J>;u and 

J-1.2. 
" in the 
,M,, so 

' I i 
v-1 

• I D M 
u«l v v 



If there are 1 irrepa, the vth lrrep having the 
dimension D . Then we have necessarily 

K£V ^ (1.8) 

with the Inequality being the usual situation. The 
sum in Eq. (1.6) thus runs from 1 to L and the 
transformations F J: are rectangular isometric 
transformations. By complementing these isometric 
matrices in some arbitrary manner to square ortho­
gonal matrices, we are introducing (L-H) addi­
tional MO's A ^ that are orthogonal to the CGO's. 
These will be called virtual MO's. We shall also 
use the terms occupied and unoccupied KO's for the 
configuration generating and the virtual MO's, 
respectively. 

The multiconflguratlonal approximation to the 
exact wave function, which is our goal, is thus of 
the form 

» - z y K . (i.H 
where the ¥„ are the configurations introduced In 
Eq. (1.2) and 

In order to obtain the best possible approximation 
of this kind, two optimizations are required in 
the MCSCF approach: (i) The configurations! expan­
sion coefficients C., occurring in Eq. (1.9) must 
be optimized (MC-CI calculations) and (11) the 
MO's must be optimized by optimizing the orbital 

eigenstate may change places energywise with a 
lower state (usually both states can be readily 
recognized by their HC mixing coefficients C„). If 
this occurs for example upon lowering the energy 
of the second state, then continued lowering of the 
energy of the second state will obviously result in 
an oscillation between the two states. Clearly, In 
such a case the goal of unrestricted orbital opti­
mization is incompatible with the requirement that 
the second MC root be an upper bound. Such diffi­
culties arise from the fact that the MC space does 
not have sufficient degrees of freedom to accom­
modate both the optimal groundstate and the optimal 
excited state so that, when the second state is 
optimized the approximation to the lower state 
becomes so poor that its energy rises above what 
started out to be the secoi.d MC root. The best 
remedy is, of course, to givt the MC space the 
necessary flexibility by (1) Including in its basis 
a sufficient number of CSF's (which is straight­
forward) and (ii) including a sufficient number of 
configuration generating orbitals (which may be 
awkward), so that both states can be adequately 
represented in the HC space. An alternative option 
is to explicitly enforce the orthogonality to the 
lower states while optimizing the orbitals of an 
excited state. In any event, these problems must 
be dealt with regardless of the procedure which is 
being employed to achieve the MCSCF optimization. 

2. VARIATIONAL CONDITIONS 

A. Coefficient Variations and Orbital Variations 

It is our aim to find the optimal approxima­
tion V, as determined by the variation principle 

6<T|H|V>-2<«VlH|ir>-0 (2.1a) 

(MC-SCF calculation). The latter optimization is 
the more troublesome one and requires successive 
iterations. Consequently, there exist M occupied 
MO's and (L-H) virtual MO's at each stage of this 
iterative process, and at each stage the occupied 
orbitals are improved by mixing among each other 
and by admixtures from the virtual space. 

Clearly the MC-CI calculation yields as many 
eigensrates as there are CSF*s and the n-th MC 
eigenvalue is therefore an upper bound to the n-th 
true state of the symmetry in question. In prin­
ciple then, the orbitals can be optimized for any 
one of the states, and it stands to reason that 
the optimal orbitals will be different for differ­
ent states. This circumstance entails a nrnber 
of subtle consequences. For one thing, the opti­
mal MCSCF approximations of different states are 
constructed from orbitals which are not only 
mutually (i.e., between, different states) non-
orthogonal, but also span slightly different 
orbital spaces. For another, the different MCSCF 
states thenaelves will be slightly non-orthogonal 
to each other. Both shortcomings represent no 
prohibitive problems however and, these non-
orthogonalities notwithstanding, the various ener­
gies nonetheless represent upper bounds. 

More serious is the fact that, when the or­
bitals of an upper state are iteratlvely improved 
by lowering the energy of that state, then this MC 

where ¥ is a wave function of the type formulated 
in Eq. (1.9). The variation of V can be written 

where & . denotes the variation of the coeffi­
cients C„ and 6 denotes tlie variation of the 
orbitals $ v . For a finite number of configura­
tions, as envisaged here, these two variations are 
independent and the variational Equation (2.Ta) is 
equivalent to the two separate conditions Cll 

< 6 c o e f 4 , , H | T > " 0 

<6orb4,|H|41>-0 

(2.3a) 

(2.3b) 

Ii: the coefficient Equation (2.3a), the or­
bitals are fixed and optimal and, hence, the con­
figurations Y K are fixed. Consequently, this 
equation yields, in familiar manner, the eigen­
value aquation 

KK|f/|L>CL=ECK (2.4a] 

where the matrix elements 
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<K|H|L>-<TK|H|*L> (2.4b) 

are presumed to be calculated with the configura­
tions constructed from the optimal oxbitals. 

In the orbital Equation (2.3b), the coeffi­
cients C„ are presumed to be fixed and optimal. 

The orbital variation of ¥ is therefore given by 

L^W (2.5) 

j-(i+l),(i+2),(i+3),...,My-an occupied orbital^i 

and 

and, since every ¥ is multilinear in the orbitala 
^ , the variations 6¥ can be expressed in terns 
of the orbital variations 5$. by means of the 
following sum of "single orbital variations" 

CTK-f "u ? v f (...^VM..., ( 2. 6 ) 

where K is the number of occupied crbitals for the 
irreducible representation v. The orbital varia­
tions in turn, can be expanded in terms of the 
full L-ditnenslonal orbital basis. Choosing the 
optimal occupied and corresponding virtual orbitala 
as that basis, we therefore write 

A A ^ (2.7) 

where the x are infinitesimal, but not neces­
sarily independent, coefficients. Note that they 
are independent £f JJ _in order that the group-
theoretical-trans formation properties remain intact 
during the orbital variations. Substitution of the 
expansion (2.7) into Eqs. (2.5) and (2.6) yields 

& J-E l V l ° x" T(vi-»vj) (2.8) 
v i j XJ 

TOJI-VJI-E c„ i v ( 
, VU Vu ') (.-9) 

Since the orbitals form an orthonormal set, 
the fixed coefficients C satisfy Eq. (1.10), and 
the side condition (2.1b) will be satisfied if the 
orbital variations preserve the orthonorraality 
conditions (1.1). To achieve this, the varied or-
bitals (<JiYM+6iJ>yiJ) must be related to the optical 

orbitals $ by an orthogonal transformation which 
implies that the Infinitesimal coefficier :s x 
In Eq. (2.7) are antisymmetric in their subscripts; 

(2.10) ij ji 
and that the set of coefficients *ij given by i<* 
represents a possible set of independent infinite­
simal parameter variations. In view of this re­
sult, the orbital variation of ¥ of Eq. (2.8) can 
be written in the form 

(2.11) 6 .¥-£ ? v fcv Stf 
orb v j . j j . i + 1 ij ij 

j-(My+l),(Mv+2) Ly-a virtual orbital 

We shall call these functions "singly excited MC 
functions" or "MC single excitations." and abbre­
viate them as MCSX's. In general, they are 
neither normalized nor mutually orthogonal nor 
even necessarily linearly independent. They are, 
however, orthogonal to the MC function V itself, 

<*][ J¥>-0, for all j>i <2.14) 

B. Generalized BLB Theorem and 
Single Excitation Space 

Insertion of -5 .¥ of Eq. (2.11) into the 
variational condition (2.3b) yields 

V i-1 j-i+1 i J l J 

and, since the x occurring in these equations 
are independent variational parameters, we obtain 

<4pj[JHlfs-O, for all i<j (2.15) 

The analogous variational conditions for the case 
that the ¥ in Eq. (1.9) are simple Slater deter­
minants were first derived by Levy and Berthier 
C23. Since they are generalizations of an earlier 
theorem by Brillouin C33 for Haitree-Fock wave 
functions, we shall refer to these equations as 
the BLB theorem. Our equations differ from the 
original BLB equations not only in that they are 
for general CSF's but, moreover, in that the 
singly excited MC functions ¥jj embody summations 

"'•tti the subspecies index li shown in Eq. (2.9), a£ 
B. consequence oi" the M, independence of the x's in 
Eq. (2.7). Since the 4" are not always mutually 
independent, the same holds true for Eqs. (2.15). 

Equation (2.15) can be given an additional 
interpretation if one introduces the single-
excitation (SX) space associated with a given MC 
function ¥. This SX space is defined as that 
function space which is spanned by ¥ itself 
and all single excitation functions (MCSX's) ¥.' 
derived from ¥ according to Eq. (2.12). Eq. (2.15) 
implies then that the hamiltoni.in matrix in the 
SX space is block diagonal, the element <¥|H|¥> 
being one block and all elemc-nla <*ij Ir/lT̂ 'j >> 
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forming the other block. Since, moreover, V is 
orthogonal to all 4^ C{Eq. (2.14)3, it follows 
from this block diagonality that the MC function ^ 
itself _Ls one of Che uigenfunctions of. the CI pro­
blem In the SX space, when the orbltals are optimal 
for V, regardless whether the ¥ are linearly 
Independent of each other or not, and that f cannot 
be Improved by admixing any of the MCSX's 4^,. If 

in energy than V itself and it can therefore be 
inferred that * will be the eigenfunction with the 
lowest energy eigenvalue in the SX/CI problem. If 
V is the nth excited state in a given symmetry, 
i.e., if its energy is the n-th root of the HC-CI 
problem, then it is possible that the ¥ , gener­
ated from this '? contain sufficient admixtures from 
the lower MC eigenstates so that V can become any 
one of the n lowest eigenfunctions of the SX-CI 
problem. 

The foregoing derivations can be generalized 
to yield the variational conditions for those 
orbitals which simultaneously optimize several 
states UD. 

3. OPTIMIZATION PROCEDURE 

Iterative Orbital Improvement 
for Fixed Coefficients 

Let us assume for the moment that the optimal 
MC coefficients C of Eq. (1.9) for the 3tate in 
question are known, and let us consider the pro­
blem of optimizing the orbitals <$, without 
changing these fixed values C„. If the orbitals 
are not optimal, but close to being so, then the 
solution of the CI problem in the SX space will 
yield one SX-CI eigenfunction 

"v \ 
T -a00t+t r r 

s x v i-1 j-i+1 
ij ij (3.1) 

which is characterized by having a D Q close to unity 

found by using an iterative procedure that is 
effective in determining a single eigenfunction 
which is dominated by one component [53. If other 
SX-CI eigenvalues lie too close for numerical 
comfort, the desired root can be isolated by adding 
an appropriate negative constant to the <t|H|V> 
diagonal element [63. Comparing the expansion 
(3.1) with the expansion of Eq. (2.11) one realizes 

related to the SX-CI coefficients by the equations 

*iJ-IJ f ° r I < j 

"ij Ji 

1 1
 HH) 

From this result it can be inferred that it must 
be possible to deduce Improved approximations to 
the optimal HC orbitalfl from the CI expansion of 
the appropriate eigenfunction of the SX-CI problem. 
Furthermore, iterative execution of such improve­
ments can be expected r̂o lead to_ the optimal HC 
orbicals. 

The essential step which has to be formulated 
in such an iterative scheme is the explicit method 
for deducing the improved orbitals from the solu­
tion of the SX-CL problem, and a variety of 
formalisms have been suggested to this end. He 
shall Teturn to this question further below. 

B. Complete MCSCF Optimization 

In general the MC coefficient!. C„ are not 
known in advance, of course, and have to be 
variationally determined at the sane time as the 
orbitals are determined. In general the coeffi­
cients C are determined as the expansion coeffi­
cients for the n-th eigenvalue of the MC-CI pro­
blem formulated in Eq. (2.4a). The matrix ele­
ments in this equation depend however an the 
molecular orbitals and, hence, an iterative pro­
cedure Is required for the simultaneous determi­
nation of MC orbitals aitd MC coefficients. The 
most effective way to accomplish this is to solve 
the eigenvalue equation (2.4a) every time an im­
proved set of molecular orbitals has been found. 
Hence, each iteration of the overall procedu 
consists of two parts: first an improvement of .. 
MC coefficients, and then, using these improved 
coefficients, an Improvement of the molecular or­
bitals. A very rough schematic outline of a total 
MCSCF program is then as follows: 

(i) Input 

Data and integrals pertaining to 
quantitative baais orbitals. Initial 
molecular orbitals in terms of quanti­
tative basis orbitals. Spatial and 
spin specifications of CSF's. Speci­
fication of desired eigenvalue in MC 
space. 

(ii) Initiating Calculations 

Orthonorraalination of initial MO's 
if needed. Generation of integrals 
between reference MO's. Generation of 
symmetry and spin information. Genera­
tion of data relevant to the SX space 
and integrals between the MCSX's. 

(lit) Iteration 

Calculation of integrals needed 
between current MO's from the integrals 
between the reference MO's. Calculation 
of matrix elements in the MC space and 
solution of the MC-CI problem. Deter­
mination of a basis in the SX space. 
Calculation of matrix elements in the 
SX space and determination of appropriate 
energy eigenvector for SX-CI problem. 
Construction of improved MO's. 



<iv) Convergence Test 

Convergence can be defined in terns 
of several criteria: 
(a) Smallness of the matrix elements of 
Eq. (2.15). This guarantees that there 
is no mora change in the MC expansion 
coefficients C„ within the stipulated 
accuracy. 
(b) Smallness of the difference between 
the energy of the MC function and the 
(lower) energy of the SX-CI function. 
This difference is nearly always 
monotonlcally decreasing -
(c) Smallness of the difference between 
the energies of MC functions of two 
successive Iterations. 
(d) Smallness of the off-diagonal elements 
of the matrix which generates the 
new (improved) molecular orbitals 
from the old orbitals. 

For a satisfactory MCSCF func­
tion all these criteria should be 
satisfied to a given accuracy and 
must therefore be monitored. 

C. The Orbital Improvement Step 

For the implementation of the outlined pro­
cedure the non-orthogonality and, possibly, linear 
dependence of the single-excitation functions 
¥, is a complication which has to be taken seri­
ously. Concretely it implies that one will first 
construct an orthonormal basis, in the SX space 
before performing the SX-CI calculation. Let us 
call these basis functions SX,. The transforma­
tion from the 4" to the SX is non-orthogonal 
and, in case of linear dependence among the V ,. 
a rectangular matrix. 

The most obvious choice fi." the orbital im­
provement step is to use directly the Eqs. (3.2) 

fav.t the procedure of Grein C73. The orbitals 
generated by adding the correction of Eq. (2.7) to 
the original orbitals are of course not strictly 
orthogonal and have to be reorthonormalized in 
some arbitrary manner. Since the a. are the ex­
pansion coefficients in te . of the non-

structed from the CI coefficients in terms of the 
orthogonal SX basis. If a linear dependence 
exists between the V , then the a are ob.ijusly 
not unique and neither are therefore the improved 
orbitals. 

The AL1S formalism, which was developed by 
our group, is based on the following conjecture: 
The natural orbitals of the appropriate eigen-
function of the SX-CI problem, generated from an 
MC wavefunction with non-optlraal orbitals. are 
closer approximations to the natural orbitals of 
the optimal MC wavefunction than the natural or-

bitnl5 of the oritinal MC wavefunction. TMa 
premise has ,'cd us to the following procedure tiD. 
First the natural orbitals y V l J of the initial MC 
wuvefunctlon are determined in terms of the Ini­
tial configuration generating orbitals (CCO's), 
i.e., 

(3.3) «,vy - ?" •? in 
in order to establish the M *M orthogonal trans­
formation matrices U V. Then the natural orbitals 

y ^ of the SX-CI eigenfunction are determined in 
terms of the quantitative basis orbitals. Finally, 
the Inverse of Eq, (3.3) is used in order to cal­
culate the new CCO's'?, from the new natural or­
bitals y ^ , !-.£•» 

The calculation of batH types of natural orbitals 
is based on the totally symmetric projection of 
the density matrix, so that the natural orbl^als 
are symmetry adapted. In this procedure, no addi­
tional reorthogonalization is required. Moreover, 
the coefficients a., are not needed: the calcu­
lation is carried through directly in terms of che 
orthogonal SX V basis and is unaffected by possible 
linear dependencies among the single excitation 
functions V^.. The only point which requires 
careful attention to detail is the matching of the 
new natural orbitals to the old natural orbitals. 
This matching has been successfully achieved on 
the basis of a careful analysis described in 
Ref. lO. 

Direct use of the natural orbitals of the 
SX-CI eigenfunction as improved CCO's, as used by 
Yarkony et al. C8J, is only possible for those 
special MC function for which the matrix U in 
Eq. (3.3) is the identity or, on the other hand, 
in the case that the MCSCF procedure is carried 
out in che full active MC space (which can become 
very large) since, in this case, the MC function 
(but not the expansion coefficients) is invariant 
against orthogonal transformations among the CCO's. 
This has been pursued by B. Roos C93. 

A more involved way of using the density 
kernel to deduce improved orbitals from the SX-CI 
eigenfunction has been suggested by Ructink and 
van ^enthe Cl03. 

n. Remark 
The list of references given here is far from 

complete. As regards the past work, Ref. C4] 
contains a more exhaustive bibliography. The 
current work is essentially associated with one or 
the other of the participants in this workshop. I 
therefore feel that my illustrious colleagues will 
be far better able to describe and quote their 
contributions than I would be. 



k> THE ALIS IMPLEMENTATION 

The HCSCF formalism developed by this research 
group has been implemented within a system of 
computer programs called ALIS (denoting "Ames 
Laboratory, Iowa State University") for performing 
ab-initio qcantum chemical calculations. It is 
portable, dynamic, open-ended and continually being 
improved and extended. It cantatas a flexible 
variety of atomic orbital basis options (currently 
of all atoms up to argon) and requires a minimal 
amount of input information, notably the reference 
CSF's of the MC space, expansions of the initial 
orbitals, specifications of the closed and the 
active orbitals, specifications of the orbitals 
which are to be optimized and of the orbitals which 
are to be kept frozen, specification of the MC root 
to be sought and specification of the convergence 
criteria. 

The atomic orbital bases preferred by this 
research group are general contractions of even-
tempered Gaussian primitives Ell 3 because of the 
almost unlimited flexibility they offer in the 
choice of the number of primitives as well as in 
the number of quantitative basis orbitals, and 
because of the close relationships which have been 
found to exist between the principal basis orbitals 
of this type and the molecular HCSCF orbitals Cl2l. 
The efficient evaluation of the integrals between 
such general contractions is accomplished by an 
adaptation of Raffenetti's BIGGM0L1 program ClOl. 

The essentials of the iterative MCSCF process 
have been outlined In Ref. t4l. The CSF's are 
expressed as superpositions of spin-adapted 
antlsymmetrized products (SAAP's) and the matrix 
element construction is based on the symmetric 
group. A formula file is being used, and partic­
ular care is given to the various large matrix 
transformations which the mathematical process 
requires. 

A fair number of detailed problems have to be 
properly attended to in order to obtain a program 
which is sturdy enough to hold up under various 
types of mathematical and computational stresses. 
ALIS has proved to be stable under a considerable 
variety of conditions. Experience has shown, how­
ever, that it is not particularly desirable for an 
MCSCF program to be able to optimize any patho­
logical MC-type ansat2, It is a useful feature 
that it breaks down when the investigator chooses 
an MC space which is physically unreasonable for 
the problem whose solution is sought. 

The ALIS system, including a detailed 
documentation, is available through the NRCC 
library. 

5. THE METHOD OF THE FULL OPTIMIZED 
REACTION SPACE (FORS) 

As has been mentioned repeatedly, the choice 
of the MC space is an essential aspect for useful 
MCSCF calculations. For a number of years we have 
used in our work the Full Optimized Reaction Space 
and found it a very successful approach. Not only 
does it always yield physically reasonable results, 
but it also seems to satisfy the upper bound re­
quirement. There are five essential elements to 

this method: (i) The choice of the reaction or­
bitals; (ii) The use of the full active space; 
(ill) The use of Raffenetti-type quantitative 
basis orbitals; (iv) The calculation of the Initial 
guess from a minimal set of quantitative basis or­
bitals; (v) The use of systematic macroiterations 
to optimize in very large full reaction spaces. 

A. Reaction- Orbitals and Full Reaction Space 

The full reaction space (FRS) it the full con­
figuration space of the active configuration-
generating orbitals, when the latter are chosen as 
reaction orbitals. These are those orbltals which 
for physical reasons are principally involved in 
the electronic rearrangements that occur in a 
chemical reaction. They are essentially a set of 
formal conceptual minimal basis set atomic orbitals 
on the participating atoms or symmetry adapted 
superpositions of them. In fact, since the full 
configuration space is being used, only the t.' ~al 
number of reaction orbitals in epch irrep is re­
quired for defining the full reaction space. When 
the optimal expansions of the reaction orbitals in 
terms of the (much larger) set of quantitative 
basis orbitals have been found through the MCSCF 
process, then we have the Full Optimized Reaction 
Space (FORS) [131. 

B. Raffenetti-type Quantitative Basis Orbitals 
and Minimal Basis Set Approximation 

These quantitative basis orbitals (QBO's) are 
defined in terns of primitive bases (of arbitrary 
size) of Gaussian atomic orbitals. The QBO's con­
tributed by a specific atom are of three kinds: 
Principal QBO's, diffuse QBO's and polarization 
QBO's. The principal QBO's are the Hartree-Fock 
SCF AO's of the free atom; the diffuse QBO's are 
the most diffuse single primitive AO's occurring in 
the expansions of the principal QBO's; the polari­
zation QBO's are standard polarization primitives. 
The advantages of such bases have been discussed 
elsewhere [11,121. They do require integral pro­
grams for general contractions such as BIGCHOLI [111 

Within the present context it is pertinent 
that the principal QBO's invariably dominate the 
expansions of the reaction orbitals after optimi­
zation in the FRS. This circumstance not only has 
useful Implications for the conceptual interpreta­
tion but, moreover, gives rise to an extremely 
simple and effective construction of the Initial 
guess for the MCSCF calculation in the FRS L"12J. 
In principle, this initial orbital set Is found by 
making an MCSCF calculation in the FRS with the 
quantitative basis orbitals reduced to the minimal 
set of the principal QBO's. In point of fact, 
since the number of principal QBO's is equal to the 
number of reaction ocbitals, no orbital optimiza­
tion is necessary and a straight CI calculation in 
the FRS spanned by the principal QBO's suffices. 
The natural orbitals derived from the resulting CI 
wavefunccion invariably turn out to be excellent 
approximations to the natural orbitals of the MCSCF 
function in the FRS when all̂  QBO's are included. 
Using them as starting orbitals, one fi ids tiuch 
faster convergence for the MCSCF procedure than 
one finds when using SCF MO's. 
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C. Ortimisation In Large Full Reaction Spaces 
through MacroIterations 

When the FRS becomes very large, then one 
finds that only a relatively snail number of 
dominant configurations determine the orbital op­
timization. This Is so even though a much larger 
number of configurations make non-trivial contri­
butions to the energy. In this context it is 
pertinent that, because of the invariance of the 
FRS against transformations among the configura­
tion generating orbltals, there exists considerable 
freedom in the orbital choice. An effective 
standard choice is to use the natural orbltals of 
the uavefunction itself, since it leads to a 
rapid convergence of the wavefunction in tenia of 
the natural-orbital-based CSF's. It is therefore 
well suited to identify a set of dominant configu­
rations which determine* the optimal orbitals. 

This circumstance is the basis for a relatively 
simple optimization method for very large full 
reaction spaces, vhich consists of a sequence of 
macroiterations. In each macroiteration the cur­
rent orbitals are used to generate the CSF's vhich 
span the corresponding full reaction space. A 
straight CI calculation in this FRS then yields 
the current approximation to the wavefunction in 
the FRS. Next the natural orbitals of this approx­
imation are determined as orthogonal transforma­
tions of the current MO's, and the wavefunctlon is 
now expressed in terms of CSF's generated from the 
natural orbitals. From this expansion a set of 
dominant configurations is selected which are then 
used to obtain improved orbitals through an KCSCF 
calculation. The number of dominant configurations 
is increased from one macroiteratin — «•-*>»»*«. 
Convergence occurs after two or tn• "a-
tlons. The first macroiteration ~ 
natural orbitals from the CI cal< uU ..jrms 
of the principal QBO's as discussed in tuc pre­
ceding section. 

A number of applications of the described 
method were discussed in the NKCC report on the 
Workshop on Post-Hartree-Fock Methods in Quantum 
Chemistry [143. 
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THE COMPLETE ACTIVE SPACE SCF PROGRAM SYSTEMS 

Bjb'rn 0. Roos, Chemical Centre, Lund, Sweden 
Per E.M. Siegbahn, Institute of Theoretical Physics 
Stockholm, Sweden 

A review is give" "f the complete active space 
(CAS) SCF method with special emphasis on computa­
tional aspects. The CASSCF wave function is formed 
from a complete distribution of a nw.ber of active 
electrons in a set of active orbitals, which con­
stitute a subset of the total occupied space. Mo 
selection of configurations is made, and the wave 
function can subsequently comprise a large number 
of terms: The largest case considered to date is 
a calculation on the ?A" state on the HNO molecule, 
where the wave function consisted of 10416 spln-
and space-adapted configuration, obtained by 
distributing 12 electrons among 10 active orbitals. 
To be able to solve the orbital optimization 
problem using such large CI expansions, a density 
matrix formalism is used, and the CI problem is 
solved using the recent developments of direct CI 
methods. 

Two approaches to the orbital optimization 
problem have been developed and will be discussed: 
the Newton-Raphson scheme and the super-CT method. 
Convergence is normally achieved in 5-10 iterations 
with the Newton-Raphson method while the super-Cl 
method usually needs more iterations {typically 
10-20). Fluctuations in the necessary number of 
interations is, however, large in both methods, 
and pathological cases can occur. They usually 
depend on an inappropriate choice of active 
orbitals. 

THE CASSCF METHOD 

The complete active space SCF method1"'' repre­
sents a new way of looking at the HCSCF problem. 
Traditionally MCSCF calculations are based on wave 
functions of a very limited size, comprising a 
small number of pre-selected configurations. This 
can lead to difficulties in computations of energy 
surfaces {e.g. for chemical reactions), since it 
rarely occurs that ill configurations of importance 
are known in advance for the entire surface. 
Normally, however, it is much easier to decide in 
advance upon an appropriate choice of occupied 
orbitals. This is the basic idea of the CASSCF 
approach. The orbital space is divided into three 
parts: the inactive subsp.ice (labelled i ,j,k,l,,.), 
the active i.ubspace (labelled t.u.v.x,...) and the 
secondary subspace (labelled a,b,c,d,...). The 
inactive orbitals are assumed to be doubly occupied 
in all configurations. The remaining electrons 
occupy the active orbitals, and the CASSCF wave * 
functions comprises al_l_ CSF's which can be 
generated by distributing the active electrons 
^mong the active orbitals in all possible ways, 
consistent with a given overall spin and spatial 
symmetry of the wave function. There is thus no 
selection of configurations, but the wave function 
is complete in the active orbital subspace. Even 

though the number of active orbitals normally is 
rather limited, such a CI expansion quickly becomes 
very long. With recently developed CI methods, 
however, even expansions of the order of 10*' terms 
can be handled without any particular computational 
problems (see below). An important aspect of the 
CASSCF method is that the length of the CI expan­
sion only affects the time required to solve the 
secular problem, and not the orbital optimization 
part. By formulating the problem in terms of first-
and second-order density matrices - in the small 
active subspace - all explicit reference to the 
individual CSF's is avoided. 

THE SECULAR PROBLEM 

With the large CI expansions often encountered 
in CASSCF calculations it is important to have an 
efficient procedure for solving the secular problem. 
The special structure of the CI expansion, which is 
complete in a small active orbital space, will on 
the one hand allow certain simplifications which 
are not possible with other general expansions. 
On the other hand there are high demands on the 
method in terms of being able to treat configura­
tions with many open shells. For this purpose the 
graphical unitary group approach5,6, which is the 
procedure adopted in the CASSCF CI section, is 
particularly well suited. 

In the grao^-cal unitary group approach 
Gelfand states are used as the spin adapted confi­
guration basis. The direct CI coupling coefficients 
for the one electron integrals are then obtained 
as a segment product with one segment value for 
each orbital within the correspond! 113 generator 
range. A similar simple formula was also recently 
obtained for the two electron integrals7'8. These 
type of formulas are particularly efficient in 
the cases of interest here, namely for generation 
of a large number of coefficients in a small 
number of orbitals. 

In MCSCF procedures the same symbolic 
formulas are used a large number of times; in 
every CI iteration in each orbital iteration and 
for all the points on the potential energy surface. 
It is therefore important to simplify as much as 
possible the use of the formula list rather than 
its construction. Any diagram evaluation or index 
evaluation during the process of solving the 
secular problem should for example be avoided. 
For large Cl-expansions it is further important 
to reduce the size of the formula list as much as 
possible. The information in the formula list is 
usually organized with one coupling coefficient 
for each index, where the index describes the two 
interacting configurations. By instead grouping 
together matrix elements which have the same 
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coupling coefficient for the same integral the 
formula list can be reduced to essentially half 
the size and is therefore preferrable in large cases. 
Further reductions in the size of the formula list 
would still sometimes be important but do not seem 
to be possible without drastic changes in the 
method or much increased labour during the 
diagonalization. 

In the CASCI part, iterative algorithms will 
be used, which as the essential step require the 
operation of the Hamiltonian on one or a set of 
trial vectors in each iteration9. It should be 
pointed out that although the CI problem has to b<> 
solved in every HCSCF iteration the total number 
of CI iterations is usually only about twice as 
many as required in one separate CI calculation. 
This is simply achieved by starting with the CI 
trial vector from the iteration before. In cases 
with very long CI expansions where the CI part 
dominates the total time is therefore only twice 
the time as in a CI calculation without orbital 
optimization. 

As indicated above the only information 
transferred from the CI part to the orbital opti­
mization part is in terms of the first and second 
order density matrices in the small active space. 
The number of such matrix elements is usually much 
smaller than the number of CI coefficients and 
they are also considerably more convenient to use 
in the orbital optimization. The density matrices 
are easily constructed in one pass through the 
coupling coefficients with the converged CI 
vector. In cases where there is a strong coupling 
between the variation of the CI coefficients arrf 
the variation of the orbitals, transition density 
matrices between the root of interest and closely 
lying roots should also be constructed at the end 
of the CI part. From these matrices the coupling 
elements are easily calculated in the orbital 
optimization3. 

THE NEWTON-RAPHSON SCHEME 

In the orbital optimization part of the 
Newton-RaphjOn approach we look for a unitary 
transformation of the initial orbital set which 
minimizes the energy. This unitary transformation 
is conveniently described by an exponential para-
metrization where the parameter matrix is 
symmetric10. In order to obtain a quadratically 
convergent orbital optimization scheme both first 
and second derivatives of the energy with respect 
to the orbital rotation parameters are needed. 
Simple formulas for these derivatives are 
obtained in the form of expectation values of 
commutators between the Hamiltonian and the 
generators of the unitary group 1 1* 1 2. The 
disappearence at convergence of the first deriva­
tives is through these formulas expressed as the 
Brillonin-Levy-Berthier (BLB) theorem13. An 
important point which is noticed in the explicit 
expressions for the first derivatives in the 
CASSCF method is that integrals with at most one 
index in the large secondary space are required, 
see equation (14) in Ref. 2. This means that a 
very limited integral transformation is required 
to obtain these gradients and this is the basis 
for fast, although not quadratically convergent 
methods. To obtain the exact expressions for the 

second derivatives integrals with two secondary 
indices are needed, which require a substantially 
longer transformation time. With the information 
from the Cl-part in the form of first and second 
order density matrices in the active space together 
with the required transformed integrals all 
derivatives required to set up the Newton-Raphson 
equation system can be constructed using the 
explicit formulas given in Ref. 3. The dimension 
of the N-R equation system is set by the number of 
parameters which are of three types; parameters 
describing rotations between inactive and active 
orbitals, between inactive and secondary orbitals 
and finally between active and secondary orbitals. 
All first derivatives with respect to other types 
of rotation parameters are identically zero and 
these parameters are therefore discarded in the 
equation system. This removes all problems 
concerned with singularities in the Hessian 
matrix. A problem which can still occur in the 
N-R procedure far away from convergence is that 
the Hessian matrix is not positive definite in 
which case the obtained rotations would not 
lead to a minimum for theenergy. Before solving 
the N-R equations all negative and small positive 
eigenvalues of the Hessian matrix are therefore 
shifted to a smallest allowed positive value 
following essentially the procedure described in 
Ref. 14. 

The dominating step in a CASSCF iteration is 
normally the integral transformation, at least in 
cases where the Cl expansion is not very long. As 
indicated above most of the transformation time 
goes into calculating the integrals with two 
external indices which are only needed for the 
Hessian matrix. Since it has been found that 
once the Hessian matrix has become positive 
definite it usually changes only marginally, a 
strategy, which has been used successfully to 
reduce the computation time, is to keep the same 
Hessian matrix in several iterations. In the 
cases where comparisons have been made this 
procedure increased the number of iterations by 
usually not more than one and gave an overall 
significant saving in computation time3. 

We should finally comment on the fact that 
although the N-R approach 1s a quadratically 
convergent orbital optimization procedure this 
process does not always lead to fast convergence. 
The reasons are twofold. First, the parameter 
surface may be far from quadratic and second 
there can be significant coupling between orbital 
and CI coefficient rotations. The latter effect 
has been approximately corrected for in Ref. 3 
with only minor improvement in convergence rate. 
On the other hand drastic improvement in conver­
gence has been obtained by changing the structure 
of the active orbital space which apparently 
sometimes may lead to a more quadratic parameter 
surface. 

THE CASSCF SUPER-CI METHOD 

The Super-CI method I b» 1 6 can be regarded as 
an approximate form of the Newton-Raphson scheme. 
Instead of obtaining the orbital transformation 
matrix by solving a set of linear equations, one 
obtains this matrix by solving a secular equation, 
which corresponds to a "super-CI" expansion 
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including the ground state [0> plus all single 
excitations (SX-states) obtained by operating on 
|0> with single generators of the unitary group. 
The interactions between the SX-states and the 
ground state is then given exactly as the BLB 
matrix elements (see equations (6) in ref. 4). The 
necessary and sufficient conditions for a converged 
solution - the BLB conditions - are consequently 
in the super-CI method equivalent to a solution of 
the SX-state problem, with all coefficients 
equal to zero. 

In Grein's original work 1 5* 1 6, after solution 
of the corresponding secular problem the super-CI 
expansion coefficients were used directly to set 
up the orbital transformation matrix. In the 
modified version developed by Ruedenberg et al_.t? 

improved orbitals are obtained instead as~The 
natural orbitals of the super-CI wave function. 
This method is especially attractive in the 
CASSCF case, as j0> here is invariant to a unitary 
transformation among the active orbitals. It is 
thus possible to use the NO's (selecting those 
with the highest occupation numbers) as trial 
orbitals for the next iteration, without at;y 
further manipulation. As a result the converged 
solution will automatically be the natural expan­
sion of the wave function |0>. 

The BLB matrix elements can be expressed 
directly as matrix elements of a HCSCF Fock opera­
tor 1 8 (equation (9) in ref. 4). The matrix elements 
between the SX-states are, however, more compli­
cated and involve the first- second- and third-
order reduced density matrices for the wave function 
]0>*>3. Even if these density matrices are defined 
over the small active subspace only, the direct 
calculation of the third-order density matrix is 
cumbersome, and the size of this matrix easily 
becomes prohibitely large. Also, the SX-state 
matrix elements contain two-electron integrals 
with two indices outside the active subspace (as 
is the case also for the Hessian in the NR scheme). 
An exact solution of the super-CI problem therefore 
leads to a computationally more complicated proce­
dure than the NR scheme. 

The super-CI method then does not seem to be 
competitive with the quadratically convergent NR 
approach. As has been shown1*" it is, however, 
possible to approximate the density-matrix formula­
ted super-CI method such that these difficulties 
dissappear to a large extent. The idea is to 
replace the Hamiltonian operator with an approxi­
mate one-particle Hamiltonian, when calculating the 
matrix elements between the SX-states. These matrix 
elements are then also obtained in terms of matrix 
elements of the MCSCF operator, and first- and 
second-order density matrix elements with indices 
in the small active subspace only". The calculation 
of the SX Hamiltonian matrix then becomes almost 
trivial. The corresponding secular problem is 
easily solved using the direct CI method in combi­
nation with a Davidson algoritm9. In a direct CI 
method the timing is proportional to the number of 
cycles needed to converge. This number depends 
critically on the intitial quess of the eigenvector. 
Since all coefficients in the super-CI wave 
function approaches zero as convergence is attained, 
the number of necessary cycles decrease markedly 
as the CASSCF calculation proceeds. As a consequence 

the time used in the orbital optimization step 
decreases with the number of iterations performed. 
This is also the case for the solution of the CASCI 
secular problem, as pointed out in a preceeding 
section. The tine needed for the integral trans­
formation of the two-electron integrals, however, 
remains the same, and therefore becomes a more 
and more dominant part of the calculation. 

The super-CI method cannot be expected to have 
as good convergence properties as the Newton-
Raphson approach. It is, however, considerably 
faster, especially since fewer molecular two-
electron integrals are needed, and therefore often 
competes favourably with the NR scheme in calcula­
tions of energy surfaces were trial vectors 
obtained from nearby points can be used. Typically 
between 10 and 20 iterations are needed for conver­
gence to 10"6 a.u in the energy and 10"" in the BLB 
matrix elements, if 5CF vectors are used as a 
starting guess of the molecular orbitals. If 

*' CASSCF orbitals of a similar calculation (nearby 
point on an energy surface, another electronic 
state, etc.) are used as trial orbitals, the 
number of iteration is often much less than ten. 

CONVERGENCE PR08LEMS IN CASSCF 

As has already been pointed out in the 
preceeding sections convergence is normally 
satisfactory both in the NR and super-CI versions 
of the CASSCF program system. Pathological case 
occur, however, now and then and it might be of 
interest to give some examples, which shows f̂ at 
these convergence problem freauently are of a 
physical origin instead of being a result of the 
numberical procedure adopted. 

In a recent calculation1" of the potential 
curves for the ^g, 3Iy and 3TTg states of the N 2 

molecule, convergence [to the previously mentioned 
thresholds) as obtained in 4-6 iterations for all 
points on the potential curves except in a small 
region between 3.5 and 4.0 a.u., where 15 iterations 
were needed. The super-CI approach was used and the 
active subspace comprised nine orbitals, including 
the weakly occupied 2nu orbital. The reason for the 
problems was a drastic change in the structure of 
this orbitals. At distances shorter than 3.5 a.u. 
the 2iru orbitals has mainly p-character, describing 
radial correlation effects, but at longer distances 
it becomes dominantly 3d (angular correlation of 
the 2p shell in the nitrogen atom). In the region 
3.5-1,0 a.u. the two effects compete and convergence 
is slowed down considerably. An obvious solution to 
the problem is to include both correlation effects 
at all distances, that is, to add a third u u orbital 
subspace (or to remove also 2itu). 

Another example of convergence difficulties 
occurred in a calculation on the lZ+ state of CN + 

at large internuclear distance. With the basis set 
used, and the active subspace chosen, a number of 
electronic states (including C+*l+ and C++N) 
happened to be almost degenerate. The program could 
consequently not decide about the ground state, and 
the choice could vary from iteration to iteration. 
As a result large fluctuations of the orbital 
coefficients occurred in every iteration and a 
converged result was actually never reached. The 
experimental energy difference between C+N+ and 



and C++N is around 0.3 eV, so there is obviously 
room for an improvement of the calculation. 

It may also happen that a calculation 
converges but not to the expected (desired) wave 
function. If the active subspace includes weakly 
occupied orbitais which describe dynamical (pair) 
correlation effects, there is sometimes a choice 
between different pair correlations, and the result 
may depend on the starting quess for these orbitais. 
Such a situation has occurred in calculations on 
molecules containing transition metal atoms 
(examples are NiH and CuF 2) where weakly occupied 
orbitais can choose to correlate 3d electron pairs 
on the metal atom or electron pairs on the ligands, 
depending on the starting guess. 

The difficulties illustrated by the examples 
given above are of a physical origin and cannot 
be handled by a improvement of the orbital 
optimization procedure. They are examples where 
the energy hypersurfaue has several close lying 
local minima, a situation which is often encoun­
tered in MCSCF calculations. One solution to these 
problems would be to increase the active subspace 
to include dynamical correlation effects in a 
balanced way (i.e. both radial and angular 
correlation in N 2 ) , but this route is severely 
limited, since the number of configuations increases 
drastically with the number of active orbitais. 
Another solution is to add a fourth subspace (the 
"correlation space") which is allowed only two 
holes or two particles. This space is then used to 
describe pair correlation effects. In this way the 
primary (occupied) orbital space can be enlarged 
considerably and dynamical correlation effects 
can be included to a large extent. Work along 
these lines are presently in progress19 
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SUMMARY 

A program system i s described t ha t optimises 
a mu l t i con f igu ra t ion wavefunction in an i t e r a t i v e 
manner. Each i t e r a t i o n consists of two stages; 
f i r s t l y the determination of the coe f f i c i en t s o f 
the Conf igurat ion State Functions (CSF's) i n the 
reference funct ion and secondly the performance of 
a CI ca lcu la t ion using the reference funct ion and 
s ing le exc i ta t ions from i t ( B r i l l o u i n s ta te 
In te rac t ion (BI) c a l c u l a t i o n ) . Two methods of 
obta in ing a transformation to be t te r o r b i t a l s from 
the r esu l t o f t h i s BI ca lcu la t ion are implemented, 
i . e . the f i r s t order method 2 and the densi ty 
matr ix m e t h o d 3 - 5 (employing natural o r b i t a l s ) . 

The program is in pract ice able to handle up 
to 60 CSF's and 30 o r b i t a l s . I t can handle an 
add i t iona l 30 o r b i t a l s using per turbat ion theory. 

Convergence of both o r b i t a l t ransformation 
methods and an exponential method 6 are equally 
good and l i near (10-15 i t e ra t i ons fo r 10~ a a .u . 
accuracy in the energy), so the f i r s t order method 
i s to be preferred on account of i t s s imp l i c i t y 
and general a p p l i c a b i l i t y . The four index 
t ransformat i n - 7 i n each i t e r a t i o n is the major 
time consuming step, so i t e r a t i o n times are 
proport ional to n 5 where n is the number of 
o r b i t a l s . 

Appl icat ions include ca lcu la t ions of the 
ba r r ie r f o r the LiH + H •* L i + H 2 r e a c t i o n , ' 
po ten t ia l energy curves f o r 0 2

+ t f and CuO6, the ' A ' 
excited state of H 0 2

+ ' ' ' 9 , d ipo le moment of cyc lo -
prapene11-' and o f the c i s - t r a n s energy dif ference 1* 
and charge d i s t r i b u t i o n 1 1 o f formic ac id . 

METHOD 

The iterative optimisation consists of the 
following steps: 
1) The reference function VQ is determined for 
the starting orbital sot U ) by a small CI 
calculation. 

r a,. 
k (D 

?) All relevant singly excited states (Brillouin 
states) are formed. 

These Brillouin states are neither normalised nor 
mutually orthooonal. Bv salvina the general 
eiaenvalue Droblem for the set tf'o.'i'ij) we obtain 
the coefficients b in the Brillouin state 
Interaction function 

fo r = b T BI OQ •* " i j j 1 J 1 J 
(3) 

3) The information contained in YRJ is used to 
obtain the transformation matrix ^ which 
transforms the orbital basis to more optimal 
orbitals 

4- = *T (4) 
The following two methods are implemented: 
A. First order method2 T,-,- = b 0 (5) 

Tij " bji B - bij 
Since the orbitals $' are only orthonormal to first 
order, an additional orthonormalisation is needed, 
taking care that the most important (occupied) 
orbitals are least spoiled, e.g. using Schmidt. 
B. Density matrix method 3 - 5 T = TBI I O + (6) 
where TRJ and T„ are the matrices of the 
coefficients in the basis {*} of the natural 
orbitals of YQI and v 0 respectively. This 
automatically yields a unitary transformation 
matrix. 
We also tried another way to obtain a unitary T 
directly, 
C. Exponential method6 I = e"~ (7) 
where b is the matrix of the Brillouin state 
coefficients b^j. 
4) Replace U ) by U'] {and perform a four index 
transformation) and start again at 1). 

The b-jj's are used to monitor convergence. 
Usually a threshold value of ID"1* (for the maximum 
absolute value of a b-j,) is used, which corresponds 
to about 10~7-10~8 a.u. in the energy. 

Perturbation theory 
Instead of computing all b^j's by solving the 

full set of secular equations, one may compute the 
smaller ones using second order perturbation 
theory12 

< »JH|*. 
'J 

1J .(8) 

Dutch Ramsay Memorial Fellow 

:»ol , ,l'.>«',jl'',J>-<* f j|H|*,j > 
Treating all excitations to a certain (virtual) 
orbital this way has the following advantages: 
1. The dimension of the set {».,»,,} needed in the 
BI calculation and the total number of CoF's is 
reduced. 
2. No integrals between the "perturbation orbital" 
and other virtual orbitals t>"e required. 
3. All perturbation orbitals are equivalent, so 
only a short symbolic matrix element list is 
needed. 

If too large a proportion of the virtual 
orbitals are treated using perturbation theory 
convergence is badly affected (cf. ref. 2). 
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According to our experience a good rule of thumb is 
to treat about half the virtual orbitals in this 
way. 
MCSCF-CI 

The set of CSF's, from which the singly 
excited state* (Brillouin states) are formed, may 
be a useful set to perform a CI calculation with, 
using the converged MCSCF orbitals. 

Reasons for this are: 
1. The H matrix for this set has already been 
computed in step 2 of the iteration process so the 
CI only involves an additional diagonalisation. 
2. If •»<, contains the most important double 
excitations, the MCSCF-CI probably contains the 
most important single double and triple 
excitations. 
3. The resulting CI function has the same 
invariance properties under orbital transformation 
as the reference function v , so the result is 
independent of the starting orbitals3. 

The MCSCF-CI has proven to be quite effective 
for 0 2

+ in a VB model1* and for LihV. 
PROGRAM SYSTEM4 

The MCSCF program consists of three programs 
written for the Cyber 73-28 of the Utrecht 
University computer center. 
I. FINDH, a general four index transformation 
program?, which contains various options to 
localise*3, reorder and orthanormalise1'* the 
orbitals, in order to provide a proper integral 
input file for the iteration process. A "frozen 
core" l s option, which effectively decreases the 
dimension of the integral file, is included. 
II. MCCODE, a program that produces a formula 
tape, containing all information, which is 
independent of the actual value of the integrals, 
e.g. a symbolic matri" element list. 

The spin functions are constructed according 
to the genealogical (Branching Diagram) method 1 6. 
The order of the orbitals can be chosen freely to 
yield maximal interpretability. This has also 
been exploited to simplify the transformation from 
CSF's to Brillouin states, by requiring that each 
single excitation working on a CSF produces just 
one CSF. 

Extensive use is made of bit manipulations 
(CDC-fortran) to keep the tape as short as 
possible; e.g. storing coefficient and portion 
of an integral in one 60 bit word and storing the 
occupation scheme of a CSF in one word. 
III. MTSCF, the actual iterative program that 
contains its own specialised four index 
transformation routines. By a special ordering 
of orbitals and CSF's, both integral file and H 
matrix list -"i be processed sequentially. 

Use of symmetry can be made to elimino..e 
unnecessary single excitations; equivalence 
restrictions can be applied by a contraction of the 
Brillouin states 1 7 and a fixed linear combination 
of CSF's in the reference function can be 

prescribed. 
In order to accelerate convergence extra­

polation may be applied. The method of Sack 1 0 

seems to yield the best results, however, usually 
only if all b-jj's are less than ^ 5.10"3 

Scope 
In the following we present the limitations of 

the present MCSCF program. Limits due to fixed 
dimensions or available space in a computer word 
are underlined; other limits are approximate. 

# orf-.rtals < 60 
4+ variationally treated orbitals < 3() 
# CSF's in r 0 < 60 (255) 
# singly excited (Brillouin) states< 300 
# CSF's (total) < 4095 
$= symmetries < .§ 

Equivalence restrictions only for two dimensional 
irreducible representations. Singlets up to 
quartets can be treated (0 • : < 3/2) 

4+ singly occupied orbitals in a 
CSF in ¥ : singlets/ 

triplets < 4̂  
doub le ts / 
quartets < ^ 

PERFORMANCE 

Convergence 

In Figure 1 we give a p l o t o f the convergence 
behaviour of a l l three o r b i t a l t ransformat ion 
methods in a tes t ca lcu la t ion on H 20 using 5 
CSF's 4 . 

+ Density matr ix method (B) 
x First , order method (A) 

Figure 1. Convergence o f various GBT methods. 
Logarithms o f Energy-f inal energy (a .u . ) against 
no. of i t e r a t i o n s . 
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Convergence in all r*ses is linear and quite fast 
(̂  12 iteratior.5 for an energy constant to 10"a 

Hartree). There is little difference between the 
methods. The first order method (A), being the 
simplest of the three, seems therefore to be the 
best choice. 

The density matrix method (B) suffers from 
the defect that it cannot optimise functions with 
singly occupied orbitals like 

2 
in the two orbital function space. The density 
matrices for -#gj and t„ are both diagonal, so the 
matrices Tot ana To (e9- 6 ) ar*e unit matrices, 
whatever the value of b^j is. 

Timing. 
Some timings (in seconds) for 02

+i* {Is shells 
frozen, effectively 24 orbitals) are presented 
below: 
State MCCODE MCSCF (per iteration) 

4 index total 
2 n g (22 CSF's) 295 43 66 
\ (9 csf's) 78 47 53 
Tne four index transformation is the time 
determining step in the MCSCF calculations (a HF 
calculation on 0̂ .3 Eg in the same basis takes 16 
seconds per iteration). Note the rather large 
time needed to produce the formula tape (MCCODE). 

APPLICATIONS 
Applications fall into two broad categories, 

viz. potential energy curves for small molecules 
keeping inner shells frozen and rectifying 
Hartree Fock deficiencies for rather larger 
molecules. 

In the final category first calculations on 
0 2

+ 1 < and CuOB using typically 20-30 orbitals 
(effectively) and 5-30 CSF's. 

The second category contains calculations on 
the 'A' state of H0 2

+ and on the charge 
distributions in cyclopropene10 and formic acid1*. 
For H 0 2

+ a 2 CSF function was needed to solve a 
near degeneracy problem for the first excited 
state. The calculations on formic acid were 
only done in two molecular conformations in an 
attempt to obtain a better cis-trans energy 
difference. Early calculations'* used a maximum 
of 38 orbitals and 2-8 CSF's, where 2 CSF's 
appeared to be enough for a significantimprove-
ment in the energy-difference. Since, however, 
dipole and quadrupole moments were far from 
satisfactory larger MCSCF and CI calculations are 
presently undertaken11 using 10-40 CSF's and up to 
50 orbitals. 
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THE OPTIMISATION OF THE NON-ORTHOGONAL ORBITALS IH A GENERAL VALENCE-BOND WAVEFUNCTION - THE VB-SCF METHOD. 

Joop H. v.Lenthe and Gabriel G. Balint-Kurti 
School of Chemistry, Bristol University, Bristol BS8 ITS, U.K. 

SUMMARY 
He present an extension of the Generalised 

Brillouin Theorem1 and the corresponding HCSCF 
method2*3 tc allow for non-orthogonal orbitals. 
Essentially the same formalism as in the 
orthogonal case applies, but care should be taken 
to use the proper {singly excited) Brillouin 
states. 

Test calculations for OH indicate a good 
convergence behaviour. Several small valence-
bond functions have been investigated and the 
equilibrium distance and the dissociation energy 
are found to improve -*amatically upon orbital 
optimisation. Application of valence-bond theory 
in this manner allows us to use an accurate wave-
function to describe chemical bonding in terms of 
widely used chemical concepts like hybridisation 
and mixing of valence-bond structures. 

THEORY 
Brillouin theorem 

The Generalised Brillouin theorem1 for 
orthogonal orbitals is well documented. He 
generalise it here to permit the use of non-
orthogonal orbitals in order to show that the same 
principle still applies. Consider an orbital 
transformation of the form $j = *j + b ^ j . For 
the first derivative of the energy with respect to 
>ij • 

*litilXi = : < i ' |H | v i i > 
f> L 

^Fpfr J (1) 

Where Vj,- is the (singly excited) Brillouin state 
corresponding to the orbital mixing (see next 
section). So we get: 

dE_ * 2 <T|H-E|yij> ( 2 ) 

" i j —&vr>— 
The requirement that the energy be stationary 
yields: 

Generalised Brillouin Theorem: <* f H-EI * i j =*• = 0 (3) 

This Brillouin theorem can be used in exactly the 
same way as that for orthogonal orbitals2'3 to 
optimise the non-orthogonal orbitals in a valence-
bond wavefunction. 

Dutch Ramsay Memorial Fellow. 

Brillouin states 
The main problem in an optimisation of non-

orthogonal orbitals is to avoid dependencies, i.e. 
to use the correct number of degrees of freedom. 
To this end we distinguish two cases for mixing 
two orbitals <t-j and $4. 
A. The orbitals may be varied independently. In 

this case two separate Brillouin states t\i and 
•fjj exist, representing the two available 
degrees of freedom: 

= v (US) 
= * U+i) (<> 

B. The orbitals may not be varied independently, 
i.e. it is possible to orthogonalise orbital $.-
to orbital $f without affecting the wavefunctidn. 
In this case we have only one degree of freedom 
and should use only one Brillcuin state, the 1.3 
usual Brillouin state for orthogonal orbitals : 

*1j = ~*ji = r *i*'f> " * U"*1* { 5 ) 

Of course care should be taken not to introduce 
any orbital mixings that do not change the wave-
function at all. In the presented formalism this 
situation is usually easily recognised by the 
program. 

Method 
Essent ia l ly the same method as described 

prev ious ly 3 i s incorporated in an automated and 
improved version of the valence-bond program 
Multibond 1*, al lowing fo r a maximum of 30 o r b i t a l s 
and 1000 Slater determinants. The o r b i t a l 
t ransformation m a t r i x , used in the i t e r a t i v e 
op t im isa t ion , is determined by the f i r s t order 
method 2 * 3 . As many o r b i t a l s as possible are 
orthogonalist 'd in order to improve convergence and 
f a c i l i t a t e various matr ix-manipulat ions. 

The B r i l l o u i n states used may be chosen 
f r e e l y , which makes i t easy to impose r e s t r i c t i o n s 
on the kind of o r b i t a l mixings, that occur. An 
in te res t ing case is to a l low only mixings w i th in 
each atom in order to determine optimal hybr id 
o rb i t a l s ( i . e . d i s to r ted atomic o r b i t a l s on a 
s ingle cen ter ) . 

APPLICATION 

We have appl ied the method to the opt imisat ion 
of various valence-bond wavefunctions f o r OH ( 2 n ) . 
A double zeta + po la r i sa t ion gaussian b a s i s 5 

{ (9 ,5 ,1 /5 , l ) - * - [ 4 ,2 ,1 /2 , l ] ] was used wi th exponents 
of 1.0 f o r the po la r i sa t ion func t ions . No 
equivalence r e s t r i c t i o n s were appl ied so the 
optimised wavefunctions depart s l i g h t l y from a 
pure n s t a te . 
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Two types of orbital optimisation were 
employed: 
A. "intra-atomic": only orbitals on the same atom 

are allowed to mix, 
S. "Full": the orbitals are optimised in the 

complete function space. 

Various wavefunctions* have been used. One 
of them, a basic valence-bond function, is shown 
in Table I, with its coefficients for an inter-
nuclear distance near to the equilibrium distance 
(R = 1.85 a.u.; E = -75.42022 a.u.). 

Table I. Basic VB functions "Intra-atomic" 
optimised at 1.85 bohr. 

Constituent 
atomic states occupation (a) 

(b) 0{ 3 P) a H( 2S) H z 2 s 2 y 2 x 2 h 

Q( lD) a H( 2S) Is22s2y2x zh<b> 

0 + (2D°)8H"( 'S) l s 2 Z s 2 ( z 2 - y 2 ) x h 2 

0*-(?P°)a H"(*S) 15 2 2s 2 ( Z 2+y2)xh 2 

0~{ 2P°) (S H + lS 2 2s2^2y2 x 

Coef f i c ien t 
-0.235 
0.191 
0.053 

-0.028 
0.327 

(a) l s , 2 s , x , y , z are o r b i t a l s on oxygen, h is the 
7s o r b i t a l on hydrogen 

(b) The spinfunct ions are 2uaB-(aB^a)n and 
(rm-S*)« respect ive ly . 

Another in te res t ing funct ion is the covalent VB-
funct ion which consists of st ructures 1 and 2 o f 
Table I . The computed equ i l ib r ium distance and 
d issoc ia t ion energies f o r these funct ions using 
various opt imisat ions are given in Table I I . 
Also given are the number of i t e r a t i o n s needed to 
converge w i th in l O " 4 ( for I b j j j ; see re f . 3) 
s ta r t i ng from the previous level of opt imisat ion 
( in brackets) and the overlap between the H 
o r b i t a l and the 0 2s- type o r b i t a l ( S s h ) and z-type 
o rb i t a l ( S z h ) , a l l a t 1.85 bohr. 

Table I I . Results f o r various VB-functions 

ca l cu la t i on using a l l " i n t ra -a tomic " s ing le 
exc i ta t ions from a 13 s t ruc ture VB-SCF f u n c t i o n . 
This y ie lded a D e of 4.28 eV. I t i s i n t e res t i ng 
to note tha t the covalent VB f u n c t i o n , when f u l l y 
opt imised, y i e lds the same energy as the bae..ic VB 
f u n c t i o n , i nd ica t ing that a l lowing the o r b i t a l s on 
d i f f e r e n t centers to mix can e l iminate the need 
fo r ion ic valence-bond s t ruc tu res . 

On inspect ion of the overlaps in Table I I we 
note t h a t , upon op t im isa t ion , the oxygen 2s-
hydrogen Is overlap is decreased, whi le the over­
lap between the oxygen z o r b i t a l and the hydrogen 
I s o r b i t a l increases s i g n i f i c a n t l y . This i s 
consistent w i t h the i n t e r p r e t a t i o n that the oxygen 
2s o r b i t a l is d i s t o r t ed to po in t away from the 
hydrogen whi le the oxygen z o r b i t a l forms an " sp " -
hybr id po in t ing towards i t . An examination of 
the o r b i t a l c o e f f i c i e n t s i nd i ca tes , tha t there is 
a considerable s-p mixing on oxygen, but much less 
than would be needed to form two equivalent sp 
hybr ids . 
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wavefunction opt imisat ion .no of 

Basic .(») (-) 
basic " In t ra -a tomic " i") 
Basic " F u l l " (9) 
Covalent "!•:»• ra-atomic" (7) 
Covalent " F u l l " (11) 
Experiment 6 

B.(bohr) D.(eV) S, 

2.20 
1.87 
1.87 
1.76 
1.87 
1.83 

1.73 
3.28 
3.43 
1.77 
3.42 
4.62 

sh 
0.51 
0.31 
0.30 
0.27 
0.28 

zh 
0.41 
0.54 
0.54 
0.60 
0.77 

(a) <•* indicates that the optimised orbitals for 
the separate atoms are used 

Convergence is quite good and the optimisation 
gives a dramatic improvement in equilibrium 
geometry and dissociation energy. The best 
result obtained so far is with a VB-C1 (cf. ref.3) 

All wavefunctions were such that the arbitals on 
the same atom could be mutually orthogonal. 
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ABSTRACT: 

The limiting step in many MCSCF procedures is 
a requisite 4-index orbital transformation. In 
this work an extrapolation procedure designed to 
reduce the number of these transformations is pre­
sented. The algorithm is particularly well-
suited to an MCSCF algorithm based on the Gen­
eralized Brillouins Theorem and Iterative Natural 
Orbital procedure, and has Implications for the 
design of hybrid procedures also. 

INTRODUCTION 

In recent years Multiconflguration Self-Con­
sistent-Field (MCSCF} procedures based on the 
generalized Brillouins theorem (GBT) and the 
iterative natural orbital (INO) procedure have 

context of the GBT-INO algorithm; section III pre­
sents the results of representative calculations 
and section IV discusses the implications for hy­
brid MCSCF procedures and concludes. 

GENERAL CONSIDERATIONS 

The general formulation of an MCSCF procedure 
based on the GBT-INO approach has been discussed 

4 
previously by several authors. Here, we summa­
rize the results necessary for the present dis­
cussion. 

The MCSCF conditions are given by 

4-6 been developed independently by several groups. 
Although this approach has proved useful in ob­
taining compact MCSCF descriptions for ground and 
excited state wavefunctions, 1t suffers from at 
least two deficiencies: 

(i) It is not a completely quadratic proce­
dure and consequently, may show poor convergence 
properties toward the end of an Iterative se­
quence. 

(ii) It becomes computationally cumbersome 
for large MCSCF expansions. 
The complete active space (CAS) approach to 
MCSCF addresses the latter problem; however, as 
formulated, it is restri^ ted to a full valence 
wavefunction. 

In this work an e- .rapolation procedure 
based on a partition^ of the orbital space pre­
viously used to obtaii convergence for large ill-
conditioned SCF problems is presented. The pro­
cedure is effective in reducing the number of 
iterations (and, hence, the number of N integral 
transformations) required to converge the MCSCF 
wavefunction. In addition the efficacy of this 
procedure suggests that a partitioning of the or­
bital space may provide the basis for a hybrid 
MCSCF procedure in which first- and second-order 
algorithms are combined. 

In section 11 the orbital partitioning scheme 
and extrapolation technique are discussed in the 

(la) 

(lb) 

(2) 

<vJjI|H|H'I> = 0 

H k . £ a < * k ' H l V 
T H 

R I 7 
and 4*.| is the Brillouin single excitation 
corresponding to the mixing of inequivalent or-
bitals $. and $*. In the usual implementations of 
the GBT-INO approach at the n t n step of the iter­
ative determination of V (C,$): 

(a) the appropriate eigenfunction, v\ 
the super-CI (SCI)6 matrix ( H S C I ) , i.e. the root 
of H in the basis [yl, A 1 ) having the coeffi-

I cient of Y , c Q, maximal, is determined and; 
lb) the "net" first-order density matrix 

SCI 
corresponding to f, is constructed and diagonal-
ized to define U(n) and $ n + 1=$ niJ(n). 

At this stage an N orbital transformation 

.SCI of 



must be performed to continue the procedure. How­
ever, an extrapolatory subiteration is possible 
based on the following observations: 

(i) Convergence of large ill-conditioned SCF 
problems has been achieved by examining the behavior 
of the iterative scheme in a reduced orbital sub-
space consisting of the higher doubly occupied-, 
partially occupied- and lower virtual-orbitals. 

U 1 ) The natural orbital procedure tends to 
produce virtual orbitals with the property: 

(see eq. lb) (3) 

tili) The terms in lb corresponding to the 
rotation (<i>.,<!i.) where *• and $- are partially 
occupied in v are the most difficult to »liminate 
and, therefore, should be treated to as high an 
order as possible. 

These considerations suggest the following 
alternative procedure: 

(a) Following the determination of $(n), an 
L-orbital Subset, 6'(n), is selected corresponding 
to all the occupied orbitals and (in general only) 
the first virtual orbital of each symmetry. 

(b) The MCSCF problem is solved (to any level 
of approximation desired) in this reduced orbital 
space using the GBT-INO procedure. Considerable 
economies over the full N-orbital space (FOS) so­
lution are achieved in this subiteration since the 

{by using successively transformed integrals) L -
transformations. 

(c) Follow ng this subiteration the two or­
bital subspaces are combined to give <j»"(n) and a 
FOS iteration performed to determine $(n+l}. 

As a result of eq. 3 this procedure has 
proved effective in reducing the number of itera­
tions required to achieve convergence to the 
MCSCF wavefunction using the GBT-INO procedure. 

In the next section we present preliminary 
results of a study of the effectiveness of this 
procedure, which is now in routine use. 
APPLICATIONS 

The procedure described in section II 1s 
illustrated in two tables contained in this sec­
tion. The data was compiled ^n the course of an 
MCSCF/SCF study of the low-lying states of MgO 
which has been reported elsewhere and where the 
basis o f Slater-type orbitals and configuration 
state functions (CSF's) used are described. 

In each table iterations are separated by 
double horizontal lines. An iteration begins with 
a 4-index transformation using the orbital set 
$(n) and a determination of $'(n+l) in the FOS 
using the GBT-INO procedure. This space is then 
partitioned into a space dimension L (denoted U 
and its orthogonal compliment (denoted L*) as de­
scribed in the previous section and GBT-INO pro­
cedure is continued in L. The expansion coeffi­
cients of *,eL are well-behaved so that the use of 
successively transformed integrals is permitted. 
Consequently, while the first subiteration in­
volves an N *L transformation subsequent subitera-

tions involve only L transformations. At the end 
of each subiteration sequence, L and L* are re­
united to give $(n+l) and the process is repeated. 

Each row in the table is characterized by an 
ordered pair (i,j) In which i denotes the total 
number of N transformations which precede this 
step and j the number of transformations in L 
since the last N transform. One measure of the 
efficiency of this procedure is to compare the 

(n.OJ to (n+1,0) with the extrapolated result 
given approximately by (n,0) to (n.l). From the 
tables it can be seen that the subiterations are 2 effective in reducing A . 
CONCLUSIONS 

In th i work a partitioning method previously 
used to achieve convergence of large ill-condi­
tion SCF problems is applied to the GBT-INO MCSCF 
procedure. The resulting scheme appears to repre­
sent an efficient method for reducing the number 
of N integral transformation required to converge 
the MCSCF wavefunction. The success of this pro­
cedure suggests that 1n general a partitioning of 
the orbital space may lead -in a more efficient 
MCSCF algorithm. For example, one might consider 
a hybrid scheme in which a second-order procedure 
is used in L while a lower I first) order procedure 
(Fock operator or CAS MCSCF approach, for exam­
ple) is used in the FOS. Since first-order pro­
cedures in general replace the N orbital tt 'ns-

4 formation step by an N construction step, con­siderable ecomomies could result from such a scheme. 
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Table 1: MgO 1 E + state R=3.5b, energies in 
hartrees 

Iteration E(HCSCF) fc(SCI) A< 

O 0 -274.4492371 -274.4595471 2.40(2)+ 

1 0 -274.4560762 -274.4609194 5.67(3) 

1 1 -274.4604358 -274.4610953 1.43(3) 

1 2 -274.4611132 -274.4611566 

Z 0 -274.4611626 -274^616116 4.10(4) 

2 1 -274.4613497 -274.4616530 3.78(4) 

2 2 -274.4616383 -274.4616444 

3 0 -274.4616426 -274.4616703 3.80(5) 

3 1 -274.4616783 -274.4616815 6.0 (6) 

4 0 -274.461S>;43 -274.4616843 2.0 (6) 

4 1 -274.4616827 -274.4616854 

4 2 -274.4616854 -274.4616854 

Negative of characteristic, base 10, yiven in 
parenthesis. 

Table 2: MgO 2 V state, R=3.0b, energies in 
hartrees 

Iteration E(MCSCF) E(SCI) A Z 

0 0 -274.3533654 -274.354414 2.58(3)+ 

1 0 -274.3546429 -274.3548042 2.38(4) 

1 1 -274.3548012 -274.3548345 5.9 (5) 

1 2 -274.3548476 -274.3548481 

2 0 -274.3548483 -274.3548632 1.1 (5) 

2 1 -274.3548599 -274.3548662 1.0 (5) 

2 2 -274.3548651 -274.3548656 2.0 (6) 

Negative of characteristic, base 10, given in 
parenthesis. 



A MULTICONFIGURATION METHOD FOR EXCITED STATES, 
AND SELECTION OF OPTIMAL CONFIGURATIONS 

F. Grein 
Department of Chemistry 

U n i v e r s i t y of New Brunswick 
F r e d e r l c t o n , New Brunswick 

Canada E3B 5A3 

INTRODUCTION 

I t 1 B assumed chat m u l t i c o n f i g u r a t i o n methods 
based d i r e c t l y on the s a t i s f a c t i o n of the gene ra ­
l i z e d B r t l l o u i n theorem ( s o - c a l l e d super-CI 
m e t h o d s ) 1 have been reviewed e a r l i e r . I t was 
shown2 t h a t such methods converge q u a d r a t i c a l l y 
when the super CI m a t r i x i s d i a g o n a l i z e d . 

Among the e a r l y a p p l i c a t i o n s were a l l - s i n g l e -
e x c i t a t i o n (A5E) wavefunct ions for atoms from He 
to F 3 » 4 , 5 , 6 . Such wi»vefunctions a r e of the form 

* - C ¥ + v C-la b . . . k . . . N I o o *• , ^f.1 o o o 1 

k-1 
Due to the crbital optimization, the N terms in 
the summation constitute all possible single 
excitations of ¥ . ¥ is the "anti Hartree-Fock" 
wavefunction, or the wavefunction which has 
maximum interaction with its single excitations. 
ASE wavefunctions give from 7.62 (for B) to 32.22 
(for He) of the correlation energy. Pair excita­
tion wavefunctions of similar structure give 
virtually identical correlation energies. 
HULTICONFIGURATION METHOD FOR EXCITED STATES 

In order to use the super-CI technique for 
excited states of the same symmetry (higher roots 
of the eigenvalue problem), a level shifting 
method has been introduced'- The super-CI (SCI) 
wavefunction is formed for the nth root of the MC 
wavefunction, according to tue equation 

w(n) 
t5 3 *y *("'(^) 

Without level shifting, none of the SCI eigen­
vectors usually contain predominantly f' n), 
causing root flipping between E^n) a n [j lower 
roots. This can be prevented by subtracting a 
root shifting cons' t q from the diagonal elemi 
<Y(n)|Hjy(n)> o f t n e S C I m a C r i v . q has ta be 
bigger than the difference Etn>-E(l). 

SELECTION OF OPTIMAL CONFIGURATIONS 

energy lowering in excess of a parameter 6 are 
added to the MC wavefunction. 6 may initially be 
0.005 hartree, but can be lowered as the inter' 
ation-aelection process is continued. If 
potential energy curves or surfaces are of 
interest, then the selection has to be performed 
at various points. Since the selection step is 
fast, it was found that this method gave all 
required configurations in an efficient, syste­
matic and reliable way. 
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The choice of configruations is critical for 
MC wavefunctions with a small number of config­
urations. For., this purpose, a method to select 
optimal configurations has been proposed, and 
tested on several states oE the NH molecule"1''1^. 
It consists of a series of CI selection steps 
coupled with the K"SCF iterative procedure. 
Starting with the initial orbitals and ti initial 
configurations, all their single and double 
excitations are generated. A series of diagonal-
Izations of Hamiltanian matrices of order m+1 are 
performed, and those configurations which give an 
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Introduction 

We will describe a computer code used for 
the calculation of muUiconfiguration 
Hartree-Fock wavefunctions, available in the 
ALCHEMY* set of programs. The program 
represents an implementation of a method based 
on the generalized Sril.louin theorem, also 
called "Super-d" method, which has been 
reviewed earlier.2 Briefly, the MCHF 
wavefunction S ^ is written as a linear 
combination of configuration state functions 
tCSF) tfk 

tMC = I *k *k (1) 
The singly excited BriMouin configuration 

%c(i-*j) are constructed according to 

%C(1*J) = 1 a k *k(i-j) - \(j+i) (Z) 
k 

where i j indicates that the electron in 
spin-orbital i has been promoted to the spin 
orbital j. The "Super-CI" wavefunction ¥ is 
written as 

*= % + I CijYHC(i-J) 0 ) 
i>j 

The spin orbital expansion coefficients are 
varied until the generalized Srillouin theorem 
equations are satisfied: i.e., 

<1MC(HIW-J)>- °- (4) 
for all i-»j pairs. The iterative method uses 
the natural orbitals of the "Super-CI" 
wavefunction as the improved orbitals for the 
next iteration. Two main steps are involved in 
using the program: the first step creates the 
list of configurations and energy formulas for 
the corresponding CI problem.3 The second 
step is the iterative process itself. 

Step 1: Energy Expression 

i. denerate reference CSF's (nref). 

ii. Generate independent singly excited 
(-sx-) CSF's (nsx) 

iii. Generate transformation matrix 
formulas of -sx- CSF's to create 
OkO-J) 

iv. Generate formula tar-e for energy 
matrix (nref + nsx) 

v. Sort formula tape. 

Step 2: Iterative Procedure 

i. Initial guess molecular orbitals MO's. 

ii. Transform electron repulsion integrals 
from atomic basis set to molecular 
basis set. 

iii. Construct energy matrix (nref + nsx). 

iv. Solve (nref x nref) CI to get "ak". 

v. Construct "Super-CI" matrix. 

vi. Solve "Super-CI" problem. 

vii. New MO's • natural orbitals of 
"Super-CI" wavefunction. 

viii. Back to ii. if not converged. 

Program Description 

i. It is open ended with no restriction 
on the number of orbitals, the number 
of electrons, or the number of open 
shells. 

ii. It uses CSF's which are linear 
combinations of Slater determinants 
built from an orthonomal set of 
one-particle symmetry and equivalence 
restricted spatial orbitals. 

iii. rt t?kes "xplicit advantage of C«v, 
D°=h sJ y as well as D2h and 
subgrouo bymwetry. 

iv. The selection of CSF's can be done by 
specifying electronic couplings, or by 
partitioning the MO space. 

v. There is an option for "Complete CI in 
Active Space" wavefunction 
calculations. 

vi. The improved molecular orbitals can be 
selected by maximum overlap with the 
orbitals of the previous iteration. 

vii. The program generates the Hartree-Fock 
canonical closed shells, useful for 
subsequent CI calculations. 

viii. Calculations on averaged states can be 
done. 



Program Characteristics 

i. The iteration time is almost 
independent of the number of CSF's. 
The integral transformation time 
represents approximately 75% of the 
total iteration time. 

ii. The typical number of iterations is 
less than 7 iterations to get 

|E"Super CI* - EHCl £ 10-0 - 7 

A greater number of iterations is 
indicative of a poor CSF selection. 

iii. The practical limit of the program is 
about 150 CSF's due to a time 
consuming Tormula type generation. 

Conclusion 

The program is routinely used for problems 
involving up to 100 CSF's and has proven to be 
converging reliably. Potential energy curves 
and surfaces have been calculated with CSF's 
required to describe the proper dissociation 
behavior for the system, although the CSF 
selection is not necessarily restricted to that 
choice. As an example the calculation of the 
energy curve for B e2 and Mg,, using the 
method of interacting correlated fragments 
(ICF)5 involved a 35 CSF's calculation in an 
extended baits set of Slater atomic orbitals. 
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I . INTRODUCTION 
Recently there has been renewed in te res t i n 

the mu l t i con f igu ra t iona l Hartree-Fock (MCSCF) tech­
n ique. ' Ue have recent ly developed, coded, and 

2-5 . 

exp(i S) |j> = E|k>(exp • 
where 

studied * an approach to MCSCF based on a unitary 
operator. This unitary operator is written as an 
exponential of other operators. Explicit in this 
formulation is the coupling between the orbitals 
and the state expansion coefficients. By expand­
ing the expectation value of H through second 
order and applying the variational principle, the 
Newton-Raphson equations for orbital and coeffi­
cient optimization are derived. ' ' * In this 
presentation we discuss the theoretical develop­
ment of this technique and present some results of 
calculations on Be and 0„. 

There have been some further recent develop­
ments. * Without constraining the Newton-Raphson 
equations when we are far from convergence, the 
technique may converge to the nearest stationary 
point or even diverge. By forcing all of the 
eigenvalues of the Hessian to be positive a down­
hill "walk" (through second order) on the energy 
hypersurface is assured. For small eigenvalues, 
the steplength nay be reduced. Modes that are 
predominantly orMtal or mixed or configurational 
are damped differently. These techniques will be 
discussed in detail. 

Finally, it is shown how the two electron 
integral transformation may be replaced by an ap­
proximate orbital transformation introduced di­
rectly into the equation that defines the second 
order MCSCF approach. Tn this way, the number of 
two electron integral transformations required to 
obtain a set of MCSCF orbitals is reduced consid­
erably. 

We also note the recent contributions of 
other workers. These will be discussed in 
more detail by other workshop participants. 
II. THE MULTICONFIGURATIONAL HARTREE-FOCK PROCE­

DURE 
A. Unitary transformations in the state and or­
bital space. 

the multiconfigurational Hartree-Fock (MCSCF) 
reference state |0> may be regarded as a member of 
the set of states {|j>) 

1°' • £|«g> % (1) 
U> • ; l V c g J (2) 

for which the coefficients C form a unitary matrix. 
The states |* > are given as 

U> = n aljvao (3) 
y rcg 

where it a + refer to an ordered product of crea-
rcg 

tion operators. For convenience we consider real 
orbitals and expansion coefficients. 

A unitary transformation of the states |j> 
may then be described as 

S = i E S.(|k><0|-|0><k|J Jko (5) 
T = exp(-S) is a un i ta ry matr ix and S a real a n t i ­
symmetric mat r i x . 

A un i tary transformation of the o r b i t a l s may 
s im i l a r l y be described as 

a' = exp( i K)aT exp( - i <} 

where 
'"it V s ( a > 5 - a+ar) (7) 

From Eqs. (6) and (7) we get 

K " z "t^'I'-'hr • »s Xsr ( 8 > 

where X = exp(- c) is unitary and < antisymmetric. 
The set of excitation operators {a*a } and 

{|k><0|} may be linearly dependent. The elimina-

reference state has been described in detail in 
ref. [7]. 
B. The second order multiconfiguration Hartree-
Fock approach. 

We will now determine stationary points on an 
energy-hypersurface where variation in the orbitals 
and in the expansion coefficients C is considered. 
A new reference state |0> may then be obtained by 
means of unitary transformation 

|6> = exp(i K) exp (i S)|0> 19) 
The total energy then becomes 
E(K,S) « <0|exp(-1S)expHOHexp(1ic)exp(iS)|0> = 

<0|H|0> -i<0|[S+K,H][0> + VO|[S,[H,S]]|0> 
+ H <0|[K,[H,K]3|0> + <0|[S,[H,O]|0>+... (10) 

A stationary point on the energy hypersurface is 
obtained when 6E(ic,S) = 0. We get 

6E(K,S) = -i<0|[6S+6K,H]jO> 
+ <0|[6S,H,S]|D> + <0||>,H,<]|0> 

+ <0|[S,[H,6K]]|0> + <0|[5S,[H,<]]|0>+.. (11) 
where the double commutator is introduced. Neg­
lecting third and higher order terms, Eq. (11) can 
be written in matrix notation as 

\ V I 
where we have used Eqs 
the notation Q = a a 

. (5) and (7) and 
, r > s and R^ = | 

(12) 
introduced 
|n»<0|. 

w = 
V = 

<0|[Q, 
<0|[R, 

,H]|0» 
,H]|0> 

(13) 
(14) 



/<o|[Q,H,qt]|o><o|CCq,HLRt]|o>\ 

[<0|tR,[H,Q t]]|OxO|[R,H,R t]|0>/ 

''0|[q,H,Q]|OxO|[[q.H],R]|0> 

(15) 

(A-8)"' = U t"' U T 

The transformed Eq. (17) becomes 

\ <0|[R,[H,q]]|q><0|[R,H,R]|q> 
Eq. (12) nay be rewritten as: 

; )—>- ' ( : ) 

(16) 

(17) 
An iterative procedure can now be established to 
get 6E = 0. For a given set of orbitals and coef­
ficients the matrices W, V, A and B are calculated 
from Eqs. (13), (14), (15) and (16). The vectors 
K and S are then evaluated from Eq, (12) and a new 
coefficient matrix and a new set of orbitals are 
determined from Eq. (4) and (8). The procedure is 
repeated until the numerical value of W and V 1s 
smaller than a specific tolerance. The above pro­
cedure is a second order procedure which performs 
the variation in the orbitals and in the coeffi­
cient In a single step. It will be denoted as 
the one step second order approach. 

A two step second order procedure may be de­
scribed as follows. After an Initial guess of 
orbitals the matrix T in Eq. (4) is determined 
from a configuration interaction calculation. We 
then have 

<m|H|n> - E„ « m n (18) 
and the matrix V becomes equal to zero. 

The matrix < that contains the effect of vari­
ation in the coefficient matrix through second 
order may then be determined from a partitioned 
form of Eq. (19) 

- K- (A1 - B' - Y)" 1 W (19) 
where 

A' = <0|[Q,H,Q+3jl>> (20) 
B' -= <0|[Q,H,q]|0> (21) 

v = <O|[[q.H],R+-R]|O><0|[R,H)Rt]|0>"1 

x <0|[Rt-R,[H,Q+]]|0> (22) 
From Eqs. (8) a new set of orbitals may be derived, 
a limited CI calculation performed etc. This pro­
cedure will be denoted the two step second order 
approach. 

Calculations using these approaches and ap­
proximations to these techniques are reported in 
ref. [2-4]. 

III. CONSTRAINTS IN THE INITIAL ITERATIONS OF THE 
MULTICQNFIGURATIQN tlARTREE-FQCK. PROCEDURE 

Numerical experience has shown that in the 
first couple of iterations, matrix elements of the 
Hessian may show a great relative variation as a 
result of the initial guess of orbitals. As a 
consequence, the step length of the iterative pro­
cedure may have to be reduced until the variation 
1n these matrix elements from one iteration to the 
next becomes small. We use a mode damping scheme 
so that we may perform a controlled walk on the 
energy hypersurface. 

For the one step procedure we consider the 
spectral representation of the Hessian 

•t) 

Cl-'C) 

(23) 

(24) 

(25) 

(26) 
The matrix elements that couple the orbital and 
the coefficient optimization are in most cases 
very small and 7 then predominantly refers to the 
orbital space and S to the coefficient space. We 
limit the step length that may be taken by re­
stricting the allowed size of matrix elements of 
J and K. Mejise different values for constraints 
applied for S and K since the amplitudes of the 
dominant configurations very seldom change more 
than 10S during the Iterative procedure, while the 
orbitals may be completely changed during the 
iterative procedure, e.g. 1f the initial guess of 
orbitals contains a very diffuse orbital 1t may 
become tight as convergence progresses. Numerical 
experience has shown that it is only for a small 
e matrix elements that constraints have to be ap­
plied. We apply a constraint whenever (e |<0.1 
a.u. then the corresponding 7 {or T ) is replaced 
by £j (or S°), if \7 \ (or |S |) is greater than 
|?J| (or |S0|). Note that the sign of 7° (S°) 1s 
not changed from «"„(£,) for positive e . However, 
if a particular mode Is predominantly orbital in 
nature for these calculations we automatically 
force the mode to have a positive e (regardless 
of the magnitude of e ) and the sign of 7° (S°) 
may change when compared to 7(5"). For an 
orbital mode with negative e , <A\) is replaced 

For some cases 1t may be difficult to distin­
guish between orbital and configuration modes due 
to a very degree of coupling between the orbital 
and coefficient space. The degree of mixing in a 
particular mode is defined by the number x that is 
equal to the sum of the square of the coefficients 
in U f that relates to the configuration excitation 
operators R . In the present calculation, we ar­
bitrarily define a mode to be mixed or configura-
tional if -c is creater than 0.3. More complex 
criteria to reduce -the size of the step length may 
be introduced in even more difficult cases. The 
above described criteria have, however, proven 
sufficient to get even the very highly correlated 
excited states considered so far to converge. For 
the two step procedure we similarly consider the 
Hessian matrix 

• r i - i . , (A.' - B' - V ) - 1 = U e"'- U T (27) 
and the transformed second order equation becomes 

-K = e" 1 "U (28) 



where _ . 
K = U + K (29) 
W = U + W (30) 

We constrain the orbital transformation if |e j< 
0.1 a.u. in which case the corresponding ^ is re­
placed by -?*, if ̂ _ is greater than ^ ° . Acaln, 
the sign of 79 is the same as < unless e is neg­
ative, in which case K? will have a different sign 
from < . 7 is automatically replaced by 7° when 

P p v P 
e is negative. Constraints cannot 'S directly be 
applied in the configuration space, ;s the corre­
lation coefficients are determined iiom a limited 
configuration ir^raction calculation. Hoivever, a 
damping in the correlation coefficient variation 
may indirectly be introduced by minimizing the 
coupling between the orbital and the coefficient 
cptimization (minimize the effect of Y in Eq. (19)}. 
This can e.g. be performed by adding an arbitrary 
number to the total energy difference E - E Q > which appears in the denominator of the matrix Y 
in Eq. (22). We would however, point out that 
constraints that are introduced in this fashion do 
not represent a controlled walk on the energy 
hypersurface, and we have for that reason not ex­
plored that possibility further. 

Calculations using this technique are reported 
2-5 

in the literature. In, for example, a calcula­
tion on the second state of T symmetry in Cn, a 
stringent damping of the mixed or configurational 
modes is important. 
IV. A METHOD TO REDUCE THE NUMBER OF TWO ELECTRON 
INTEGRAL TRANSFORMATIONS IN A SECOND ORDER MULTt-
CONFIGURATIONAL HARTREE-FOCK PROCEDURE 

Successive unitary transformations of the 
rrbitals may be described as 
a*(n+]) = exp(Mn))..exp(lK(Z))exp(Ml))aJ; 

exp(-Ml))exp(-i«(2))..exp(-iK(n)) (31) 
where fa*(n+l)} denotes the set of creation opera­
tors obtained after the n unitary transformations 
have been carried out. We . ;• "vnrpss a*(n+l) in 
terms of the initial set of creation and annihila­
tion operators by successive application of the 
relation 
exp(1«(2)) = exp(u-{l))exp(iK{2))exp{-i«(l)) (32) 

etc. 
Operators with no tildes refer to the original MO 
basis where only an initial two electron integral 
transformations has been performed. 

Similarly the multiconfigurational reference 
state obtained after .i applications of the HCSCF 
Newton-Raphson equation and two electron transfor­
mations can be written as 

|6(rn-l)>=exp{lK(l))exp(1<(2))..exp(Mn)) 
exp(iS(l))exp(iS(2))..exp(iS(n))|0> 

= exp(Ml))exp(M2))..exp(Mn))|0'(n)> (33) 

The Newton-Raphson equations are set ^p and 
evaluated using the original creation and destruc­
tion operators through first order in M l ) , * ( 2 ) , 
...,*(n)}. This involves evaluating the Hessian 
with respect to the updated reference state 
|0'(n+l)> (but zero order in «) and W and V are 
evaluated using |0'(n+l)>. In addition a term 
first order in * must be introduced in W and V. 

Preliminary re ;s using this technique are 
extremely encouraging. Numerical examples (see 
Table I) for the h~ 1, , 1-and t states of Or, 

l"6 : "9' * V "•'" Jg ' * 
indicate that an accuracy of 10 a.u. in the 
total energy may be obtained by carrying out 2-3 
two electron integral transformations, which is 
about half the number of transformations required 
to obtain the same accuracy in the second order 
HCSCF approach. An accuracy of 10 a.u. is 
obtained after one further iteration is carried 
out with a second order MCSCF scheme. 
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Table I * 
Multiconfigurational Hartree-Fock calculation for 0 2 

\ \+ \ 

iteration 

second order 
appr. orb. trans. 
E(n) 

one step 
second order 
E 

second order 
appr. orb. trans. 
E(n) 

one step 
second order 
E 

second orde~ 
appr. orb. trans. 
E(n) 

one step 
second order 
E 

1 -149.6988026494(3) -149.6988026494 -149.6441430440(3' -149.6441430440 -149.6682277317(2) -K9.6682Z77317 
2 -149.7370464186(2) -149.7274007471 -149.6749197928(2) -149.6662568385 -149.7013552056(1) -149.6934258436 
3 -149.7379417888(2) -149.7360408815 -149.6759382826(2) -149.6735764049 -149.7043636264(2) -149.7018991625 
4 -149.7379421299 -149.7379190965 -149.6759392410 -149.6758765596 -149.7043799305 -149.7043337841 
5 -149.7379421202 -149.6759392359 -149.7043799292 
6 
7 

-149.7379421299 -149.6759392411 -149.7043799309 

E is the total energy in atomic units. The number in parenthesis is the second order approximate orbital transformation procedure indicates 
the number of times the second order (exact or approximate) equations have been applied in between each two electron integral transformation. 
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An tmproved scheme 1s presented for calculating multl-confIguration 
self-consistent field wave functions of electronic systems for whii-h the 
symmetry group Is stmply reducible. Our formulation 1s based on expan­
sion of the orbltals In a basis set, but Is otherwise entirely general. 
The MCSCF equations are derived from a multi-state variation principle. 
In the algebraic development extensive use 1s made of shell and term 
replacement operators, permitting a transparent formal development In 
which symmetry properties are fully exploited. The resulting scheme Is 
manifestly quadrat leally convergent In the genera 1 casp. Suff1c lent 
detail Is presented to provide the ^ar.fs for efficient computer imple­
mentation. 

DEDICATION 

During the last half century or so our knowledge of electronic 
structure in atoms and molecules has grown from humble beginnings to an 
extensive and Impressive tody of data. While many of these data have 
come from Ingenious and p<. nstaklng experimental work, other important 
Information has been obtalr^d from theoretical calculations of steadily 
increasing sophistication and scope. Prc.nlnent among the underpinnings 
of such calculations for molecules has b?en — and still is -- what has 
been called by Its inventor, Robert S. Mulliken, the MO-LCAO method: the 
electrons are assigned to molecular orbltals, and each molecular orbital 
Is expanded as a linear combination of atomic orbitals. While this 
basic Idea was already very fruitful In semi-emp1rleal calculations. It 
also provided the corner stone for what Is now called the a prlo-l 
approach, In which an atom or molecule 1s represented by an all-electron 
wave function, and the full electronic Hamlltonfan is used without fur­
ther approximations. The developments presented In this pap&r represent 
1n a certain sense the closing chapter of the formal development of the 
construction of wave functions by the LCAO principle. \}& consider it a 
privilege to dedicate this paper to Professor Mulliken, tn honor of his 
numerous Invaluable contr1 but Ions to theoretlea i moleculir stnrturo. 

I. INTRODUCTION 

The description of a many-electron atom or molecule by means of 
approximate wave functions expressed In terms of Slater determinants 
(SD) built up from one-electron functions, or spin-orbita1s (S0>, has 
great appeal. It yields a computationally tractable approach while 
permitting a straightforward Interpretation of the N-electron wave 
functions In terms of the constituent SO's. The conventional Hartree-
Fock self-cons 1 stent field (SCF) method for atoms (Hartree, 1957; Froese 
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Fischar, 1977) uses a single SD, or a minimally necessary set of SD's to 
satisfy symmetry requirements, and numerically computed orbital*. The 
SCF concept can also be realized by Introducing finite expansions for 
the SO's In terms of a basis set (Roothaan, 1951, 1960). This expansion 
technique currently dominates the treatment of molecules, and has also 
been very successful In the case of single atoms (Roothaan and Bagus, 
1963). The present paper constitutes a further development of this 
expansion technique. 

Although tha SCF method often yields a good first approximation for 
the electronic wave function(s) of an atom or molecule, there are many 
Instances when this approximation is Inadequate. Among the many differ­
ent approaches by which one can obtain wave functions of higher quality, 
the multl-configuration self-consistent field (MCSCF) method occupies 
a unique position as the most natural generalization of the SCF method. 
This approach preserves the appealing feature of compact wave functions 
constructed from a relatively small number of orbltals, providing a 
simple basis for understanding and Interpreting atomic and molecular 
phenomena. 

In tha MCSCF method one constructs term state functions (TSF> as 
linear combinations of conflours^lon sjfclifl functions (CSFJj the latter 
are defined as symmetry adapted linear combinations of SO's arising from 
a single configuration of orbital assignments (Hlnze and Roothaan, 
1967). In the final MCSCF wave function*s) the expansions of both the 
SO's in terms of basis functions* and of the TSF's In terns of the 
CSF's, have been optimized, so as to satisfy ihe variation principle for 
the chosen state of the system. By contrast, In tha Method of conflag­
ration Interaction (CI> only the expansions of the TSF's In terns of the 
CSF's are optimized, while the SO's are usually taken as the solution 
of some type of SCF calculation. 

In the usual MCSCF formulation the variation principle ts applied 
to the energy of a single state. The Idea of a multi-state variational 
expression was introduced by Docken and Hlnze (1972) and refined by 
Ruedenberg, Cheung, and Elbert (1979); upon closer examination, It 
appears that this Idea Is entirely natural In MCSCF theory. This .. 
approach Is particularly useful whenever a collection of states, rather 
than a single state, 1s relevant for a physical process; examo-les are 
radiative transitions, thermodynamics! state functions at finite temper­
atures, target states In scattering situations, etc. Tiru variation 
principle as formulated In this paper Is even more general; it permits 
also a mixture of different states of ionization of the same SPL-CICB. • 

The determination of the optimal SO and TSF expansion cooffIcients, 
which constitute the MCSCF solution, Is an algebraic but nonlinear 
problem, which must be solved by Iteration. Many different schemes for 
obtaining the MCSCF solution have been proposed and usiid. These schemes 
can be roughly classified Into four groups. In the* first group Lagrange 
multipliers* whlctt are introduced to maintain ortlionorncl ity constraints 
for the SO's, play a dominant role (Veil lard, 1966i Clement 1 and 
Velllard, 1966t Das and Wahl, 1966, 1972i Hlnze and Roothaan, 1967i 
Hlnze, 1973i Wahl a,id Das, I977t GoleblewskK Hlnze and Yurtsevcr, 
19791. In the second group the generalized Brtlloutn theorem (L#vy and 
Berthler, 1968) Is the dominant feature, and Is Invoked to fomulat* the 
so-called sueer-CI scheme (Greln and Chang, 1971; Greln and Banerjee, 
I975t ianerjee and Grain, 1976, 1977( Chang and Sehwartz, 1977* Ruttlnk 
and van Lenthe, 1977i Ruedenberg, Cheung and Elbert, 1979). In the 
third group exponential transformations of the SO's, or equivalent 
transformations which produce the same results, are Introduced; this 
approach leads naturally to a Hewton-Raphson type procedure for the 
determination of the SQ's, and assigns subordinate roles to the Lagrange 
multipliers snd the generalized Brillouin theorem (Levy, 1969, 1970, 
1973; Polazzo, 1975; Kupfievlch and Schramko, 1975; Kendflck and 
HI 1 H e r . 1976; Dalgaard and Jdrgtnsen, 1978). In the fourth group 
exponential transformations are Introduced for the TSF's as well as for 
the SO's (Dalgaard, 1979; Yeager and Jtfrgenun, 1979; Roothaan, Detrlch 
and Hopper, 1979; Lengsfleld, 198/Js We'rn*--r and Meyor, 1980). This new 
TSF transformation replaces the more usual procedure of solving the TSF 
secular equation system, which Is used In the first three groups. Tha 
present paper gives a comprehensive and detailed account of the deriva­
tion and solution of the MCSCF equations as they arise in this fourth 
approach. 

The simultaneous exponential transformations of SO's and TSF's per­
mit a much more powerful analytical framework for the MCSCF process than 
was hitherto possible. Firstly, it permits us to formulate the MCSCF 
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variational problem straightforwardly and concisely In terms of 
essential no.i-redundant variables. Hence we need not Introduce Lagrange 
multipliers to maintain constraints on the variables. In fact, orbital 
energies, as well as the total energy, no longer play a pivotal role in 
the variational process; they can of course be evaluated for monitoring 
purposes as the calculation proceeds. Just like any other interesting 
quantity. Secondly, considering the variational energy as a Taylor ex­
pansion In terms of these essential non-redundant variables, It Is easy 
to write down explicitly the linear and, the quadratic terms. Truncating 
this expansion by dropping all higher order terms, the variational 
problem which remains Is solved simply and directly by the multi-dimen­
sional Newton-Raphson procedure. The latter Is equivalent to a matrix 
Inversion problem, which replaces the usual combination of the eigen­
value problem for the TSF's and the pseudo-eigenvalue problems for the 
SO's. The Newton-Rsphson process yields only an approximate MCSCF 
solution because of the truncation) and rust therefore bo used Itor-
atively. It Is however quadratIcally convergent: generally about 3-4 
iterations should suffice to obtain the converged MCSCF solution, which 
Is In sharp contrast with the convergence behavior of the common first 
order methods. 

The double exponential transformation effectively disposes of the 
two most difficult — and related — obstacles encountered In tradition­
al MCSCF calculations^ the coupling between the: SO and TSF optimiz­
ations, and the often painfully slow rate of convergence tor worse, 
divergence). The coupling between SO and TSF optimization has been 
discussed by Das (1973); Das, Janls and Wahl 11974); Chang and Schwartz 
U977>: and Dalgaartt and J^rgensen (197B). The Idea of dealing with 
this coupling by use of an exponential transformation for the'TSF 
variation, analogous to the exponential SO variation, v/us introduced by 
Dalgaard <1979) and Independently by lloothaan, Detrich and Hopper 
11979). The conceptual and computational advantages that are realized 
by expressing the orbital optimization process in teimis of a unitary 
transformation written In exponential form w&re first recognized by Levy 
(1969, 1970. 1973), who used this approach to derivo en Improved multi­
dimensional Newton-Raphson process for MCSCF orbital optIralzation. The 
same process was derived, without Introducing the exponential trans­
formation explicitly, by Kendrlck and Hlllier (1976). Within the 
framework of pseudo-eigenvalue problems, the work of Hlnze and ttoothaan 
(1967) appears to be the first successful attempt to formulate a multi­
dimensional Newton-Raphson process for orbital optimization. 

Ue regard symmetry considerations as Integral to the MCSCF method. 
The SO's and TSF's are required to have definite symmetry, so that they 
belong to Irreducible representations of the appropriate atomic or 
molecular space and spin symmetry groups. Consequently, Instead of 
individual SO's, one actually optimizes orbital she!Is. each consisting 
of a set of SO's degenerate by virtue of symmetry. Likewise, Instead of 
Individual TSF's, one optimizes spectroscopic terms consisting of a set 
of TSF's degenerate due to symmetry. Full exploitation of symmetry re­
duces the variational problem to be solved numerically to a problem In 
terms of nori-vanlshtng non-redundant quantities only. Here we accom­
plish this with a comprehensive and explicit formal algebra, under the 
assumption that the applicable symmetry group is simply reducIble 
(Ulgner, 1940, 1941). This covers the most Important cases since 1t 
applies to atoms as well as to the vast majority of molecules. The gen­
eralizations necessary to handle the exceptions are straightforward, but 
are not presented In this paper. 

In a practical MCSCF calculation the choice of the set of configu­
rations, as formally defined 1n terris of SO's, is of great Importance 
for the success of such a calculation. Currently available experience 
In this respect has been reviewed by Detrich and Wahl 119C0). There are 
two specific methods of selection which deserve special mention. The 
first one Is the even-replacement MCSCF model (Roothaan, Detrich and 
Hopper, 1979). It permits MCSCF calculations at a total cost hardly 
mora than what Is required for an SCF calculation, and it Is consequent­
ly the most economical MCSCF model. The second one Is th;» fractional lv 
saturated MCSCF model. originated by Ruedenberg and Sundber-? (1976) 
under the name ful] orblta.1 reaction spgcg MCSCF method, and recently 
applied by Roos, Taylor and Slegbahn (19B0) under the name complete 
active space £££ method. This model Is characterized by its conceptual 
simplicity, but It leads to very costly calculation?. 

The choice of configurations, combined with our Insistence on sym­
metry requirements for the TSF's and SO's, Introduces considerable com­
plexity Into the evaluation of matrix elements betv/acn TSF's of tlie 
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Coulomb repulsion. This question has been addressed for the case of 
atoms In the work of Racah t!9*Z, 1943). Further work in thin arei, and 
•specially the appropriate extension to molecular symmetry groups, 
should have a high priority In the near future. In this paper we deal 
with the choice of configurations only to a limited extent, primarily 
Inasfar as It has a bearing on the determination of a set of essential 
non-redundant variables. 

Oalgaard's treatment of the double exponential transformation 1s 
carried out within the framework of second quantization. In that regime 
the natural constructs for one' and N-electron wave functions are the SO 
and SD, respectively. The explicit connections between SO's and SD's, 
and also the Nanlltontan operator, are written down In terms of creation 
and annihilation operators. The direct use of CSF's is unnaturalt con­
sequently to date all MCSCF formalisms based on second qu.r.ni inui ion deal 
with SD's rather than CSF's, and end up with a numerical variational 
problem which Is not in Irreducible form. If a further syr.iirHii.ry re­
duction is desired, It Must be Imposed a posteriori. 

Our present treatment deals directly with tha CSF'st wave function 
manipulations take place 1n Hilbert space (von Neumann, 19Ci;>, <-mi in­
stead of creation and annihilation operators v/e use- u.e i-Gpl&teracnt 
operators Introduced by LSwdln U 9 7 7 ) . Also distinctive is our exten­
sive use of the Trace operation, and of projection op'-rctors. Our 
treatment leads quite naturally to a numerical variational problem in 
Irreducible fore, thereby providing the proper basis for the construc­
tion of a computer program of maximum generality, transparency and 
efficiency. 

II. HILBERT SPACE ALGEBRA 

The manipulations required for the optimization of our multi-con­
figuration wave functions can best be expressed as formal operations in 
Hubert space (von Neumann, 1955>. In this section we review the rele­
vant concepts for this, and collect a number of general formulas which 
will be applied In the following sections to more specific Manipulations 
of orbltals and configurations. In order to state thc-se general facts 
with minimum complexity, we use In this and the next section a notation 
which Is sImpler, and -carr les less Informal Ion, than what 1 s needed in 
the following.sections. 

Let jr(* , ("1,2,... constitute a complete orthonormal base in the 
HUbert space of our wave functions. Orthonormal ity Is expressed by 

<W-lty> - S\y (1) 
while completeness permits the expansion of an arbitrary function In 
terms of the base according to 

y - £;Vi&i . (2) 
Using Eq.(I) we easily find for the expansion coefficients 

Taking now the scalar product of y< with another arbitrary wave function 
p we obtain 

this Is conveniently restated and renamed as the closure property 

where J Is the identity operator. 
Let now ^ be a linear operator defined for the entire Hilbert 

space. Its matrix elements with respect to the base u\- are given by 
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Conversely, using the closure property, Eq.(5), we can express the 
operator In terms-of the matrix elements, namely 

A "Z-ifijAji , (7) 
where we have introduced the replacement operators (Lowdin, 1977) 

?£J ' '#><)*« ' ' ( 8 ) 

According to Eq.(7) any linear operator Jf can be expanded In terms of 
the replacement operators &j t with the matrix elements Aji as the ex­
pansion coefficients. Hence these replacement operators play an analo­
gous role with respect to operators »<J do the basis function-: uy with 
respect to wave functions. 

The matrix elements of the replacement operators are easily seen to 
be 

For the product of two replacement operators' we find 

and consequently for the corresponding commutator 

tPtj.fu* • fijfiu - p*t?ij • *U% - hjf;t • m i 
For any operator Ji there exists a Hermit Ian conjugate operator _4* 

defIned by the requ1rement 
<f\/t*\f> - <«JI>#ly> , (12) 

where y> and $ are any two functions In Hllbert space. It follows easily 
that 

t-ijfyty 
A*-- (15) 

Given an algebraic expression containing operators and ordinary 
(complex) numbers, the Hermltlan conjugate evoresslon is obtained by 
taking the complex conjugate of all numbers, -he Hermltlan conjugate of 
all operators, and all operator products in reverse order. Furthermore 
any equation Involving operators remains valid if we substitute for the 
operators the corresponding matrices, and vice versa. 

There are certain types of operators which have special signifi­
cance. They are distinguished according to properties with resr-ect to 
the Ir Hermltlan conjugates and/or the!r e tyenvalues, say A, namely• 

(151 
< 17) 
(IS) 

- 0 , (19) 

!20) 
where c> denotes the null operator. It Is easily seen that the Hermttlan 
conjugate of the various operators are of the same type: Jf* is Her­
mltlan, X * Is ant l-Hermlt Ian, etc. Furthermore, iX is ant t-Herni i t Ian. 
and iX is Hermltlan. Note also that J Is Hermitfan, unitary and ider.i-
potent, while fr Is Hermltlan, ant1-HermltIan, Idempotent and nil potent. 

Hermltlan: *'•* , Hij " H{j , I = J 
anti-Hermit Ian: X* - -X . X*<; - -XfJ . T = -a 
unitary: U'U.J . HuHUlj - ' y , 1X1 . i 

Idempotent: Jt • Jt UHitMy = ntj , > = 1 I 

n11 potenti S'-0 , Wii"*} • " • i . ff 



g 
, 1lbert space. I l be r t space. 

The exponential of an antl-Hermltlan operator yields a unitary 
aerator, namely 

U**X*J*X+ --Z2 * . . . (21 ) 

Conversely, given any unitary operator U we can always find an antl-
Hermitlan operator I so that Eq.<21) Is valid. Although these facts are 
rather well known, for the sake of completeness we present th-s proofs In 
Appendix A. 

The unitary operators are particularly important for describl 
transformat Ions with In H I lbert space. When all wave functIons and 
erators are subjected to a transformation by the same unitary oper 
U, the transformed wave functions and operators are obtained by th 
formal defInltIon 

Appendix A. 
mportant for describing 

~nd op-
rator 

_. _. _. _ _„ the 
formal defInltIon 

Vi - <iVi • 
Jl' - V.DV.* i 

It Is well known that all relations between wave functions and operators 
also hold for the correspondIng transformed quant It tes. 

The role of the matrix elements U(S is two-fold. On the one hand, 
ve r?ad11y find for the transforned basIs vuncttons and replacei'^ni 
operators 

On the other hand, if we express arbitrary functions and operators, say 
\p and fi, and also their transforms, ^' and A', in terms of thif original 
reference base v>- and operators ^ 7 . nauc-ly 

t - T-i+;H 

*•*,,'#*}. 
we fInd eas I ly 

Eqs.(23) express transformations of geometrical objects, and are 
sometimes called act Ive transformat tons. In contrast, Fqs.(25) express 
transformations of coord I nates, and are somet t me-; called pass I ve trans-
format Ions • 

T r a c e d ) * X,-^(-; . (26 

We observe that this definition is Independent of the basis chosen, as 
of course tt must be 1f we want to speak of a function of nn. operator. 
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The +-ace is a 11 near funeft1og with respect to both scalers and oper­
ators , namely 

Traced + *JB) - tfTraee(*) + ̂ TracetB) , (27) 
where A and JB are any two operators, and af and yft are scalers. With re­
spect to a product of operators, the Trace is Invariant under cyclical 
permutations of the factorr. In the product. It suffices to state 

TracefjM.. .#) - Trace<*.. .*» , (28) 
since repeated application of Eq.<28> can yield arbitrary cyclical per­
mutations. 

Any Hermltlan, ant1-Hermltlan. or unitary operator can always be 
brought Into diagonal form by choosing an appropriate basis. Since the 
diagonal elements are then the eigenvalues, we obtain In this case 

TraceU/) - Z{%i • (29> 
where 4>#, A»X or-A'U, and 2,*Ji*>.< are the eigenvalues. 

We obtain another Interesting use of the trace by writing the 
general matrix element Ace of an operators? in the forai 

Aij - TraceC^y) (3#) 
Eq.<30) provides the basis for formulating quantum mechanics as a trace 
algebra <Lo*wd1n, 1977). 

r? an operator P 1s both Hermltlan and Idempotent, It Is Ckiled a 
projection operator, or projector: 

The eigenvalues of f are restricted to 1 and B\ the corresponding e1gen-
functions span the Image space and the shadow space of 9% respectively. 
These two subspaces have a null intersection, and their union consti­
tutes the entire Hflbert space; we say that the projector f defines a 
decomposition of Hllbert space Into two cmplomentav^ subspaces. 

It Is easily seen that, given any projector S*. th« operator f-f Is 
also a projector) It ytelds the same decomposition of Hllbert space as 
does f, but with the roles of image space and shadow space reversed.* 
Thus It is also true that the Image spaces of # and J-fare complemen­
tary t we say therefore that P and i-P are complor.ientary prelectors. A 
special case of such a complementary pair Is provided by / and P". 

The dimension of the Image space, say a*, Is called the dimension, pf 
the prelector. Because of Eq.429) we have 

d - Tracet*) . (32) 
Obviously the null operator & la the <one and only) trivia\ projector of 
dimension Z\ projectors of dimension 1 are called prtwlt\ VQI all other 
projectors are compound. 

Two projectors, say 9 and #* are called orthogonal when their image 
spaces are orthogonal) this occurs If and only If Pf»fl»P =6\ Clearly a 
complementary pair of projectors Is also an orthogonal pair, but the 
converse Is not necessarily true. It Is useful to general lie the notion 
of an orthogonal pair to an orthogonal set, of * pfo.joctocs A , 
tf-1,2 which satisfy " 

tf - ft . 
*• " fyft ' 

Given the orthogonal set of projectors J^, it follows easily that 
'" Z*ft (34) 

is again a projector. Conversely Eq.(34> gives the decomposition of the projector P Into the components ?«, the latter forming an orthogonal set of projectors of lesser dimensions. A fundamental theorem of Hllbert space algebra states that any ̂ .-dimensional projector can be decomp'oajd Into & .orthogonal primitive, projectors. ~~~ 
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We return now to .the replacement operators Pij Intrdduced before, Eq.<8). The off-diagonal ones, Pfj with iff , are n I lpotent; they are 
often called shift operators. Th<F diagonal ones, *iv for t'^1,2 
form an orthogonal sat or primitive projectors. The closure property, £q.(S>, can now b« restated as the decomposlt ton o_f the Identity into primitive projectors, namely 

J - Xi?ii • <35> 
Essentially all our wave function manipulations will be confined to a subspace of Hllbert space. Adopting a suitable basis, this subspace ts spanned by a subset of the basis functions *?<*. say for ics, The sub-space Is obviously the Image space of the projector 

For any function tf- In the subspace the operator & acts like the Iden­
tity, namely 

&r ' y (37) 
while for any function outside of the subspace, that Is, In the shadow 
space, P acts like the null operator. . 

Given a projector P% we define for any operator A the associated 
projected operator Jr by means of 

Jt - tfit { 38 ) 
It is easily seen that this is equivalent to 

Aij • Aij , * « 3 and J <=• S 
%ij « B i *$ or j+ S 

Given a projector P± ^ » n operator J la identical with its associ­
ated projected operator -T, namely 

: } 

we say that the operator la Interna \ to the Image space of ?. The 
condition (40) Is equivalent to 

J9f ~fJt * J9 , (41) 
and also to 

Aij • * , i <fc S or j <£ 3 {42) 
From Eq.(41> follows the commutation relation for an Internal operator 
and the projector defining the subspace, namely 

t*,t* - 9 (43) 
It should be noted however that Eq.(43) Is not a sufficient condition 
that M Is Internal to the Image space of J*. 

The most Important application of projected operators Is the 
following. Let A , JB, 0,••• be a set of operators internal to the image 
space of the projector J*, and let Jt, Jt... be any operators in general. 
Then In any operator product in which each general operator is riant-od 
on both sides by an Internal operator, we can replace the- general oper­
ators by their associated projected operator;;: for instance 

AK*tC ' /tilth IUI 
An interesting corollary of Eq.M4> concerns the trace of a product 

of operators. Since the trace Involves a cyclical product, we have for 
Instance 

Trace(XIA**) « TracefrM*/} , U S ) 
because X is flanked by A and • , and / Is flanked by t> and Jt. A spec!,-*! 
case of this type of relat'on occurs In the evaluation of matrix-
elements of such a product of operators between wave functions, say y> 

84 



and #, which ara confined to tha Image apace of ?. In this case the 
operator 

Jb - \f><f\ < « > 
i s I n t e r n a l t o t h e Image space of P, hence 

<f#|JC Ij*-> - T r a c e ! * * ) - Trace<J*\»> - <f\$\f> ( 4 7 ) 

An obvious generalisation of Eq.(47) Is 
<atuf**l*> - <^l^i«iy> , C4B> 

which will be particularly useful later on. 

III. THE MULTI-STATE VARIATION PRINCIPLE 
Ordinarily one determines (a) variational wave funetlonts) for a 

bound state by demanding that the expectation value of the energy for 
that state, expressed In terms of (a) wave funct.1on<s> with adjustable 
parameters, becomes stationary to first order for any permissible In­
finitesimal variations of these parameters. In this section we general­
ize this variation principle, so that we can determine a set of wave 
functions which Jointly describe a finite number of states o? our system 
(Docken and Hinie, 1972j Ruedenbarg, Cheung and Elbert, 197 i» 1. 

Let W i ("l.Z n be the orthonormal set of wave functions to be 
subjected to the variation principle. In case any of the states under 
consideration Is degenerate because of symmetry, the set fj must of 
course include a full set of degenerate partners satisfying the appro­
priate constraints. 

For the variational energy expression we adopt a weighted average 
of the energies of the various states given by 

e • £ l < K 7 < p f i j C i « v > ( 4 9 ) 

where K Is the Hamlltonlan of the system, and t»ve weights *-,- are re­
st r Icted by 

"V - *V > B , "I 
y ism r ;*t- l J 

For degenerate states we expect of course to choose these weights 
identical for the degenerate partners. 

The energy must be stationary with respect to all variations we 
permit for the wave functions y«. Among these variations we must of 
course Include unitary transformations of the set yy, analogous to what 
we must permit for th« wave functions of a degenerate state wh*n apply­
ing a symmetry-breaking perturbation. Hence we must allow the trans­
formation 

ft • < «v -Zjtj<**>ji . (s i ) 
which leads to a variation of the energy given by 

the last term representing all terms of second and higher order in the 
parameters Xty . 

Assuming first all the weights to be different, the requirement 
that f£ must vanish to first order for any permissible choice of the 
parameters Xg/ yields 

<?il&lt/> " B • ' f J t 5 3 > 

The proof of this statement Is not quite trivial, since the Xty «re not 
completely independent! it Is presented in Appendix B. * 

If »,• and f; are degenerate partners due to symmetry, one must of 
course choose a*/ a^« and Eq.(53) no longer follows from the variation 
principle. However, In this case Eq.<53) Is a consequence of the sym­
metry constraints on the wave functions which must be honored by the 
variational process. 
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If > Y and y»/ ara not daganarata partners dua to symmetry, and we 
stilt choose wff**ff, Eq.<53) follows neither from the variation principle 
nor from symmetry constraints! however, w* can than guarantee Eq.<53> by 
carrying out an additional unitary transformatlon of the wave functions 
which leaves the variational energy Invariant. Clearly It is only In 
this last form that the wave function* can be Identified with physical 
states. 

Hence having adopted £q.{49> as the variational energy expression, 
we have obtalnad the eminently reasonable result that the variational 
condition Implies that the wave functions must satisfy, or may be chosen 
so as to satisfy the usual secular equation system. It Is furthermore 
Interesting to note that this fact does not depend on the choice for the 
magnitudes of the weight factors. On the othsr hand, the- magnitudes of 
the weight factors will affect the variation with respect to parameters 
other than Xfj, 

Finally, we nota that our variation principle reduces to the stand­
ard variation principle for a single non-degenerate statt- for ft*I • and 
to the proper symmetry-weighted one for a 5 ingle degenerate stale, 
choosing of course equal weights for the different pai Lnc-rs. 

IV. CONSTRUCTION OF N-ELECTRON WAVE FUNCTIONS 
FROM ONE-ELECTRON SPIN-ORBITALS 

The N-aTactron wave functions we use to describe stationary states 
of atoms and/or molecules ara built f'-*m a finite set of tf one-electron 
sptn-orbltats <S0), where of course H>tt, The SO's are denoted by 
*^i«(<*); this notation is explicit with respect to symmetry character­
istics and electron coordinates, namely 

> (or p.* *>...) designates symmetry spec test 

«f I or p. J*- • • • J designates fyw.eyt.rj> subspac last 

t lor j',i(,..,) labels spln-orbltals not distinguishable by sywwetryi 
a(or i.e....) labels electrons, representing space and spin 

coordinates. 

For any given 3t there are definite ranges for wt and for »'; we say 
that *( and i' ara subordinate to ) . The range of at Is the degree of de­
generacy d\i ordinarily this will encompass spatial as well as spin de­
generacy. For given At, the set of dy degenerate SO's is called a 
she!1: thus the compound Index At is a shell Index. Me establish a 
canonical order for the SO's by taking them In dictionary order with 
respect to the compound Index Aitf; In this arrangement the SO's are 
grouped In shells, and shells occur grouped by symmetry. 

In general, matrices referring to shells have the Index structure 
**>•/. A special case t* that of matrices which are blocked by symmetry. 
In those matrices the elements with Jktft either vanish or are meaning­
less} the non-vanishing elements are conveniently Indexed by it'J rather 
than 3H%J. 

It Is convenient and customary to require that the SO's form an 
orthonormal set. We adhere to this practice, so that 

Clearly, the SO's ^i,v**> span an M-d1 mens tonal subspace of the H U b e r t 
space of one-electron functions of electron •; In general, a function 
in this subspace will be designated by •'<a>. 

Choosing now any N-membered prderecj 9ubsefr fro.n our canonical set 
of SO's, we can construct the corresponding K-electron antisymmetrIzed 
product or Slater determinant (SD) according to 

$* i m 1 .' ««" (*-'foft / «• <!)...* . <*> , <55) 
where j? Is the antIsymaetrtier. Specifically, Jt Is the projector 
defIned by 

» - w's?;', tr-ir . (561 
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whara •£. represents tha distinct permutations of tha alactron coordin­
ates, with a*-"1 f o r *van, and *>"-l for odd permutations. 

Note that we demand that tha SO's In Eq.<55) ara an orderad subset 
of tha full set. As a result tha SD's defined by Eq.(55> ara Independ-
antt It 1s aastly saan that thay ara In fact orthonormal. Tha total 
number of SD's that can ba constructed 1n this manner Is given by tha 
binomial coefficient (£)t they span tha SO product jxftfjL. It being 
undarstood that only antlsymmetrIzed products of SO's are considered. 
In ganaral. a function In this spaca wtll ba designated by V or f. The 
^-electron wave functlon(s) for our ato* or Molecule Is (ara) to be 
found In this SO product apace, which Is, of course, a subspace of the 
complete Htlbert space for our problem. 

Each SO Is at least partially characterized by It* shell occupation 
nuabars «3j(., which specify how Many SO'i of each shell were used to construct the SD. Obviously these occupation numbers Must satisfy 

* < « * < * • I 
*».-n»t « * * J 

Each distinct solution of Eqs.<57J specifies a conflauratlon. whtch la 
dafinad as tha set of SD's associated with that solution. 

In general a configuration spans a reducible representation of the 
symmetry group of the system, ty subjecting the SO's of «•) configuration 
to I suitable unitary transformation, we can decompose this reducible 
representation Into Irreducible components. Tha linear combinations of 
SO's which result from this decomposition are called configuration, iilil 
functions (CSF). To do justice to the symmetry properties we denote the 
CSF's by #4^4. analogous to #jt-a for the SO'st here A (or £,...) refers 
to symmetry species, A (or#,..•) refers to symmetry subspecies, and P 
(or (J,,..) labels CSF's not distinguishable by symmetry. Since the 
CSF's ara obtained from the SD's by a unitary transformation, they form 
a new orthonormal base for the SO product space, hence 

< ^ M I * I M > • *tn,ut m s*sW** • <"' 
And because the CSF's have definite symmetry properties* they, rattier 
than the SD's, f s the most useful building blocks for wave functions of 
actual states. 

In the standard version of self-consistant field <SCF> theory, the 
atomic or molecular wave functlon(s) for a particular spectroscopic term 
Is (are) taken to be a single CSF (a degenerate set of CSF's), and the 
SO's are to be optimized. In the most commonly used version of mu111 -
configuration self-cons 1 stent f if Tq" (HCSCF) theory one uses in general 
superpositions of CSF's for a spectroscopic term, and the CSF expansion 
coefficients as wall as tha SO's are to be optimized. In the present 
version of HCSCF theory we represent simultaneously several saectrc-
scoplc ^army by superpositions of CSF's. In a practical HCSCF calcul-
atlon one rarely uses all possible CSF's; instead one chooses a fairly 
limited set of CSF's guided by physical reasoning, past experience 
and/or intuition. 

From our chosen set of CSF's we construct term state functions 
(TSF) according to 

*AIA - * P W A « •• t s " 
for given A/, the set of degenerate functions f m represents a spectro­
scopic term. Demanding orthonormality for our TSF'S we obtain 

<9AX^A7*> ' Ẑ CJupdrV ' 'j TJ ism 
The particular HCSCF strategy we want to use requires that we consider at all- times a sat of TSF's which spans the same space as does the sat of chosen CSF's. In actuality of course only one (or a few) of these functions Is (are) used to represent a spectroscopic term (or termslt the larger set is needed for carrying out transformations to achieve successive Improvements. Therefore the coefficients Ctpz form a square unitary matrix which Is furthermore blocked by symmetry. 



Slnca in the construction of TSF's from CSF's the species label/ 
1s preserved* wa nay permit tha number of electrons to be a function of 
A» say #A. Hanca our MCSCF model is used to construct in gener.il, from 
ft common sat of SO's* many-electron wave functions representing several 
spectroscopic terms of different excitation and/or ionization. Thus the 
species label A now classifies wave functions as to spatial symmetry, 
spin symmetry* and degree of Ionization. This further generalization of 
the multi-state variation principle of the previous section Is feasible 
and profitable since wave functions with different numbers of electrons 
are now related through a common set of SO's. The shp.ll occupation 
numbers for the CSF's are now properly denoted by %M? Xi ' l n c'V satisfy 
of course * 

In the Ideal MCSCF formulation the variation of the SO's is re­
stricted only by orthonormalIty. In this paper we restrict ourselves In 
addition to the mathematically more tractable expansion rc-ofi.î  for the 
SO's. We adopt a set of one-electron basis functions detioieit by 
?a>rf<*>< I" obvious analogy to the SO's ffj»-«<*!t j» (or e,r,...> labels 
basis functions not distinguishable by symmetry, and Is subordinate-, to 
X. 

In general, bails functions are only orthogonal If they have dif­
ferent symmetryt In fact their scalar products arc- given b-

<JV<«"*•,,„,<•» - ; « , ^ 5 ^ * • < 6 " 
where 5 j # . 1* •" element of the overlap matrix, which, as the notation 
Implies,'** blocked by symmetry. The overlap matrix is Hern it Ian, 
namely 

Furthermore If the basis functions are linearly Independent, as they of 
course must be. the overlap matrix Is also positive dt-f intra, that ts 

*>»rv5»/»S 
for any non-trivial set of coefficients C» A (trivial would be Ci*"* for 
• II ;>). ' ' 

The SO's are now put forward as expansions in term- of the basis 
set, namely 

fa«ta) - ^ W " V 
orthonormalIty of the SO's yields for the expansion coefficients the 
constraints 

VVv*c»w " 'v 
The MCSCF strategy with respect to the SO's 1s analogous to that for the 
TSF's. We require that the SO's «*»,-* and the basts functions XIA* sp?" 
the same space, and carry out linear transformations of the- SO' s to 
achieve successive Improvements. Hence the coei'i'icipnvs e a* t* are relat­
ed by unitary transformations In order that Eq.(6r>; i-.--r..-Ins valid. 

V. SHELL STRUCTURE AND MCSCF MODELS 

In order to carry out an MCSCF calculation on a particular atom or 
molecule with a given one-electron basis set, we still have to supply a 
certain amount of structural Information which remains constant through­
out the MCSCF variational process. This structural information consists 
of the number and symmetry species of the spectroscopic terms, and tlietr 
weights, In the variational energy formula; the number and all the rele­
vant particulars of the CSF's to be ust-d for the construction of the 
TSF'si and. In a wider sense, all the quantities dt-rived fror-i this which 
are used and remain constant during the MCSCF variational process. The 
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specification of this structural Information will be referred to as the 
choice of an f*C*CF model. The choice of appropriate MCSCF models for 
particular physical systems or processes Is a vry extensive subject, 
much wider In scope than for Instince the choice of one-electron basis 
functions. In this paper we touch upon the questions associated with 
the different models only Insofar as they affect the organization of the 
formal algebra to be presented. 

To a considerable extent, different MCSCF models are distinguished 
from one another by their Invariance characteristics with respect to 
permissible SO and TSF transformations. These permissible transforma­
tions are unitary* and they preserve the exaet symmetry -- species and 
subspecies — of the SO's and TSF'aj In the following "transformation" 
will always wmmn "permissible transformation", unless explicitly 
specified otherwise. 

In order to discuss invariance with respect to SO transformations 
lucidly, It la useful to define, at three different levels, fully oc­
cupied or closed she 11 at, i partially occupied or f ract lonal she! Is; and 
unoccupied, virtual or eajgt,y ahel Is. 

At the first level we define these categories for a single CSF (or 
a set of degenerate CSF's)i clearly this Is the dnfinltfon appropriate 
for, and familiar from, ordinary SCF theory. Denoting the tlu-eo cate­
gories by CJI^I Ij^ and E ^ . we have 

>« = i„ if *tfM • d» • 

Xi~EAp if TI^U • * 
At the second level we define the corresponding categories for the 

set of all CSF's -- and therefore also all TSF's — of the sm,te species, 
s a y A . This definition Is appropriate for the uost comr.ion MC'iCF formu­
lation* The closed and empty' shells aro defined as tiio;;,; th^t are 
closed and empty for all CSF's of species At the- fractional shells are 
the remainder. Thus a shell which is closed in some, and empty in the 
other CSF's of species A* becomes a fractionally occupic-:1 sic 11 s\ the* 
present level. Denoting the present categories by Cy|. F* ami Eyj. they 
are conveniently defined in set-theoretical language by 

where »- represents complementation. (J represents the union operation. 
and t\m represents the intersect Ion operation to be repeated over all P. 

Analogous to the second level, at the third level w= define the 
categories for all CSF's -- ind TSF's -- regardless of species. This 
definition *s appropriate for our present most general MCSCF formula­
tion. Denoting the present categories by C. F and E. we have 

c • 1A " ft/U>(-AP 

E - OA • fW E ^ 
f • - W 

We note that, progressing from the first through the third level, 
the sets of closed and empty shells generally decrease in size, while 
the fractional set Increases, namely 

CHP = C„ = C . 
E/IP = E„ = E , 

In this work we are primarily concerned with the first and third levels-, 
The third level set of closed shells, C* is commonly called the core. 



At the first level, the CSF's ffApA are invariant under all SO 
transformations entirely within CAp or entirely wtthfn £Ap , and occa­
sionally also under soma, or perhaps all. SO transformations within F ^ . 
The best known ease where the CSF's are Invariant under al1 SO transfor­
mations within Fyj» occurs when fyp consists solely of half-filled shells 
with all spins parallel) we express this formally by 

FAP « H t70> 
An example of this situation Is provided by the 4s3d J\ *S description of 
the ground state of the chromium atom. 

Progressing from the first through the second to the third level* 
we note that all CSF's, and consequently all TSF's and the MCSCF energy. 
will be invariant under all SO transformations entirely within C or 
entirely within E, and occasionally also under some SO transformations 
within F. An obvious example of the latter is the half-ahel1 model. In 
this model all participating CSF's have the gam? pet of half-filled 
shells with parallel spins, that is, Eq.(70) holds for all Af. Clearly 
H is then a subset of F| wa write 

F - H • F' (71) 
where F' consists of those shells which are fractional at the third 
level, but closed or empty at the first level In the Individual TSF's. 

So far we have described invarlance of the MCSCF process due to In' 
variance of the Individual CSF's under SO transformations. Since the 
TSF's are constructed from CSF's by a linear expansion at yet to be op­
timized, the MCSCF process will also exhibit trwartfence vhen an SO 
transformation leaves the 1 inear manifold of C L' t- ' s. rathe r than the In­
dividual CSF 'y. Invariant) we say that such an SO transformation induces 
a linear transformation of the CSF's among themselves. In general of 
course CSF transformations induced by 50 tranrf c-rmst ions do not have 
this special property. 

The most extreme case of this type of Invariance occurs when we let 
the entire SO product space, or at least Its maximal subspaces of the 
required symmetry species, participate In the MCSCF process. In this 
case all orthonorma! sets of SO's which satisfy th* syr.ir.ic-i i-y require­
ments are equivalent] thf problem of SO optimization 1s trivially solved 
by retaining whatever SO's we have In hand, and the MCSCF solution is 
obtained by carrying out a straightforward confIguratIon Interaction 
(CI) calculation. Clearly, since SO optimization no longer plays any 
role whatsoever, this MCSCF model Is somewhat of a perversion of the 
MCSCF concept. In addition to this, for all but very sr.ia U systems with 
only a handful of electrons, the model Is highly Impractical due to an 
unmanageably large number of CSF's. 

A somewhat more practical case of this type of invarlance occurs In 
the fractional1v saturated MCgCJ model iRuodenberg and Sundberg, 1976t 
Roos. Taylor and Slegbahn. I98ff): given an assignment of SO's for the 
core C and the esipty set E, we use the SO's of the fractional set F to 
construct all possible CSF's of tho required symmetry specie?. In this 
model the MCSCF process Is Invariant under all SO transformations within 
F, as well as under those within C or within C. Vhile the model is at 
first sight attractive because of Its conceptual simplicity, it also 
suffers from too many CSF's unless one uses only a handi'ui of fractional 
shells. Hote that for C"E"0» where 0 is the null s n , v.-a obtain the 
complete SO product space model as a limiting c^sn. 

At the other end of the spectrum is the evon-replacement MCSCf 
model. In this model, the CSF's of a given spc-cles and :.uh pecies^ say 
tjiM for all P, are built from an even-rep1acei,tant set of VD's; such a 
sat in turn Is characterized by the Fact that any ti.'o SIt's arc, related 
by an even replacement of SO's. Note that we do not. demand that the 
even-replacement rule holds between SO's used tor tite construction of 
CSF's of different species or subspecies. 

The even-replacement MCSCF model has tho following simplifying pro­
perties: 1) there are no invarlances under SO transformations other than 
those arising from transformations within C or E, or within H if appli­
cable) 2> the SO's are always natural sp in-orbit;. Ic; 3) compared to more 
general MCSCF models, the number of non-vani sh i n<i two-plidron matrix 
elements 1s drastically reduced. Theso inherent s iupl if icii. ions rc-ncier 
this model much more economical than oiherr,: in feci cz 1r uli-ticns by 
this model are comparable in size and comp l.-x i ..y ir< o.-tiin* r«- m 
calculations. 
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The rational* for tha avan-raplacemcnt HCSCF model follows fro* two 
Important observations: I) tha construction of CSF's from SD"s always 
follows tha even-replacement ruloi 2> for a two-electron system, an 
exact wave function is always expressible 1n terms of r.n (Infinite) 
•van-replacement sat of SD's. The first observation \r. of course a 
necessary prerequisite for the validity of tha model. The second ob­
servation, combined with our hope and/or belief that electron correla­
tion Is essentially a sum of pair Interactions, suggests that the even-
replaeement HCSCF model is capable of producing wave functions of high 
quality, at least for a calculation involving only a single spectro­
scopic term. On the surface, this expectation Is contrary to experience 
with CI calculations, where single replacements have- proved to he Im­
portant. However the findings of CI calculations are not necessarily 
transferable to HCSCF calculations, in which the 50':; h«ve l-ec, careful­
ly optimized. V* suggest that calculations in the near vuture be do-
signed In part to ttirow light on this question; the relax. Ivc ••-conouy of 
the even-replacement model is too tempting to leave that zv&ma.' unex­
plored. 

Broadening our horizon, there is a very large variety of inter­
mediate possibilities between the even-replacniiio.yt and i.h-i Fractionally 
saturated MCSCF models. A satisfactory thoorewicM ur.d* •• it;.i.(Mt.g r.nd 
appropriate classification of the possible models does not ewlst av this 
time. From a practical point of view, such an understanding would un­
doubtedly be very helpful 1n developing affective- «,trater- its for the 
selection of CSF's In a wide variety of physical problems. Conversely, 
we can expect that the experience which Is now accumulating from practi­
cal calculations will help to deepen our understanding of MCSCF models. 

In analogy to Invarlanc* under SO transformations, the varlojs 
HCSCF models can be further distinguished according to invar lance under 
TSF transformations. For this purpose we divide tha TSF's Into two 
set*: the occupied terms which are present In the energy expression. .*nd 
the unoccupied terms which ara absent. In practfee it Is simpler to sa^ 
that the occupied and unoccupied terms are both present in the energy 
expression, with non-vanishing and vanishing weights, respectively. It 
will be shown later on, in connection with the determination of essen­
tial non-redundant variables, that tha HCSCF process is Invariant under 
all (permissible) transformations within TSF subsets of the sane weight, 
and barring a numerical accident, under no other Til transvormatIons. 

VX. TRANSFORMATIONS OF ONE-ELECTRON AND N-ELECTRON WAVE FUNCTIONS 
As discussed before, our MCSCF strategy calls for Improved wave 

functions In terms of reference SO'S 9*j)4a((a.> and reference TSF 's ^jiZA' 
Ve need to daflne transformation operators which are specifically tail­
ored to the Index structures and arguments of the SO's and TSF's. Ue 
must furthermore define additional operators by sur-imtng over subspecies 
and/or electrons, and discover useful properties of, and relations be­
tween those various operators. 

Analogous to the general replacement operator defined by Eq.iB), we 
now deftna the most elementary one-electron operator, the SO replacement 
operator, by 

Its Hermitlan conjugate Is given by 

<•«,,./„«" - £,'/»,».«<«> • '73 1 
Whan forming tha product of two such operators we must distinguish be-
wean the cases of the same or different arguments. For the same argu­
ment we get, analogous to Eq.Clf) 

For different arguments no similar formula applies. However in general, 
for either the same or different arguments, we have the very useful 
commutation relation 
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A on,-«-1fctrpn sh,11 rsplicsmsnt optntor Is defined by 

J5,,yla> - E r f ^ . ^ V " ! (76) 
tts properties follow saslly from Eqs.(72-75), namely 

*>,•/<»> " ^ J / i " " • (77) 

fs^ui.^ttibn - hihsSuf>tj«*i - h/?*n<a» • (79) 
Summing over electro;! arguments* we define now also the N-electron shei 1 
replacement operator 

its properties follow from Eqs.<77,79,80)« namely 

'?<•/-«"»/.' • ' • " 

When applying the variation principle, the shell replacement opera­
tors permit us to perform the SO variations In the most lucid manner. 
In fact i the onw-electron operators (761 are the basis operators needed 
to describe the transformations of the Individual SO's. while the 
N-alectron operators 180) play an analogous role for the transformations 
of the TSF's which *rm Induced by the SO transformations. 

Wo define the one-electron antl-Hermltlan operator 
JTta) * Zj tyf J t fy(«)Jry t- . (83) 

A new set of SO's Is now obtained from the reference SO's by the unitary 
transf orir-at Ion 

„ , X(tLL 
which can also bo stated as a matrix transformation of the reference 
SO's. namely 

We note that the matrices U and X refer to shells, and that they are 
blocked by symmetry, this Is precisely what (s needed for a permissible 
transformation which preserves the symmetry properties of the SO's. 

From the one-electron ant t-Herml 11 an operators (83) wt- now con­
struct a corresponding N-electron operator by means of 

X - i^Xla) - Zuj?AyXV' ( 8 5 J 

Because of the commutation relations 

«(«>,X<»)1 - & 
(86) 

Itt(«>,!tH£)) - * 

we can now define an N-electron unitary operator U by means of 

w X(<t) 3LX(a) X 
U- fl^Wta) • TT.e - e • t (87) 

Let now SF be any function In SO product space defined 1n terms of the 
reference SO's ^»,-„U>. tf we subject all SO's simultaneously to ths 
transformation (B4>, the resulting transformation In SO product spac» Is 
g1 van by 



9' - U¥* € i? i (88) 
we call <B8) the Induced TSF transformation. 

It >s remarkable that the antl-Hermltian operators which effect the 
one-electron and Induced N-electron transf ormat Ions, Jt(<t) and Jf, are so 
simply related: they have the same matrix elements Xw/ with respect to 
their natural basis operators* .**,•; (a) and 'A,*/, respectively. There 
1s no corresponding simple relation between U<«) and It. This under­
scores the superiority of the ant 1-HermltIan operators over the unitary 
operators In this context. 

We can apply the transformation (88) to our set of CSF's # > M , or equivalents to the TSF's IF^ , to yield 

$[** - ttftfiAi - « tt^jM . "1 ( e g j 

In general the set of chosen CSF*t • A P A does not span the full SO pro­
duct space. It Is too much to expect that under the transformation (89) 
the CSF's (or TSF's) would transform among themselves: the CSF (or TSF) 
manifold Is In general not Invariant under an SO-induced transformctlon. 
However It is possible that such invar lane* occurs for some of the oper­
ators Ui In this case the CSF and TSF transformations, and their Inter­
connection, are given by 

UAU ' lPQCAU>UAWCAQJ ' 
The operators V for which the CSF manifold Is Invariant will later prove 
to be of particular significance In connection with the elimination of 
non-essential variables. 

In addition to the S0-1nduced transformation, thts TSF's are also 
transformed by varying tho expansions In terms of the CSF's; we call 
this the direct TSF. transformat Ion. We define, analogous to the sliell 
replacement operators, the N-electron term replacement operator 

which has the matrix alements 
<>AtJ,S»l " <%«l«MT'!fl-i>|> • SAI'II**] • (911 

furtharmora It 1s aaslly saan that 
*5v*;W/ • <92> 

««7«ll« • ' « ' « % « / • < " ' 
««I«"«MI. J " ' « < ' « « ! « - S*l<t*U > C94 > 

Defining now the N-electron antl-Hermltlan operator 

y • Z*u<!*Tj\n • '95' 
we obtain a new set of TSF's from the reference TSF's by the permissible 
unitary transformation 

A *A1A • <«' 
which can also be stated as a matrix transformation of the reference 
TSF's, namely 

* * » " *AlAVAU " l&JUA^AXZ ' *«* > 
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Finally, we must write down, the combined TSF transformation which 
results when both the induced and the direct TSF transformation are per­
formed. The required formula Is 

*itA ' UV*41A " e X * \ t 4 • < 9 7> 
We observe that In general the operators X and tf (or, equlvalently, U 
and V) do not commute. Hence we cannot combine the two exponents fn 
Eq.(97). nor can we change the order of the two exponential operators. 
One clue to remember this order correctly Is the notion that y 1* de­
fined with respect to the reference TSF's, and not with respect to TSF's 
changed by an SO-Induced transformation. 

VII. MATRIX ELEMENTS OF SYMMETRICAL ONE- AND TVO-ELECTROM OPERATORS 
Let ?(«} be a one-electron operator which ts symmetrical with re­

spect to the symmetry group of the system. Analogous to Eq.461>, the 
matrix elements of fla) with respect to SO's and basis functions sim­
plify to 

<W«I^II^(.» - Wy^y ' I <98> 

< * v < ( a ) , i ' < a > , W a , > " ***»*/*&» * •* 
Here the Kronecker deltas depend only on symmetry) they are a special 
case of what are called symmetry factors. The F\t± *"d /i>* do not de­
pend on the subspecies, and are called reduced Matrix elements. 

Similarly, let $<a,£>-£<•,«), fl^*, be a two-electron operator which 
Is symmetrical with respect to the symmetry group of the system. The 
most general treatment for the matrix elements of Gta,i> 1s considerably 
more complicated than for the one-electron operators /<*>* the degree 
of complexity is a function of the structure of the symmetry group. We 
now make the simplifying assumption that the group Is sImply reducIble 
(Wlgner, 1940, 1941). Such a group Is characterized by <1 J Inverse 
elements are In the same class; and (2) when decomposing the product of 
two irreducible representations into a sum of such representations, no 
representation In that sum occurs more than once. These two properties 
are sufficient to guarantee the existence of Clebscli-Gordan coeft" f-
c lent s, which Is the ma 1 n reason for the result! ng s f.nipl 1i" 1 cai Ions . 
As mentioned before, the assumption that the group is simply reduclbVe 
covers atoms and the vast majority of molecules. 

For simply reducible groups the matrix elements of C(a.6> with re­
spect to SO's and basis functions simplify to 

< X v « < f t l * * y ( i , * < ' f l , * > l V , < * ) * / V a ) > 

where now the M ^ * ^ , »»»•*£,< * r # t h e symmetry factors, while &*,>/ yjt*/,,* 
* n c l 8*tM* *rmt** * r # " • reduced matrix elements. The index *, called 
the coupling "ndex, Identifies the resulting symmetry species arising 
from the decomposition of the product of species X snd f*. lor if and fii. 
If the symmetry group is not simply reducible, a general 1zation of 
Eq».(99> with a slightly more elaborate Index structure applies. Since 
Eqs.(99> are most frequently applied to electron-electron interaction, 
we shal 1 ca 11 the two-electron symmetry fcictori elect ron interact Ion 
COUP!inq coeff1clents; they satisfy the symmetry relations 

Similarly the two-electron reduced matrix elements satisfy the symmetry 
relations 
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G*u-/,>*/*.* • *Af*,*ty* • 1 ( I i r i ) 

Using the definition of a Hormltlan conjugate operator, Eq.(12), we 
find for the Hermltlan co-ijuaates of the roducad matrix elements 

ftv • v • 

<?*,>,Art,* • ZfjU,fM,* • 

**/•/•»<'"'".* 'h*W**"•* ! 

furthermore. If tha operators ^<A> ind C ( a > ) ara Hermltlan, that Is 
J*(ol - #<«> , 1 

we have for tha reduced matrix elements 

(1*3) 

*</ ' Fi'j 
y*a, -4» • 

«!.>/. tlkpt,* • ^Xtfy,otft.K 
/»/»/•<« J"fJ,n W/"»-•"•/".« 

Ue call attention to the facts that the ffrst two Eqs.(102> are an ob­
vious restatement of Eq.(15> for the case of matrices blocked by sym­
metry, and that tn order to «stablfsh the last two Eqs.(ljff2) one needs 
to Invoke the complex conjugate symmetry of the electron Interaction 
coupling coefficients expressed tn Eq.(L00). 

If Hai nnd j<*,4> are the one- »nd two-electron operators of the 
Hamf1ton1an of the system, the reduced matrix elements •*»*y , f*tt* frj»>y-, tig ft.Ht $*£M+>»r0>j* a r e often referred to as the gne- and two-
f Lect ron Intyqry is o v r ?Q's and baslf functions. respectively; and 
since the. Hamlltonlan Is Hermlttan, they obviously satisfy Eqs.(l£T41. 
These Integrals over SO's and basis function:, are furthernore related by 

^iif,j,»krt,K. mZAync'tf**trJ>frt,*rft,*ptt<liiJ • ' 
The calculation of ^a«y and (rjnp*jtvtft,n by means of Eqs.(lF5> Is often 
referred to as the Integrals tr*niform*tlon. 

Within our MCSCF model, we need to evaluate one- and two-electron 
matrix elements only between wave function:, #<*) which .ire confined, for 
each argument a, to the space spanned by the SO's ̂ a,-*<">, or equivj-
lently by the basis functions 3f)u-*<G!. Hence v/e can u.-;e the mactiinury 
of projected operators developed earlier, Ccs. 1 36--* If >, i'or- the evalu­
ation of such matrix elements« 711? relcvr.i.. pro.ic*. iocs in i li i s cast- are 
the JSP projectors for e*ch argument, IW.I.I. 1.' 

so that 
f « >ft(a) • d><a ] 

The projected one- and two-electron operators are now defined by 
?<a> - P(al/(a)?(») 

( 106 J 

3f(a) - Wal/l«i?(*i , 1 
2<».*i - y"(a >.?<*)£(«,* if<4)j><a> J 

We now make the Important observation that any function ¥ in the SO 
p.'Oduct space Is, as far as the argument a Is concerned, of the type 
jf(a)t therefore 
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*U>* • f UJS7M 
Anothar Important observation Is that tia> commutes with any oparator 
which Is Internal to tha SO product space. In particular, pt*.) commutes 
with any replacement oparator defined 10' fir, or any algebraic con­
struct thereof] It suffices to stata 

ff (a), 9»u,ttfit (*>!•* 1 

as fro* our N-al 
ctron operators 

} 
>cti 

} 

For tha evaluation of physical prop«rt1as from our N-alactron wava 
functions wa naad tha total one- and two-electron operators 

$ - I ^ U ) 

Ve deftn* the corresponding total projected onf and two-electron 
operetorj 

Nota that all components of 'and £ ar» Intarnal to tha SO product 
spaca, albatt by forca of different projectors. Consequently, following 
Eq.<48), If V and # ara any wiv* functions within, and * and 2 are any 
operators Intarnal to tha SO product space, then 

<#i/f»i*> - <i\Af*\*> J 
Eqs.(ll2) guarantee that 1 and £ * r * projected operators associated with 
2 and g, respectively. The actual projectors which accomplish this 
correspondence are of no particular Interest for our pn?st-nt purposes* 
and we chosa to omit then. 

The projected operators can now be expressed in terms of rodueori 
matrix elements and replacement operator-;. Aftc-r some a l^el-ra \,i. .* -ir,d 

„ ' \ <113 > 

where w* hive Introduced the two-ehol 1 ruplecewent operator 

This oparator satisfies the symmetry conditions 

and the commutation relation 

* hismh^timpt,* ~ tpt,****^,^?*,* ( I l 6 } 

Using Eqs,(111,113) we can now express the matrix elements of i and 
2 r ltwaen *,ny two functions in SO product space In terms of the matrix 
Clements of shell replacement operators and reduced matrix elements. In 
particular, for the matrix elements of f and £ between CSF's we find 

<*W?'»W - l-iij**H,*ijFiji • "1(117) 
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where we have Introduced the atructure constants 

*AH,UJ ' ^ W i y ' W ' } UIS> 

These structure conitanta express how the CSF's are constructed from the 
SO's, and are hence constant In a given calculation. They satisfy the 
symmetry conditions 

Putting J*»4! In Eqs.(llt), the structure constants reduce t;> the 
usual expressions known from single configuration SCF theory, namely 

*A»,ACJ * *ij*APt>* 

- *>., ft fyt ** *Ar; JU\/y, * . 
where tha ej^ it* are tha shall occupation numbers Introduced before, fqs. <57'>, while c+r a «,«/,* • nd X^ # »,. mj%m * r e t n # faniliar Coulomb inter­
action coefficients Ind exchange*"n\erac\ion coeffIc loots, respectively. 
They satisfy the symmetry conditions 

*A*t*i>iy't* " **>•*•*&* * c*r**y\**>* : } 

In 

Host of the Coulomb and exchange Interaction coefficients can be 
further reduced to simpler quantities by 

'«-», >•"#«/*« ' **•**'**£*Ar,*J • 1 f *icsCApU£Ar or 1 ^ 

in that the only Coulomb and exchange interaction coefficients which 
need to be established separately are those with jkicF*0 and WcF.^. 
Eqs.(122>, *•* is the coupling Index Identifying the Ident teai repre 
sentatlon of the symmetry group, and Xj „ is a set of constants dipend-
Ing on the symmetry group only. " 

The evaluation of the structure constants for PfQ, as well as the 
fractional-fractional Interaction constants for p*Q, 1s a complIcatcd 
subject. Powerful techniques have been developed by Racah to solve this 
problem for atoms (Racah, 1942, 1943); the specifics of these techniques 
are Intimately connected with the structure and properties of the appli­
cable symmetry group. To solve this problem In general for our' present 
HCSCF formalism, we need the analogue of Racah's algebra for arbitrary 
simply reducible groups. Such a general solution I r. not yet available, 
so that practical HCSCF calculations necessitate at present tlie piece­
meal calculation of the required structure constants by sjveii tc rattier 
than general methods. 

The burden of evaluating the structure constants is considerably 
less for the even-replacement model than for other MCSCI* m&J,.1s. It Is 
easily seen that In the even-replacement model the ont-«lrctton con­stants between any two CSF's must vanish: 

*AH,>tj • " • "*? • <123l 
Tor the general two-electron constants with P^A the simplification Is 
relatively speaking more considerable. Namely for given APQ, that is, 
for a particular pair of CSF's, there are at most two non-vanishing con­
stants for each value of the coupling index x. As a result, calcula­
tions with the even-replacement model are s ign If icant It- more econom lea 1 
than with other HCSCF models. 

It is noteworthy that in formulations based on second qu.int I :nt Ion 
It Is unnatural and awkward to formulate the equivalent oi our two-riicll 
replacement operator (114). This Is no because in the- d.i'lrmion (114) 



the two electrons Must be separately Identified! In second quantitation 
It Is not possible to keep track of Individual electrons. Consequently 
a complete symatetry reduction has not baen achieved to date in any 5CF 
or HCSCF theory based on second quantization. 

VIII. THK VARATIONAL PROCESS IN TERMS OF 
ESSENTIAL ttOM-REuUMvAftT VARIABLES 

The Hamlltonlan of our system, and Its projected equivalent, are 
given by 

. : ? : * : } 
whara f, C, t, 2 ara tha Haraitlan total on*- an* two-alactron oaarators 
• i par Eql-(Il>Tlll>. Our ajltl-itata variational anaroy <a (Ivan by 

« • ZAAHU < « U » * * ^ > - *«%***/<*« *<*AU> : " " ' 
whara At '» tha *>«raa of daaanaracy of spaclaa 4, and tha walanta *r* 
constralnad by 

»«-•"«>• ' I 
Note that In aenerel the energy SUM contains occupied terms with |*V/>* 
and unoccupied teres with H4f** 

It Is useful to introduce the (Hemlt lar. > weight operator V defined 
by 

V - X^etaritfe . mi) 
Obviously V Is internet to -che SO product space; furthermore V i s " " «. In the spirit 

Vpross the MCSCF diagonal with respect to tha reference TSF' s *%»- I" tti€; spirit of Lo'wdln's trace algebra (LSwciln, 1977) we CZ.A now e variational energy In the most compact ion;., 
t « Traced) (128) 

It ts to be noted that during the variational process*** and ft trm fixed 
operators, while*/ moves along witli tiio v r latton .'1a th« #J-operatori;. 

Our next objective Is to define c::sti.t.ii.l ion-redundant vi»*ial>l«? 
for our var latlonal process. f\ uf.\. vi v. r i;.M,.:. is no-.-.-odun.̂ Mt If 
there are no auxiliary conditions for, or constraints on, these vari­
ables. A single variable is non-essential if it occurs In our energy 
expression with vanishing coefficients. Our set of variables 1* 
essential If It, or any linear trans? oftr.?.-. ion *i.!.eroor, cousins no non­
essential variables. 

We subject the TSF's In the encrqy expression (1351 to the vari­
ation 197), and transfer the trans.-, orn-t ton operator'. froi.i the- wsve 
functions to the Hani Hon Ian, tliu-. ohi i...,-. *i u«r vh-.> n.v .. ni*f*M* 

*" mhA*AX<*At*l********¥x*A TAXA> (129) 
This can be rewritten as a trace, in which we carry out one cyclical move, obtaining 

V/**~3r.?r> £ ' - Trace<#V-#'# Jf€ > 
We now use for the exponential transformations of *V ind* f the well-known 
expansion In terms of commutator*".. Tiio rer.i'Vt. ir 

*=' - TraceCCV - I*f.yl * j l a V . y l . y J - , . . ) 

o? * t*.zj • frcr.zj.xi • ...>] nan 
Inserting In Eq.<131> the expansions for X and y. Eqs.(85,95). we 

obtain for £' a Taylor expansion in terms of the matrix elements of the 
transformations, namely 



* r J y Z « J ' l y , rf«XV.' ^ W 

where £ l a g i v e n by E q . < 1 2 t > . and 

t i : : - Tr«c.(BI#.7,.yl) . <133) 
6 < « " -Tr»t«(H/. * « / • * ' • < 1 3 4 ' 

tXiilhU" iTrec.HMlrf.«5 uyl.»J.|/I • U i r . f ^ / l . ^ . y l ) ] , (135) 
« i ^ « ' -Tr«c.(«r.i A r /«»?.«i^J) . ^ <136) 
«<u,r<; • i T p a c t d W / . f ^ j i , * . , , ! • i W f e < 1 i . t o > « i • <'3?> 

Not* that tha definitions (135.137) hava been choaen so aa to guarantee 

« i V > « " **">•>" ' 1 1131) 
*AI3,:*L " 1**1, AH J 

Since tha symmetry group of our system it assumed to b« simply re­
ducible, we can choose our wave function representations so that all 
relevant matrices are reali furthermore Hermitlan, antl-HermttIan and 
unitary matrices become symmetric, skew-symmetric and orthogonal, re­
spectively. For more complicated structures, like the two-electron re­
duced matrix elements, similar statements are applicable. 

Invoking the real skew-symmetry of the? transformation matrices, 
namely 

y ••?>•• • } 
All ' ' 'All • J 

TAZJ * M / J ' " 'A J J 

we note that the energy expression (132) obviously contains redundant 
variables. We note further that the skew-symmetry Is the only source of 
redundancy, since there are no other conditions which X\ij and Y^JJ have; 
to satisfy to be valid variational variables. The redundancy is easily 
removed by collecting the terms In (1321 which contain equal and op­
posite matrix elements, and retaining as explicit variables the lower 
left triangular matrix elements Xxcj *'>d *ATJ • *'e designate the sets of 
compound indices of these variables by 3 <for she-11 rotations) and T 
(for term rotations), so that 

AST & T , I > J . J 
It is noteworthy that the formal and explicit removal of redundancy 

from the variational parameter set Is a direct consequence of having 
used the ant 1-Hermit Ian operators Z and V rather than their unitary 
equivalents U and V . This underscores once more the superiority of the 
antl-HermltIan operators over the unitary operators. 

It will be shown In the next section that the sets of non-redundant 
variables X%ij and YAIj can be partitioned Into subsets of essential and 
non-essentlar variables. Denoting the sets of indices of the essential 
variables by 5 e and T c, and of the non-essential variables by $^ and Tm, we have 

5 • S c • S„ . I 

r.W„ . 1 
In our energy formulas the sums over variational variables collapse 

In fact Into sums over essential variables only; we shall use for such 
sums the simplified notation 
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XiJ ' Xiy<=S. • \ 
ATS " 2-AIJC-Tc ' 

In tarns of th« essential non-redundant variables, the new energy 
can now be written In the form 

* iVAlil'*Kt.*All,SKL,AlifSKL • •• 

(149) 

eAzt • em - '*>! • ( U 5 » 

^\ij,AU - *Hj,AZJ - *iij,MI - ekji,Atl • *iji,**I • ( 1 « 7 1 

eAtJ,SKl. " eAl),iKL " lAIJ,zLK " 'AII.IKL * *A7I,XIK • '"•<>> 
while of eouraa also 

eAZ3,2KL ' ^K^AXJ • J 
Truncating the energy expression (143) by dropping all terms of 

third and higher order, the variational problem Is now properly solved 
when X^*; and ^UTJ ** t l 3 , ty 

Solving Eqs.(150) for XxU a n d Y^rj Is a standard problem In linear 
algebra. The concatenated setrof matrix elements iXjuj, YA22 > Is the 
vector of Independent variables j Eq.<143) defInes the *«nergy hypersui— 
face as a function of these warlablest l~£%ij *~ ^AJJ l constitutes the 
vector of first derivatives of the energy, i1*o called the gradient; and 
i£iijtM4t»^ltJ,AT3'^A.fJpIiri.i constitutes the (symmetrical) matrix of 
second derivatives, also called the Hessian. The set of equations <ISO) 
has a unique solution If and only if the Hessian i* oon-sIngular. Since 
the vector iX^fj . Y^j* > contains only essential variables, the Hess ton 
being singular "si-vs's a pathological case. The latter can occur for a 
variety of reasons, prominent among which are a poor choice of SO's. 
CSF's, or TSF expansion coefficients. Ue shall assume from here on that 
we are dealing with a normal case, when the Hessian is non-singular. In 
order to solve Eqs.(1501 without unnecessary loss of accuracy, we recom­
mend the method known as "Gaussian elimination with pivoting". 

The solution (Aj,-,- . VAZJ ' °* Eqs.(1501 now defines the appropriate 
unitary transformation matrices (fc >J,*J a n t* (* ^Air f o r t l i e expansion 
coefficients. Since the entire process is only accui-t,tp through quad­ratic terns In Xnu and V A j 7 anyway, it suffices to truncate these 
coefficient transformations accordingly, namely 

} • 
Hot* that Eqs.(151) contains full sums over all possible Index values: 
hene* the set of matrix elements X H J , Y A X J to be used here is obtained 
by "padding out" the essential non-redundant 5>->t, Inserting c-.pp.->-i u-
values or zeros for the missing ones as appropriate. 
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The truncation leaves a slight discrepancy In the orthonorna11ty of 
the new coefficient! ci^j and ££•/. This will be remedied autcr,t«ti-
cally, however. If these coefficients are ever used for another cycle, 
since a rigorous prior orthonormalfzation of both sets of coefficients 
is a prerequisite for a valid calculations we recommend the well-known 
Schmidt process for this. 

Clearly when 
XXi: -»* , l v « S t , \ 

both transformations [151) reduce to the Identity, and the orthonormal 
Input coefficients Cj^t and Cj^f then constitute tht- converged MCSCT 
solution. Accordingly we define the convergence measure S as the root-
mean square of the matrix elements, namely 

where NXY 1» the number of essential non-redundant variables <*a«y. ^ J J . 
The MCSCF process Is then considered to have converged when * 

£< t . (15«> 
where t Is the convergence threshold ehosen for the particular calcul­
ation. 

Since in the normal case the Hessian 1s non-singular, convergence 
occurs if and only If 

* _. } <155> 
*AtJ+* ' * X 1 < z T t • J 

The first Eq.<156) Is the generalized Brlllouln theorem In the context 
of our HCSCF model, while the second Eq.(15S) signals that the confi­
guration Interaction secular equation system Is sat 1sfled by the oc­
cupied terms. 

IX. DETERMINATION OF THE ESSENTIAL NON-REDUNDANT VARIABLES 

The transformations to which the N-electron wave functions are sub­
jected In any variational HCSCF process constitute a Lie group, which we 
accordingly call the variational group. This group Is separate and dis­
tinct from the symmetry group of the system, which consists of all oper­
ators which commute with the Hamlltonlan. The symmetry group of course 
guarantees symmetry character 1stles — species and subspecles -~ for the 
wave functions which satisfy the Schrodinger equation. In our MCSCF 
scheme we take advantage of this by restricting the variational wave 
functfons accordingly, which In turn shrinks the variational iroup from 
what It would be without such an constraint. We thus obtain the per­
missible varlatlonal group, eons 1stIng of transformat Ions which preserve 
symmetry species and subspecies. 

The permissible variational group is actually the product of two 
groups. The SO Induced transformations U of Eq.(8B) form a group U; 
similarly the direct TSF transformations V of Eq.<96) form a group V. 
The products U V of Eq.(97) now form the permissible variational group, 
which we shall accordingly designate by UV. Obviously XJHJ , JHj*S and 
YAH , Atjcj are the group parameters of U and y\ respectively; together 
*»,•/• Y^-fT ire the group parameters of UV*. Corresponding to each of 
these parameters we define the elementary rotations 

*m • *r"'c*"'"*"'> . >«« = T . J ( I 5 6 ' 
In view of our earlier discussion of MCSCF models, the MCSCF pro­

cess Is Invariant If the operator U causes the CSF's to be transformed 
among themselves, namely 
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«ftl ' *-Q*AQAUA9P 
where the UAPQ • •*• the matrix elements of the transformation. It 1s 
easily seen that the operators U which satisfy Eq.<157> again form a 
group, which Is of course a subgroup of U\ this subgroup consists of 
non-essentlal rotations, and will therefore be designated by Un- If »" 
elementary rotation tin; satisfies Eq.(t571, the corresponding group 
parameter X^- ts non-essential; this is expressed by 

1>iJ*APA " M l M ^ - . / K W • A V = S « • < I S 8 ' 
where the U^e; ^p9 are the matrix elements of the transformation* 

An important special case of Eq.(157> occurs when all CSF's remain 
unchanged, namely 

The operators U which satisfy Eq.(159> again form a group, which 1» of 
course a subgroup of Û ,t we shall designate this subgroup by Li-'- The 
group parameters of tl; will be designated by j^; hence 

uuj*m *A9A •-$i U 6 * > 

The condition <16*) leads to a non-essential variable because ff 
the CSF's are invariant, so are the TSF's, and therefore also the 
energy. The corresponding X* ;j can simply be dropped from the algebra, 
which Is equivalent to putting JTj.'y"^. For the more general condition 
(1581 the argument Is somewhat more complicated. In this case the 
effect of the Induced transformation of the CSF's by ttnj can also be 
obtained by a direct TSF transformation of the type «¥. The precise 
matching of these two operations leads to exactly one non-essential 
linear combination of the applicable X*t-j and some or all of the Xt27 > s* 
It Is not necessary, however, to nail down this Hnear combination 
explicitly! It suffices to drop the offending Xxcj from the algebra, 
leaving the YJWJ'* ** potential essential variables < some of thc-m may 
turn out to be non-essential for other reasons, see belov>. 

We paraphrase our previous conclusions concerning shell structure 
and fnvartance of the HCSCF process as follows. Rotations M-xtl which 
satisfy the condition (158) but not (16fl) are always entirely With In the 
set of fractional shells F. Rotations Unj which satisfy the conditions 
(I6*J are: al 1 such rotations within the er-re C; a,jj such rotations 
within the set of empty shells E; and occasional ly some sucli rotations 
within the set of fractional shells F. On the other hand, rotations 
between shells belonging to any two different categories out of C,P.£ 
cannot satisfy the condition (158), and invar- tartrf. of the energy under 
such a rotation would be an extremely rare numerical accident. Barring 
such an exceptional occurence we summarize our findings by 

; »( = c and ija C 
1. K « = E and iy«=E 

Ai = C and Tjat F 
J. = C and y<=E 
Ai = F and J / = C 
M=F and V«s 
A<=. E and y-c 

. M=- E and Xja F 
The conditions (161) leave unresolved the ambiguous case and 
. The resolution of this ambiguity depends on the MCSCF model used. 

For the half-shell model we have 

102 



Ji e F' 

while for the fractionally saturated model 
J y " = 5 B If »• =• F 

and for the even-replacement model 
J . V = S _ If JtesF 

and A/e=H 
and V e F ' 
and y=H 
and V w ' 
and y « F 

and (161 ) 
We call attention to the fact that the variational variables Iden­

tified by Si, S m and 5 are the group parameters of the nested groups Lit, 
Um and U. On the other hand tb-3 essential variables identified by S € In general do not constitute a set of parameters of any group. 

With respect to direct TSF transformations. It is shown in Appendix 
C that the necessary and sufficient condition for a nor-essentl«l ro­
tation V Is given by 

*W,VJ - 0- (162 J 
The rotations which satisfy Eq.(162> form a group V«t, which Is of course a subgroup of V, If an elementary rotation tfoj satisfies Eq.(162), the corresponding group parame -*r VyUJ Is non-essential; this Is expressed by 

WtTAXjX - C All<= Tn , M63> 
which is equivalent to 

(W4Z-^AT>YAS3 ' B ' W c = T „ (164) 
Hence a TSF rotational variable is essential If and only If the weights 
of the two spectroscopic terms connected by the rotation are different, 
as expressed by 

Ml Tfi »f WAI »* &AJ - J 
It should be noted < hat T* and T Identify the group parameters of V- and 
V, while the essential variables Identified by T. in general do not con­
stitute a set of parameters of any group. 

X. EVALUATION OF THE REFERENCE ENERGY, GRADIENT AND HESSIAN 
We now turn to the actual evaluation of the reference energy, 

gradient and Hessian, defined by Eqs. < 121M 33-137. l*U-Uti,-. in terms of 
weights, structure constants and rpducotl m;.V.r* 11. elemcntr. On account of 
the techniques used for this ev.-. 1 us\. ion, t!.< pi',* fjr~- of qu;.ntKic-5 
fall naturally into three qroupr, Append intj on t !K_ nutnl). r c. £0 roi jtlon 
subscripts; thus the three qrotips fo 
"tfi/in* w.l "oup^nilfcr^r^o.'::-

'•f IS. t. AZl • C. *rJ,ZKt. 

Intermediate quantities the mjir 
TSF's defined by 

Is achieved by uslnn as tl...- H..: . ".ton Ian bi-tween 

^ • ^ W 1 " ^ " " f " " ' * ^ * ' "AZJ " -*AZA<*<*A7A' ' "A ''""^AIl* 
these matrix elements are obviously real symmr-tr fca 1 . name'-y 



Tha raduetlon of £ to tha matrix elements Afc/j needs no comment. 
For tha analogous reduction of M^XJ and **X*,XKL W * U S W £<*.(94> to 
avatuata tha ralavant commutators of V, namely 

Using thasa results wa find after soma algebra 
* • *«% '%- • • ' < •« • <"*> 

Expressing now the Hamlltonlan matrix elements between TSF's In 
terms of matrix elements between CSF'S we obtain 

HAtl m*r**Af«CAi>fCAOT • "73> 
where we have used the fact that the CAM fore a real orthogonal matrix, while the Matrix elements between CSF's are given by 

*AH* <*<«•*'*••> ' " 7 " 
they are obviously real symmetrical, namely 

**»• • *4*e) • *AQf - flTE) 
The Hamlltontan matrix elements between CSF's are now readily 

evaluated In terms of structure constants and r.-ch'ced mr.^-tx eleMcnts. 
Using Eqs. (117,119-121, 12*. 174) wa find r.flor imc .-.lg„:>i". 

*(!«• " rA* * i'l» ' 
differ " ̂ i*d * T*\i*fl 

*A* ' '•»fwtAll»,tit 
rAfQ • *».j*Af.ly%-i • P** 

7AP • 2«ra«-fv6*r',»l,,>«/;«*artl-,/M/>v-,« 

For tha second group we use similar procedures. We introduce the 
matrix olementa of the commutator CV.Pj^-l between TSF's, namely 

»../,Atl • <*AIA'**-W*ATA> 
- Xj,"'Trace(*4Mti',*i,-,ll (1831 

which satisfy 
HUj,All ' Hlij,AIJ ' -"ifi.Att l l t < l 

The reduction of **%.v and £ . . . . , , In terms of these matrix elements now 
yields •* *V'"" 

*»y " ilAIDAi<'AtMti/,Alt • U85) 
'i./.Air- il>A<"At-"Aj">'i.j;iti*»>.j\Ait) <iooi 

The matrix elements of batwaan TSF's are now expressed In 
tarns of tha corrasponding matr1xvelements batwaan CSF's, namely 

\*AP • ( 1 7 6 ) 

"*S . ( 1 7 7 ) 

( 1 7 8 ) 

( 1 7 9 ) 

( 1 8 0 ) 

( 1 8 1 ) 

oiitk.te Ha . ( 1 8 Z ) 
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which satisfy 

HHJ,AU '^fe^nj.Afa^AH^Ol 

To express the Matrix elements M 8 8 ) In terms of structure con­
stants and raducad matrix elements wa evaluate first the commutator of 
tha Hamiltontan using Eqf.IBZ.113,116,124), obtaining 

n?, *ty i • i< < *U '*v - *>,-< fy i 

Using now Eqs.l117,119-121•124,KB,19*) wa find aftar soma algebra 
*>Xij,A» m Fi.j,Af * hij.A* - *>y,AP • " 9 " 
*»y,Ar*<" F>i/,AH> * 6».j,A?a • **Q • < 1 9 2 > 

where 

*Hj,AI> • ,*-1r- /J.-«>l>)v"iv ' " " ' 
F»ij,A*9-WtA*B,Ut**tj-'tit+A*:Jltf . » < • « . 1194) 
hy,Arm^*jJtic

4fiU-tMt,»-eM,ij-,tt,S6Ai>f,*M.« • " 9 5 ' 

aiy,Are " l**-/JP-»ttmKnAfQ,\iftl1»tpml*CrMty,f,m*tlK 
-&lif.tl*ef~l*«A/><),IUl>j,fm*l,K'> • " 0 • '197) 

Tha evaluation cf £*,-/,*// can be accomplished 1n similar fashion. 
Starting from Eq.1190), one derives a formula for the double commutator 
Et*£ * W • < ̂ 47 * which Is linear in the one- and two-electron ^-oper­
ators,'using again the commutation relations (C2.116). This formula, is 
rather long, and since It constitutes an Intermediate result, we oni-t 
Its explicit presentation. Since fi,y,^4/ carries no TSF labels, wc: 
have now no particular need for the explIclt matrix elements of the 
double commutator between TSF's and/or CSF's. Hence In this case tt Is 
profitable to first carry out the sums over the CSF's and TSF's directly 
on the structure constants. 

Ve define weight factors with respect to CSF's by 
»Va " ZX*>AICAFICAOI • " 9 B 1 

which of course satisfy 
» * « ( - "/!/>» • "AQP • H " ) 

Using these weight factors we can now define the net structure constants 

"•,!.' ' XAPBAflP*»/l/>l.- • <-<•"' 
ml.j - *A**,ria

IiA»'Ars*AQW , : r " 
«4.>/» " ̂ W f f W . I ^ / j IU-I 

nUf>j,vtft,ii ' *AHsiaIiAmAfVnAQt,»</y,*trt,* '- 1"" 
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The final formulas for £%,•; M i t »re now given In terms of these net 
structure constants and reduced^'matr tx elements. After a considerable 
amount of algebra we find 

where 

- <*«-"V*»rf-*l/>'y/^i.-i(-*rf'y/H . 1206) 

* fit < « y . W * 'y. *>.<' 

*.*.,></ - W ' 1 ' ' ' *f,'#'v"*'***''•* "" J l r f /V' ) ' l̂'I0, 

* i v > ( ( " ̂ ^^w,"*!.!.-,. - "a,;'-,*" *M,.<~,** *»',•"-*«' 

" (*>^*.,»" *y;«»,** *J *,>>•,*-*»4 .to,, *' 

^ y ^ W • V'j.',.*,,, - **.>«»- *},>«,*• *J,>*,»» 

* a)Li*w,ft,rf1ie''t,mU, »/»/"<" ' 

* G»(i>m,ftp,* "vmit, rpf%t'' 

*"'•/•/, *mp»,* a*jnt, *mfjt 

""lift, •'if,* 6»<ft, "*P;«. 
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'"xtm,**?*,* &y********* 

- *feVM,/«/<4« tfJ«Ve»,/e/r«> 

XI. THE GLOIAL MCSCF PROCEDURE 
At the beginning of an MCSCF cycle we have In hand, tn logical 

order! 
1) one- end two-electron Integrals over bests functional 
2) approximate expansion coefficients which define reference SG'a In 

term of bas t s f unct tons t 
3) structure constants which describe the construction of CSF's from 

SO'si 
4) lists of Index pairs Identifying the essential rotations or the SO's 

and TSF'si 
5) approximate expansion coefficients which define reference TSF's In 

terms of CSF'ii 
6) the weights with which the TSF's enter the variational energy ex­

pression. 
The Integrals over basis functions, the structure constants, the 

Index lists and the weights remain constant throughout the entire MCSCf 
procedure. At the end of each MCSCF cycle we will have in hand Improved 
expansion coefficients, both for the SO's and TSF's, together with the 
convergence measure f, to assess the quality of the new coefficients. 
When S<t, where t Is the convergence threshold chosen for the particular 
calculation, we say that the converged MCSCF solution has been obtained. 

The MCSCF cycle Is conveniently divided Into the following steps: 
1) orthonormal Izat Ion of the Input expansion coefficients tâ ,- and C^n , 

which define the reference SO's and TSF's, respectively] 
2) calculation of the Integrals over SO's, **,•; and OxiMj, »*</*,*. from 

the Integrals over basis functions, fx»m end SXMum.nr*! «• respec­
tively! r j * r r y t r * 

3) calculation of the reference energy £ and the energy derivatives 
£*ij* *AIJ> 'jW,aW« ffA<J»4»* "4X1,1*1,1 „ , .. c 

i) determination or the essential rotation matrices *j»y, **/e*>ft. 
YAJJ ,AlJG,Tt, and the MCSCF convergence measure f; 5a) If #<<•, terminate the calculation, accepting the orthonormal Ized 
Input coefficients Cj^; and C&n as the converged MCSCF solution; 

5b) If S$tt prepare for another MCSCF cycle, obtaining new coefficients 
ca*i*' £A0I by applying the unitary transformations <* Jj/i* , t€^iAtT to the old coefficients C^{ , CApT. " "*' 
The MCSCF process as described Is the multi-dimensional general­

ization of the Newton-Kaphson process, and It Is therefore quadrat leally 
convergent. This means that If we use Input coefficients which are In 
error by £, after one MCSCF'cycle the new coefficients are in error by 
t*. Hence starting with an error of 10"*, we obtain an accuracy of 
10*x. IB"1, IS"*,... after one, two, three,... Iterations. And since 
this behavior only depends on the quadratic approximation of our energy 
surface, maxima, minima or saddle points are attainable with equal 
facility. 

Occasionally MCSCF procedures Involving cubic as well as quadratic 
terms In the variational variables have been considered. In our opinion 
this Is not a particularly fruitful proposition for an MCSCF scheme 
laying claim to any sort of generality. 

It should be emphasized that when choosing an MCSCF model one has 
to ferret out the non-essential variables Jfj»,y and Y^y before pro­
ceeding with the numerical calculation. If a non-essential variable is 
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left >r» Inadvertently, the Hessian will be singular, and wo aie dealing 
with a pathological case. Other pat ho log leal s it.ua I. k-ni, for instance 
when the Hessian becomes near-singular, invariably are cauied by 3 poor 
choice of parameters. Whatever the reason nay bo for a Hessian which Is 
singular or near-singular, the remedy tor such a case ts to rethInk the 
problem and set It up properly, rather than to attempt solving an ill-
behaved set of equations. 

It should also be noted that It Is not at all necessary that the 
Hessian be positive definite In order to guarantee a well-behaved and 
stable MCSCF process. Clearly, the HCSCF process Is stable whenever the 
eigenvalues of the Hessian, positive or negative, do not vanish (within 
a reasonable threshold, of course!. 

Finally we like to emphasize that the procedures we have laid out 
permit the construction of a general MCSCf program which is equally 
applicable to atoms as well as molecules, while at tin? r.nne tin.'- real­
izing the maximum possible benefits from the exploitation of S»'..HIK*I ry. 
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APPENDIX A 
First we prove that If X ts an ant I-Hermittan operator, then 

U - t* <AI> 
Is unitary. Obviously X sati-afles 

X' * X . <T , 
fan - <r , J 

Using now Eqs.lAl.A2) we find 
,rtt-•**.*. «*** . f . t . 

that is. U is indeed unitary. 
Next we must prove that. If U Is a unitary operator, we can find 

an antl-Hermttlan operator X so that Eq.(Al) is valid. We expand U in 
the operator base f*;; according to 

Using now matrix notation, the matrix U can be diagonal lied by another 
unitary matrix V, Since all eigenvalues of U have unit modulus, this 
diagonal izatioii can be written in the form 

V*UV* »*"* , (A5 
where the matrix § Is real diagonal, namely 

http://it.ua
http://Eqs.lAl.A2


we can further mike the angles «V unique by choosing 
* < 4; < Z* 

From Eqs.<A5-A7) follows 

X ' iV§V* i <A9) 
It la eastty teen that A' is. antt-Hermltlan. The operator X which is re­
lated to U by Eq.(Al) Is now given by 

A. * *-y *ij Aj, 

Starting with tha variation of the energy, Eq.{32), we find after 
some algebra 

*£ - IfrAH/j - Wj)ut*ij * tji >Re(Jf,V) 

* i K&ij - tji >Im{*,-;)I + QAlXij\ , (Bl ) 

where 

H;: - <y; l^iy /> (B2> 

Since Re(/^-> and Im</(j'} are Independent, and since by assumption tv,/**,-. the energy Is stationary If and only if 
lit * t-ji •* . i>j . 1 
t ; • • r ( t m 

k;j - tji = H . 1 > J . ) 

which Is equivalent to 
L;j * <tf'i\l\yj> = 0 , i Jj . <B4) 

APPENDIX C 
From Eqs.M30>, which expresses the energy In terms of the oper­

ators describing the variation. It Is clear that the commutation of W 
and y, or equl valently of V a n d tC Eq.l 162), Is a suff ic lent condition 
that the MCSCF process Is Invarfant for such a variation. That 1t 1s 
also a necessary condition can be seen as follows. 

Upon applteat Ion of a genera 1 dIrect TSF transformat Ion the var ia-
tlon of the energy Is given by 

" ' - z W r " " ^ " W*t >YAv"»JZ * • • • • ( C 1 ' 
If the MCSCF process Is Invariant under such a direct TSF transforma­
tion, the corresponding non-essential parameters are designated by T^, 
so that 

t-AIJeT^AX-^J^AT^AJI • * 
We now observe that Invarfance under a direct TSF transformation 

Implies that Eq.(C2> must hold regardless of what we have chosen our 
SO'f to be, provided of course that they form a proper orthonorma1 set. 
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Thus, except for • n r t numirlcal accident, Eq.lC21 must hold for 
arbitrary choices of the matrix elements ^ | / j - ^tH=l%* Hence- tltti varia-
t lona I parameters mult i*t I sfy 

l»U-*»lrtAlf " • *"~T« • , C 3 > 

which is easily seen to be equivalent to 

fV.jfl • V 
i" •J-MJ.T^Arl'^AZJ-^ATI 

which, In turn. Is equivalent to Eq.(162>. 
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ON THE CONVERGENCE PROPERTIES OF THE DENSITY 
MATRIX DIRtCTED GENERAL SECOND-ORDER MCSCF ALGORITHM 

*.t 
Byron H. Lengsfleld, III 

Laser and Spectroscopy Branch 
NASA Langley Research Center, Hampton, VA 23665 

Charles W. Bauschlicher, Jr. 
Institute fur Computer Applications in Science and Engineering 

NASA Langley Research Center, Hampton, VA 23665 

The density matrix directed (DMD) second 
order MCSCF algorithm1 (see also ref. 2-6) is baaed 
on the fact that one can construct the Hessian, and 
the gradient of the energy expression fron the 
unique elements of one and two particle density 
matrices. With the recent development of the Uni­
tary Group CI method, '•'•'denulty matrix elements 
can b<3 obtained even for very large MCSCF problems 
vithout excessive computational effort.10' Alter­
natively, one can obtain these density matrix ele­
ments by sorting a conventional CI formula tape,1 

and this technique has proven to be quite practical 
for traditional MCSCF problems. 

The energy of a general MCSCr wavefunction 

e 4 * 7 + f i + ^T? 

0 0 fl,3 * „ . 

0 0 ^ 3 ^ 

* A 14 -*24 " A 34 

Ful l - 2 

Part • 2 

7«f 1 <», 

. « I 
*' . £ Ck »k 

can be expressed as follows 

Z D*J (« |h| »J) 
'if 

12 T. Dijkt (»i ?j I g | «k ei) 
f>J k>l 

(1j)>[kT) 

Dlj - £ Co Cp SfJJ 

(-A,, - 4,.) (-J,,!; 3Q23 ' alA.a2A> '* ai4°3*' , o13 034 ,4,i) ( 4 T , 4 M ) 

1̂3*23 ' 'l(flZ4> (*a23 * V ^ " M ^ I * tWu* 

and the CI 

K I I „ 

F*j are structure factors. V-iriations in 
eqn,(2) are Introov*ed by means of exponential uni­
tary transformations12 of thr molecular orMt-^ls 
and 

T * T » ^ 

r12 0 0 , 

Y12 u Y23 Y24 
o - T L , 3 o o 

D - y M 0 0 

a c o n t r i b u t i o n by B. H. L e n g s f l e l d , I I I . NRC-NASA 
Research A s s o c i a t e , 1978-1980. Presen t add re s s : 
IBM, 5600 C o t t l e Road, San J o s e , CA 95193. 

Work was suppor ted under NASA Con t r ac t s No. NASI-
15810 and KAS1-1M72 w h i l e In r e s i d e n c e at ICASE, 
NASA U n g l e y Research Cen t e r , Hampton, VA 23665. 

, T 1 2 T 2 3 J w 1 2 > M i 

12Y23 

^ 2 * 

where P f and Q f are row generators which de­
fine the non-redundant orbital and CI mixings at 
first and second order respectively, (i.e., P 



generates the non-zero elements of the i«t row of 
5 and Q generates the non-zero eleaents of the 
I-tfl row of A 2 ) - The energy expression Is then 
expanded to second order in terms of the non-
redundant variables of the generators of the two 
unitary transformations. 

The contributions to gradient and Hessian can^ 
be obtained quite siaply in terms of the P and Q 
row generators. 

WfUEMT TEWS 

CCEITJU. EIXtNSS 

* , OtJU {«1 t j Isl 4k I t ) • O l J l tE (*E *J I I I 4k * l ) Alt * t ( I , t ) 
J 

W. | t , t | • 1 I f » * 1 

. - \ « t < \ ( 6 ) 

a . Hume; 

f , =fji< 101 M 'Si «* « ) • l«1 »J 111 «k »t) Z T U Rti I I . J) 

• J b ( c ! c p > C a c L } 3 F ^ k l ( 7 ) 

HESSIAN TiRHS 

0RB1TAL-ORBITAL INTERACTIONS 

(1) ?i h 3 ' J f c ' <•* *i \Q\ « k * 0 

• D 1 J k t £ £ («: #y !g | ak i t ) fllz fijy p t i O . l ) pn( j . y ) 
Y Z 

(2) ft CMjH (** <J fs l * * * 0 

- D l j k t Z ten «J !s l » k « 0 £ fiim a Q n phO.* 1) pMn.q) 

Afa, fling * * ' t 8 ) 

C. r.-OBBITAL INTERACTIONS 

I 
P, PI D i j k i <«1eJ | g | «k* t ) 

- {7t Oijki}{?l {»t*.? | 9 | «k«i)( (9) 
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C. I . • C. I . INTERACTIONS 

P.P, OMkt (»t»j |9! #k»0 

-U1»j IS! • ' • O & p S t f ; 1 ? ' i " C o C p ^ H t p h ( I ' J , o h ( , ' K ) 

RECALL THERE IS ONLY ONE 0 TYPE C. I. TERM 

OIAGQHAL ELEMENT OF THE C. I. - C. I. HESStAM 

{ < C J | H | C J > - < C ' |M*1 C f > } T , j 

|Ej - EjJ 1 f Tj f * . £ K J * ( 1 1 ) 

The DMD-HCSCF algorithm Is outlined in 
Figure 1. 

HCSCF ALGORITHM 

1 . CONFIGURATION GENERATION 

Z . C . I . FORMULA GENERATION 

3 . 0 . H . SORT OF THE C . I . FORMULAS 

4 . HESSIAN FORMULA GENERATION 

5 . HCSCF ITERATIONS 

a . CTtfKDGGNALIZATION OF THE ORBITALS 

b. INTEGRAL TRANSFORMATION 

C. CONSTRUCTION AND DIAGONALIZATION OF THE HAMILTONIAN 

d . CONSTRUCTION OF THE HESS IAS AND THE GRADIENT, FOLLOWED 
BY THE SOLUTION OF THE LINEAR EQUATIONS 

e. APPROXIMATE UNITBRV TRANSFORMATION OF THE 0R3ITALS 

Figure 1. 

As noted by Siegbahn, Heilbere., Roos, 5 L e w 5 (see 
ref. 2), the density matrix elements which involve 
only cote orbitals need not be treated separately 
and various two electron density matrix elements 
in which two of the indices refer to core orbitals 
may also be grouped together. The Fock operator 
expressions employed by Slegbalin. et al- in the 
construction of the gradient may also be used to 
advantage in the construction of the Cl-orbital 
portlo- of the Hessian. Furthermore, the densitv 
matrix elements whose indices refer only to core 
orbltals do not contribute to the Cl-orbital por­
tion of the Hessian. 



Finally we note several advantages obtained 
by employing the eigenvectors of the HamiltonIan In 
this technique. First one need not Include all of 
the CI vectors in the expansion of the energy to 
obtain a variational algorithm. This, of course, 
allows one to address much larger HCSCF problems. 
Second, the CI-Cl portion of the Hessian and the 
CI terms in the gradient are diagonal and zero re­
spectively/ This allows the equations for the 
elements of the unitary generators to be simpli­
fied. Finally, redundant variables are not always 
easily identified in large HCSCF calculations. 
However, when the root of the Hamlltonian which Is 
being optimized Is an eigenvector of Che Hsmlltoni-
an, redundant variables generally give rise to 
zeros in the gradient and can be easily detected. 

There are perhaps two points of primary 
interest in evaluating the convergence properties 
of this alogrithm. The first point being the be­
havior of this procedure when poor starting orbi-
tals are employed. The second point is concerned 
with the number of Cl vectors which must be inclu­
ded In large problems to obtain a reasonable rate 
of convergence. 

In a large number of HCSCF problems one does 
not possess a very good choice of starting orbl-
tals. This is especially true if the MCSCF wave-
function contains several configurations which 
differ from one another by (spin orbital) single 
excitations. In this case the Hessian may posses 
very small and even negative eigenvalues. Various 
means have been proposed to shift the eigenvalues 
(or alternatively the diagonal elements)11 of the 
Hessian or to take a step in the direction indica­
ted by the eigenvector which corresponds to the 
negative eigenvalue of the Hessian. These tech­
niques often yield disappointing results especial­
ly when applied to problems where the MCSCF 
reference contains CSF's which differ by a single 
excitation.' Instead, a super CI technique has 
been found to possess a much larger radius of con­
vergence as demonstrated in Table I. In this 
method one constructs an augmented Kesslan matrix 
'• * in analogy with the Singles Hamiltonlan 

SUPER - C. I. APPROACH 

Figure 2. 

constructed in Generalized Brillouin Theorem algo­
rithms. It is important to note that a density 
matrix oriented approach allows this matrix to be 
constructed in a much more efficient manner than 
the traditional contraction type procedures.16*"''1 

This method is particularly attractive as quadra­
tic convergence is very often obtained (when all 

CI coupling terms are included) in this proce^ire 
when a reasonable set of orbitals has been obtained. 
Moreover, a simple scheme can be devised to correct 
the eigenvector of this matrix, when it is not 
dominated by the MCSCF reference and further in­
crease the radius of convergence attained by this 
technique. 

In the following tables the results of several 
MCSCF calculations are presented in which the num­
ber CI vectors included in the Hessian has been 
varied. 

TABLE I. BeO a , b 3 CSF SUPER CI ALGORITHM 

Iteration Energy (a.u.) AE &*~ 

l d -89.424317 - 2.56 E-l 
2 -89.466285 4.20 E-2 2.29 E-l 
3 -89.495331 ?.90 E-2 1.13 E-l 
4 -89.503767 8.44 E-3 6.62 E-2 
5 -89.505765 2.00 E-3 1.53 E-2 
6 -89.506026 2.60 E-4 5.07 E-4 
7 -89.506033 7.99 E-6 6.57 E-7 
8 -89.506034 1.13 E-8 1.42 E-12 

'core 4oaTt**, core 405cm'' and core 4O2TI3TT 
'Bauschlicher-Yarkony Basis, J. Chem. Phys. Q, 
1138 (1980) 
A = Z A? , see eqn. (4) 

Damping performed, the Hessian possessed two ne­
gative eigenvalues. SCF starting guess employed. 

TABLE IT, APPROXIMATE SUPER Cl a 

Iteration Energy (a.u) AE A 
1 -89.424317 - .162 
2 -89.462099 3.78 E-2 .137 
3 -89.487145 2.50 E-2 8.36 E-2 
4 -89.497525 1.04 E-2 2.93 E-2 
5 -89.501648 4.12 E-3 1.40 E-2 
6 -89.503637 1.99 E-3 8.40 E-3 
7 -89.504713 1.08 E-3 5.00 E-3 
8 -89.505311 5.98 E-4 2.82 E-3 
9 -89.505642 3.31 E-4 1.54 E-3 
10 -89.505824 1.82 E-4 8.19 E-4 

The second order CI terms were not included in 
this calculation. 

The importance of including or excluding a 
particular CI vector can be placed on a more quan­
titative basis by means of the simple perturbation 
arguments presented below. 

Consider the Newton-Raphson liiear equations 
Induced by a two CSF, two o^ltal problem. 

c :)(K) 
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where B, C and A represent the orb.-orb., Cl-orb., 
and CI-CI portions of the Hessian respectively. A 
and Y are the unique elements of the generators 
of the unitary transformations and g is the orbi­
tal gradient {the CI gradient Is zero by virture of 
the fact that the secular is assumed to have been 
solved on the preceding Iteration). We then have,2 

• • ) 

{Recall A a Ez - E 1 where 1 is the root being 
optimized.) This perturbation may be generalized 
to account for the interaction between a par­
ticular CI vector and all of the orbital mixings. 
For the purposes of this study It suffices to 
consider these interactions a sum of decoupled two 
by two problems and monitor the largest perturba­
tion term {C2/AB) associated with the last CI 
vector to be included In the problem. These terms 
are also presented in Tables III and IV. It is 
interesting to note that this perturbation term 
differs from the second-order perturbation expres­
sion obtained by Das 2 1 in that the energy differ­
ence appearing In the denominator is weighted a 
diagonal element from the orbital section of the 
Hessian. 

The results of a number of MCSCF calculations 
are summarized in the following tables. 

TABLE Ilia. 3 CSF BeO CALCULATION WITH ONE CI 
ROOT EXCLUDED 

E AE A 

1 -89.424 317 _ 2.61 E-l° 
2 -89.465898 4.16 E-3 2.28 E-l 
3 -89.494027 2.81 E-2 1.03 E-l 
4 -89.502397 8.37 E-3 2.82 E-2 
5 -89.504267 1.87 E-3 8.63 E-3 
6 -89.505109 8.41 E-4 3.71 E-3 
7 -89.505150 4.41 E-4 1.86 E-3 
8 -89.505782 2.32 E-4 9.58 E-4 
9 -89.505903 1.21 E-4 4.92 E-4 
10 -89.505967 6.3 E-5 2.51 E-4 

Damp ing employed Litis iteration 

TABLE IIlb. BeO 3 CSF HCSCF 

Root 
Largest 

Perturbation 
Term 

Sum of 
Perturbation 
Contributions 

1 
2 

.18 

.31 
.72 

1.48 

TABLE IV. FULL VALENCE 1T. 

OF M g 0 a , b 

+ STATE 

Nunber of 
CI Roots 0 30 90 
Itera- .„ 
tion 4 E A AE A AE A 
1 
2 -3.E-6 
3 -9.E-7 

9.E-
6.E-
2.E-

•5 - l.E-4 
•6 -4.E-6 l.E-5 
•6 -5.E-7 2.E-6 

2.E-4 
-5.E-6 3.E-6 
-8.E-7 l.E-7 

Final _ 2 7 4 , 5 1 4 2 6 ; EnerRy 
1 -274.514268 -274.514268 

Yoshimine-McLean molecular DZP Slater basis with 
a diffuse 33-function (.855) on Hg. 142 CSF's in 

The maximum perturbation tern (.43 ) was obtained 
from the 22nd eigenvector of the Hamiltonian. 

The perturbation contributions of the higher 
eigenvectors of the Hamiltonian are often larger 
than the perturbation estimate of the contribution 
of many of the lower roots of the Hamiltonian. 
While the inclusion of a few of the CI vectors in 
the varitional problem can dramatically affect the 
convergence characteristic of this MCSCF algorithm 
far from convergence. One can not expect any sub­
stantial advantage from this procedure near con­
vergence for a general (containing single ̂ .cita­
tions) MCSCF wavefunctlon. 

The DHD-MCSCF algorithm provides a simple and 
efficient means for constructing the Hessian and 
the gradient of a general MCSCF energy expression. 
The studies reported In the paper and recent work 
an MgO and BeO" indicates that this method is 
capable of providing the convergence behavior 
needed to perform practical quantum chemical cal­
culations. 
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RECENT DEVELOPMENT IN MULTICONFIGURATION HAVEFUNCTtON OPTIMIZATION 

Ron Shepard 
Battelle Columbus Labs 

Columbus, Ohio 

INTRODUCTION 

A formal and numerical comparison o f two o f 
the most promising types o f mu l t i con f igu ra t ion 
wavefunction opt imizat ion methods* the super-CI 
methods and the exponential operator methods, i s 
performed. The super-CI methods d isp lay super ior 
convergence propert ies when the i n i t i a l wavefunc­
t i o n is f a r from cor rec t whi le the exponential 
operator methods possess super ior convergence char­
a c t e r i s t i c s when the i n i t i a l wavefunction i s close 
to co r rec t . The formal comparison o f these approa­
ches suggests hybr id methods which have some of the 
advantages o f both methods. Uni tary group methods 
have been successfu l ly employed i n the implementa­
t i on o f a general and e f f i c i e n t mu l t i con f igura t ion 
wavefunction opt imiza t ion program using these exp­
onent ia l operator and hybrid methods and a discus­
sion o f t h i s implementation i s included. 

SUPER-CI METHODS 

In the super-CI wavefunction opt imizat ion 
method developed by Grein , the matr ix representa­
t i o n o f the hamiltonian operator i s constructed 
w i t h i n the s ing le exc i t a t i on basis f | m c ) , | 1 j } i 
where | 1 j > * ( 1 + j - j+ i ) |mc> . l n 

The super-CI wavefunction is determined from the 
so lu t ion o f th=> secular equation: 
£ (sc i )Y=Msc i )YM' :c i ) where (SCI^- l fnc^m^+SYtf jJ I i ) 

J 

If the orbital change Jf=4(3r* £ ) * •|el) 
=-X,...=Y,,.., is performed, then the MC energy of 

_ wt\ere 
A i . i" A jr r{i j) J * r " " " " " " * • " "" 
the next iteration may be compared with the current 
SCI energy: 

+Zpv<M»L$i>W) t Six3) 
It is apparent from the comparison of these two 
expressions that minimization of E{sci) via the 
SCI secular problem is equivalent to minimization 
of the MC energy of the next iteration except for 
the last second order term and the higher order 
terms in the E(mc)' expression. This expression 
for E(mc)' also assumes that any coupling of the 
mixing coefficient change and the orbital expansion 
coefficient change may be neglected in the calcula­
tion of the optimimum X parameters. A serious lim­
itation of this method is that the individual mat­
rix elements of the ĵ fsci) matrix are difficult tc 
calculate since they require either summations over 
all configurations within the MC space or the cal­
culation of some 3- and 1-particle density matrix 
elements. The advantage of the SCI method is that 
the X parameters are calculated to lower the energy 
each iteration and not simply to extremize it. 
Thus at convergence, not only is the generlized 
Brillouin theorem (GBT) satisfied Indicating an 
extremum solution, but a change of the orbitals 
will increase the energy. The first attempt to 
determine the Importance of the neglected second 

order terms was performed by Grein and Banerjee , 
The inclusion of coupling between the mixing coef­
ficients and orbital expansion coefficients in the 
SCI equations was first performed oy Chang and 
Schwarz^. They included this coupling by appending 
the excited states ̂ /«>j where ̂ nJHIn^-En^p the 
single excitation basis and solving the resulting 
SCI secular problem. 

EXPONENTIAL OPERATOR METHODS 
The exponential operator method of Dalgaard 

and Jtfrgensen3 is based on expressing a trial MC 
wavefunction in terms of a unitary operator A 

The orbitals used to construct the MC are obtain-
(£'= £/£"£ where KnS--f^r=^r5} 

and where the^parameters are to be determined. 
The resulting commutator expansion of the energy 
expression is truncated to Include second order 
terms. Stabilization *f this expression leads to 
the linear equation j}£+W =Q where 

is an element of the orbital Hessian matrix and 
is a GBT term and a component of the 

gradient. Explicit coupling of the orbital change 
and mixing coefficient change may be included using 
the exponential operator notation of Yeager and 

4 
JlSrgensen • 
sed as A 

~" 5 &i Pn 
Stabilization of the resulting"second order energy 
expression leads to the linear equations involving 
the full wavefunction Hessian matrix and gradient 
vector/ B C\Ud(*\ [0] 

with the trial HC wavefunction exnres-

1 C tt/UrVJ i5/ wh'ch may be expressed as 
the partitioned Hessian expressiun 
{ B - C * " ' l S f M * V y i 0 u*en (nlHK) = 4 ^ 1 
This partitioned form of the orbital Hessian empha­
sizes the relationship between the Rayleigh Schroe-

' dinger procedure of Das^ and of the corrected Hes­
sian of Dalgaard and JjJrgensen̂  to the exponential 
operator methods. 

The advantage of these operator based methods 
are that only 1- and 2-particle density matrix 
contributions are required. This is due to the 
fact that all the terms of the Hessian and gradient 
are expressed directly as commutators instead of 
simple products. All second order terms are in­
cluded so that second order convergence in the GBT 
terms and the energy is observed. However these 
Newton Raphson methods converge not only to energy 
minima but also to saddle points and other types 
of solutions for which the G8T is satisfied but 
where the Hessian matrix is not positive definite. 
These solutions do not necessarily correspond to 
excited states of the molecular systems althougn 
excited state solutions do necessarily possess a 



negative eigenvalue o f the wavefunction Hessian f o r 
each lower s t a t e . The desired exci ted s ta te so lu­
t ions correspond to those fo r which t h e i r v a r i a t i o n ­
al energy is minimized. These so lut ions are char­
acter ized by pos i t i ve d e f i n i t e pa r t i t i oned o r b i t a l 
Hessian matr ices. 

DISCUSSION OF COMPARISON 
10 

Numerical comparisons o f the convergence pro­
per t ies o f the SCI method and the exponential oper­
a tor methods, both w i th and without the perturba­
t i on co r i ec t i ons , reveal that the SCI method posses­
ses superior convergence propert ies when the i n i t i a l 
wavefunction guess is f a r from co r rec t . This is a 
resu l t o f the energy minimizat ion approach o f the 
SCI i t e r a t i v e procedure compared to the energy s tab­
i l i z a t i o n approach of the exponential operator meth­
ods. The loca l convergence propert ies o f the SCI 
methods sre s im i l a r to those o f the exponential op­
era tor methods when the per turbat ion correct ions are 
neglected. The local convergence propert ies of the 
exponential methods are improved when the perturba­
t i on correct ions are included and second order con­
vergence is observed. The matr ix construct ion step 
o f the exponential methods is more e f f i c i e n t than 
the matr ix construct ion step o f the SCI methods 
because the former requires only the r»on-2ero con­
t r i bu t i ons o f the 1- and 2 - p a r t i c l e reduced density 
and t r a n s i t i o n densi ty matrices whi le the l a t t e r 
requires e f f o r t equivalent to the construct ion o f a 
very large Hamiltonian matr ix and subsequent contra­
c t i on to form the j l ( s c i ) mat r i x . 

HYBRID METHODS 

A more deta i led inves t iga t ion o f the exponen­
t i a l operator methods and the SCI methods reveals 
the re la t i onsh ip between these so lut ions and sug­
gests methods which have the desirable propert ies of 
both methods. The energy expression o f the 

t'^i"^) trial function may be written as 

and requ i r ing ^Hso resu l ts in the usual l i near 
equation EyK-HH}. I f an e r ro r o f order uy* is i n ­
troduced i n to t h i s equation however 

then requ i r i ng^^TO leads to the eigenvalue problem 

which i s an approximation to the SCI eigenvalue 
problem. The j ( parameters may be expressed as the 
so lu t i on o f the l i near equation 

where 2dE i s the lowest eigenvalue o f the approxi­
mate SCI problem. An iden t i ca l analysis o f the 

e ^ e 1 5 ! " * ? exponential method resu l ts in the par­
t i t i o n e d equation ^ 

where 2*E i s the eigenvalue o f the Chang and Schwarz 
SCI problem. Since the add i t i on o f a constant to 
the diagonal terms o f the Hessian matr ix s h i f t s a l l 
the eigenvalues by t ha t same constant , i t i s c lear 

that the SCI so lu t i on is a special case o f the mode 
damping or level s h i f t i n g techniques o f Yeager and 
J^rgensen and of Dalgaard and Jdrgensen . The exp­
ansion o f £ i n terms of the f u l l second order X 

shows the -SE re la t ionsh ip between these two so lu ­
t i ons . The improved convergence that is made a v a i l ­
able i n the approximate SCI so lu t i on resu l t s from 
the fac t that there are many so lu t ions to the secu­
l a r equat ion. The one tha t is chosen is the one 
tha t lowers the energy. This f l e x i b i l i t y i s ob ta in ­
ed however only w i th the s a c r i f i c e o f the loca l 
second order convergence p roper t i es . These hybr id 
r-ethods attempt to e x p l o i t the energy min imizat ion 
cha rac te r i s t i cs o f the SCI methods and the loca l 
convergence propert ies o f the Newton Raphson methods 
by swi tching to the f u l l second order procedures 
only when convergence can be guaranteed. One method 
consists o f using * . 

U r 0 A 7 = U * ( ' I un t i 1 $ is smal 1 , 
then'us ing ( B - t * ' ' c v ^ + S f ' f l us i t i l convergence is 
reached. Another approach i s to always solve 

t r ea t i ng X ss an enoerical parameter t o swi tch fror.i 
the SCI so lu t i on ( i ;Ed4£ ) which converges to an 
energy minima to the f u l l second order so lu t i on 
( / t = ° )which converges to the c losest extremum 
s o l u t i o n . Our numerical experience°shows tha t the 
energy may usual ly be obtained from the approximate 
SCI so lu t i on wi thout switching to the second order 
s o l u t i o n . However the f u l l second order convergence 
i s sometimes useful f o r energy convergence and i s 
almost always necessary f o r wavefunction convergence 
(or equ lva lent ly f o r problems where |W|is required 
to be sma l l ) . These observations are 'eons is tan t 
w i th other researchers (Banerjee and Gre in , Chang 
and Schwarz, Lengsf ie ld) who have reported on the 
numerical convergence propert ies o f the SCI methods. 

MATRIX ELEMENT EVALUATION 

I f the-A-* SX^T^operator i s expressed i n terms 
o f the generators o f the un i ta ry group,T n-i(e r>-%>}> 
then the matr ix elements o f the & and (j. matr ices 
and the l£ vector may be expressed d i r e c t l y i n terms 
o f the reduced spa t i a l 1 - and 2 - p a r t i c l e densi ty 
matr ix elements, < e . . ) and ( e ^ . k l ) and the t rans­
i t i o n densi ty matrices ^ m c l e ^ i n ^ and ^mc le . . k i | n ) 

along w i th the molecular 1 - and 2-e lec t ron i n teg ra l s 
h i j and ( i j | k l ) . 

B pq , rs= 2 h q s < e p r > + 2 V < V V % < V - Z h p s < V > 

+ < H s p + H p s , S q r + V V S P S 

- < H r p + V , S q s - (Hqs + H sq>Spr 

- 2 S ( i j l q r K e p S t i j . > - 2 £ ( q j | i r K e p j f l . s > 

US 



- z S l i j I p s K e ^ ^ - z S f P J h s K e , ^ , . ) 

« B ( l p l J r ) < . 1 q > j ! > - 2 C ( 1 . 1 J p ) < . i r J q > 

- 2 £ ( i r | j q ) < e , . > * 2 £ ( i q | j s ) < e . > 
i j ' J H i j ' H ' J I 

-(Ysq+Yqs)Spr - (Yrp+Ypr)&q 

+(Ysp+Yps)4Yq +(Yrq+Yqr)8sp 

W r s " Z H r s " E H s r " 2 V 5 r + Z V r s 

In these expressions H and Y are the p a r t i a l sums: 

Yrs = 2 ( s 1 | j k ) < e r 1 j J k > 

The £ matr ix involves t r a n s i t i o n density matr ix 
elements: 

C ( r s ) , n = - 2 < ' « l i : H , i T r 3 l n > 

" ^ i r ^ h s ^ s i l " ) - * i s < m c l e r i t e i r l n ) 

+ 2 . £ . ( i r | j k ) < n , c | e f s J k + e k J j S i | n ) 

- 2 . S ( i s | j k ) < m c | e r i J k * e k j i 1 r | n > 

And f i n a l l y i f a CI ca lcu la t ion is performed at the 
beginning o f each i t e r a t i o n , the £5 matr ix takes the 
simple form: 

M n n , = 2(E(n) - E (mc) )$n ,n ' 

In the implementation of a general wavefunction 
opt imizat ion procedure, no res t r i c t i ons should be 
placed on the densi ty matr ix elements appearing i n 
these expressions. In p a r t i c u l a r , no assumptions 
such as " f u l l valence C I " , " f u l l ac t i ve space C I " , 
or "douhly occupied C I " should be iiade. In order 
to use the s imp l i f y i ng features o f cer ta in re fe r ­
ence spaces when t'sey are cnploysd liowevei , i t i s 
convenient ..o use the non-zero density matr ix con­
t r i bu t i ons to contro l the construct ion of the re ­
quired matr ices. I t should be mentioned that only 
? operators which may resu l t in non-zero gradient 
contr ibut ions need co be included in the opt imiza­
t i o n procedure. Tor example, indices p and q which 
correspond to molecular o r b i t a l s o f d i f f e r e n t 
symmetries produce zero gradient contr ibut ions 
( [H, iT w ] )because the e lec t ron ic Hamiltonian opera­
to r is completely symmetric. The formalism used 
by Rudenburg in the SCI method'and by Roothaan in 
the exponential method*emphasizes t h i s aspect. For 
a given MC space, other o r b i t a l pairs sometimes 
resu l t in t r i v i a l 2ero contr ibut ions to the grad­
ient and to zero eigenvalues of the wavefunction 
Hessian matr ix . These redundant var iables may be 
removed to reduce the •Jlmension of the matrices 
wit i iout a f fec t i ng e i t he r the convergence propert ies 
or the f i n a l r esu l t s . 

Although the 1- and 2 -pa r t i c l e density matrices 
and t r a n s i t i o n densi ty matrices are usual ly sparse. 

we have chosen not to attempt to e x p l i c i t l y const­
ruct them each i t e r a t i o n . Ins tead, we ca lcu la te a 
con t r ibu t ion to a densi ty matr ix element o r t r a n s i -
t i o n densi ty matr ix element, use that con t r i bu t i on 
wi th any ava i lab le i n t e g r a l s , and update the approp­
r i a t e Hessian or gradient matr ix elements. When a l l 
non-zero densi ty cont r ibu t ions have been exhausted, 
new in tegra ls are made a v a i l a b l e , the densi ty con­
t r i bu t i ons are again r e t r i e v e d , and the process is 
repeated. This procedure al lows the const ruct ion 
of the Hessian and gradient matr ix elements to be 
performed w i t h only one reading o f the in teg ra l l i s t , 
Because the un i ta ry group procedures we have used 
resu l t i n very e f f i c i e n t evaluat ion and very com­
pact storage o f the densi ty c o n t r i b u t i o n s , the mul t ­
i p le readings o f the resu l t i ng short formula tape 
are only a small par t o f the wavefunction opt imiza­
t ion procedure. Since the t o t a l number o f formula 
tape readings required each time the matr ices are 
constructed is equal to the number of blocks o f 
i n t eg ra l s , an attempt is made to minimize the number 
of blocks o f i n teg ra l s w i rh dynamic memory a l l o c a ­
t ion using subroutine argument l i s t s and array o f f ­
sets. In the case where a l l the in teg ra l s may be 
made ava i lab le a t one t ime, only one reading o f the 
formula tape is requ i red. 

In the un i tary group approach, a densi ty con­
t r i b u t i o n is determined by a loop w i t h i n a Shav i t t 
graph? Each loop i s associated w i th many conf igura­
t i on p a i r s . The number o f conf igura t ion pa i rs i s 
given as the product o f the number o f upper walks 
from the loop head and the number o f lower walks 
from the loop t a i l . The t o t a l con t r i bu t i on of a 
loop to a densi ty matr ix element 1s the sum of a l l 
the products o f pairs o f mixing coe f f i c i en t s which 
share the loop. In the most favorable cases, there 
is only one loop which cont r ibutes to a densi ty ma­
t r i x element. Although t h i s loop may be shared by 
many conf igura t ion p a i r s , the complete con t r i bu t i on 
may eas i l y be precomputed before using tills dens i ty 
con t r ibu t ion in the a and W. cons t ruc t ion . Account 
must also be taken o f the operator re la t i ons 

e i j = e j i a n d e i j , k r e k i , i j " e ] i , i k = e u , j i • S i n " 
only a unique set o f loops are constructed and s t o r ­
ed on the formula tape, the appropr iate permutations 
o f the indices must be performed to include a l l pos­
s ib le non-zero densi ty matr ix con t r i bu t i ons . The 
Q matr ix construct ion may be broken in to two parts 

C p t y n ^ m M U i T V l ^ 
=-J £ ( H U% h M. <b| d u f f l J|«»Ufl j h 

where the construction of the £' matrix requires 
only the current mixing coefficients for the MC 
state. Construction of the intermediate C' matrix 
also avoids multiple references to excite*state 
mixing coefficients for each transition density 
matrix contribution and replaces it by the indicated 
matrix product which is independent of the formula 
tape and integral list lengths. Since the £, matrix 
construction requires the transition 1- and~2-par-
ticle density matrices, or equivalently the density 
contributions from the primitive configurations, its 
construction becomes the dominating matrix construc­
tion step as the number of configurations in the MC 
space is increased. 

In our implementation of the unitary group 
approach, the configuration list is specified by a 
distinct row table (DRT). The DRT is constructed 

119 



automatically by a small Interactive program which 
requires only a limited amount of spatial symmetry 
and orbital occupation restriction information. 
The formula tape which corresponds to this L'RT is 
then constructed and used by either the CI program 
or the wavefunction optimization program. 
SUMMARY 

We have found that the unitary group approach 
used in our wavefunction optimization programs re­
sults in not only efficient matrix element construc­
tion but also general and flexible configuration 
specification for many molecular systems. Wavefun­
ction optimization procedures using second order 
methods and hybrid methods consisting of approximate 
5CI methods and second order methods have been 
implemented. Wavefunctions corresponding to both 
ground and excited states of the same symmetry 
have been obtained and reported using these methods. 
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FORMAL AND NUMERICAL CONVERGENCE COMPARISON OF SCI AND EXPONENTIAL METHODS 

Dr. Ronnie Shepard and Prof. Jack Simons 
Battelle Memorial Institute University of Utah 

Columbus, Ohio 43201 Salt Lake City, Utah 64112 

FORMAL COMPARISON 
By examining the forms used to describe modi­

fications in the orbital and configuration expan­
sion coefficients, the energy functions which are 
made stationary, the resultant equations to be 
solved, and the Iterative procedures which are com­
monly employed in solving such equations, we see 
the similarities and differences among the super 
CI(SCI) and exponential MCSCF methods. 

The SCI method can be viewed as using a trial 
variational wavefunctlon written as a linear com­
bination of the current (in the iterative scheme) 
MC wavefunction X |0> plus single excitations 
Xfj(l*J ~ J+i)|0> = |ij>. The SCI secular equation 
resulting from making the energy of this trial 
wavefunction stationary yields an eigenvector which 
is then used to generate modified MCSCF orbitals. 
The modification of the CI expansion coefficients 

J0> = I C I* > is then achieved by performing a 
CI calculation using configurations |* > involving 
the "new" MCSCF orbitals. The fact that both or­
bital and CI expansion coefficient optimization are 
achieved through solutions of secular problems 
(which have the well known eigenvalue separation 
properties) makes the SCI method look promising for 
use on excited states. Critics would remark that 
the SCI does not trtit coupling between orbital andCI 
coefficient variatiur. in a balanced or fully coupled 
manner and that the SCI cncrcy expression ignores 
certain terms Xij '; t<i[Hf i*j-j+iHk*£-E+kT|o> 
which are second or<'ur in the orbital variation par­
ameters X^-. This ir.tter fact r.iakes the SCI method 
not quadra'tlcally cJisvergent. 

The exponential MCSCF method expressed the 
modification of the orbitals (exp(U)) and CI co­
efficients (exp(iS)) in terms of exponential uni­
tary transformations. By expanding the MC energy 
through second order in x and S (thereby neglecting 
third and higher order factors) and making the re­
sultant expression stationary with respect to var­
iations in X and S, one arrives at a set of linear 
algebraic equations for the parameters in \ and S. 
This method is quadratically convergent since its 
energy expression contains all terms in x and S 
through second order. However, it is not varia­
tional since the "energy function" which was made 
stationary is not an upper bound to the true 
ground-state energy. The coupling between orbital 
and configuration mixing coefficient optimization 
is treated 1n a balanced or coupled manner in this 
exponential approach. However, the fundamental 
assumption that second order in X i; equivalent 
(in an energy sense} to second order in S remains 
to be tested. 

Given the basic working equations of the SCI 
and exponential MCSCF methods, one next must 
attempt to find stable iterative procedures for 
solving these equations. In solving the SCI equa­
tions, one is faced with choosing the eigenvectors 
of the SCI and CI secular equations which are prop­
er for the state of Interest and with damping the 
modifications of the orbitals resulting from the 
SCI secular problem. One 1s also faced with ortho-

normal izing the MCSCF orbitals on each iteration 
because the transformation matrix resulting from 
the SCI secular equation 1s not unitary. 

Several procedures have been suggested for 
solving the linear equations obtained in the expo­
nential method.' The so called one-step procedure 
involves solving the coupled linear equations for \ 
and S and then using the X,S values to transform 
the MC wavefunction. Damping is often employed to 
accelerate the convergence of this process. If the 
orthogonal complement MC wavefunctions {|n>} are 
chosen to diagonallze H, <n|H|m> = &m E n, and the 
block of the Hessian matrix arising from 
<=0| [S,[S,H]]|0> becomes diagonal. Tnis then per­
mits the linear equations for x and S to be decoup­
led, thereby reducing the dimension of the matrices 
to be handled. This procedure is still viewed a* a 
one-step approach. In the most common two-step 
approach, one obtains the CI expansion coefficients 
by diagonalizing H within the full MC space {|0>, 
|n>}. Then, given |0>, one solves the partitioned 
linear equations (which have been partitioned to 
eliminate S in favor of X) for the orbital modifi­
cation parameters x. The S parameters are not ob­
tained from the linear equations. Such a procedure 
is called two-step because it involves computing 
the CI coefficients (from the CI secular problem) 
and the X parameters (from the linear equations) in 
two sequential steps. 

Because the SCI achieves both CI coefficient 
and orbital optimization via secular problems, one 
can monitor the state to which one is converging by 
following the eigenvalues of the SCI and CI secular 
equations from one iteration to the next. In the 
exponential methods, whose working equations are 
not secular equations, one can also monitor conver­
gence to a specific state by examining the number 
of negative eigenvalues of the Hessian matrix. 
NUMERICAL STUDIES 

We have carried out a large number of exponen­
tial and SCI I1CSCF calculations on ground and ex­
cited states of Be, HCN, HCF", MgH,, and C ^ using 
MC wavefunctions containing single and double exci­
tations. We have examined the convergence rate of 
these two methods under several sets of conditions 
for ground and excited Is Be atoms and HCN. 

1. By freezing the CI expansion coefficients 
at their optimal converged values, we explored 
their rates of converjence and ranges of converg­
ence for orbital optimization. The latter was 
achieved by using starring orbitals which were suc­
cessively further and farther from the proper con­
verged orbitals. 

2. The SCI method v.as compared to a two-
step method in which the coupling matrix elements 
between orbital and CI coefficient optimization 
<0 [S,[x,H]]|0> were neglected and the CI coeffi­
cients were determined via a secular problem. 

3. The full (including <0|[S,[.\,H]]|0>) ex­
ponential two-step and one-step procedures were al­
so compared to the SCI method. 
The results of these exploratory calculations to­
gether with our recommendations and observations 
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concerning optimal implementation of MCSCF wave-
function optimization techniques will be put forth 
in the second part of if;is presentation. 
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MCHF CONVERGENCE USING INCOHPLETE SECOND-DERIVATIVE INFORMATION 

Harry F. King and R. Nicholas Camp 
Department of Chemistry 

Acheson Hall 
SUNY at Buffalo 

Buffalo, New York 14214 

Orbital optimization is achieved using a 
generalized conjugate gradient algorithm due to 
Hestenes, Eq. (5). The R matrix consists of 
exact first derivatives with respect to orbital 
rotations. An arbitrary amount of second de­
rivative information can be incorporated into 
the f_ matrix. Efficient computation of R_ is 
described. An application to the nitric oxide 
dimer is discussed. 
INTRODUCTION 

He are certainly impressed by the second-
order MCHF methods of Jorgensen, Dalgaard and 
Yeager1 and of Roothaan, Detrich and Hopper,2 

out somewhat dismayed at the prospect of 
working with the full second derivative matrix 
lor large basis sets. Thus Dr. Camp and I 
decided to try our hand at writing our own 
MCHF program in which the Newton-Raphson 
equation is replaced by one invented by Hestenes. 
Ths Hestenes algorithm contains an arbitrary 
positive definite matrix, but for rapid conver­
gence it should be at least a rough approxima­
tion to the inverse second-derivative matrix. 
He will have more to say about this presently. 

We call our MCHF program HONDO :1nce it 
is an extension of the single-configuration 
SCF program with that name. It is a working 
program but still far from being a finished 
product. HONDO presently employs a variational 
wavefunction corresponding to what BJorn Roos 
calls "complete CI in the active space." The 
orbital space is partitioned into three 
subspaces: N inactive (alias "core" or 
"spectator") orbitals with fixed occupation 
numbers equal to two, N active orbitals with 
variable occupation numbers, and N virtual 
orbitals with occupdtion numbers equal to zero. 
Let there be N spatial orbitals and N t o t a l 

electrons so that e 

tots] 
• v 
2N, N„-

(1) 
(2) 

The CI expansion includes all configurations 
with a given spin that can be constructed for 
N electrons in N g orbitals. In writing the 
program we have focussed on applications in 
which N is an order of magnitude greater 
than N a, e.g. PK100 and Na=2 to 6. Although 
we have yet to carry out calculations for such 
systems, we are thinking specifically of 
transition metal complexes. Please keep in 
mind that the active orbitals constitute a 
small fraction of the total number of M.O.'s. 
Thus it is significant that HONDO performs the 
four-index transformation and computes various 
density matrices only for the small set of 

active orbitals. 
In the absence of point group symmetry the 

number of independent first derivatives with 
respect to orbital rotations is 

(3) 

An upper bound on the value of N^ i s N s / 3 , and a 
t yp ica l value i s approximately N 2 /5 . Thus the 
number o f unique second-derivat ive matr ix elements 
is about N"750. The s ize o f the second-der ivat ive 
matr ix i s approaching that o f the two-electron i n ­
tegral f i l e . He want to work w i t h much less 
second de r i va t i ve in format ion than t h a t . An 
obvious suggestion is to use only the diagonal 
elements, but there i s probably a be t te r t a c t i c 
than tha t . We are c e r t a i n l y open to suggestions. 

We have fu r t he r comments to make on three as­
pects of t h i s work: (1) method o f o r b i t a l op t im i ­
za t ion , (2) computation o f der iva t ives w i th respect 
to o r b i t a l r o t a t i o n s , and (3) some app l ica t ions to 
the computation o f ground and exc i ted state poten­
t i a l energy -_r faces . 
ORBITAL OPTIMIZATION 

HONDO employs the exponential operator nota­
t i on o f Bernard Lei 'y . 3 Let 4> be an N-d1mensional 
row vector whose elements are r e a l , or thonormal, 
spat ia l o r b i t a l s . Let X be a real parameter and Â  
a real N by N, antisymmetric mat r i x . A un i ta ry 
transformation on <t generates a new set of o r b i ­
ta ls • (X). 

* ( * ) = * JJ(X) = * expOAj (4) 

A "major cycle" in our method consists of a one-
dimensional search with fixed A that minimizes the 
CI energy with respect to the variable lambda. 
First let us discuss the computation of the 
optimum lambda value, then we will return to the 
more interesting matter of determining the search 
direction A. The derivative (dE/dX) at X=0 is 
easily computed from first derivative information 
computed in the previous major cycle. The program 
then evaluates E(A) and (dE/dX) at A-l. This 
constitutes a "minor cycle" and involves a four-
index transformation, construction and diagonali-
zation of the CI matrix, and computation of first 
derivatives at X=l. One minor cycle requires 
about as much CPU time as three to four ordinary 
closed-shell 5CF cycles. Knowing the energy and 
its first derivative at two points determines a 
cubic approximation to E(X) from which values of 
\ m i n and E(A m l n) are estimated. If A has been 
well chosen then \ m-j n is sufficiently close to 
unity and the search is terminated after one minor 
cycle. Otherwise, the CI energy and its deriva­
tive are recomputed at the predicted lambda, the 
results are fitted by a cubic spline, and the 
process is repeated until convergence of the one-
dimensional search has been achieved. It is rare, 



in practice, that a major cycle requires more than 
two minor cycles. This one-dfmensicnal search 
plays an important role in the theory described 
below, it is also responsible for the remarkable 
stability of the convergence algorithm even when 
the starting orbitals correspond to a second 
derivative matrix with one or more negative eigen­
values. (This situation has been encountered 
starting from an apparently reasonable initial 
guess.) 

The A matrix for the nth major cycle 1s 
computed By the following algorithm based on a 
generalized conjugate gradient method invented by 
Hestenes** for the solution of large linear systems. 
A>> = F R ( n ) * b ( r M > A ' " - 1 * (5) 

Like A i t s e l f , the R matrix is antisymmetric. 
Element R^ is the First derivative of the CI 
energy with respect to a rotation of the I j - t h 
pair of orbi ta ls . The theory assumes only that £ 
is a positive definite Hermitian matr ix . s The 
f i r s t tenr, in (5) by i t s e l f corresponds to Hewton-
Raphson when f_ is exactly the inverse of the 
matrix of second derivatives. The second term 
effect ively accumulates information from previous 
major cycles and so corrects for errors in second-
orde. terms and for third and higher-order effects. 
Hestenes derives the following expression for the 
b coeff icient: 

„(n-l> . » , „ (n - l ) 
where 

» 
' - P ^ ' / P 1 ' 

(n) (n) 
t r (R F_R ) . 

(6) 

(7) 

In effect the Newton Raphson equation has 
been combined with the Iterative conjugate gradient 
method for solving large linear systems tn such a 
way as to eliminate the explicit appearance of the 
second derivative matrix from the formalism. To 
show this, let us set \? the Hewton Raphson equa­
tion in N f dimensional space. Let x be a vector 
in this space that denotes the orbitals. For 
example, we can pick a set of reference orbitals 
and define any others in terms of these by an 
exponential unitary transformation IJ = exp(A/), 
Then x consists of the independent elements of fl"r. 
e.g. the elements 1n the lower triangle. Simi­
larly let r̂  consist of the independent elements 
of R evaluated for the reference orbitals. (We 
are aware that there exist Unitary matrices that 
cannot be expressed by the exponential formula 
with A' restricted to being real. That problem is 
easily overcome by adopting a suitable phase 
convention.) Let M be the N f by N f matrix of 
second derivatives with respect to elements of x_. 
Expand the CI energy through quadratic terms. 

E(x) , x + 1/2 x Mx + ... (8) 
In this notation the solution of the Newton 
Raphson equation is x=h where 

Hh'Io- (9) 
Equation (5) is based on the generalized conjugate 
gradient method of Hestenes which yields h. as the 
l imi t of a f i n i t e , converging sequence of vectors 
x " ' , x/ % . . . . h,. Each major cycle in our 

method generates a new member of the sequence, tn 
effect we redefine M at each step to be the second 
derivative matrix at the new x / n ' so as to correct 
for cubic and higher order terms in (5) as well as 
for errors associated with non comnutivity of 
rotation operations. The Hestenes algorithm is 
one of a class of methods for solving large linear 
systems such as ( 9 ) . Each of these i te ra t ive 
methods generates the vectors ( H ^ , n * 1 , 2 , 3 , . . . ) 
for some generator y_. This is Enown generally as 
a "Krylov sequence""~or Krylov space. At each step 
h 1s approximated by the best vector 1n the Krylov 
space according to some cr i ter ion. Following 
Hestenes our cr i ter ion is that x minimize the 
generalized norm of the residuaT. The residual 
vector corresponding to (9) is r^ - Mx. 

<r 0 -Mx|H|r o -Hx> = < i - i | H f H M|]l-x> (10) 

Here H can be any positive definite matrix. 
(Do not confuse H with the arbitrary matrix F 
Introduced above.") A particular choice of f[ 
discussed by Hestenes and employed by us is H 
= M~'. This tends to avoid overemphasis of small 
components of h_-x. corresponding to large eigen­
values of H. It~follows immediately that this is 
equivalent to minimizing the quadratic approxi­
mation to (8) 1n the Krylov space. Our method 
replaces this step with minimization of E(x) 
i t s e l f using the one-dimensional search technique 
already discussed. In the absence of higher order 
terms this reduces to the Hestenes algorithm. The 
A matrix in (S) corresponds to the change 1n x_ 

£ ( " *1> S x ( n > * A A < n > (11) 

and frn' corresponds to the residual vector 
evaluated for the current orbitals x_' n ' . 

I t i s , of course, unnecessary to generate 
the H matrix exp l ic i t ly i f there exists an equi­
valent, alternative technique for extending the 
Krylov sequence. This i s , in fact , what we do by 
expl ic i t ly computing r ' n ' . Note that i f one drops 
higher order terms from (8) then the negative 
gradient is just the residual vector. 

r (x ) : . - M (12) 

A Newton-Raphson method using the Hestenes algor­
ithm evaluates the right hand side of (12), we 
evaluate the left hand side. The explicit matrix-
vector multiplication is several times faster 
computationally than evaluation of r. On the 
other hand we completely avoid constructing M and 
at the same time pick up a small advantage from 
the fact that we effectively redefine M at each 
major cycle and so correct for non quadratic 
effects more frequently. 

Hestenes shows that (5) together with (6) 
minimizes E(x) in the Krylov space, in particular, 
it minimizes (10) in the subspace spanned by the 
two terms in (5). Our computational experience 
shows, however, that the CI energy is not always 
well minimized in this two-dimensional subspace 
when b is computed by (6). This is almost cer­
tainly due to the neglect of cubic and other 
higher order effects not considered by Hestenes. 
Thus we have recently replaced (6) with a two-
dimensional search procedure that minimizes the 



CI energy with respect to the coefficients of both 
terms in (5). This two dimensional search has 
sometimes resulted in a marked Improvement during 
early HCHF cycles, but is a waste of time In later 
cycles. A simple test could be coded into the 
program to improve efficiency In this respect. 
This is just one of several illustrations of the 
need for a general "tui.e up" of the program. 

Improvement in the selection of the £ matrix 
is of central interest. To date we have employed 
only diagonal £ matrices whose elements are com­
puted by a simple finite difference formula ap­
plied to R matrix elements for consecutive major 
cycles. This has actually worked reasonably well, 
but we suspect that certain small second deriva­
tive elements should be computed accurately. We 
want to maintain an exceedingly sparse F matrix, 
but we would certainly be willing to include a 
small number of off-diagonal elements if we could 
only identify the really important ones. We hoped 
to generate some discussion at this meeting con­
cerning what second derivative Information is of 
greatest importance. 

COMPUTATION OF FIRST-ORDER TERMS 
The CI energy is given in terms of integrals 

over MO's as follows: 
E -w , ! 1

( , iV" ' « *L I

| , ' n u " ! ! i . 

matrix. It follows immediately that 

ijkt 

P<2> , „ 

Jkl" 
( 1 3> where P_ and P l ' zr-e one and two-particle density 

matrices respectively. They are related by: 

(14) 
„(2) _ p(2) = p(2) = ( 1 5 1 

Mjk£ pjik£ KkHij "' u s ' 
It is important to appreciate that P ^ L , is non 
zero only if all four indices are in the active 
space. For the problems under consideration it 
requires a trivial amount of core storage to hold 
the non zero elements of P' and the corresponding 
two electron integrals. Only those elements in 
the active-active block of the symmetric, one-
particle density matrix are needed since the 
others are given by: 
Pj. = 26".* if i and/or j are spectators, (16) 

P.. = 0 Iff and/or j are virtuals. (17) 

Let the orbitals vary according to (4) for 
fixed A and variable \. Consider the CI calcula­
tion to* be repeated for each X. We want the 
values of E and dE/dX at each step during the 
variation. 
* U + e) - *(A) [j_ + EA + 0(e2)] (18) 
E(A + e) * E(M + 2 e l _ (i'|hNlJ) A.-. P^ + 

4e E (1'j||kll) A r i P H , L * 0 ( e
2 ) . ( 1 9 ) 

Note that f i r s t - o r d e r var ia t ions i n the density 
matrices make no f i r s t - o r d e r con t r ibu t ion to the 
energy by v i r t u e o f having diagonalized the CI 

where 
dE/d> = t r (AR ' ) * j t r (AR) , (20) 

p(2) ^ r - 2 M i ' | h N | j ) P . j + 4 ^ ( i ' j | | k t ) P ^ £ . ( 2 1 ) 

H - R' - ( R ' ) f . (22) 

To evaluate the R matr ix subs t i tu te (14) in to 
(21) and separate the resu l t i ng expression i n to 
•two terms. The f i r s t term contains everything not 
invo lv ing P* con t r ibu t ions . Computationally, 
evaluat ion of th i s f i r s t term i s in every respect 
l i k e the evaluat ion o f a c losed-shel l Fock mat r i x . 
I t can be evaluated in an AO basis using po in t 
group symmetry6 and a PK f i l e , 1 and then be 
transformed to an HO basis . For large basis sets 
t h i s incurs the same I/O charges and j u s t s l i g h t l y 
less CPU time than fo r an ordinary SCF cyc le . 

The second term, i . e . the P* con t r ibu t ion to 
JT, i s evaluated i n a mixed HO, AO basis . I t 
reduces to evaluat ion of the inner product o f a 
pa i r o f N-dimensional vectors. 

(23) 4 Z (1'JIIW) P; 
j k l i jk£ a=l,N 

Here C_ is the MO coefficient matrix which ex­
presses the MO's, ^ , in terms of AO's, y^. 

* * < X r X 2. •••» XnJ (24) 

* = *£ < 2 5' 
Evaluation o f (23) i s performed fo r each element 
o f Ft* i n the a c t i v e - v i r t u a l and ac t ive-specta tor 
blocks. This i s a f a s t step. The B matr ix has N 
rows and N, columns. 

B 0 j = 4E I < o j | | " ) Pf 
j k>t j k i <2'V f26) 

Evaluation o f (26) is not a heavy computation. 
There are N f c terms in the sum. (See Table 1.) 
The two-electron i n t e g r a l , ( o j | | k t ) , i s preserved 
from the penult imate step in . ^n e a r l i e r four- index 
t ransformat ion. The number of such 3/4 t rans­
formed in tegra ls is N x N.. For small problems 
these can be held in core. 

Note that the s t rategy i s to d iv ide the 
computation In to two types of terms. The f i r s t 
involves only one-par t i c le densi ty matr ices, and 
these are evaluated i n an A.O. basis . The second 
involves only ac t ive o r b i t a l s , and these are 
evaluated in an MO basis. This organizat ion has 
also proved useful f o r the computation of energy 
der iva t ives w i th respect to nuclear displacement, 
i . e . ana ly t i c gradients. 



TABLE I. DIMENSIONS OF ARRAYS 

N N N. N 
' P 

3 6 6 
G 18 21 
10 40 55 
15 75 120 
21 126 231 
28 196 406 
36 288 666 

N = number of active orbitals 
H ~ number of unique pairs 
N t = Nfl x N * number of unique triple indices 
N = number of unique P* elements 
POTENTIAL ENERGY SURFACES FOR A WEAKLY INTERACTING 
BIRAD1CAL SYSTEM 

A variety of experimental evidence indicates 
that nitric oxide forms a dimer in the gas phase 
with an association energy of about 2 kcal per 
mole of dimer. Its structure has not yet been 
determined, but the nitrogen-nitrogen separation 
is almost certainly unusually long. Various 
features of the electronic structure can be ex­
pected to more nearly resemble that of a transi­
tion state complex rather than that of a normal 
covalently bonded molecule. Unlike a transition 
state complex, however, the dimer is far more 
accessible to spectroscopic observation.' These 
weak complexes would seem, therefore, to provide 
interesting test cases for quantum chemical 
methods. 

The ground electronic state of NO is a dou­
blet pi state. Thus there are four nearly de­
generate TT* orbitals in the dimer for two elec­
trons. Not surprisingly, earlier calculations 
using single configuration SCF theory yield a 
qualitatively incorrect description of the dimer 
structure. We have recently begun a rather ex­
tensive exploration of the ground state potential 
energy surface using N * 2 and N » 4. Less 
extensive calculations are being carried out for 
the low-lying excited state surfaces. We wish to 
discuss some rather puzzling aspects of these 
results. In particular, this level of theory 
predicts a completely repulsive ground state 
surface. 
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I. INTRODUCTION 

The unitary group formulation of the many-body 
problem' is a viable alternative to the Slater 
determinant and second quantized formulation when 
the Hatnlltonlan is spin-free. In the unitary group 
formulation the Hamiltonian Is expressed as a Her-
raitlan second-degree polynomial in the infinitesi­
mal generators of U(p), where c Is the minuter of 
spin-free orbitals. Each Lrreducibly invariant 
representation space of U(p) is uniquely charac­
terized by a partition of a non-negative integer 
and the associated Young diagraa. Each space is 
invariant under the Hamiltonian, so the partition 
is a quantum number. The Paull-alloued spaces are 
characterized by Young diagrams containing no more 
than two columns such that the particle number, N, 
is given by the number of squares and the spin, S, 
is given by one-half the difference in the lengths 
of the two columns. Thus the Pauli-allowed 
irreducible invariant spaces of U(p) are pure spin 
states and spin projection fs not required. These 
spaces are spanned by either Gel'fand states or 
generator states,2 and the matrix elements of the 
Hamiltonlan over either set of basis vectors are 
evaluated straightforwardly by standard Lie alge­
braic techniques.-' The unitary group formulation 
has been shown to be directly applicable to large 
CI calculations.^ Further, the unitary group 
formulation provides a basis for various many-body 
theories. 

In previous papers we have given the unitary 
group formulation to single-configuration SCF,^ 
multiconfIguration SCF, and coupled-clustec' 
theories. The present paper is a review and an 
extension of these ideas. Section II contains a 
review of the relevant unitary group theory. Sec­
tion III contains a brief outline of the unitary 
group formulation of MCSCF theory. In Section IV 
we trrtit the effective Hatniltonlan for a multicon-
figuratlonal reference (primary) space, a device 
for enfolding states from the external secondary 
space into the multIconfigurational primary space. 
In Section V these two concepts are combined Into 
an MCSCF effective Hamiltonian. Ue outline in the 
appendix a test calculation for fbO with a double 
zeta basis. 

II. THE UNITARY UROUP FORMULATION 

The group 
U(o) = fx.y.z,...), x + = x - 1 (2.1) 

Is the set of all unitary transformations on a set 
of c orthonormal spin-free (freeon) orbitals: 

V(,>): i|r>, r = 1 to o] (2.2) 

The group elements have an exponential form 
x - e X where X f - -X (skew Hermit Ian) (2.3) 

where X is an element of the Lie algebra, 
LAU(P> - {X.Y,Z,..J (2.4) 

This nonassociatlve algebra Is closed under the Lie 
product (commutator), 

[X.Yl e LAU(p) (2.5) 

The Lie algebra has a basts given by 
LAU(p): {E r s ; r , s • 1 to o) with 

E r s - E s r (2.6) 

whose elements satisfy the Lie product 

[Ers.E t u 1 " S s t E r u " W c s <2.7> 

The covering algebra is 
CAU(p): f l , E r a , E r g E C u , . . . } = E(i,T) (2.8) 

where i is the degree of the element in CAU(C) and 
T labels the indices. 

The unitary group many-electron Hamiltonian, 
which lies in CAU(P), is 

H - H° + V (2.9) 

H° " I T "rsEr! 

V - l l l l v r s t u ( E r s E t u - 5 s tE r u) f2.ll) 

hrs = <^ilhils1> 

vrstu - ^ l ^ i l h i j U i M u j * - v t u r s (2-13) 

The Hilbert space of this Hamiltonian is ttie rep­
resentation space of U{o): 

m p 
a pa 

m - [>,,A, xDi 

V • I © V 
0 m p 

where each V D
l is invariant under CAU(D) and 

where (X) is a partition of the positive integerN, 

\ i \ *...*»„ 

http://f2.ll


• iP* * Emc!P> " Kcn)fp> • 

i-l 

IM is graphically represented by a Young diagram 
Y!i(M. with M boxes where the ith now has & [boxes. 
Each invariant space is .spanned by fp(<\] Cel'fand 
states labeled by Gel'fand tableaux constructed by 
adding integers to YDfX] in nondescendlng order 
along rows and In descending order down columns 
and there exist explicit formulae for the evalua­
tion of matrix elements over Cel'fand states, where 
each Gel'fand state can be represented by a PaIdus 
jrray and a walk on a Shavitt graph fsee Appendix). 
For the Gel'fand basis represented by 

m. [|F>, dim - fp[X]} (2.18) 

a matrl: 
given as a 
\r> and |F' 

lement, <F|H|F'>, has a closed form 
met ion of the walks corresponding to 

deal with the full space V p
l A ' even after limiting 

the number of allowed excitations. Thus we parti­
tion the full space Into a primary (or reference) 
space and a second (or virtual) space: 

V T = V p; {|p>; dim - dp>©V^(lQ>; 
dim * dp) {2.19) 

For the primary space there Is selected a snail set 
of states which interact strongly with the zero 
order ground state. Frequently the primary space 
is selected :>y first dividing the orbitals into 
three classes—(a) core. Inactive frozen (inter­
nal); (b) active, valence, mixed (internal); and 
(c) external, empty — and then retaining for the 
primary space only those states with configurations 
that employ (a) and (b). This primary space has 
been called the complete active subspacc (CAS).** 
We will represent this orbital partitioning by 

v « » • "internal = <l i>. Ij>. |k>.U>. • • •: 
dim - pt> 

©^external : <|e>. |e' »,|e->,...; 
dim - p e) (2.20) 

Furthermore, 
i n t e r n a l " V « r e ' { |c>. |c '>. |c*>,. . . ; 

dim - o c ) 

• V . l x e ( J : f | m > , | » ' > , | n r > . . . . ; 

dim - P ) (2.21) 

D - p t + P e - P c + Pm + D e < 2 - 2 2 ' 

An exanple of this partitioning is given for the 
water molecule In Appendix A. 

Within this partitioning scheme we obtain 
three distinct classes of single excitations from 
our primary space, c-"e, m-»e, and c-*ra. Further-
note, we obtain the relations 

E C C,|P>= 2£CC,|P> -4) 

(Recall that our primary space <-~itained aiJ on-
figurations Involving, fore .<nd nixed (vjlt>m-'0 
orbitals only and that a-jr core orbitals were all 
doubly occupied.) Usir^ (2.23) and (2.24), -*e can 
calculate nonzero matrix elements for the primary 
space.6 For another choice for the primary space, 
see Appendix B. 
III. MCSCF THEORY 

In the present section we give the unitary 
group formulation of MCSCF theory,6 which will 
also serve to introduce section V. 

The variational state is constructed as 
follows. We apply the state and orbital variation 
simultaneously. However, since [S,T] 4 0, Lhe 
order of application is significant. We follow 
previous work' and apply the state variation first. 
The variational state |fl> is then 

|0» S|0 (3.1) 

where T and S are orbital and state variation 
operators, respectively. The energy of this state 
is 

E'O) - <6|H|5>-<O|e"Se"THeTeS|0> (3.2) 

where H 13 defined by (2.9). On applying the 
Baker-Canpbell-Hausdorff expansion, and including 
only terms '.o second order, (3.2) becomes 

E(0) - <0|H|0> + <0|[H,T]|0> + <:0|[H,Sl|0> 

+ i<0|HH,T).T]|0> + i<0|nH,S],S]|0> 

+ <0|[[H.T],S1|0> (3.3) 

The energy Is an extremuin when 
5E(6) - <0|[H,OT]]0> + <0|[H.6S]|0> 

- <0|r6S,H,S||0> - <0|[6T,H,T]|0> 

- <0|!(6T,Hl,Sl|0> - <0|[(T,H),SS1|0> 

-0 (3.4) 

where we have used the symmetric double commutator 
defined by 

[A.B.C) ' [[A.Bl.C] + [A,[B,C1] 

Thus to second order the extremum of E(0) (3.6) is 
defined by the matrix equation 

1%) 
where, using the orbital classes of Boos et a l . , 



c e . c ' e ' ^ c e . c ' m ' u c e , m ' e ' 

c m . c ' e ' c cm,c*m' c c m , m ' e ' 

^ n e , c ' e ' T i e . c ' n ' ' 'me.H'e ' 

c c e , K 
ccm,K 
Cme,K 

S c . r s " { C K , c e CK,cm ^ . m e 1 

(3.9) 

(3.10) 

The e'ements in (3.6) are defined by the equations 

U r B E <0|[Esr,Hl|0> (3.11) 

v K 0 E <O|[|O><K|,HI|O> (3.12) 
C rs ,r-s ' 5 < 0 | [ E s r , H , E r . s - ] | 0 > 

- < 0 | [ E s r , H , E s , r , ] | 0 > < 3 - 1 3 > 

C r s , K ' = < 0 | [ [ E „ . H ] , | K ' « 0 | J | 0 > 

- < 0 | [ t E s r , H ) , | O X K ' | ] | 0 > (3 .14) 

% , r ' s ' E < 0 | [ [ E C . 9 , , H 1 , | 0 > < K | 1 | 0 > 

- < 0 | [ | E s . t / , H 1 , | 0 > < K ' l | 0 > (3.15) 

and 
C K , K ' = <O|(|OXK|,H,|K'XO|)|O> 

- <O|(|0XK|,H,|0XK'|]|O> (3.16) 

The explicit expressions for these elements are 
given elsewhere.6 

We can rewrite equation (3.6) In condensed 

•{:}•<) 

•i:}-C) 
where the values of T and S will be used to update 
the orbital coefficients and configuration 
coefficients* respectively. Calculations are 
carried out iteratively until W and V vanish (or 
becone less than the convergence criterion). That 
W vanish is equivalent to the Brillouin-Levy 
Berthier condition (BLB). 1 0 When V vanishes, 
orthogonality of the multiconfigurational states 
is insured. 

TW. ca]cu»3tiont begin wit-h an SCSCF deter­
mination of chii t.Mtals and a diagonalizatlon of 
the resulting repre^entLtlon of II In the primary 
space to obtain initial multiconfiguratlonal 
states. The iteration can be carried out in one 
or two steps. 

One-Step Procedure 

a. Compute W<D, V* 1), and C ( 1 ) . 
b. Compute T(!> and S^1* from (3.18). 
c. Compute new orbital and configuration 

coefficients. 
d. Repeat steps (a) through (c) until self-

consistency is obtained. 

Two-Step Procedure 

In a two-step procedure the orbital and state 
coefficients are obtained separately. This is 
done by setting V » 0. The new state coefficients 
will be obtained via a Harailtonian diagonalization. 
When V • 0 in (3.6), we obtain 

( wrs I J crs,r's' 

0 J 1 C K,r' S' 
crs,K' 
CK,K' SK'0 J (3-1« 

-<nrs) - { c r s > r . , , , H v 3 / ) + {c r S t K<Hs K , 0) 
(3.20) 

and 

0 ' fCn.r ' s 'HV. ' 1 + 1 C K,K' J ( Vo' ° - n ' 

Then from (3.20) and (3.21) we obtain 

-{w„> . ( { c r S | r . s , ) + { c r a i K - H c K i K , r ' 

•Cn. r ' s ' ^ 'Vs- ' »- 2 2> 

or 

' T r s ' - - ( f C r . . r - S ' ) + t C r s . K ' » ( C K K ' ' " ' 

(CK,r's'))",l'"rs' < 3- 2 3> 
Furthermore, now 

C«K' " 6K,K'(£0O - E(0)) (3.24) 

as the Hamiltonian is dlagonalized between itera­
tions. The steps In the two-step procedure are 

a. Diagonalize H to obtain configuration 
coefficients. 

b. Compute C s (3.12)-(3.15) and w (3.11). 
c. Obtain T from (3.17). 
d. Compute new orbital coefficients. 
e. Repeat steps (a) through (d) until conver­

gence is obtained. 

The optimum procedure for carrying out an 
MCSCF calculation is a subject of active debate.11 



Questions i n need of further investigation are 
orbital space selections and hence partitions, as 
well -in techniques tor dealing with convergence 
difficult tes. When the orbital space becomes large 
enough, their qn.il tty bycnmes unimportant; however, 
the problem becures too large to handle. What we 
propose in the next secilcn Is to combine MCSCF and 
effective HamiItonian theories to brinfi tn the con­
tributions of a larger orbital space without 
drastically increasing the size of the MCSCS calcu­
lation. 

IV. THE EFFECTIVE HAM1LT0NIAS 

One technique for the construction of an 
effective llamiltonian Is by means of an exponential 
and the Baker-Campbell-Hausdorff (BCH) expansion 

-«•= «~ G He C (4.1) 

- H + IH,G] +• •— [[H,G],G] + ... (4.2) 

where 

(E|PXQ|, |Q><P| 
G = 1 or 

le CAU(p) (4.3) 

and require that 

[Jt.fl - [M-.aj - 0 (4.4) 
where r and ft are projection operators for V p and 
VQ, respectively. We can employ two methods for 
the construction of>f; where G is determined either 
by perturbation or by coupled-cluster (variational) 
theory. 

Perturbation Theory 

1. He perform a perturbation expansion of 

n«0 

0 - I Gw> (4.6) 
n-0 

Substituting (4.5) and (4.6) into (4.2) we obtain 

/ " - H° * .„<>, """I («.7) 
Jt* 1' - V + (H°,G ( 1 )] (4.8) 

* < 2 > - (H°.G<2>1 + [V,G<»J 

4[[H°,G(1'l.0(1'J, etc.<4.9> 
2. The explicit form of G (4.6) is defined by 

the conditions 

T C ( n ) P « t f G t , 0 f t a 0 (4.11) 

s take 

' : ( n ) - r y <i<"' ( | P > ' Q | - I Q « P D (4.i2) 

prv p QEV q "< 

3. The representation of H on Vp is then given uW) 
•"op-PP' - °P,P , EP (4.13) 

(4.14) 

2*5" EQj S ) CP'Q 

Using (4.7) and (4.6) we obtain 

Gd> 2? 
PQ <4 - $ 

Thus (A.16) becones 

14̂ 2) . y 1 f VPQ V + W \ < A 1 7 ) 

Higher order terms are obtained in a similar 
manner. 

Coupled Cluster Theory 
For the complete active space decomposition 

y ( I >. fp+l >} • V = E i , E . v " «- 1 8 ) 

where h, h ' , . . . are active orbitals which are 
occupied In | >, the highest weight (single 
reference) state and 

V ' V 1 > } • V = E ee - - E . e - - E hc - E e» - E eh 

(4.19) 
and where care is taken to generate a set of lin­
early independent states. The effective Hamil-
tonian is defined 

*V|K> - E |K> (4.20) 

| K > " P "p F P + I * e VP (*•« ' 

is a multlconflgurational reference state. Then 

"P+(|K> - E,; |K> and &-fl|lt> - 0 (4.22) 

In (4.1) we take 
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°-§ <=Q
FQ M-23> 

where G Includes one-, two-,...particle clusters. 
Then by (4.2) and (4.23) 
< |FQ(H + lH,G] +...) g Kp F p

+| >= 0 (A.24) 

which is solved lterattvely with +T- H • 1&-+GM 

* * | * ° * K*° ̂  C etc. The matrix elements of the 
resulting products of generators over the highest 
weight state are evaluated algebraically2. 
V. HCSCF-EH THEORY 

We propose to combine the HCSCF and effective 
Hamiltonian approaches. In principle this pro­
cedure will provide the best definition of the 
primary space, thereby reducing the size of the 
Hpq terms and reducing the number to be included 
In the effective Haralltonian. 

We take the same variational state as before. 

|6> - t V 
where now we compute its energy using an effective 
Hamiltonian 

(5.2) 

(5.3) 

" <0|H|0> + <0|[H,G]]0> + <0|[H,S]]0> 

+ <0|(H,TJ|0> + | <0|[[H,G],G]|0> 

+ j <0|IIH,S1,S)|0> + i <0|IIH,T],T]]0> 

+ <0|[[H,G]tS]|0> + <0|([H,Gl,Tl|O> 
+ <Ol[[H,T],S]|0> (5.4) 

The most general treatment would be to solve 
for G as a third variational parameter (along with 
T and S). This would increase the size and com­
plexity of equation (3.1?). Although this 
completely variational procedure would be bounded. 
It appears to be too cumbersome, and so we choose 
to use a predetermined G (from either perturbation 
or coupled cluster theory). An extret,.um of th*J 
energy then occurs when 

6E(6) - 0 - <0|l(H+ [H,G]),oS]|0> 

+ ^IKH+IH.GIMTJIO - <0|[<SS,H,S)|0> 

- <D||6T,H,Tl|0> + <0t!lH,Tl,SS]|0> 

+ <0|[fH,(ST]S]|0> (5.5) 

t>r. In matrix form, 
H + W' ] f T ] 

. " { C M 
v + v ' I { $ j 

(5.6) 

»' - <0|[E 3 r,[H,G]]|0> 
v' = <0|t|0><K|,[H,Cl]|0> 

We niiw reach convergence when 
<0|[E s r,(H-!-lH,G])]|0> + 0 

1 
< O | [ | O > < K | , ( H + ( H , G ] ) 1 | O > - <K|(H 

+ [H,G])|0> •* 0 

(5.7) 
(5.8) 

(5.10) 

where C, W, ,ind V are defined by (3.21)-(3.25) and 
the iii'w terms are 

Equation (5.9) is simply a BLB condition for 
our truncated effective Hamiltonian (I.e-.-W'" 
* H+[H,G)), and (5.10) Insures that the states 
determined diagonalize the effective Hamiltonian. 
This process is to be carried out self-consistent^ 
Since the procedure yields a new set of HCSCF 
orbicals and primary space basis vectors, we must 
conpute an updated effective Hamiltonian (i.e., 
update the G's) each iteration. As with conven­
tional HCSCF there are both "one" step (5.6) and 
"two" step forms. Within the two-step procedures 
there are two classes: 

a. Uncoupled. Je (1) perform a conventional 
HCSCF calculation to obtain orbitalfl (section 3) 
and then with those orbital3 (2) calculate an 
effective Hamiltonian (section 4) to obtain con­
figuration coefficients. We repeat steps (1) and 
(2) until we reach self-consistency. 

b. Coupled. We now set V + V' • 0; then equa­
tion (5.6) becomes 

{T r s} - - ({C r 9 i r, s<> + ( C ^ U ' M C H K / ) - 1 

tcK,r's' ))"'{(W + W') r a} (5.11) 

Then we (1) obtain orbital coefficients from (5.11) 
and (2) obtain configuration coefficients from an 
effective Hamiltonian calculation. We repeat 
Steps (1) and (2) until we reach self-consistency. 

A self-consistent HCSCF effective Hamiltonian 
Is a unique object and provides the optimum conden­
sation of the quantum mechanical information 
content of the system which can be encapsulated 
within a given primary space and should provide a 
valid basis for chemical interpretation. 

APPENDIX A - H 20 

We propose to test our procedures onH20 (C2W 

symmetry) using a double zeta basis and a 361 
dimensional Vp composed of all single and double 
excitations (of l-Aj symmetry) from the closed 
shell singlet ground state. We propose to parti­
tion the orbitals on the basis of their SCF 
energies and obtain an 11 dimensional V P: 

Basis: double zeta 0(9s 5p/4s 2p) H(4s/2s) 
SCF Ground State: (lai)2 (2a,)2 (3a,)2 (lb 2) z 

(Ib^)2 ;symmetry—singlet k\ . 

Full Space: All single and double excitations. 
Dimension * 361 configurations. 
Symmetry « singlet A,. 
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SCF Orbital Energies: 

-20.559 3-lb; -0.717 8*2h 0.866 
- 1.361 4*3a, -0.567 9-6a 0.891 

5-lb, -0.506 10-2b 0.915 

6-8a, 0.218 U-?a 1.223 
7-4b, 0.310 12-3b 

13"5a 
14-4a 

1.233 
1.675 

43.335 

Orbital Partitions: 

V c o r e t (|1>.|2>> 
VmUed! {|3>.|4>.|S>.|6>.|7>> 
vempty : t |8>. |9>, | l0>. | l l> . | l2>, | l3>, |»>> 

Configuration Space Partition: 

Vp dimension = 11 
(Primary Space) 

PRIMARY SPACE! 

V 0 dimension - 350 
(Secondary Space) 

APPENDIX B - THE PAIR-PRIMARY SPACE 

The pair-primary space extends the ntimber of 
active orbitals but is of smaller dimension Chan 
the corresponding complete active primary space. 
This space is based on the concept of geminals (sec 
for example Linderberg or Cosclnski*-'), and it may 
provide a better surface for a dissociating mole­
cule or a transition state. The difference between 
the two formulations can be illustrated by a four-
electron, four-orbital nonsymmetric space: 

Orbital Partition 
Vaixed= (|l>.|2>»|3>) 

v e * p C r £ |4» 

Configuration Space Partition 

Complete Active Space (CAS) - Vp dimension - 6 

v«*»{flUll||} 
Pair Space (PS) - Vp dimension • 3 

w {MM) 

M *{>• 1»W • »,0 • «"•! 

SHAVITT GRAPH 

The form of the PS-HCSCF equations is simpler 
than those for CAS-HCSCF. For PS calculations CUGA 
is no longer necessary, as the resulting HCSCF 
equations depend only on the weights (occupation 
numbers) of the Gel'fand states. (For details see 
Hatsen and Nelln.14) 

The use of the pair-primary space is applica­
ble to certain (symmetrical) symmetry states. 
The extension to non-singlet states is under con­
sideration. 
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STABILITY CONDITION OF THE MCHF ENERGY AND CHOICE OF THE STARTING VECTORS 
fl. LEVY 

Laboratoire de chimie, ENSJF, I, rue Maurice Arnoux , 
92 120 Montrouge, Franco. 

An approximate stability condition of the MCHF 
energy is derived, tt leads to a criterium for the 
choice of the starting vectors. 

I. Second derivatives 

If the matrix of the MO components in a fixed 

basis is written in an exponential form 

C - exp (X) , 

then the useful second derivatives of the total 
energy with respect to the X.. 's matrix 
element* are 

\\k ca6 3 V I 3 Xy6 
"(dir) 

3 X 6 Y ) E ] X ap\Y6 

E aB,Y« " * *0l<fi»-^)«(Y«-«Y)|*0 > 

*0|jc&-a&), ij|*K>< * K|[(6>-Y"6), HJ|*0 "(ind) 
ap.yo • Z 

Ki*0 

where a , B . Y , 5 are creation operators, 
a , 8 , Y . 5 are annihilation operators, 
r 1 means the anti-commutation, * is the 
eigenfunction of the CI corresponding to the 
state under consideration and the •J'u's (K + 0) 
are the remaining eigenfunc-tions. 

The first term. E * i r ' a8 ,y6, is obtained 
by differentiating the MO's alone and the second 
one comes from the CI coefficients. 

2. Stability condition 

It is seen on these expressions that for a 
diagonal second derivative (Q- y , g- 6) the 
second term is always negative. Therefore, a 
necessary condition for the stability of the 
energy is 

"(dir) >|p"<in<0 , 
o.0,aB ' aS.aS' 

obtained by closed shell double substitutions of 
type t t •* t*F*. Thus 

"tc* "tt* 

iii) All the wavei'unctions $ . have a leading 
component like iji (no near ,l' degeneracy). 

tt appears from these hypotheses that the 
contributions of the diagonal matrix elements 
of H to second derivativesof type (ta . ta) 
are smaller than the the contributions of the 
off diagonal matrix elements of H th3t have 
a cofactor of type a a

ft.** 

Thus 

We introduce now the following hypotheses 

i) i- has a leading component S . This allowjci 
to introduce the following notation 
- i,j,k ... are the indices used for the core 
orbitals (never substituted) 
- t,u,v ... fiir the active orbitals occupied 
in * 0 

- t%*v*".,. for the active orbitals not occupied 
in * Q 

- a,b,c ... for virtual orbitals 

ii) The most important components of ^ are 

E " ( i m " a . a * * i «,>&i* ">„-*„•» 

where K is an exchange integral and K is 
the exchange operator for the orbital 'f1 . 

Then, using 



we find for the stability condition References 

I. B. Levy, Int. J. Quant.Chem.,^ , 297 fl'/70) 
^^rAJ ? 2 l< K

t)A! 2 <3> 
t c " " 2. B. Levy, Chen. Phys. Lett., Ui , 59 (1973) 

3. Discussion 3. D.L. Yeager and P. Jorgensen, to be published 

The last above condition, Eq.(3) is satisfied if 4. E. Dalgaard and P. Jorgensen, J. Chem. Phys., 
the orbital Cp is sufficiently different 69 , 3833 (1978) 
from U^,». Indeed, if tip looks like 

ope 
/has ip ». Indeed, if UP looks like <Z? ^ 

and the condition is not satisfied. 

Starting vectors satisfying Eq.(3) can be easily 
constructed : ^P * is obtained by using the same 
combinations oE basis AO's as in ^p ^with 
appropriate changes of sign)and then projects 
in the space complementary Co U2 . Then UP 
is obtained by Schmidt orthogonalization with 
respect to W3 and tp p. An example of such 
a procedure is given in Table I for an MC HF 
calculation of CH, in a double £ basis were 
tl* is exactLy given by Eq. (2). The first 
two lines give the SCF vectors of F_ symmetry 

ii - 2 
which were leading to a near unstability (E ̂ 10 ) 
due to the contribution of E"(ind), The last 
two lines give the starting vectors of F-
symmetry obtained by projection as described just 
above : these vectors lead to convergence in 
5 iterations with a single calculation of E 
{at the first iteration) and the final vector* 
are differing from these starting vectors in 
decimal places that arc be low the ones given in 
the Table. 

Ca rb cm Hydrogen 

2p 2p' Is Is' 

SCF MO's ft .25 
-.19 -! 

.45 

.01 
.23 .04 

-.14 1.02 

MCHF MO's ft 
ft* 

.25 

.5S 
.45 
.80 

.23 .05 
-.41 -.38 

Table I. SCF and MCHF MO's on CH. 
basis. 

It is concluded that 

i) it is easy to obtain starting vectors satis­
fying Eq.C?) for which neglecting E"(ind) will 
result in no hidden unstability and consequently 
will allow quadratic convergence ; 

ii) The Eq.(3> also provides a theoretical 
expl nation of the character of the MO's that 
are generally out coming from MC HF calculations. 
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RESPONSE FUNCTIONS ASSOCIATED WITH MM.TICO.NFICURATIONAL REFERENCE STATES 

Esper Dalgaard 
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SUMMARY 

The linear and quadratic responds of an 
atomic or moltcular system to an external pertur­
bation is studied w-.thin the framework of time 
dependent multiconfigurational Hartree-Fock theory. 
A time dependent reference state is set up a& 
[ii-> =• exptiA)exp(i<) |0>exp(-iEC.1, where A and K are 
Hermitian operators, which generate unitary trans­
formations of orbitals and expansion coefficientst 

respectively, in the MCHF ground state, [0> -
Z\<P >C . When the variation in time of A and K g go 
is derived from Frenkel's variation principle, the 
response functions are consistent with Ehrenfest's 
theorem j - <*\o\\i>> * «l>\ 30'3tJ0y> - ^ \ [0,H] |*> for 
arbitrary one electron operators. i.ue to this 
feature the dipnle length and velocity expressions 
for the oscillator strengths of electronic transi­
tions will give the same result apart from basis 
set truncation errors. The emphasis is on linear 
response, but quadratic response functions are 
defined and a method for their calculation within 
«CHF theory is described. 

I. INTRODUCTION 

Descriptions of the dynamic response proper­
ties of many electron svstems in terms of the ;ime 
dependent Hartree- and h.rtree-Fock theories 
occurred in the literature almost as early in the 
history of quantum mechanics.as the corresponding 
ground state approximations. Over the years, the 
random phase approxination, which is equivalent to 
the time dependent Hartree-Fock approach, has 
remained a popular tool for estimates of the fre­
quency dependent p̂ lai. izabilities. Formally, this 
method has the attractive features of gauge 

3 4 
invariance and variational derivation from a 
bounded functional, and for closed shell systems 
for which the Hartree-F^k state is stable, the 
results are generally quite satisfactory for the 
lowest lying transitions and the corresponding 
oscillator strengths. 

Deficiencies in the time dependent Hartree-
Fock approxination are numerous, however, partic­
ularly with regard to the continuous part of 
photoabsorption spectra and to the lacking self-
consistency of the polarization propagator. ' 
The method fails completely if the Hartree-Fock 
state is unstable , and this is probably the most 
serious problem in the molecular applications. 
Naturally, many improvements have been developed 
to include correlation effects. Most of these 
treat the electron interaction in a perturbative 

9 manner. 
The purpose of this contribution is to re­

port on a recently formulated generalization of the 
time dependent Hartree-Fock approximation, which is 
based on a multiconfigurational representation o: 
ground state ' : 

N 

g.l 8 so 

where (6 > denotes a single determinant or a symme­
try projected single determinant. Improved opti-

12,13 mization procedures as w>ll as encouraging numerical results from relatively large scale MCHF 
14 calculations of static molecular properties 

indicate that dynamic response functions might be 
calculated effectively in terms of t;... variables of 
MCHF theory. Initial numerical results seem to 
justify such expectations. 

Our aim is to analyze the response of the 
system to an adzabati-ally switched on perturbation 
of the form (1>0) : 

W(t) - V exp(-i[w+in]t) + V*exp(-i[-w+injt) (2) 

As an ansatz for a time dependent reference state 
we introduce the expression 

\H» - U|0>exp(-iet) (3) 

The state vector |î> will also be of the multicon-
figurational form if the unitary operator U is 
constructed as 

U - exp(iA)exp(iK) (4) 

where A aft1 < are Hetmitian operators, which gener­
ate transformations of orbitals and expansion 
coefficients C respectively: 

exp(i*)[0:> = l\t> >«t> |exp(i<)|0> (5) 

(6) 

Explicit expressions for A and K will be given 
later. Presently, we take A = A(t), < = ^(t), and 
e = e(t) to be the basic variables of the theory. 
Frenkel's variation principlp as modified by Lang-
hoff, Epstein, and KarpLus, 

Re <5^|i dt -H-W|(i> (7) 
yields the following requirement on Lhe operator 
U, 

2 Im<6U+U> + 6<U+(H+W)U> = 0 (8) 

The phase function e(t) shall not concern us here 
since it does not enter the calculation of response 
functions. Equation (8) does not in gen,.al corre-
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spond to a minimisation of a positive semi-definite 
measure of the error introduced by the ansatz Cor 
i A 
|I|I>, but this variation method is convenient to 
employ in practice. It reduces to the ordinary 
Rayleigh-Ritz valuation principle in the static 
Limit, an aspect vhich ensures that the dynamic 
polarizabilities wil* equal the static polariza-
bilities at zero-frequency as obtained from 
coupled MCHF calculations. * 

In the next section we discuss the formal 
spectral representations of Linear and quadratic 
response functions, while the remaining parts of 
the paper is devoted to the^r calculations in the 
MCHF framework. 

11. ELEMENTS OF RESPONSE THEORY 

Response theory is a standard topic in 
quantum mechanics and statistical mechanics. 
An account on the subject, which is particularly 
useful for our purpose, has been written by 
Zubarev. Assume for the moment that |0> is the 
exact unperturbed reference state and ['/"> the 
corresponding solution to the time dependent 
Schrb'dinger equation in the presence of the per­
turbation given by equation (2). The result, which 
we shall used is then that the expectation value 
at time t of an arbitrary Hermitian operator R 
takes the form 

<I|»|R|*> - <O|R|O> = (9) 

2 Re Jds«R(t); V(s)»exp(-iEs) 

+2 Re J/dsds*«RCc); V(s); V(s')>>exp{-iE(s+s')} 

+2 Re JJdsds*«R(t); V(s); V+(s')»exp(-iEs-i£'s') 

where the integrations over the time variables 
s, s' are from -=» to +™. Several definitions have 
been introduced here. First, R(t) and V(s) are 
operators in the interaction representation, i.e. 
R(t) - exp(iHt) Rexp(-iHt), and E = w+in while 
E* • -io+in. The quantities in the double brackets 
are the Linear and quadratic response functions 
or propagators in terms of time variables. 
Zubarev defines the retarded two-time propagators 
or Green's functions as 

«R(t); V(s>» - -i<0|[R(t), V(s)]|0>QCt-s) (10) 
and it seems natural to extend this concept to 
include quadratic response functions. Thus, we 
define the three time propagators as 

«R{t); V(s); V +(s')» - (11) 
- ^inRUnVfsH.V^s'HlO^U-s^Cs-s') 

In equations (10) and (L1},0 denotes the Heaviside 
step function, 0<T) = 1 for T > 0 and zero for 
T < 0 . It is generally most convenient to_empLoy 
the Fourier transforms of the propagators , and 
since these are functions of time differences 
only, thu transforms are obtained as 

« X ; V » e - (12) 

/dT exp(iEl)«R(0);V(~T)» 

and 

«R;V;V +» E E, - (13) 

//dTdT' exp(iET+iE'T')«R(0);V(-T);V+(-t')» 

The functions <<i»g and « ; ! » „ , are analytic in 
the upper half of tne complex plane. Introducing 
formally a complete set of states {|m>}, vhich are 
eigenstates of H, we find that the spectral repre­
sentations may be written 

« R ; V » E =• (11) 

V /<0|R|m>-:miV|O> <0|V|m><tn|RiO>, 
1 E-E +E„ " E+E -E-

"EE-

" ^ (E*E'*E -E .HE'-E^E,,) 

Somewhat simpler expressions can be established for 
the special cases «R,V,V^> and <<V,V,V>>; these 
will not be delt with here. 

It is apparent that the poles and residues of 
the linear response functions provide transition 
energies and transition moments for transitions 
involving the ground state directly. In addition, 
the quadratic response functions furnish us with 
transition amplitudes between two excited states. 
Such amplitudes are seeded for the description of 
two-photon processes , which are of much interest 
within the field of laser spectroscopy, and also 
for calculations of radiative lifetimes, except fur 
the lowest excited state . There is therefore 
ample motivation for extending current efforts in 
the theory of propagators to include the quadratic 
ones. 

Most approximate calculations of progagitors 
have been based on the equation of motion ' 

E«R;V» E - (16) 

<0|[R,V]|0> + «[R,H];V» E 

A similar equation connects the Linear and quadratic 
response functions 

(E+E')«R,-VjV+»EE, = (L7) 

«[R,V]jV +» , + «lR,Hj;V;V +» , 

FormalLy, we may express the connection between the 
two types of propagators as a moment expansion 
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- « A :V »., 

n=0 (E+E') 

where A - (-)"[ (H)nR,V). Here H denotes the super-
operator which on an arbitrary operator has the 
effect HX • [II,X]. Equation (18) suggests approxi­
mation schemes for the quadratic response functions 
in terms of Fade approximates , but this aspect 
will not be pursued here. 

Introducing the Fourier transforms of the 
propagators into equation (9), we find Chat 

<#|R|*> - <0|R|0> <19) 

+ 2 Be[«R;V» E exp(-iEt) 

*• «R;V;V» exp(-i2Et) 

+ «R;V;V +» E E, exp(2nt}] + ... 

where E * w+in and E' a -w+in» 
In the time dependent multiconfigurational 

Hartree-Fock formalism, the response functions will 
be expressed in terms of the operators A and K La 
equation (4) as calculated from equation (S). As 
shown previously*-*, a perturbation expansion of the 
type 

A - A(L) + A(2) +... (20) 

K - K(l) + K(2) +... 

derives from equation (8) only if the unperturbed 
reference state |0> is fully optimized so that the 
generalized Brillouin theoren 

<0|(6A+£K,H]|0> - 0 (21) 

i s v a l i d . Then we f ind from equa t ions (3) and (4) 
t h a t 

<iHRH> - <0|R|0> (22 

+ i < 0 | t R , A ( l ) + K ( l j ] [ 0 > 

+ i<0|[R,A(2)+<(2)]|0> 

- <0|aR,A(l)],KC:-]|0> 

- i<0|U»,AU)KA(l)]]0> 

- 1<0|[[R,K<1)],K(1)]|0> 

The next section is devoted to the equations 
from which A and < are calculated. The resulting 
MCHF propagators are in subsequent sections identi­
fied by a comparison of equations (19) and (22).' 

III. TIME DEPENDENT MCHF EQUATIONS 

Consider now again equations (3), ('<), and 
(8). The objective of this section is to deduce the 
perturbation expansion indicated by equation (20) 
from equation (8). We assume that our unperturbed 
reference state has been fully optimized as dis­
cussed by professor Yeager at this symposium. 

Following a suggestion by Linderberg and 

Ohm , we first express the operators A and < as 
linear combinations of Hermitian operators A. and 

A - I ..A. , K - 1 b.K. (23) 

with real coefficients a. and b.. For orbital 
transformations we need the setJ 

(Aj) -= U a * a s
+ V r } t i ( l r S " V r ) J < M ) 

where a denote electron creation operators refer­
ring toran orthonormal spin orbital basis set 
{$ (0|r«l,.... ,M}. Transformations of expansion 
coefficients {C J in equation (1) are generated by 
the elements of 8 the set 

{•=j> - t|* g> <*g.l +l*g« > <*glf iIV <*g*'" i |*8 , > <*g | } 

(25) 

Detailed descriptions of how to carry out these 
transformations in practice have been provided 
previously. * 

A general infinitesimal change in the unitary 
operator U it given by? 

6U - i(Y+ST)U (26) 

where x and K are given by the equations 

X - / lds exp(isA)6AexP(-isA) (27) 
0 

K - flds expCisiOoVexpt-iBK) (28) 

and 

K - exp(iA)K exp( - i sA) (29) 

The operator K has the same form as K but is 
expressed in terms of the transformed orbftals. It 
will prove convenient shortly to employ variations 
5A such that x " A.. In order to find such varia­
tions, we first deJine the superoperator AX - IA,X] 
so that equation (27) reads 

(30) ; - / ds exp(isA)SA 

- I u>" 
n-0 * " T i " 

The numbers (i)n/(n+l)I are the coefficients for 
Che Maclaurin expansion of the function f(x) • 
(exp(ix)-l)/ix. Let d denote the Maclaurin 
coefficients for the reciprocal function l/f(x) 
and take 6A to be 

oA - I d (A)nA. (31! 
n=0 n J 

This sum is convergunt if all,eigenvalues, 0-, of 
A lie in the interval 0 <_ 0- < 2TF, a requirement 
which can always be fulfilled since those eigen­
values in connection with orbital transformations 
always occur as exp(iO-). For this choice of fi.\ 
we obtain x * A. as desired. Similarly, we may 
choose OK such that K » K. •= exp(iA)K- exp(-iA). 
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Employing equations (26), .., (31) in equation (8) 
we conclude that Frenkel's variation principle in 
the present context becomes equivalent to the 
equations 

<Y|A.|^> + <$\h |*> = (32) 
J J 

-i<*|[Aj,K+W]l^> (all j) 

<t>\<. W> + «1>\~. If* - (33) 
-i<l|)j[ie ,H+W]|i|» (all j) 

j 
An interesting observation can be made here, namely 
that when equations (32) and (33) have been solved 
for A and < then the generalized Ehrenfest's 
theorem 

I 30, (34) 

will hold for any operator, which is a linear 
combination of the generators A. and K. . This 
result will be used in the next* sectiou to 
demonstrate the equivalence of the dipole length 
and velocity expressions for oscillator strengths 
within time dependent HCHF theory. 

So far, we have assumed that the set {A.} 
contains all the M generators, a a , of theJ 

unitary group U(M) of all possible unitary trans­
formations of the spin orbital basis set, but this 
set is often highly redundant. If there is a sub­
set of generators {A!}C{A.} which are generators 
of a subgroup of U(K7 andJif 

(35) 
;' = 1 

then this subset, {A!}, may without loss of genera­
lity be omitted in the representation of A as 
given by equation (23). Such generators provide no 
additional flexibility in the ansatz for [i|i>. The 
set {<.} given by equation (25) is also redundant. 
A nonredundant set of generators for unitary trans­
formations of expansion coefficients, C , in 
equation (1) is conveniently expressed in terms of 
a set of states tjn>} which spans the orthogonal 
complement of the reference state |0> within the 
subspace spanned by the manifold \\$ >, g • 1,..., 
N}. This set may be chosen to be 

{<.) =• {|n><0| + 10><n)ii|n><0|-it0><n|} (36) 

Elimination of redundant variabl.es is essential 
for the foLlowing, since otherwise equations (32) 
and (33) would not provide a unique solution for 
the variables {a,,b.} which are included in our 
ansatz for |ip>. ForJa more detailed description of 
the identification of the redundant variables.the. 
reader is referred to recent publications. ' ' 

Finally, we are prepared to set up equation 
systems for the calculation of linear and quadratic 
response properties. Using equation (20) in (32) 
and (33), and collecting terms of the same order 
in the external perturbation, we obtain a set of 
first order equations as 

i<[A.,All)+^CD]> • 
-i<[A.,W]> 

*[[A,,H],/Ul)+ie(l)l> • 

i<[*.,A(l>+K(l)]> - <[K.,IH,A(1)+K{1)]]> 

= -i<[<jtUj> 

while the second order equations become 

i<[A.,A(2)+K(2)]>~<[tA.,H],AC2)*K(2)]> - (38) 
i J 

<HA.,WJ, A<1)+K(1)]> 

+ <(Aj1A(l),A(l)) + (Aj,K(l),ie(l))> 

+ <[£Aj,A(l)J,K(l)] • [[AjfA(l)I, «(1)]> 

+ I <I[[Aj,H],A(l)]lA(l) + 2K(1)]> 

+ A <[[[A.,H],K(l)]iK(l)]> 

and 

£<[*.,A<2)+*(2)]> - <[K.,[H,A(2)+.C(2)]J> « (39) 

<[KJ,[W,A(1)+KU)]]> + <[[Kj,A<l)].ie(l)]> 
+ 1 <[Kj,tA(l),A(l)]]> 

+ j <[tcj,[[H,A(l)],A(l)+2«l)]> 

In these equations a "." is used to designate the 
derivative with respect to time and we have intro­
duced the abbreviation 

(Aj(A,A) - 1[[A.,A],A] + 1 [[AjtAj,AJ 

All expectation values are with respect to the un­
perturbed reference state |0>. 

The non-linear orbital relaxation effects 
which are included in the time dependent MCHF 
formalism appear explicitly in the equations for 
the quadratic or second order part of the operators 
A and K. These terms, i.e. the last four parts of 
equation (38) and the last three parts of equations 
(39) are spurious in the sense chat they would 
vanish identically, if A and K were linear combi­
nations of true excitation operators. A detailed 
analysis of those terms will be prblished elsewhere. 

Two special cases of equations (38) and (39) 
may be of interest. If the operator A everywhere 
is replaced by the unit operator, the present 
method becomes equivalent to the configuration 
interaction approach and the non-linear response 
terms are obtained from 

K U - . , K ( 2 ) ] > - <[te . , [H 1 ic<2)]]> 

< [ < . , [ W , K ( 1 ) ] ] > 

(40) 

On the other hand, if »c is replaced by the unit 
operator and the reference state [0> is chosen to 
be the Hartree-Fock state then the random ph se 
approximation is recovered. In this case equation 
(38) becomes 

i<[A.,A(2)]> - <[[Aj,H],A{2)]> - <4l> 

<[Uj,W],A(l)J + -| <[[[Aj,H],A(l)],A<l)]> 

since the expectation value of the product of any 
three particle-hole excitations or deexcitacions 
will vaniah. Equation (41) is equivalent to the 
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the non-linear time dependent Kartree-Fock 
equations rec«ntly described by Tillieu and Groenen-
dael , using effective one particle operators and 
Lagrangian multipliers. 

IV. RCHF RESPOHSE FUNCTIONS 

Turning now to the problem of solving equa­
tions (57), (38), and (39) for A and K we first 
observe that a unique solution requires a boundary 
condition. Since the perturbation operator vanishes 
when t tends to minus infinity the appropriate 
boundary condition is 

one-electron operator* (even if some of the genera­
tors a a , are redundant and therefore omitted in 
the ansatz for \*l>>). Thus, it holds that 1 1 

lim |i(i><ijt| - [0><01 
t*-» 

or equivalently 

lim A - lira K - 0 

(42) 

(43^ 

The form of the perturbation operator W(t) and the 
linear nature of equations (37) allow us to conclude 
chat the time dependence of the first order opera­
tors A<1) and <(l) will be 

A(l) - a(l;E) exp(-iEt) + aV;E)exp(-iE't) (AM 

<(1) - BU;E) exp(-iEt) + 8*(l;E)exp(-iE't) 

where E * u+in and E* • -ui+iru The following 
expansions apply for the frequency dependent opera­
tors a and B 

a(l;E) - I a j

1 (E)A. 

«1;E) - I b j

1(E>K j 

We find then that equations (37) become replaced by 
the requirement 

E<CAj.a(l)+6(l)J>-<t[Aj,H],a(l)+B(I)]> - (46) 

- i<[Aj,V]> 

E<[Ki,a(l)+fi(l)]>-<[<-,[H,Q(1)+8(1)11> - (47) 

- i<[K.,V]> 

When the expansions for a(l) and g(l) in terns 
of the generators A. and K. are introduced in (46) 
and (47), a linear system of equations is obtained 
fox the variables a. (E) and b. l(E). Standard 
methods may be employed to invert the coefficient 
matrix for this system for each energy value, but 
if the spectral representation of the response 
functions is desired, it is most convenient to em­
ploy a set of matrix transformations suggested by 
Lioderberg an^ Ohrn for a generalized random phase 
approximation7. 

We assume in the following that the operators 
a(I;E) and 6(L;E) have been determined. A compact 
formula for the MCHF linear response functions can 
then be inferred from equations (19) and (22): 

« R ; V » - i<fR,a(l;E)+B(l{E))> (48) 

Equation (46) may be viewed as a direct consequence 
of the generalized Ehrenfest's theorem, equation 
(34),which in the present scheme is valid for all 

<[R,H];v>> <tR,V]> 

if R is a one-electron operator. Suppose now that 
an operator P is related to R through the Heiseo-
berg equation 

iP - (R,tU (50) 

as, e.g., the dipole moment and linear momentum 
operators. Since 

«[R.H];V» E « «R;[H,V]» E (51) 

for the exact propagators,and also for the approxi­
mate ones obtained in the MCHF scheme,we have a 
sequence of identities 

E 2«R,-R» E - iE«P;R» (52) 

« «PjP» + i<[P,R]> 

According to equation (14) the linear response have 
poles of f irs t order at transition energies m -
Ej-E . The oscillator strength for the transition 
|6>*jJ>is in the dipole length formulation 

fajQM) - 3(Ej-E 0>|<0|R|J>| 2 (53) 

while the dipole velocity formulation reads 

f(V;(KJ) - |<E J - e 0 ) " 1 l<0 |p | . I> | 2 (5A) 

Atomic units are used here, and R and P_ denote the 
dipole moment and linear momentum vector operators, 
respectively. The residue at ui. of the propagator 

Sp«R;R» E - (55) 

« R x ; R x » E + « R y J R y » E * « \ * Z » E 

equals the square of the transition moment <0(R|J>. 
Therefore we see that 

f(L;0*J) * |u JR«s[Sp«R[R» ] (56) 

- 4 uj~ l RestE 2Sp«R;E;..-> El 
- | Uj~ JRes[Sp«P;£» E] 5 f(V;0-J) 

All residues above are evaluated at the pole u.. 
It follows that apart from a possible violation 
of equation (50) due to the finite orbital basis 
the two expressions for the oscillator strengths 
are equivalent in MCHF theory. In fact, all the 
various formulations are equivalent in the present 
scheme^ a n d the Thomas-Reiclie-Kuhn sum rule 
Ef(D-J) - <HQ > holds as well1!. These features of 
time dependent MCHF are attractive, but it should 
be pointed out that Kobe2^ recently has demonstrat­
ed, on the basis of gauge invariance, that it is 
the length form of Che interaction between charged 
particl.es and radiation, which must be used, when 
the unperturbed Hamiltonian is chosen in the usual 
manner. 

Changing now the topic to the quadratic re­
sponse functions, we consider again equations (J8) 
and (39). The right hand sides of these equations 

http://particl.es


contain the oscillatory factors exp(-i2Et), 
e*p(-i(E+E*)0, and exp(-i2E't), where as in equa­
tion (44) E - n>+in and E' • -w+in- The operators 
A(2) and K(2) must therefore have the form 

A(2) - a(2;E)exp(-i2Et) • 0-+(2;E)exp(-i2E't) 

• Y(E,E')exp(-i(E*E')t) (57) 

and 

K(2) - B(2;E)exp(-i2Et) • B+(2;E)exp(-i2E't) (58) 

+ u(E,E*)exp(-i(E+E')t) 

The operators a<2) and 8(2) should satisfy the 
equations 

2E<[A.,a(2)+B(2>]> - <[Aj)H],a(2)+B(2)]> - F. (E) 

(59) 

2E<[<.,ci(2)+8(2)]> - <Uj,.H,o.(2)+8(2)]]> - G^E) 

while ihe operators y and u should be a solution 
to the system 

(E-»E,)<[A.,Y*WJ> - *{["j.H]. Y+p]> " Pj{E,E') (60) 

(E+E,)<[<.,Y*u]>-<[^:.[H,'y*lj]J> - C.{E,E*) 

The four functionals F-(E), G.(E), F.(E.E') and 
G.(E.E') are identified by introducing equations 
(i) and (44) in the right hand sides of <38) and 
(39). We shaLl not need the explicit expressions 
for these functionals in the present discussion 
but we note that they can relatively easily be 
calculated from the two+electron transition density 
matrix elements < t R \ a

r

a

T ^ s ' a

s \ ^ g > > a n d c n e f i r s t 

order variables a.ME) and b. 1{E). When expansions 
analogous to those1 applied for n(l) and 6(1) are 
introduced in (59) and (60), ve get equation 
systems of the same form as the first order equa­
tions and the same computer code may be used for 
their solution. 

Finally, we compare equations (22) and (19) in 
order to obtain expressions for the quadratic re­
sponse functions 

« R ; V ; V » i<[R,a (2)+6(2) ]> 
ui+in.w+m 

l < [ [ R . a < l ) l . a ( l ) * 2 B ( l ) ] > - l < [ [ H , £ U > ! , 8 U ) I > 

« R : V : V + » . + « R ; V ; V » 
* ' u+ in . -u+ in -w+un, w +in 

- i<[R,YmJ> - < [ [ R . a ( l ) l . S ( D 1 > 

- < [ [ R . a + ( l ) ] , B d ) ] > 

- < ( R , a ( l ) , a + U ) ) > - < (R ,S(1 ) , B + ( D ) > 
Equation (62) indicates that it may at times be 
more convenient to use an alternative to the forms 
(11) and (15), namely 
C(RW*;EE*) » j«R;V;V*» „, • 1«R;V*;V» , (63) 

The definition (11) appears to be a natural 
extension of Zubarev's retarded Green's functions 
and it also seems to give the simplest spectral 
representation for a non-linear response function. 
On the other hand, the function «RjV;V " E E t has 
a singularity for E+E' * E ,-E where both m and 
m' denote excited states, while all such singulari­
ties are absent in the function G(RW +; EE'). A 
more complete description of the calculation of 
quadratic response functions within the time 
dependent HCHF theory will be published elsewhere. 

V. DISCUSSION 

Multiconfigurational Hartree-Fock methods 
have enjoyed an increasing popularity during the 
last decade as a natural means of including 
correlation effects, when describing the electronic 
structure of atoms and molecules . The presen' 
symposium is a manifestation of this fact. 

Several authors have found the HCHF method 
useful Cor the generation of an orbital basis set, 
which improves the convergence of a configuration 
interaction expansion. Such calculations are gen­
erally directed toward highly accurate descriptions 
of a few low lying states and to a lesser extent 
toward the dynamic response functions, albeit 
mainly for economic reasons. This study has been 
incited by the propagator methods as developed for 
quantum chenistryl° and at the same time by the 
difficulties that those methods encounter, when an 
explicit ground state representative is abandon­
ed. °»7 I would like to advocate the view that well 
defined propagator approximations emerge in a 
natural way within the time dependent MCHF frame­
work. Recent numerical results for oscillator 
strengths and excitation energies for the 0. mole­
cule obtained by Albertsen, Veager and Jsrgensen^' 
support this view. These authors employ an MCHF 
propagator formalism, which is equivalent to the 
present formulation for the linear response func­
tions , 

So far, no computations have been made for the 
quadratic response functions as defined here. How­
ever, the rapid development of laser spectroscopy 
in the non-linear domain calls for theoretical 
descriptions of second order processes. It seems 
that the functions «R;V;V » , or G(RW ;EE') 
given by equations (11) and (63), respectively, 
will be useful tools for such descriptions. 
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GREEN'S FUNCTIONS 
Until quite recently Green's function (GF) and 

other response function developments have been re­
stricted to single configuration SCF or first-order 
Rayleigh-Schrodinger perturbation theory reference 
wavefunctions. Following the lead of Yeager and 
J0rgensen, David Chuljian and the author have been 
able to formulate onn-particle GF theory for an 
HCSCF reference function |Q>. The choice of ioniz­
ation operator manifold p +, p+|n><0|( where l|n>} 
is the HC orthogonal complement space, gives rise to 
quite tractable expressions for the elements cf the 
GF matrix. By choosing the MC space to include all 
single and double excitations out of one of the 
dominant configurations of |0>, we are able to sig­
nificantly simplify the transition density matrix 
elements which appear in our working equations. In 
fflct, we have been able to link th*s HC based GF 
program to our unitary group HCSCF programs quite 
easily. 
ENERGY GRADIENTS 

The fac t that a converged HCSCF wavefunction 
j0> obeys the Generalized B r i l l o u i n Theorem makes 
such wavefunctions espec ia l ly a t t r a c t i v e f o r use in 
ca lcu la t ing how the energy E varies when^the mole­
cu le 's nucle i are moved from R to R*a + a . By 

c o l l e c t i n g the 3H-6[1) nuclear displacement vectors 
a f l (whose lengths sre to be determined) in to a 

s ingle vector a , one can express the Hamiltonian a t 

R + o in terms o f o r b i t a l s centered a t ft: H-* = 

H + J - S ( 1 ) + a . t f 2 , . a . Here fl<7) contains both the 

Hellmann-Feynman factors l < * * I T I - I r - R j " U , - > i + j 
i 7 j ' a R a a J 

and the atomic basis func t ion de r i va t i ve terms 
•^T « X a l | ? - R b r 1 | X c > . L i k e w i s e , * f l ( 2 J contains both 
kiftds o f second d e r i v a t i v e terms, but ne i ther fl* ' 
nor H l ' contain any e f fec ts o f HCSCF o r b i t a l v a r i ­
a t ion or CI c o e f f i c i e n t v a r i a t i o n . These l a t t e r 
e f fec ts are t reated v ia the exp ( i * ) and exp(1S) op­
era to rs . The resu l tan t energy expression, when made 
stat ionary w i th respect to va r ia t i ons i n A and S, 
gives r i se to^the fo l lowing^express jon. [ through sec­
ond order in a ) : E - E° + a . < 0 | H I ' ) | 0 > + 
a • < 0 r H ( 2 j | 0 > • a - Js(a.?, Z-%) ( i - f i ) " 1 { F - « , | - a ) , 
where A-f i i s the HCSCF Hessian matr ix {a t J?) and F 
and 8 are Generalized B r i l l o u i n - l i k e matr ix elements 
invo lv ing the Hamiltonian de r i va t i ve I t * ' ) : F . . -

< 0 | [ 1 * j . f l ( 1 , ] | 0 > , 5 n = < 0 | [ | n > < 0 | , ^ 1 ) ] | 0 > . This 
quadr ia t ic form in a can then be used to f i n d s ta ­
t ionary points where 3E/3a s 0. I t should be not­
iced that the o r b i t a l and CI expansion c o e f f i c i e n t s ' 
responses to the nuclear displacement a are computed 
in a coupled MCSCF method; we do not reso r t t o us­
ing s ing le con f igura t ion coupled SCF to est imate 
the o r b i t a l changes \. 
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ABSTRACT 

The study of molecular electronic structure 
has been divided into two separate and often acri­
monious branches, ab initio and semiempirical the­
ories. We have shown that the clue to providing a 
rigorous theoretical basis for understanding and 
systematically improving semiempirical methods of 
electronic structure lies in the study of the struc­
ture and properties of the effective valence shell 
Hamiltonian, f\v, J { v can be calculated by pure­
ly ab initio methods, and its eigenvalues, associa­
ted with the valence states of interest, are exact­
ly equivalent to those generated by the solution of 
the full x>lecular electronic Schrb'dinger equation. 
The resul's of our recent calculations of Jf v a r e 

of interest both as a novel ab initio formalism and 
for the insights they provide into the hidden under­
lying assumptions of semfempirical theories. The 
pursuit of this work naturally leads into the use 
of multiconfiguratlonal self-consistent-fleld (MCSCF) 
methods to provide input for 7^ calculations. 
INTRODUCTION 

Given a set of orbitals which is partitioned 
into core, valence, and excited orbitals, it is 
possible to define an effective valence shell Hamll-
tonian, "K v, which is an exact transformation of the 
original Schrodinger equation for the states of in­
terest (the valence states). The orbital space is 
assumed to be large enough to accurately describe 
the valence states which in zeroth order are repre­
sented In terms of linear superpositions of config­
uration functions containing a full core and a par­
tially occupied set of valence orbitals. The re­
sulting J f v has the following properties: {1} J ( V 

contains explicit reference only to the designated 
valence shell orbitals. Nevertheless, the eigen­
values of 3\ V are exactly identical to the corres­
ponding valence state energies (i.e., potential en­
ergy surfaces) which result from the solution of the 
full molecular electronic Schrodinger equation with­
in the given orbital basis. (2} The exact eigenval­
ues of ? ( V are obtained from a full valence space 
configuration interaction (CI) calculation, so 7^ v 

Is the quantity which is mimicked through parame-
trizations of the model Hami 1 tonians, " K M . of semi-
empirical valence methods. Many semiempirical 

Ĵ jJJ's are fit directly to a form which ignores the 
valence CI because of the added expense. (3) In 
addition to the usual one- and two- electron effec­
tive operators ( # * and # * ; ) . *K V also contains 
three-, four-, ..., N -electron effective operators 
(J|* *"̂ 'i'i,i» ••••' W^' I C^ have no counterparts in 
semlempirlcal theories. Here N y is the number of 
val«nce electrons, (k) # V uses the same set of or­
bitals to describe a_M, valence states of a system 

including all charge states. The frozen nature 
of the valence orbitals in the calculation of H v 

significantly differs from conventional ab initio 
methods where the orbitals vary with the state and 
charge of the system. However, the same integrals 
of the effective many-electron operators of JC may 
be used for alt of these valence states since X v 

Is formally exact. We have numerically verified 
this Fact, as described below, by using one set of 
orbitals to calculate all valence excitation ener­
gies and ionization potentials of the fluorine atom 
from F ' through F~ with an average deviation from 
experiment of 0.27 eV. 

In this paper we present a survey of our VC 
calculations for the fluorine atom and for the CH 
molecule preceded by a brief discussion of th< the­
ory of A . A discussion Is also given of several 
calculations which are planned or in progress that 
require the use of multiconfigurational seif-con­
sistent -field (HCSCF) methods to generate a reason­
able set of valence orbitals. Since the calcula­
tions for fluorine and CH involve third order quasi-
degenerate perturbation theory we are able to ad­
dress questions of convergence and to analyze the 
effects of three- and (the never-before-calculated) 
four-electron effective integrals. Our calculations 
for CH provide the first ab initio test of the fund­
amental transferability hypothesis of semiempirical 
methods. 
THEORY 

Definitions 

Jn order to define }{ V for an N electron sys­
tem, it is necessary to first describe the subspace 
of the full N-electron HMbert space within which 
«\ exists. This subspace is called the valence 
space and is spanned by the set of all N-electron 
symmetry adapted Slater determinants which have all 
core orbitals fully occupied with N * N-N core 
electrons and the remaining N valence electrons 

J v 
distributed amongst the valence shell orbitals in 
all unique ways. The basis of orthogonal comple­
ment space, or excited space, incorporates all other 
possible configurations. These are characterized 
by having at least one vacancy in a core orbital 
and/or at least one occupied excited orbital. 

Emphasizing this partitioning of the full N-
electron Hilbert space, the Schrodinger equation in 
matrix form is represented by 

"QP| nQQ U 
where C- and C- are coefficient vectors in the val­
ence (Pj and eSrcited (Q) spaces, respectively. Using 
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the well known transformation described by Lowdin 
produces a representation of the exact K v which is 
defined on the valence space and which has the ma­
trix representation, 

H V 1 W V E V V " V C P - E V ( 2 ) 

Since all configurations in the valence space 
have a full core and no reference to any excited 
orbital, they are totally specified by their valence 
shell configuration. Therefore, X v makes expli­
cit reference only to. valence orbitats. It can be 
shown that ?i of (2) has off-diagonal matrix ele­
ments between configurations which differ by more 

1-4 than two valence spin orbitals. In operator 
language, these two observations mean that A v 

must have the form 

r-iu + tti **££'«,-
W 1.IJ--I J 

i»l j-l io-l J 

"' c» * jk„ .. 

where E is the correlated energy of the bare core, 
andJ?T, J { v . , A *..» .... are effective one-, 
two-, three-, ... up to N -electron operators. 

Relationship to Semiemptrical Model Hamlltonlans 

The similarity between equation (2) and the 
general form of the complete valence shell CI inter­
pretation of semi empirical methods is striking. The 
general ijea of these methods is to postulate the 
existence of a model Hamiltonian, J\ H , which is de­
fined an the valence space and has eigenvalues which 
are the valence state energies. From this descrip­
tion it is obvious that is the object which is 
being mimicked by semiempirical / \ H ' s . In semiem-
plrical theories it is further assumed that ~J\ * is 
composed of effective one- and sometimes two-elec­
tron operators; however, three-and higher-electron 
operators are always ignored. Semiempirical theor­
ies then consider the individual integrals of the 
effective one- and two-electron operators between 
valence orbitals to be parameters that may be "adjus­
ted" to Include correlation effects and to reproduce 
the valence state energies. The par'ametrization 
scheme for these effective integrals incorporates 
empirical data based on the particular brand of 
chemical Intuition used by the method's inventor at 
the time of its conception. With each scheme is 
associated a different acronym, and consequently the 
entire collection of semiempirical methods appears 
as alphabet soup to the uninitiated. 

In an effort to understand the theoretical basis 
of semiempirical theories, we have calculated, from 
first principles, both the valence state energies 

and the integrals of the effective one-, zwo; three-
and four-electron operators of A between the val­
ence orbitals. By analogy with semiempirical the­
ories, we designate these integrals as true para­
meters. Our calculations are designed to address 
the following questions: (1) How well can we cal­
culate the valence state energies; and, does A 
have the potential to be a viable ab initio method? 
(2) How do the true parameters compare with semi-
empirical parameters! Especially, how large are 
the nonclassical many-electron effective integrals 
which arc ignored in semiempirical methods? (3)Are 
the one-center true parameters really transferable 
between molecular systems with similar environments 
as is assumed In semiempirical theories? (U) What 
is the effect of many-electron effective operators 
on the calculation of excitation energies and ion­
ization potentials? 

Perturbation Expansion for?* 

The energy-dependent representation of ft in 
equation (2) has several nice properties which are 
discussed elsewhere ; However, it suffers from 
the drawback that individual configuration-indepen­
dent true parameters cannot be directly calculated. 
This is particularly important for making compari­
sons with semiempirical methods. Hence, Iwata and 
Freed introduced an energy-Independent generalized 
perturbation expansion couched in the language of 
second quantization. With subsequent modifica-

fl 
ttons, which significantly improve the convergence 
properties of the expansion, it is possible to de­
rive formulas for the individual true parameters. 
These true parameters have the following physically 

^ Ii 
appealing properties"* : (1) The true parameters 
are independent of the valence electron configura­
tion. (2) The true parameters are independent of 
the number of valence electrons. This parallels 
the use of semiempirical parameters which are inde­
pendent of the molecular environment and the net 
(or local) charge of the system. (3J The true para­
meters can be evaluated within a theory which util­
izes matrix energy denominators, thus eliminating 
the necessity of tedious resummation of dominant 
terras through all orders in perturbation theory. 
Properties (I) and (2) mean that after the true 
parameters are calculated once for a given set of 
valence orbitals, they can then be used to evaluate 
the energies of al1 valence states of al 1 charge 
states of the system. 

Using the simplest form of our generalized 
quasi-degenerate many-body perturbation theory 
(G0.DHBPT) in which the energy denominators are taken 
to be strictly diagonal, our expansion reduces to a 
symmetrized version of Brandow's diagrammatic per­
turbation theory. Al) of our calculations to date 
use this form. In second order our method is equiv­
alent to a B.-type calculation of Gershgorn and 

9 
Shavitt, and in thrid order the off-diagonal ele­
ments of H__ in equation (1) are kept in lowest 
order of perturbation theory. 

The explicit details of third order GQDHBPT and 
the calculation of "Hw will he presented else­
where with emphasis on the formal theory of GQDHBPT, 
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TABLE 1. Selected effective integrals (true parameters) for fluorine in «V. Atomic basis orbitals are obuined from ground state RHF calcu­
lations for the indicated ion. Soth second and third order result? are presented to Indicate convergence. HlNOO/3 values are from Reference 
13 and the empirical values are in Reference 12. s, x. y, 2 are shorthand notation for 2s, 2p , 2p , 2p . 

True Parameter 
F 

2nd 3rd 
F + 

2nd 3rd 
F " 

2nd 3rd 
F + J 

2nd 3rd 
F " 

2nd 3rd 
Empir­
ical 1 NIND0/3 

E c 2054.97 -2055.05 -2054.97 -2055.05 -2054.98 -2055.05 -2054.9B -2055.05 -2055.00 -2055.05 -2057.11 

<*!*>=• 185.57 - 185.00 - 185.21 - 185.40 - 184.98 - 185-12 - 184.91 - 184.98 - 184.92 - 184.92 - 185.19 -129.86 

<*l K>> 169-28 - 173.54 - 169.33 - 171.64 - 169.91 - 170.96 - 170.37 - 170.82 - 170.79 - 170.79 - 171.19 -105.63 

" " I t f ' j l «> 31.85 33.76 31.50 32.62 31.45 32.02 31.54 31.80 31.72 31.68 31.63 17.25 

<«lK-jl «> 5.82 6.00 5.73 5.80 5.70 5.70 5.71 5.68 5.69 5.65 5.56 4.83 

< x y | t f Y . | xy> 31.86 35.46 31.61 33.79 31.82 33.01 32.19 32.77 32.69 32.67 32.66 14.91 

<xy| 3 ^ 1 yx> 9.40 1.49 1.42 1.48 1.46 1.48 1.50 1.49 1-51 1.49 1.41 0.90 

^ x y l J f Y ^ |sxy> a -2.03 -3.19 -1.86 -2.63 -1.76 -2.27 -1.77 -2.08 -1.90 -2.00 -1.90 

<s»y |3 t * J k |syx> 0.06 0.09 0.07 0.08 0.08 0.07 0.07 0.07 0.06 0.06 0.06 

< s x > I H " j t l « Y > -0.30 -O.38 -0.26 -0.30 -0.24 -0.25 -0.23 -0.23 -0.17 -0.24 -0.23 

<xyj ] }<Y j k |xyz> -2.63 -4.50 -2.44 -3-75 -2.36 -3.29 -2.45 -3.07 -3-00 -3.08 -2.79 

<«yz| 'K" j k l " V > -0.10 -0.15 -0.10 -0.14 -0.09 -0.14 -0.10 -0.14 -0.14 -0.18 -0.13 

<zyxs|tf i j k n l 2 " ' s > b 0.37 0.30 0.25 0.21 -0.02 -0.07 

< w = l ^ " J k l l y » " > -0.02 -0.02 -0.02 -0.02 -0.03 -0.04 

<zyxs| Jf ' j t j j z s y x * 0.01 0.00 -0.01 -0.01 -0.01 0.01 

<2yxs|3f " J k l | s 2 x y > -0.02 -0.01 0.01 0.01 0.04 0.04 

<uvw|ftY, k|xY» •flj ar.^r^ u*(i)vS(j)w*(k) K j J k tx<l)y(j)z(k)-x(k)y(j)2(l)] 

b. < abcd|^.Jwxyz>-Jj'j'|dr.d !; jdr kdr i a*<i)ba<J)c*<k)d*<« K ] i k i Wi)«(j)y(k)z( l)-„(l)x< 11 >»{k)z<J)-„<k>x<j)y<i)zUHw(k)x(*>y(i )z(i)l 



convergence properties of the expansion, calcula-
tlonal difficulties in third order, and special 
techniques used in computer algorithms. '" 

TABLE 2. Average deviation from experiment of all 
calculated valence excitation energies and loniza-
tion potentials for all charge states of fluorine. 
Atomic 
Orbital 
Base 

2nd order 3rd order 

0.86 0.41 6.90 
0.72 0.39 5.75 
0.69 0.56 5.16 
0.7* 0.68 4.99 
0.59 0.27 4.96 

without three-and four-electron true parameters. 

CALCULATION FOR THE FLUORINE ATOM 

In addition to the questions raised in the last 
section, our calculations for fluorine are also de­
signed to be a stringent test of the convergence 
properties of the perturbation expansion. The cal­
culation begins with the choice of a primitive basis 
which for fluorine consists of 5s4p2d stater type 
functions (STF's) and Is unchanged throughout all 
calculations. Quantum numbers and exponents for the 
basis set are reported in reference (11). We deter­
mine five different sets of atomic orbitals from re­
stricted Harr-ee-Fock (RHF) calculations for the 

ground states of F, F , F , F , and F all using 
the same primitive basis. Each of these is used In 
a different third order approximate calculation of 
K • The 2s and 2p atomic orbitats are designated 
as the valence shell orbitals. The zeroth order 
HaifiItonlan, H , for the perturbation expansion 
(H • H + V) is chosen to be the N-etectron operator 
which is the diagonal portion of the Fock operator 
constructed from the {Is) 2 configuration for each 
atomic orbital basis. Note that only for the orbi­
tals obtained from the F RHF calculation is the 
(Is) Fock operator truly diagonal. The diagonal 
elements of the (Is) Fock operator are the "bare 
core" orbital energies. 

Values for selected ab initio true parameters 
through third order are presented in Table 1 along 
with a uniquely determined empirical set of true 

12 parameters and one example of a set of semiempir-
Ical parameters. Because there are kS valence 
state energies to be reported for each calculation 
we list, in Table 2, just the atomic orbital basis 
and the average deviation from experiment for all 
known excitation energies and ionization potentials. 
A more thorough report will be made elsewhere. •* 

From Table I, there are several important obser-
vations. (l) Some of the three-electron true para­
meters are as large as 3 eV! (2) There is approxi­
mately an order of magnitude reduction in the size 
of the four-electron true parameters relative to the 

three-electron ones. (3) Notice the conspicuous 
absence of three- and four- electron semiempirical 
parameters. CO There is a large discrepancy be­
tween the ab Initio true parameters and the semi-
empirical MIND0/3 parameters. (5) The empirical 
true parameters represent the theoretical limit o f ^ 
infinite order complete basis function calculations. 
A comparison of the ab initio and empirical true 
parameters shows that convergence Is better for 
atomic orbitals that are determined from RHF calcu­
lations in which the subshel1 is not more than half 
full. This is also demonstrated in Table 2; and 
can be explained on the basis of the structure of 1 0 

the theoretical expressions for the true parameters. 
This fact Is more evident with different choices of 
H . 1 5 Finally from Table 2, the effect of Ignoring 
tRree-electron true parameters are important for 
describing Intrashell and intrasubshel1 correlations 
(In this case 2s*-+2p and 2p+-*2p).5,l' 

CALCULATION OF K v for CH 

We have performed two distinct types of calcu­
lations for CH; the first is used to test the ap-
llcability of ab Initio effective Hamiltonian meth­
ods for calculating the valence properties of mole­
cules, while the second is designed to Investigate 
the degree of transferability for the true parame­
ters of J^v. The primitive basis set for both cal­
culations Is a *is3pld STF basis on carbon with a 
2slp STF basis on hydrogen. Both calculations are 
performed at the ground state equilibrium Internu-
ciear separation of 2.124 au. The valence shell or­
bitats for each ftv calculation are taken to be the 
2d , 3o, In , N , and ka molecular orbitals ob­
tained from a RHF calculation for the II ground 
state of the neutrat molecule. 

Direct Calculation 

The first CH calculation is straightforward 
and follows very similar procedures to those used 
in the fluorine calculation, except that we report 
the results from only one molecular orbital basis 
and we use an average bare core orbital energy in 
H for the valence shell orbitals. The second and 
third order W results for valen..e shell ioniza­
tion potentials and excitation energies are pre­
sented in Table 3. Since we did not have access to 
an HCSCF wavefunctlon, special pains are taken to 
determine the 4a vl cual orbital from a V poten­
tial. This is necessary to Insure that the ha or­
bital has the character of a valence shell orbital. 
Otherwise, nonconvergence of the /C expansion be­
comes a problem. 10 Averaging of the valence shell 
orbital energies is also important for convergence 
of the *K V expansion for CH. 

Constrained Calculation 
As a preliminary investigation of transfera­

bility, we compare the one-center two-electron ef­
fective integrals, generated for the valence shell 
of a pure carbon atom, with the corresponding effec­
tive integrals extracted from a calculation For CH. 
In order to make a valid comparison, it is impor­
tant that the valence space for the pure carbon 
atom and the carbon in CH be as similar as possible. 



TABU 3. Excitation energies, ionization potential, and electron affinity of CH in eV. Calculations are 
2 

at tnternuclear separation of 2.124 au. The n ground state energy of CM ts in au. 

State 
Direct 

2nd 3rd 
Constrain 

2nd 
led 

3rd CI a 
Experi­
mental 

CH(2n) c -38.4642 -38.4014 -38.4515 -38.3983 -38.4103 -38.490 

V 0.673 0.479 0.778 0.491 0.67 0.742 
2A 2.346 3.084 3.119 3.105 2.93 2.88 

V 3-445 3.211 3.530 3.224 3.28 3.19 

V 4.433 4.080 4.644 4.055 4.02 3.94 

h 7.668 6.379 7.988 6.408 7.31 

CH+ 0Z* ) 
n 1.535 0.845 1.302 1.147 1.14 

'n 3.529 2.821 3-336 3.105 3.18 

h* 13.482 12.383 13.417 12.461 11.65 (?) 

CH ( 3E ) 

1.578 1.141 1.542 0.845 

1. p . " 10.488 10.411 9.972 10.586 

E. A. e O.S37 0.820 0.241 - 0.376 

0. E. f 3.884 2.690 3.539 2,621 

10.6it 

1.238 

3-65 
a. CI data for CH is from ref. 16 and CH is from ref. 17. b. Ref. 18. c. Ground state energy for CH. 
d. Ionization potential, e. Electron affinity, f. Dissociation energy (using pure carbon calculation). 

TABLE k. One-center two-electron effective integrals from pure carbon cal­
culation and corresponding effective integrals from constrained CH calculation in el'. 

Integral Pure Carbon 
Calculated 

Pure Carbon 
Empirical a 

Constrained 
0 

CH" 

<»|K;,I ss> 18.42 17.47 18.34 

<«ltf'jl sx> 18.96 18.20 18.94 19.33 

""Itfl ' j l xs> 3.20 3.10 3.68 3.15 

<»itfrji xx> 3-34 2.48 3.89 3.08 

^xltf'jl xx> 20.98 19.93 21.22 22.25 

«xy|«][jl xy> 19.32 18.17 19.64 20.32 

<»y|«?jl yx> 0.58 0.52 0.63 0.65 

«*itt?jl yy> 1.08 1.23 0.99 1.27 

a. From ref. 12. 
b. There are two columns for the constrained IH calculation because the atom 2p orbitals 

are split by linear symmetry into o and n orbitals. 
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This arduous task Is accomplished as described be­
low. Atomic orbitals are determined from RHF calcu­
lations separately for the pure carbon 3p ground 
state and for hydrogen. The carbon atomic orbitals 
are used for an M v carbon atom calculation. Then 
an unorthodox RHF calculation for the 2[l ground 
state of CH Is carried out such that the valence 
shell orbitals of CH (20 , ^ .in , III , and 4o) 

x y 
are constrained to be representable by the basis 
which is the union of the C and H atomic valence 
bases- This set of molecular orbitals Is fed into 
the approximate "}iv calculation for CH. This re­
striction on the valence space produces orbitals 
which are less than optimal, therefore the rate of 
convergence for this constrained calculation Is 
slower. Valence excitation energies and Ionization 
potentials are reported in Table 3 with those from 
the direct calculation. 

The " K v for CH is then back transformed to the 
nonorthogonai atomic valence orbitals to enable a 
comparison between the carbon atom two-etectron 
true parameters and the corresponding one-center 
two-electron effective integrals of CH. (See Table 
4) included in the table are the carbon atom true 
parameters. There are two columns associated with 
the constrained CH calculations in Table h because 
:he atomic p orbitals are split by symmetry into a 
and TT orbitals. 

Results 
Unlike the case for fluorine atom , there is 

not sufficient experimental data to determine a set 
of empirical parameters for CH as a check for the 
** true parameters individually. The same 
trends for the true parameters, noticed in fluorine, 
are present in CH also. Calculated values for the 
vertical excitation energies and ionization poten­
tials from both calculations are compared with the 
CI results of Lie, Hinze, and Liu for CH 16 and 

Green et a I for CH ' 7 i n Table 3- Also in Table 3 
are the experimental adiabatic quantities of which 

18 we are aware. 
Table 3 indicates that our i*C calculations are 

in excellent agreement with conventional CI results, 
and hence we conclude that *^-v can be applied with 
accuracy to molecular systems. Table 3 also demon­
strates, as expected, that the constrained calcula­
tion is not as well converged in second order; and 
consequently, at least a third order treatment is 
required to make accurate predictions. 

From Table 4 we see that the idea of transfer­
ability is not inconsistent with our calculations. 
However, there remains much work to be done before 
this aspect ni J^v is more fully understood and can 
be utilized. 
THE FUTURE 

In contrast to the relative insensitivity of the 
"H. V expansion to the choice of atomic orbital 
basis in first row atoms like fluorine, molecules and 
larger atoms {i.e., transition metals) require a 
more accurate zeroth order description of the orbi­
tals. To insure convergence of the *^ expansion 
for these systems, especially polyatomic molecules 

and molecules at large internuclear separations, it 
will be necessary to begin with an MCSCF procedure 
to determine the valence (and excited) molecular or­
bitals. 

Some of the work, which is planned but remains 
to be started and/or finished in the continuing 
saga of 3f v, Involves a series of third order K V 

19 
calculations for NH and OH as well as CH. A ser­
ies of third order "H calculations will be presen­
ted For selected first and second row atoms. Thought 
has been given to an r>- calculation for a heavier 
diatomic like CN, CO, or F-. 

One planned project is to calculate a set of 
21 

potential curves for the valence states of CH. 
This constitutes a stringent test of the usefulness 
of our ab Initio H method for molecules as both 
a direct first principles calculation and as a 
source of insight into the fundamental basis of semi-
empirical theories. The calculation wi11 provide 
the first ab initio investigation of the bond length 
dependence of two-center semiempirical-iike effec­
tive integrals. Obviously a calculation of this 
type must begin with HCSCF wavefunctions. 

Another large project is the calculation of X 
for the n shell of butadiene. This calculation has 
been delayed since Iwata and Freed finished their 
benchmark investigation for ethylene. Westhaus 
has since published A ethylene calculations using 
a differwiit formalism. With the knowledge obtain­
ed from calculations on fi.'st and second row atomic 
and atomic hydride systems, and the experience gained 
through implementation of the third order expansion, 
we now have the technology to undertake the calcula­
tion of *\ for butadiene. This will be the first 
ab initio test of semiempiricai TT -Hamiltonian the­
ories for a svitem with on extended IT -valence shell 
using S\ . The orbUuis are by necessity deter­
mined frorr a three configuration valence MCSCF cal­
culation. Mr, Livated by analogy with the semiemper-
ical mu' iconfigura' ional work of Eaker and Hinze, 
a set of well localized IT orbitals can be obtained. 
These localized orbitals will facilitate the inves­
tigation of semiempirical assumptions concerning 
model TT -Hamil tonians. 

Preliminary calculations for titanium have re­
cently been reported. Transition metals pre par­
ticularly interesting for three reasons. I1) Semi-
empirical theories have been unsuccessful tor these 
systems, (2) little experimental data is available, 
and (3) not much ab initio work has been done on 
their correlation energies, especially for excited 
states. We plan to continue our work on titanium 
and also to investigate iron since it resides at the 
other end of the first transition metal series. 
SUMMARY 

To reiterate, our calculations show that 
an accurate and novel ab initio method for small sys­
tems. It is particularly interesting and exciting 
since one calculation of the effective integrals 
yields all valence state energies of all charge 



states accurately. 

The calculation for atoms already provides a 
first principles check of the one-center integrals 
of semiempirical theories. The large discrepancy 
noted in Table 1 is explained by an averaging of 
effective three- and four-electron integrals into 
the one- and two-electron semiempricial parameters 
in analogy with the way that two-electron integrals 
are averaged into the one-electron Fock operator. 2 b 

Finally, our calculation for CH shows that 
~f\ can be applied accurately to molecules. It 
provides a test of transferability and will generate 
an ab initio bond length dependence for two-center 
effective integrals which can be compared with 
semtempi rical theories. 

REFERENCES 

1. K. F. Freed, in Modern Theoretical Chemistry. 
Vol. 7, ed. G. A. Segal (Plenum, New York, 1977). 

2. K. F. Freed, Chem. Phys. Lett. 13, IB1 0972); 
i£. 331 (1972); 24, 275 (1974); J. Chem. Phys. 60, 
1765 (1974); Chem. Phys. 3_, 463 (1974); 4, 80 (7974). 

3. S. Iwata and K. F. Freed, J. Chem. Phys. 65, 
1071 (1976). Erratum, 66, 1765 (1977). 

4. H. G. Sheppard, K. F. Freed, H. F. Herman, and 
D. L. Yeager. Chem. Phys. Lett. 6J_, 577 (1979). 

5- D. L. Veager, H. Sun, K. F. Freed, and M. F. 
Herman. Chem. Phys. Lett. 57_, 490 (1978). 

6. R. G. Parr, The Quantum Theory of Molecular Elec­
tronic Structure (Benjamin, New York, 1963); M. J. 5. 
Dewar, The Molecular Orbital Theory of Organic Chem­
istry (McGraw-Hill. New York, 1969); J. A. Pople and 
D. L. Beveridge, Approximate Holecular Orbital Theory 
(HcGraw Hill. New YOrk; 1970). 

7. P. 0. Lowdin, J. Hoi. Spectrosc. Ut_, 112 (1964); 
J. Hath. Phys. 3^969 (1962). 

8. B. H. Brandow, Rev. Mod. Phys. 3J3, 771 (1967); 
Adv. Quantum Chem. 10, 187 (1977); Int. J. Quantum 
Chem. 2i. 207 (1979T7 

9. Z. Gershgorn and I. Shavitt, Int. J. Quantum Chem. 
2, 751 (1968). 

10. M. G. Sheppard and K. F. Freed, "Third Order }4V; 
Theory and Calculation" to be published. 

11. H. ^un, K. F. Freed, ». F. Herman and 0. L. Yea­
ger, J. Chem. Phys. 72. 4lJ£ (1980). 

12. D. L. Yeager, M. G. Sheppard, and K. F. Freed, 
J. A. C. S. \G2, 1270 (1980). 

ij. R. C. Bingham. M. J. S. Dewar, and 0. H. Lo, 
J. A. C. S. 97. 1285 (1975). 

14. C. Moore, Ed. , Atomic Energy Levels, Hatl. Stand. 
Ref. Data Ser. , Natl. Bur. Stand. No. 35 (1971); S. 
Bashkin and J. 0. Stoner, Atomic Energy Levels and 
Grotrian Diagrams, Vo1. 1 (North-Holland, Amster­
dam, 1975). 

15. M. G. Sheppard and K. F. Freed "Third Order W v 

: Application to Fluorine" to be published. 

16. G. C. Lie, J. Hlnze, and B. Liu, J. Chem. Phys. 
57. 625 (1972); 59, 1872 (1973). 

17. S. Green, P. S. Bagus, 8. Liu, A. D. McLean, 
and M. Yoshtmine, Phys. Rev. A, 5_, 1614 (1972). 

18. G. Herzberg and J. W. C. Johns, Astrophys. J. 
158, 399 (1969); A. Kasdan, E. Herbst, and U. C. 
Lineberger, Chem. Phys. Lett. 3J_, 78 (1975); ref. 
cited in P. E. Cade and W. H. Huo, J. Chem. Phys. 
47. 614 (1967); ref. cited in ref. |6 and 17-

19. H. Sun, H, F. Herman, H. G. Sheppard, and 
K. F. Freed, ;o be published. 

20. M. G. Sheppard and K. F. Freed, to be pub­
lished. 

21. H. Sun and K. F. Freed, to be published. 

22. S. Iwata and K. F. Freed, J. Chem, Phys. 6J_, 
1500 (1974); Chem. Phys. Lett. 28_, 176 (1974). 

23. P. Westhaus, E. G. Bradford, and 0. Kail, J. 
Chem. Phys. 62, 1607 (1975); P. Westhaus and E. 
G. Bradford, J. Chem. Phys. 6_3_, 5416 (1975); 64, 
4276 (1976); P. Westhaus and Hoghtaderi, Quantum 
Theory Research Group, Notes 80, 81, Oklahoma State 
University, Nov. 1978;J.Chem.Phys. 72. 4174 (1980). 

24. C. W. Eaker and J. Hinze, J. A. C. S. 96, 4084 
(1974). — 

25. Y. S. Lee, H. Sun, M. G. Sheppard, and K. F. 
Freed, J. Chem. Phys. in press. 

26. K. F. Freed and H. Sun, Israel J. Chem. 19, 99 
(1980). — 

ACKNOWLEDGEMENT ' 
This work was supported in part by the National 

Science Foundation Grant NSF CHE 77-24652. 

150 



MCSCF FOR EXCITED STATES 

Charles W. Bauschlicher, Jr. 
Institute for Computer Applications in Science and Engineering 

NASA Langley Research Cen* •:, Hampton, VA 23665 

Byron H. Lengsfield III . 
Laser and Spectroscopy Branch 

NASA Langley Research Center, Hampton, VA 23665 

David R. Yarkony* 
Department of Chemistry, Johns Hopkins University 

Baltimore, MD 21218 

Two basic types of configuration interaction 
(CI) calculations are routinely used in accurate 
ab initio calculations. They are the First Order 
CI 1 (FOCI) and the oil single and double excita­
tion CI, CI(SD). In both cases the orbitals are 
initially optimized using a limited HCSCF. Recent 
advances in MCSCF Theory2 now permit MCSCF calcu­
lation containing ̂ -200 CSF's to be performed with 
little effort in excess of the previous snail 
MCSCF calculations. Thus, it is now possible to 
optimize the orbitals for a FOCI, by performing a 
full valence MCSCF (FVMCSCF). If the FOCI is too 
large and a POLCI3 ( a POLCI is best viewed as a 
FOCI with CSF selection) is to be used or a CI(SD) 
is to be run, the FVWCSCF can be employed to iden­
tify th? dominant configurations in the wavefunc-
tion. FVMCSCF calculations are performed at var­
ious points on the surface, the natural orbitals 
(NO's) obtained and FVCI repeated in the NO basis. 
The union of all important configurations Is then 
used In a small HCSCF. This MCSCF is followed by 
either the POLCI or CI(SD), using the orbitals ob­
tained in the small MCSCF. By performing the 
FVMCSCF, one simplifies the procedure for identi­
fying the important CSF's which should be included 
in the HCSCF. 

Limited MCSCF calculations followed by CI cal­
culations are a standard treatment for the lowest 
state in each symmetry. One exception would be 
when transition monents are desired. In this case 
a common se r of orbitals would be used, but even 
in this case Che separate MCSCF orbital optimiza­
tion followed by CI is usually performed to cali­
brate the common orbital set. In principle one 
could use the same techniques on the higher state., 
of a given symmetry, but In practice new problems 
drise. As one optimizes an upper root, the de­
scription of the lower root is degraded. This can 
lead to a flipping of these two states and the 
loss of the upper bound to the desire root. 

*a contribution by C. V. Bnuschlicher, Jr. Work 
was supported under NASA Contracts No. NAS1-14101 
and NASI-U672 while in residence at ICASE, NASA 
Langley Research Center, Hampton, VA 23665 

'SRC-NASA Rest-arch Assoi-iate, 1978-1980. Present 
address: IliM, 56(11] Cottle Road, San Jose, CA 95193. 

Alfred P. Sloan Rt"*«arcli Fellow. Work was support­
ed bv the Air Fori-* Office of Scientific Research 
(AFUSR-79-0073) and the National Science Fou-'!ation 
(CHE-7824153) during the course of this re:, .^rch. 

Ilinze1* has proposed optimizing the orbitals 
based on the averaged field of the states of inter­
est. He also noted that one must compensate for 
the poorer description of the orbitals by adding 
additional CSF's. The addition of CSF's to the 
MCSCF greatly increased the size of the CI(SD) and 
can quickly make the problem intractable. If the 
configuration list is not increased, it seems un­
likely the states treated by averaged field method 
will be as accurate as those state for which an in­
dependent optimization of the orbitals is per­
formed. Averaging all states of interest would en­
counter problems if all states but one were well 
described by one set of orbitals. The average 
field technique would treat one state more pcorly 
than the rest. While the averaged field technique 
avoids the problem of variational collapse, it may 
not treat all states equivalently for a configura­
tion list small enough to allow a CI(SD). Ideal­
ly, one would like to perform an independent var­
iational calculation on each state. Grein5 has 
noted if variational collapse begins to occur, a 
small CI would indicate which CSF's are needed to 
keep the lower roots in place. While in principle 
the MCSCF could become prohibitively large, in 
practice this does not appear to be a problem. We 
find for ionic systems such as BeO, MgO, and CaO 
that FVMCSCF - FOCI calculations yield poor separ­
ations between the low-lying states and instead a 
limited MCSCF followed by CI(SD) was employed. 
The addition of the CSF's needed to prevent varia­
tional collapse can make the CI(SD) prohibitively 
large. Also for a FVMCSCF - FOCI if an upper root 
collapsed, Che addition cf the CSF's needed to 
prevent -he variational collapse would represent a 
redefinition of the valence space. Liu6 has found 
that in some cases the addition of extra orbitals 
to the valence space in a MCSCF - FOCI calculation 
can actually yield poorer results and therefore 
should be avoided. 

Our general procedure is to perform a FVMCSCF 
at several representative points on the surface. 
The important and marginally important configura­
tions are Included in a small MCSCF. Those CSF's 
with a coefficient smaller than 0.1 at all points 
are dropped and the final CSF list is chosen. 
This final list is used in an MCSCF and followed 
by a CI(SD). If one is only considering the low­
est root, repeating the FVCI in terms of NO's can 
simplify the indentificacion of the important CSF, 
but for several roots this is not advisable. In 
BeO, for example, in the NO basis the Instate 
would be described by 
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2 2 2 2 4 
10 2(T 30 40 In (1) 

lo 2 2a 2 3o 2 5u 2 In* (2) 

l a 2 2 0 2 3iJ 2 W 2 l i r 2 2TI 2 (3) 

but the second and third roots would be nominally 
described as 

lo 2 2a 2 3o 2 4J 5O In 4 (4) 

lo 2 2o 2 3o 2 4 a
2 ITI3 2ir (5) 

Starting from U>» (4) and (5) provides a good 
description of the first and second roots, but 
starting from (1), (2) and (3) for the first root 
would necessitate adding other CSF's to describe 
the second root. 

The cases where it is impossible to perforin 
separate optimizations an higher roots fall into 
two categories: 1) the FVMCSCF calculation col­
lapses and in 2) the limited HCSCF undergoes var­
iational collapse. In the former we do not add any 
additional configurations. In the case of CaO 
£ states, we overcome this collapse by performing 
a FVMCSCF (where do, go, 10o, 3ir and 4ir are va­
lence orbitals) on the lowest Z state, obtained 
the natural orbitals, then used these NO's in 
FVMCSCF for the 2 Z with the 8o orbital frozen 
to be the 8a NO. The important CSF'a from both 
roots included in an MCSCF calculation, and the 
orbitals optimized for the 1st root. The second 
root orbitala are then optimized with Che 8a or­
bital to be the So orbital of the ground state. 
The second case where the limited MCSCF collapses, 
arises when the roots are close and the marginal 
CSF's of the first root are important in preventing 
root flipping. If the number of CSF's to be added 
is too large, we freeze an orbital (or orbitals) to 
be an orbital obtained in limited MCSCF calculation 
of the ground state. Since we have performed the 
FVMCSCF calculations we have some measure of the 
severity of these constraints. 

We have noted that if the marginally impor­
tant CSF's are added to the HCSCF, the energy of 
the limited MCSCF is within a few milli-hartrees of 
the FVMCSCF. For MgO the number of CSF's need to 
approach the FVMCSCF is less than 15 CSF's for all 
the low lying states. In order to minimize the un­
certainty in our calculations we avoid CSF selec­
tion whenever possible and If forced to select we 
keep the cumulative 7 selection threshold an order 
of magnitude smaller than the accuracy we seek 
(1 milli-havtree accuracy). For this reason we 
choose to include only the important CSF's in the 
MCSCF - CI. Calculations for MgO using an STO ba­
sis set show that this procedure yields Re's and 
Te's in excellent agreement with experiment. 

We should note a few technical aspects of our 
procedure. The FVMCSCF is made possible by using 
a second-order MCSCF procedure. Instead of solv­
ing the simultaneous equations, we employ a Super-
CI technique with a procedure for damping the 
eigenvector far from convergence. In our Impli-
mation a variable number of CI roots can be in­
cluded In the Hessian. We find that far from con­

vergence including all lower roots Improves conver­
gence and only near convergence arc all niots cou­
pled in and quadratic convergence observed. The 
inclusion of all lower CI vectors is an Important 
aspect of the second order MCSCF treatment of ex­
cited states. This is to be contrasted to the tra­
ditional generalized Brillouin theorem MCSCF where 
one often needs to shift the diagonal elements of 
the Super - CI Hamiltonian in order to prevent root 
flipping. In the case of higher roots of ionic 
molecules the lower state orbitals or the orbitals 
of a non-variational SCF do not always provide a 
good set of starting orbitals. In these situations 
the use of danping, can be very important. In some 
cases, the roots flipped as the higher root orbit­
als were optimized. However, convergence was ob­
tained In these canes by freezing orbitals in the 
lower root for a few iteration and the eliminating 
the constraint. In the cases where the apparent 
variational collapse was a result of a poor c' *ice 
of starting orbitals, this procedure works wei 
However one must be careful that this procedure 
does not lead to a local minima. We should also 
note that we have found corresponding orbitals very 
useful in conparlng two sets of orbitals. For ex­
ample, by computing the corresponding orbitals be­
tween the lowest root and a root jusl ?s it under­
goes variational collapse, it becomes trivial to 
observe which orbital or orbitals differ in the two 
Btates. 

The procedure discussed in this paper are 
based on the assumption that MCSCF calculations 
containing more than a few hundred CSF's are not 
routinely possible, however Schaefer "has recently 
reported an MCSCF including more than 10,000 CSF's 
Since Schaefer is using a first order method to op­
timize the orbitals, it ia not clear that reason­
able convergence will be obtained for a CI(SD) us­
ing a general MCSCF reference. Second order MCSCF 
techniques2 have been shown to provide excellent 
convergence for a general list of CSF's and this 
method In principle could be used to treat problems 
Including large numbers of CSfr'-s. However, the 
amount of work needed to construct the Hessian and 
solve the simultaneous equations could become pro­
hibitively large. If these techniques lead to the 
ability to routinely perform very large MCSCF cal­
culations, the need to perform a separate CI cal­
culation will be eliminated for most calculations. 
However, the procedures described will still be 
useful In determining the list of reference config­
urations and an initial set of orbitals for the 
larger MCSCF. 
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I. INTRODUCTION 

There are a number of problems for uhlch the 
simplest qualitatively acceptable wavefunction Is 
written as a linear combination of nonorthogonal 
Slater determinants; i.e. in valence bond (VB) farm. 

For example, Jackels and Davidson showed that cer­
tain portions of the N0_ potential energy surface 
are preferably described as "resonance" combinations 
of the two valence bond structures, 
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2. I 

such that the transformed overlap matrix 

is diagonal. The matrices U and V are determined 
by solving the eigenvalue equations 

;0." '.o: o; 
which arise as broken (spatial) symmetry solutions to 
the Hartree-Fock equations. The principal advantage 
of a nonorthogonal expansion of this form is that all 
of the polarization, or left-right correlation ef­
fects, implicit in the broken symmetry determinant are 
included in the wavefunction; a CI expansion based on 
symmetry restricted orbitals requires high order ex­
citations In order to span the same space. On the 
other hand, if the VB structures need to be "dressed" 
with additional correlations, a nonorthogonal expan­
sion quicklv becomes Impractical. A compromise 
HCSCF/CI expansion for NO- has been suggested by 
Engelbrecht and Liu, and Is discussed elsewhere In 

these proceedings. In the present contribution, 
the encouraging results of an application of the 
valence bond model to the low-lying excited states 
of pyrazine and para-benzoqulnone are presented, 
and the features of the corresponding orbital trans­
formation of Amos and Hall which make these "pro­
jected broken symmetry," or "projected spatially-
unrestricted Hartree-Fock," calculations possible 

for large systems are outlined. 

II. CORRESPONDING ORBITALS 

Let the orthonormal set of n occupied spin orbi­
tals which define the left-hand determinant, V., be 
denoted by (IJJ 1, and those defining the right-hand 
determinant V , by (IJJ 1. These two sets need not be 
related, but tor ne applications considered here 
they are connected hy a symmetry operation. In N 0 _ , 
e.g., 

*r-vJ • 
where ft is the reflection operator which sends one 
oxygen into the ocher. The problems associated with 
evaluation of the Hamiltnnian between the two deter­
minants arise because the two sets are not mutually 

orthogonal. Amos and Hall, however, showed that it 
is possible to generate two new sets of orhit.ils, de­
fined by the unitary transformations 

U -= ( u l t u 2 , . . . u n ) 

V " Cv4,v,,...v ) 

In this basis, the determinantal overlap is simply 
p+q 

ST.P - < V V - n d« . 
ind the Hamlltonlan matrix element is 

P+q , 

where p and q refer to Che number of a and 6 spin-
nrbicals, respectively, and 

p-H] 

Mi,J 
"i'l -y»J(l)h«' (UdTj 

(1) 7^0 ]
?(J)» j

r(2)d I ldT 2 

<ll ~ *!(2)*"'(2).dT,dT, 
12 J l l -



In practice, Eq. (1) is evaluated from appropriately 
defined transition density matrices and the origi­
nal one- and two-electron Integral list. The time 
required for the entire procedure is roughly equiv­
alent to that needed for an SCF iteration. 

Before discussing the results, it is important 
to point out that the corresponding orbitals also 
aid in the interpretation of the wavefunction. 
Because they maximize the overlap between pairs, 
they bring the two orbital sets into maximum justa-
position without changing either wavefunction, thus 
permitting a straightforward analysis of what 
really differs between ¥. and ¥ This is illus-
trated in Table I, where the eigenvalues d. are pre­
sented for the corresponding orbitals associated 
with the mirror image A broken symmetry solu­
tions in N0-. Notice that only two orbital pairs 

2 
have dj < 0.99. The 9a 6 set describes the "un­
paired" a electron. One partner is a combination 
of p and p z functions strongly localized on the 
left oxygen, the other member is Its' mirror image. 
In terms of the original broken symmetry canonical 
molecular orbitals, it is predominantly the open 
shell 9a" orbital (882), with some admixture of 
8a' (7X), and 7a' (5%). The only other orbital to 
markedly differ between V- and T D is the 2a' 
tal, an anti-bonding combination of 0 

orbi-
. orbitals. px 

It is certainly not surprising that a TT orbital 
is the most responsive (polarizable) to the locali­
zation of the 0" electron. „ 

Table I also contains an analysis of the A 
broken symmetry determinant in •..'0-. a mixture of 
3 3 ^ 

A2 (n.*"*! a*"1 Bj (n+-*rr*). if differs from NO, 
in two major respects. First of all, the localiza­
tion is not so strong. The unpaired 0 electron 
has substantial amplitude on the carbon center. 
Secondly, the polarization effects are limited to 
the 0 space. The open shell ir* orbital is nearly 
a symmetry function. 

Table I. Corresponding Orbital Overlap Integrals" In 
NO-(V) and CO.(V) 

,W) 1.0000 1.01)00 1.0000 1.0000 
l a ' .2a') 1.0000 l.OOQO 1.0000 1.0000 
3a' . l a ' ) 1.0000 1.0000 1.0000 1.0000 

,4a'> 1.0000 1.0000 1.0000 0.99^9 
SV ,5»'> 0.9999 0.9999 1.0000 0.999B 
6» ' , " ' ) D.99S9 0.9999 0.9999 0.99)6 
7a* ,7a') 0.9994 0.9955 0,9983 0.9920 
Ha' ,8a*> 0.9977 0.99b! 0.9972 0.5066 
• a ' ,9a*> 0.9903 0.0470 0.7764 
10. ' . I d a ' ) 0.9886 

0.9991 0.9991 0.9999 0.9999 
(2a", ,2a"> 0.8597 O.B597 0.9999 0.9973 
(3a", ,3a") 0.9992 

These examples should demonstrate that an 
lysis of this sort has advantages for defining 

a suitable one-electron basis for further CI. 
In much the same spirit, Martin, Davidson, and 
Eggers have compared SCF wavefunctions In the 
absence and presence of a perturbing electric 
field in order to define an appropriate CI basis 
Similarly, a corresponding orbital comparison of 
the symmetry restricted Hartree-Fock (SRHF) de­
terminant with the broken symmetry wavefunction 
should be of assistance in determining an active 
space for an MCSCF calculation. 

III. LOCALIZED EXCITATIONS IN PYRAZINE AND PARA-
BENZ0QUIN0NE 

Table II summarizes a recent theoretical study 
1 3 7 

of the * (n+rr*) excited states and the^Ip. Ionic 
states of para-benzoquinone (PBQ) , 0 -s^*">- 0. 
The SCF calculations were performed at the experi­
mental geometry, and, aside from slight differences 
attributable to the larger (double zeta) Gaussian 
basis set used in the present work, reinforce the 
earlier conclusions of Jonkman. The "anomalous" 
correlation energies associated with the symmetry 
restricted ASCF results (SRHF, column 1) are re­
moved by the broken symmetry wavefunctions (col­
umn 2). The n-*rr* excitation energies are now 
roughly correct, and the ionization potential Is 
underestimated by M eV, an amount typical of an 
oxygen lone pair correlation energy. The g-u 
splittings in the VB approximation are of the order 
of a few hundred wavenumbers, nearly an order of mag­
nitude smaller than the SRHF results, and in general 
qualitative agreement with the experimental observa­
tions. Note that the gerade coupling of the exci­
tations lies lower in each case. 

Tabic II tic 

Trim it ion ,h> " H e . 
> . n • ] * 

' , „ _ ' . 1. 

1.91 *4.tl*10 1.90 3.J2 

«•"' • ! » d i " 1 He*"1 

"Ovi'l \ t *.n) l , | * •l.ISulO*1 l . l * J.M b 

HJOOca'1 •lOOea"1 -Stca"1 

11.11 1.91 *7.77»IO"J 6.88 9.99 c 

•llOOca *tw™"1 *2t00ta~' 

1 conir^ciloti or Huilnaga'i (90p / * i ) Ml if ptla-

ChrtlJiryj it . F U.I roil It atr„iiur« Ab Initio 
H. F. i t hj*t«i, III (Fk-nua, N.v Toik, 197*). Ttw 
l«.n ri lr of trjn,Ulon. I> ihc .itjcatlort encrgr 
Mity »f -JN. lUJi «.u. lor th< '* Ktuuna > « [ • 

Itf. 10. 
rt». m» t l i«iy jnd S. r. HcGlrvn, J. Aa. CfcM. Soe, 99, 333* (1977). 

*Ttie calculat ions were performed with the baies of r e i . 2 
at C, g e o M t r l e i : NO , r - 2.45a , 0 - 100'; CO,, r -
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The interrction between the localized excita­
tions la larger In pyrazlne, N ^ N , primarily be­
cause the distance between the nitrogen lone pairs 
is smaller, and the overlap between them larger. 
Although the system is thus closer to a "delocalized" 
(MO) limit, Wadt and Goddard discovered that the 
SCF equations still prefer broken symmetry solutions 

1 3 2 
for the (a-̂ ir*) and n states. Table III shows 
chat che VB model accurately predicts the excitation 
energy to the lowest singlet and triplet but it con­
sistently underestimates the experimental splittings 
by about 0.5 eV. The CI excitation energies of Wadt 
and Goddard, estimated from independent o and n 
space calculations in the SRHF one-electron basis, 
fall roughly half-way between the VB model and ex­
periment. It is interesting to note that the SRHF 
splittings in this case are in good agreement with 
experiment; the net effect of the broken symmetry 
Is simply to depress the center of gravity of the ex­
citation energy by 1-2 eV. Jackels and Davidson1 

observed similar behavior for the two lowest elec­
tronic states of N0_, 

In summary, the VB approximation appears to pro­
vide reasonably accurate excitation energies and 
splittings for .only a modest increase in computa­
tional effort. If more accurate studies are required, 
che natural orbitals of the VB wavefunctlon should 
provide a good one-electron basis for more sophisti­
cated CI calculations. The coupling of the localized 
excitations with nuclear distortions of b. symmetry 
have been examined for the (n*TT*) states of PBQ and ] 
the (n-*rr*) states of pyrazine and will be reported 

12 elsewhere. 
The author Is indebted to E. R. Davidson, D. A. 

KLeier, and W. R. Wadt for many helpful discussions. 1 
This work vus performed under the auspices of the 
Department of Energy. 

I. C. F. Jackels and E. 
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1( D-.*) 1 1 ] U 5.16 4.25 -.IS 
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A PRACTICAL GUIDE TO APPLICATIONS OF THE HCSCF METHOD 

John H. Detrich and Arnold C. Wahl 
Science Applications, Inc. 
Oak Brook, Illinois 60521 

I. INTRODUCTION 

The considerable virtues of the MCSCF method are 
now well recognized and need not be exhc**ted here. 
Also the formal analysis and its rereni, development 
underlying MCSCF technology is well covered in the 
major papers of this workshop and in the litera­
ture 1 - Z 1 a n d will not be repeated. Rather, this 
paper will concentrate on the practical applica­
tion of the HCSCF method with specific attention to 
three important and somewhat subjective questions: 

1) the choice of configurations 

2) the choice of in i t ia l orbitals, and 

3) the design of the basis set. 

We will begin with an inventory of HCSCF calcula­
tions intended to illustrate various choices made 
on specific systems and to assess how extensively 
the MCSCF method has been applied (Table I). We 
shall summarize the choices made in regard to the 
above three questions in MCSCF calculations made 
since 1966. These questions have often been down­
played or or'y vaguely discussed in published work 
even though they must be faced and are essential to 
the success and in fact mere execution of any HCSCF 
calculation. He hope that a guide to this practi­
cal experience will prove useful in implementing 
the new generation of MCSCF technology now under 
development in various laboratories. 

Table I is not intended to be complete however we 
believe that it is representative of practical 
HCSCF applications performed during the past one 
and one half decades. We welcome comments and 
criticism drawing our attention to calculations and 
novel ideas we may have missed. 

II. APPLICATIONS INVENTORY 

It 1s valuable as a guide and background for cur­
rent workers to inventory the MCSCF calculations 
performed to date on various systems using the 
several MCSCF strategies. In Table I we have 
arranged these calculations in chronological order 
to track progress and indicated some characteris­
tics of the computations performed. These are: 

1) how were the HCSCF configurations chosen. 

2) how many configurations were included in the 
HCSCF process. 

3) how many configurations were included in the 
CI step. 

4) was a potential curve or surface generated. 

5) were properties generated. 

6} were excited states handled. 

We see from this table that since the first mole­
cular MCSCF calculations there has been a steady 
evolution and improvement and the method has been 
applied to excited states , electron affinities , 
extended to heavy diatomics , and polyatomics , 
orbital and mixing coefficients have been coupled , 
more and more configurations have been included in 
the MCSCF process , and the method has been joined 
with a larger CI step using the generated MCSCF 
orbitals (MCSCF/CI) . 

An evaluation of each calculation reported will not 
be made in this paper however it should be pointed 
out that many of the calculations cited achieved 
chemical accuracy, some did not, and others were 
model test calculations. The reader is encouraged 
to assess for himself from the literature the 
merits of various approaches. 

All of the above represents progress however it is 
not clear what the most effective thrust of MCSCF 
technology should be. With this in mind, we will 
proceed to our discussion. 

III. CHOICE OF CONFIGURATIONS 

Among the major advantages of the MCSCF method are 
the possibility of relatively short configurations 
list and the resulting chemical interpretability. 
In Table I the criteria used for the selection of 
configurations for inclusion in the MCSCF process 
is indicated. This selection process has ranqed 
from one of trial and error to schemes which in­
corporate the physics of molecular formation and 
excitation. Below we give a brief description with 
key references for each configuration selection 
scheme: 

TSE: Trial and Error: configurations ar& 
tried in the fICSCF list and retained if 
t.icy produce a lowering of 
the energy or significant mixing. 

INTU: Intuition: configurations are selected 
on some chemical or physical basis spe­
cific to the particular system under 
study. 

CI-SORT: A CI is performed and configurations with 
mixing coefficients larger than some 
threshold are included in the MCSCF list. 
New MCSCF orbitals are generated and sort 
can be repeated. Usually only a few CI 
iterations are required. 

LR-IO-A: Left-right in-out, and angular correla­
tion of an electron pair: 3 HCSCF orbi­
tals are chosen to provide these three 
types of correlation for each electron 
pairs treated. Often used in selection 
schemes which follow. 



PD: Proper Dissociation: the minimum number 
of configurations required to dissociate 
the molecule to Hartree-Fock fragments 
are included. This concept was intro­
duced in the OVC and GVB methods. It 
would seem foolish not to include these 
configjrations in any MCSCF list. 

ODC: Optimized Double Configurations: Proper 
Dissociation when only 2 configurations 
are required. * 

OVC: Optimized Valence Configurations: This 
scheme involves a "base" function which 
accounts for proper dissociation. In 
addition there are MECE (Molecular Extra 
Correlation Energy) configurations which 
vanish in the dissociated atoms. These 
include: Interatomic doubles, split-
shell charge transfer, and valence charge 
redistribution terms. The OVC selection 
scheme has been the most widely applied.*6,. 

ICF: Interacting correlated fragments: 
"designed for weakly interacting systems" 
- so far Be 2 and Mg„ and HSg. A series 
of wave functions with increasing levels 
of correlation, "balanced" inclusion of 
inter and intrafragment correlation: in 
the Be 2 calculation this is 2s -"-2p2 for 
Be atom and in the Kg, calculation this is 
3s2-3p2; for He atom in He 2 it is ls2-*2s2 

or 2 P

2 . 2 3 

FRS: Ful l Reaction Space. Preceded the CAS 
model, and i s very nearly equivalent to 
i t . The FRS model seems to be more 
f l e x i b l e in that open-shell o rb i t a l s in 
the dominant conf igurat ion need not be 
included in the react ion (or act ive) 
o r b i t a l space. 24 

CAS: or CASSCf": Compete Act ive Space SCF 
method: Bas ica l l y , spec i f i ca t i on o f the 
CSF l i s t involves only symet ry s p e c i f i ­
cat ion and o r b i t a l l i s t s f o r inac t i ve 
(or core) o r b i t a l s and ac t i ve o r b i t a l s . 
The act ive o r b i t a l s generate _alj_ possible 
occupancies and spin-coupl ings in con­
s t ruc t i on o f the CSF l i s t . 25 

SRFV: Symmetry Restr ic ted Ful l Valence: Not 
completely c lear . Apparently includes 
only molecular o r b i t a l s (symmetry re­
s t r i c t e d ) which can be manufactured from 
the valence shel ls o f the const i tuent 

atoms. 21 
PE: Pair excitations. Consists of including 

configurations generated by replacing 
each doubly and each singly occupied 
orbital in the reference configuration, 
one at a time, by another orbital.5 

INTER: Interatomic excitations only: involves 
double excitation with each electron 
coming from separate fragments or atoms. 
Also referred to as dispersion excita­
tions. 26 

INTRA: Interatomic excitations only: involves 
simultaneous excitation from same frag­
ment or atom. Accounts for changes in 
atomic correlation which is important 
for high accuracy and long range poten­
tials. 26 

INTER-
INTRA: I n t e r - I n t r a coup l ing : involves e x c i t a ­

t i o n which couple the above two classes 
o f conf igura t ions . Important e f f e c t i n 

long range p o t e n t i a l s . 

OCE: D i f f e r e n t i a l Corre lat ion Energy Method: 
includes only those conf igurat ions which 
cont r ibu te d i r e c t l y to the c o r r e l a t i o n 
energy d i f fe rence . These inc lude con­
f igu ra t ions invo lv ing the " a c t i v e " 
o r b i t a l and an "excluded space" e f f e c t . 
The idea 1s s i m i l a r 1n s p i r i t to the OVC 
method f o r po ten t i a l c u r v e s ; i t may p ro ­
vide a reasonable s t a r t i n g po in t f o r 
HCSCF ca lcu la t ions o f spect ra , e lec t ron 

a f f : n f t i e s and ion iza t ion p o t e n t i a l s . 

GVB: Generalized Valence Bond. In i t s o r i g i ­
nal form, t h i s approach deals w i th the 
atomic o r b i t a l d i s to r t i ons descr ib ing 
bond formation between cons t i tuent atoms 
in the molecule, hence H has more i n 
corrr-n w i th unres t r i c ted Hartree-Fock 
type approaches than HCSCF. However, the 
GVB wave funct ion can be re-expressed as 
a superposi t ion o f conf igurat ions and 
handled by MCSCF methods. This approach 
has r e l a t i v e l y recent ly been adopted f o r 
computational convenisnce and br ings GVB 
in to the MCSCF ma ins t ream, 2 8 

CI-SEL: S ta r t ing w i th m basic HC con f igu ra t ion 
funct ions (CF) (Proper d i s s o c i a t i o n , 
curve cross ings, e t c . ) a l l s ing ly and 
double exci ted CFs are generated, and 
fo r each one the (m + 1) dimensional 
Hamiltonian matr ix is d iagonal ized. 
CFs g iv ing an energy lowering i n excess 
o f some threshold are added to the MC 
l i s t . New MCSCF mixing coe f f i c i en t s and 
o rb i t a l s are generated, and new se lec t ­
ions are performed, u n t i l the MC l i s t 
s t a b i l i z e s . For exci ted states of a 
given symmetry, occasional se lect ions 
f o r the next lower root are performed 
and important CFs are also added to the 
MC l i s t . 1 3 

ASE: A l l Single Exc i ta t ions . Applied to atoms, 
and consists o f inc lud ing conf igurat ions 
generated by replac ing s ing le o r b i t a l s i n 
the reference conf idura t ion by a (cor re ­
l a t i o n ) o r b i t a l . 2 9 
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MO-ORDER: Molecular Orbital Order. Assigns rough 
molecular orbital energies to orbitals 
on the basis of intuition and 
experience, then selects configurations 
with particularly low energy sums. 
Appears well-adapted to handle "ear-
degeneracy and valence effects. 30 

CMC: Complete Multi-Configuration. 
all double excitations from the reference 
configuration with singlet spin paring. 
There appear to be two distinct varients, 
depending on whether localized or symmetry 
adopted orbitals are used. 31 

BMC: Bond Multi-Configuration. Double excitations 
to correlate orbital pairs for a single 
bond, i.e., intrabond correlation, 31 

8DMC: Bond and Dispersion Multi-Configuration. 
Adds to BMC double excitations one each 
from differing bond pairs, i.e., cross-
bond correlation. 31 

There is much to be learned from the work listed 
in Table I and the concepts discussed above. Among 
the most obvious lessons are: 

1) Changes in the correlation energy of a pro­
perly chosen core can be neglected. 

2) It is reasonable as a starting point for the 
MCSCF/CI procedure to select configurations 
to account for the Molecular Extra Correla­
tion Energy {include proper dissociation}. 

3) Often additional configurations must be in­
cluded to describe significant changes in the 
intra-atomic correlation energy. 

4) High accuracy (better than .1 ev) requires 
many more configurations than those pres­
cribed by simple rules. The MCSCF/CI proce­
dure appears to be an effective method for 
achieving such higher accuracy. 

5) Molecular properties can often be affected by 
configurations which do little to the poten­
tial curve or surface. 

6) Sometimes even qualitatively correct results 
cannot be obtained with simple configuration 
selection rules. 

7} What is learned about configuration choice 
from the first member of an isovalent series 
can be used efficiently in subsequent mem­
bers. 

IV. BASIS SETS FOR MCSCF CALCULATIONS 

Most of the art of basis set design developed for 
single configuration SCF calculations is directly 
applicable to MCSCF calculations. The reason for 
this is that effective correlating orbitals span 
the same space as the orbital they are meant to .,., 
correlate. Thus basis sets of double zeta quality*'' 
with polarization functions are usually adequate. 
Obvious attention however, must be given to proper 
design and testing of basis sets for excited 
states, ions, and weak interactions. For weak 
interactions the basis set expansion errors in the 
dissociated atoms must be significantly smaller 
than the magnitude of the interactions. For heavy 
atoms this requires basis sets better than double 
zeta quality. With the expansion method there are 
often special cases and surprises. 

Finally, since it seems to be perennially forgot­
ten, good basis sets are essential for achieving 
reliable and accurate results. CI or MCSCF pro­
cedures, no matter how extensive* cannot compen­
sate for expansion errors in any predictable way. 

V. CHOICE OF INITIAL ORBITALS 

No single decision is as crucial to the successful 
convergence of both the SCF and MCSCF processes as 
the choice of starting orbitals. Many schemes have 
been tried which include: 

1) the use of virtual SCF orbitals, 

8) I t is d i f f icu l t to apply simple configuration 
selection rules to polyatomic systems. 

2} orbitals obtained by maximizing coupling in­
tegral between dominant and excited config­
urations , 

3) orbitals obtained by maximizing overlap of 
correlating orbitals with correlated orbitals. 

4) orbitals based on intui t ion, 

5) the concept of 1n-out, le f t - r ight , and angu­
lar correlation, and 

6) other ideas. 

Some of these have been done manually and others 
automatically programmed. Experience has shown 
that it is well worth the effort to start the q q 

MC5CF process with the converged SCF orbitals. 
Also starting guesses can be aided by converged 
calculations on other states of the same system or 
other met. ers of an isovalent series. None of the 
above schemes is fool proof and the construction of 
initial orbitals in the MCSCF process is clearly an 
area needing significant attention. 
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VI . CONVERGENCE AND TIMING 

One o f the major advantages o f the new MCSCF tech­
nology which has been emerging over the past several 
years i s ant ic ipa ted increases in the e f f i c iency o f 
convergence o f the MCSCF process. In order to eva­
luate =ind document these performances» some sor t o f 
standard t e s t case i s required to monitor conver­
gence behavior. Not only is the number o f conf ig ­
urat ions important but also the time required fo r 
each i n te rac t i on and the s t a r t i ng o r b i t a l s used. 
In Table I I we suggest a l i s t o f parameters which 
should be included in convergence assessment and 
would be useful to have i n the l i t e r a t u r e . Sample 
values are given fo r CN'and C0» using the CDC 6600 

version J H Df the BISON-MC J D c o d e . 

VII. FUTURE GOALS 

Considerat-'ie attention is being given by several 
groups to the efficient formalism, implementation, 
and convergence properties of the MCSCF procedure. 
We can realistically anticipate continuing impro­
vements and success in these areas. However, it 
is our belief that more attention is needed in the 
thre<; areas which have formed the focus of this 
paper. Specifically: 

1) Systematic configuration selection rules 
should be developed and explored. Ideally 
successful rules should be amenable to 
automation and be incorporated as a user 
option into the computer program. 

2) Systematic initial orbital selection rules 
should be developed and explored. These 
also should be incorporated into the computer 
program. 

3) Despite our successes, basis set uncertain­
ties for new situations or molecular envir­
onments remain a limitation on accuracy, re­
liability, and level of confidence. Much 
greater effort should be given to the devel­
opment of numerical or semi-numerical pro­
cedures for molecules thus eliminating basis 
set anxiety. 

We hope that in this brief contribution to the 
NRCC-MCSCF workshop that we have drawn your 
attention to not only past work, but also to 
several important challenges facing computational 
chemistry in this new decade. 
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TABLE I. A DIRECTORY OF ATOMIC AND MOLECULAR MCSCF AND HCSCF/CI CALCULATIONS 

Atom or Molecule 
Configuration Number of Number of Potential 

Choice MCSCF MCSCI7CI Curve or Properties Excited 
Cri teri a Configurations Configurations Surface States 

D.R. Hartree, U. Hartree and 
B. Swirles, Phil. Trans. Roy. 
Soc. (London) A238, 229 (1939). 

J. Vizbaraite, J. Sirancs, V. 
Kaveckis and A. Jucys, Opt.i 
Spectroscopiya, 1,277 (1956). 

/>. Jucys, J. Vizbaraite, J. 
Batarunas and V. Keveckis, 
Lietuvos TSR Mokslu, Akad. 
Darbai, Ser.B 2,3 (1958). 

H2 ooc ovc 2 
4 

Li2 ODC 
OVC 

2 
4 

F2 ODC 2 

Be-0 isoelectronic 
series 

2s2V 2 

L 12 ovc 7 

He,H",L1+, 
„5* „6t . 

,Be Z + ,B 3 t, ,c 4 t. INTU 10,10,9,9,9,9 
9,9 

Yes Yes 
Yes Yes 
Yes Yes 

Yes Yes 

No 

Yes Yes 

Various 

Yes Yes 

E.R. Davidson and L. I. Jones, 
J. Chem. Phys. 3.7 1918 (1962). 

G. Das and A. C. uatil. J. Chem. 
Phys. 44., 87 (1966). 

G. Das and A. C. Wahl, J. Chem. 
Phys. i4,87 (1966). 

G. Das and A. C. Wahl, J. Chen). 
Phys. 44, 87 (1966). 

E. dementi and A. Veillard J, 
Chen. Phys. 44, 3050 (1966). 

G. Das, J. Chero. Phys. 46, 1568 
(1967). ~ 

N. Sabelli and J. Hinze J. Chem. 
Phys. 50, 684 (1969). 

W. T. Zemke, P. G. Lykos, and 
A. C. Wahl, J. Cnem. Phys. 51., 
5635 (1969). 
G. Das and A. C. Wahl, J. Chem. 
Phys. 56, 3532 (1972): Phys. 
Rev. Letts. 24, 440 (1970). 



Atom or Molecule 
Configuration Number of 

Choice MCSCF 
Criteria Configurations 

Number of Potential 
HCSCF/CI Curve or 

Configurations Surface 
Properties Excited 

States 

He2 INTER 
INTRA 

9 
20 

H ?C0 2 CMC 
BDMC 

NaLi BMC 
OVC 

4 

LiHe INTER 
INTRA 

5 
7 

He,Li,Be ASE 5 PE 3,5 

LiH INTER 15,5,4,5 

He,Be ASE S PE 2-7 

B CAS 28,17,26,12 

H INTU, IE 9,5 

°; OVC-INTRA 

HH OVC 8 

CH OVC a 

CH4 CMC 
C2 H4 
C? H6 

BMC 
BDHC 

H20 OVC 8 

Li.Be.B.C INTRA 1-8 

Be-F ASE 3-4 

Van der 
Uaals 

Van der 
Uaals 

No 

No 

ves 

Ho 

Ho 

Various 

No 

Osc. 
Strengths 
Fine struc­
ture 

No Electron af­
finity 

Ves No 

Ves ves 

Ves Ves 

Polariz-
abilities 

No p. Bertoncini and A. C. Wahl, 
Phys. Rev. Letts 25., 991 (1970). 

No B. Levy, Int. J. Quant, Chem. 
4, 297 (1970). 

No P. J. Bertoncini, G. Das, and 
A. C. Uahl, J. Chem. Phys. 52. 
5112 (1971). ~" 

No G. Das and A. C. Wahl, Phys. 
Rev. A4, 825 (1971). 

No F. Grein and T. C. Chang, Chem. 
Phys. Letters, 1£, 44 (1971). 

Ves K. K. Docken aid 0. Hinze, J. 
(Weighted Chem. Phys. 57_, 4928, 4936 
av9. ref) (1972)-

Yes T. C. Chang and F. Grein, J. 
Chem. Phys., 57., 5270 (1972). 

; Z. Sibincic, Phys. Rev.A5_, 
1150 (1972). 
J. Detrich, Phys. Rev. A5, 
2014 (1972). 
W. T. Zemke, G. Das, and A. 
C. Wahl, Chem. Phys. Lett. 
14, 310 (1972). 

; M. Krauss, D. Neumann, A. C. 
UaM, G. Oas, 4 W. lemke, 
Phys. Rev .',/, 69 (1973). 
W. J. Stevens. J. Chem. Phys. 
58, 1264 (1973). 
P. Julienne and M. Krauss, 
Molecules in the Environment, 
J. Wiley Page 354 (1973). 
B. Levy, Chem. Phys. Lett. 
18, 59 (1973). 

R. P. Hosteny, A. R. Hinds, 
A. C. Wahl I M. Krauss, Chem. 
Phys. Lettr. 23, 9 (1973) 
A. J. Stevens S F. P. Billingsly, II 
Phy5. Rev. A82.236 (1973). 
F. Grein and T. C. Chang, J. Phys. 
B. Atom, Holec.Phys. 6.L237 (1973). 



Atom or Molecule 
Configuration Number of Number of Potential 

Choice MCSCF MCSCF/CI Curve or Properties Excited References 
Criteria Configurations Configurations Surface States 

CH INTU 6 4117 Yes Various No G. C. Lie. J. Hinze and B. Liu, 
J. Chem. Phys.59.lS7J,1837(1973). 

CN OVC 17 Yes Yes Yes G. Oas 8 A. c. Uahl, J. Cftem. 
A10 OVC 10 Yes Yes Yes Phys. 61_ 1274 (1974). 
ArH INTER 10 Van der Cross No A. F. Wagner, G. Das and A. C. 

OT 2 itaals Section Uahl. J. Chem. Phys. 60. 1885 
(1974). 

Ne, INTER 9 Van der Yes No U. J. Stevens, A. C. Uahl.M.A. 
' Waals Gardner and A. M. Karo, J. Chem. 

Phys. 60, 2195 (1974) 
OH OVC 14 Yes Yes No U. J. Stevens, G. Das, and A. C. 

Hani, D. Neumann ana M. Krauss, 
J. Chem. Phys. 6J., 3686 (1974). 

FH OVC 8 Yes Yes No 0. Neumann and M. Krauss, Mol. 
Phys. 21917 (1974). 

CO OVC 7 Yes Yes No F. P. Sillingsley and M. Krauss 
J. Chea. Phys. 60, 4130 (1974). 

CO OVC 9 Yes res Ho F. P, Billingsley and M. Krauss. 
J. Chem. Phys. 60, 4130 (1974). 

NO* OVC 9 Yes Yes No F. P. Billingsley and M. Krauss, 
J. Chem. Phys. 60, 2767 (1974). 

He - F ASE & PE 2-4 Ho No F. Grein and A. Banerjee.Chem. 
Phys. Lett. 25, 255 (1974). 

Be INTU 2-5 No Yes F. Grein and A. Banerjee, Chem. 
Phys. Letters, 31., 281 (1975). 

Li.B INTU 2-8 No Yes F. Grein and A. Banerjee, Int. 
J. Quantum, Chem. Symp. £, 147 
(1975), 

0 MTU, TE 10 Fine struc- No J. Ostrich, Phys. Rev. All, 
ture 1498 (1975). 

NO, OVC 18 99 Yes Yes Yes G. D. Gillespie, A. V. Khan. 
' A. C. ..hi, R. P. Hosteny, 

and M. Krauss, J. Chem. Phys. 
63, 3425 (1975). 

VH OVC 4 Yes Yes Yes G. A. Henderson, G. Oas, and 
A. c. Uahl, J. Chem. Phys. 63, 
2805, (1975). 

Li,H INTU 8 30 Yes No Yes W. B. England, N. H. Sabelli, 
' and A. C. Uahl, J. Chem. Phys. 

63, 4596 (1975). 

http://Phys.59.lS7J


Configuration Number of Number of Potential 
Atom or Molecule Choice MCSCF HCSCF/CI Curve or Properties Excited References 

Criteria Configurations Configurations Surface States 

HgH INTER 
INTRA 

7 

H20+ CI-SORT 17 

OH nvr 17 

NH CI-5EL 14 

Na2 OVC 8 

N0 2,N0 2
+, HO" CI-SORT 15 

CIO OVC 61 

'2 

LiH, 

HeH, IteH, ArH 

KrH, XeH 
NH 

OVC-INTRA 

OVC 10 

IIITU.TE 2 

OVC H- INTRA 76 

INTER 
INTRA 
INTIR-INTRA 

Yes 

Yes 

Yes 

Yes 

99 No 

825 Yes 

Yes 

Yes Cross 
Section 

Yes No 

Yes 

Van der 
Waals 

Cross 
Section 

Yes W. B. England. B. J. Rosenberg, 
P. J. Fortune, and A. C. Wahl, J. 
Chem. Phys. 65, 694 (1976). 

Yes G. Das, and A. C. Uahl, J. Chen. 
Phys. 64, 4672 (1976). 

Yes P. J. Fortune, 3. J. Rosenberg, 
and A. C. Wahl, J. Chem. Phys. 
F5, 2201 (1976). 

No J. 0. Arnold, E. E. Whiting, and 
L. F. Sharbough J. Chem. Phys. 
64_, 3251 (1976). 

Yes A. Banerjee and F. Grein, J. Chem. 
Phys. 6S, 1054, 2569 (1977). 
W. J. Stevens, H. H. Hessel, P. 0. 
Bertoncini and A. C. Wahl, J. Chem. 
Phys. 66, 1477 (1977). 
G. Das, A. F. Wagner, and A. C. 
Wahl, J. Chem. Phys. 68, 4917 (1978). 

No J- 0: Arnold, E. E. Whiting and 
S. R. Langoff, J. Chem. Phys. 66_, 
4459 (1977). 

No P. J. A. Ruttmk and J. H. • n 
Lengthe, Theoret. Chem. Acta 44_, 
97 (1977). 
M. L. Olson and D. 0. Konowalow, 
Chem. Phys, 21, 393 (1977) ibid., 
22, 29 (1977TT D. D. Konowalow 
and M. L. Olson, J. Chem. Phys. 
67., 590 (1977): 71_, 450 (1979). 

Yes G. Das and A. C. Wahl, J. Chem. 
Phys. 69, 53 (1978). 

No A. F. Wagner, A. C. Wahl A. H. 
Karo, and R. Kreijci J. Chem. 
Phys. 6£, 3756 (1978). 

No J.H. van Lenthe and P.J.A Rutting 
Chem.Phys. Lett. 56. 20 (1978). 

Yes G. Das, A. C. Wahl, W. T. 
Zemke and W. C. Stwalley J. 
Chem. Phys. 68_, 4252 (1978). 

No G. Das, A. F. Wagner, and A. 
C. Wahl, J. Chem. Phys. 68, 
4917 (1978). 

Yes A. Banerjee and F.Grein,Chem. 
fiys. 35, 119 (1973). 



Configuration Number of 
Atom or Molecule Choice HCSCF 

Criteria Configurations 

Number of Potential 
MCSCF/CI Curve or Properties Exci ted 
^figurations Surface States 

co2 
C3-Sort 

Na2 
OVC 

C3 H4 INTU, Tl 

CaO INTU 2 Yes No No C. W. Bauschlicher and D. R, 
Yarkony, J. Chem. Phys. 68, 3990 
(1978). ~~ 

KOH MO Order 7 1465 Yes Yes No H. England, J. Chem. Phys. 68, 
4898 (1978). ~~ 

C,H FRS Yes No No L . J . Cheung, K. R. Sundbe rg , 
and K. Ruedenberg J . Am. Chem. 
Soc. TOO, 8024 ( 1 9 7 8 ) , I n t . J . 
Quantum Chem. 16_, 1103 ( 1 9 7 9 ) . 

C,H f i S. Kato and k. Morokuma, Chem.Fhys. 
Lett . 65,19 (1979). 

N, OVC 20 Yes 0 . Neumann and H. K r a u s s , M r ' . 
1 Phys . 37., 1661 ( 1 9 7 9 ) . 

0 * PO 12 3854 No Transition No K. Tanka and H. Yoshimine, J . 
Moments Chem. Phys. 70, 1626 (1979). 

SiO INTU 45 2500 Yes No No S. R. Langhoff and J . 0. Arnold 
J. Chem. Phys. 70., 852 (1979). 

CF GVB 2-8 Yes Yes No T. H. Dunning, Jr., W. P. White 
R. H. Pitzer, and C. W. Mathews, 
J. Mol. Spect. 75, 297 (1979). 

15 3573 No Yes Yes U. B. England and W. C. Ermler, 
J. Chem. Phys. 70, 1711 (1979). 

12 Yes Yes Yes D. D. Konowalow, H. E. Rosen-
krantz, and M. L. Olson, J. 
Chem. Phys. 7£, 2612 (1980). 

10 2047 No Yes No J. H. van Lenthe and J. L. M. 
Smits, Recueil, J. Roy, Nether­
lands Chem. Soc. 99., 130 (1980). 

CuO PD 2 Yes Yes No D. H. U. den Boer and E. W. 
Keleveld, Chem. Phys. Lett. 69_, 
389 (1980). 

Q, CAS No No Yes D. L. Yeager and P. J«rgensen, 
* Hoi. Phys. 39, 587 (1980). 

Be t No No Yes D. L. Yeager and P. Jargens?n, 
Mol. Phys. 39, 487 (1980). 

BeO 1,3 No No Yes C. U. Bauschlicher, Jr. and 
D. R. Yarkony, J. Chem. Phys. 
72., 1138 (1980). 

Li„ GVB 2 No No Y?s B. H. Lengsfield III, J. Chem. 
Phys. 73, 382 (1980). 



Configuration Number of Number of Potential 
Atom or Molecule Choice MCSCF HCSCF/CI Curve or 

Criteria Configurations Configurations Surface 

LU 4 No 

BeO SRFV (CAS) 81 No 

CaO MO Order 8 6102 Yes 

Be2 CAS 183Z 11688 Yes 

Be 106 1148 

h"< INTU 2 Yes 

C 3K 2 C1-S0RT 6,4 100 Yes 

N2 CAS 726,948,950 Yes 
ceo GVB 16 2S23 Yes 

OH + H 2 GVB 

LR-IO-A 

6 4560 Yes 

CAS 1380 

OVC 9 

DCE 17 

DCE 15 

PbO OVC 9 Yes 

CN DCF 17 41 Yes 

Properties Exci ted References 
States 

B. H. Lengsfield III, J. Chem. 
Phys. 73_, 332 (1980). 
B. H. Lengsfield III, J. Chem. 
Phys. 73, 382 (1980)/ 
W. B. England, Chem. Phys. in 
press). 
Blomberg, Siegbahn and Roos 
(pre-print). 
R. Shepard & J . Simons (pre­
p r i n t ) . 
R. Shepard and J . Simons (p re ­
p r i n t ) . 

R. Shepard, A. Banerjee and J . 
Simons ( p r e - p r i n t ) . 

No Yes B. Roos (pre-print). 
No Yes S. P. Ualch, J. Chem. Phys. 

72, 5679 (1980). 
No No S. P. Walch and T. H. Dunning 

Jr., J. Chem. 72_, 1303 (1980). 
P o l a r i z a b i l i t i e s Yes 

Electron 
A f f i n i t y 

H. E. Rosenkrantz, W. J . Stevens 
M. Krauss and D. Konowalow, J . 
Chem. Phys. 72.2525 (1980). 

No B. L iu and A. D. McLean, J . 
Chem. Phys. 7£, 3118 (1980). 

Yes B. Roos ( p r e - p r i n t ) . 

H. Basch, H. Krauss, W. 0. 
Stevens (to be published). 

No A. C. Wahl, E. S. Sachs and 
J. Detrich, Int. J. Quantum, 
Chem. (1980). 

No A. C. Wahl, E. S. Sachs, and 
J. Detrich, Int. J. Quantum 
Chem. (1980). 
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