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FOREWORD 

I 

The National Resource for Computation in Chemistry (NRCC) was established to make information on 
existing and developing computational methodologies available to all segments of the chemistry 
community, to make state-of-the-art computational facilities (hardware and software) accessible to the 
chemistry community, and to foster research and development of new computational methods for application 
to chemical problems. 

Workshops form an integral part of the NRCC's program. Consultation with key workers in the field 
led us to the conclusion that a timely workshop for 1981 would be one on "Computer Simulation of Organic 
and Biological Molecules." The NRCC is indebted to Dr. Arnold Hagler of the University of California at 
San Diego for organizing the scientific program. His efforts and the contributions of the participants 
resulted in these Proceedings. 

This work was supported by the Director, Office of Energy Research, Office of Basic Energy Sciences, 
Chemical Sciences Division of the U. S. Department of Energy under Contract No. W-7405-ENG-48, by the 
National Science Foundation under Grant No. CHE-7721305, and by the Research Resource Computer Facility, 
Department of Chemistry, University of California, San Diego. 

William A. Lester, Jr. 
Director, NRCC 

vi 



INTRODUCTION 

A. J. Hagler 

The workshop on "Computer Simulation of Organic and Biological Molecules" was held at Pacific Grove, 
California, January 5-8, 1981. The workshop brought together a variety of scientists with, at first 
glance, very different interests and outlooks, ranging from gas phase electron diffraction to NMR 
spectroscopy of proteins. This variety was also evidenced in the range of molecules which occupied the 
interest of the various participants •. These ranged from the cyclohexane, and IF7 to polynucleotides, 
proteins, and aqueous solutions. It might be interesting to ponder that irrespective of the size of the 
molecule, the investigator was not completely satisfied with his understanding of the intramolecular 
forces which determined its properties. This diversity was, in fact, a major contribution to the 
success of the meeting, as it brought out very different perspectives, and all owed exchange of views 
between people who might otherwise not cross paths. 

The common theme that joined each participant was, of course, that each one had struggled with the 
problem of determining the properties of his or her molecular system from the nature of its inter- or 
intramolecular forces. This struggle was carried out with the aid of a computer. In general the 
computer was given some set of coordinates, and a potential energy function, and, of course, a program 
(software) to tell it what to do with the energy functions and coordinates, and was expected to yield 
the desired properties. Both the science and the software were presented, and the variety stimulated 
lively and interesting discussion. 

Seven sessions were held altogether followed by a round table discussion. The first day's sessions 
were divided roughly into discussion of (1) molecular mechanics applied to smaller molecules; (2) 
conformational studies of nucleotides and (3) dynamics and energetics of small peptides. The second 
day's discussion moved on to still larger systems including proteins, and protein hydration. The final 
session continued the theme of introducing solvent with two talks on Monte Carlo simulations of 
hydration. Two talks on drug design were intercalated in two of the sessions, representing a new 
community exhibiting great interest in the field, which for lack of a better term, we'll call molecular 
mechanics. 

The round table discussion focused on the desirability of writing a general software package for 
calculating the properties of molecular systems from classical mechanics using an analytical 
representation of the energy (e.g.) molecular mechanics, Monte Carlo, molecular dynamics, etc.). 
Although there was general agreement that the larger number of individual software packages discussed at 
the meeting represented considerable duplication of many man-years of effort, there were mixed feelings 
expressed about creating a standard package. There was a consensus that a small group of experts 
convene in a mini-workshop to determine the value of such a package. A variety of extremely useful and 
potentially valuable suggestions were made, if such a task to be undertaken. Points raised for 
consideration included: Need for transportability; Use of RATMAC; Conflicting demands between 
transportability and effie i ency; Need for clear, adequate documentation; Mechanism for user feedback; 
Problems in defining programming tasks in modules and assigning modules to individuals who disperse. 
Need to anticipate communication between modules and the problems which wi 11 arise in debugging; 
Investigate to what extent existing programs could serve as a nucleus for proposed package; Establish a 
common data format among workers in field; Seek aid of consultant on data base management and experts in 
programming in any such endeavor. 

In summary, it was a stimulating and valuable meeting. 

vii 



STRUCTURES AND FORCE FIELDS OF SMALL MOLECULES: MOLECULAR 

MECHANICS, PSEUDOPOTENTIAL, AND EXPERIMENTAL STUDIES 

L. S . Bartell 
University of Michigan, Ann Arbor, Michigan 48109 

The construction of model force fields for 
calculating molecular conformations, bond lengths 
and bond angles, stabilities, and frequencies and 
amplitudes of vibration has been developed into a 
valuable tool ("molecular mechanics") for the 
study of organic substances. It has been argued 
that, in suitable cases, the method yields answers 
just as precise as and much more inexpensively 
than those deduced directly from experiment. The 
trouble is that existing procedures, while serving 
as reasonably reliable interpolation schemes for a 
related series of compounds, are of uncertain va­
lidity in extrapolations to other types of com­
pounds. Also, current model fields fail to repro­
duce precisely all observables even in the case of 
molecules included in the set from which the ad­
justable constants were derived. A worthwhile 
goal is to find whether it is possible to con­
struct transferable representations of force 
fields with physical significance beyond that of a 
mathematical interpolation routine. A fundamental 
stumbling block to progress is the paucity of re­
liable information on force fields of polyatomic 
molecules. For example, all quadratic but not 
cubic constants have been established experimen­
tally for methane while, for ethane and more com­
plex molecules, not even the complete set of quad-. 
ratic constants has been measured accurately. 

If information is fragmentary for even such 
simple molecules, it is clear that molecular me­
chanics cannot be relied upon to achieve high ac­
curacy in studies of complex organic molecules 
with existing force fields. Although practical 
experience shows that very useful answers can be 
obtained by applying highly truncated, strictly 
empirical fields, there is still some merit in ex­
ploring force fields of small molecules in detail 
to find whether popular recipes include all impor­
tant terms. This is one of the topics we have 
been investigating in recent years by both experi­
mental (electron diffraction) and theoretical 
(molecular orbital) approaches. Out of such stud­
ies have come, among other things, a firmer idea 

of interactions between nonbonded atoms1- 5, a 
strong correlation between nonbonded forces and 

.t<!nding anharmonicity, 3•4 and a recognition of the 
significant, but generally neglected, role of one-· 

fold and two-fold torsional barrier functions. 6 

In addition to studies of conventional repre­
sentations of molecular force fields we have ex­
plored to some extent an alternative representa-

tion based on a Gillespie-Nyholm mode1. 7•8 A vir­
tue of this approach is that, instead of assigning 
an empirical value to each separate force con­
stant, it interrelates a group of force constants 
and represents them by just a single parameter. 
Although the main thrust has been in the area of 
inorganic molecules, one preliminary treatment of 
simple organic molecules showing promise has been 

published. 9 Anyone seriously interested in model­
ing force fields and capturing the main essence 
with as few parameters as possible should be aware 
of the approach, called by Gillespie the "Valence­
Shell-Electron-Pair-Repulsion" (VSEPR) theory and 
applied in a "points-in-a-sphere" (POS) variant. 
The uninitiated physical scientist would do well 
to suppress his {quite natural) misgivings about 
such a naive model until he learns.how successful 
it is in accounting simply and naturally for a 
wide body.of molecular physics. This topic will 
not be reviewed here. Some of the aspects of 
molecular force fields implied by it will be men­
tioned, however, because their study involved sub­
stantial application of the software of molecular 
mechanics and unconventional molecular orbital 
theory. Even though the area of application is 
strictly inorganic, there may be lessons of utility 
in biological areas where a treatment including all 
force constants and coordinates may be impractical. 

In its simplest version, the VSEPR theory 
treats a group of electron pair bonds radiating 
from some central atom as'if there were a mutual 
repulsion between them mediated by a force law ap­
preciably harder than Coulombic. A number of years 
ago it was noticed that the bending for·ce con­
stants assigned to trigonal bipyramids (e.g. PF5) 

appeared to be contrary to the spirit of VSEPR 
theory, even though they accounted for the fre­
quencies perfectly well. Therefore a POS force 
field was formulated which treated all five bending 

force constants in terms of a single parameter. 10 

It was found that the POS profile of bending force 
constants was strikingly reproduced by EHMO compu­
tations and, further, it was verified by electron 
diffraction that the force field was indeed the 
correct one (out of three alternative fields that 
had been found to be consistent with the vibration­
al frequencies). More recently, the anomalous 
molecule IF7 was attacked in similar fashion. At 

least six distinctly different assignments and 
force fields have been proposed in the literature. 
When first applied, the (one-parameter) POS force 
field representing the seven bending force con­
stants gave results so contrary to ~pectroscopic 
assignments that the problem was laid aside. It 
was then discovered that EHMO force constants 
(with or without d-orbitals) paralleled the POS 
constants closely, even though they bore no resem­
blance to those of the proposed spectroscopic 
fields. With the recent advent of a pseudopoten­
tial molecular orbital technique applicable to · 
polyatomic molecules, it became practical, finally, 
to reexamine IF7 from a more realistic theoretical 

point of view. Extensive calculations carried out· 
upon well-characterized iodine and xenon fluorides 

established the validity of the method. 11 Again 

the results12 were in remarkable accord with the 
POS force field, so much so that a thorough 



reassignment of the vibrational spectrum of IF7 
was clearly warranted. A preliminary reassignment 
has been made, greatly aided by normal coordinate 
calculations carried out with the molecular me-
chanics program orHilderbrandt. 13 One subtle 
point to be contended with is the electron dif­
fraction and POS evidence that the 5-ring in the 
nominally o5h structure puckers out of plane in 
the equilibrium configuration of IF7' Taking into 
account the fluctional, pseudorotating structures 
and keeping the force field consistent with the 
structure would be tedious in a conventional nor­
mal coordinate calculation. It was almost trivial 
with a POS force field fed into Hilderbrandt's 
program. 

A very different attack upon the force fields 
and dynamics of small molecules has occupied much 
of our attention, recently. We have been subject­
ing molecules to extreme conditions and following 
their response by electron diffraction. Coeffi­
cients of thermal expansion of covalent bonds have 
been measured, revealing aspects of anharmonicity 
not easily measured by spectroscopy. 14 There­
sponse of flexible molecules chilled strongly in a 
supersonic jet is being examined. 15 Finally, the 
relaxation of molecules in a supersonic jet pumped 
by an infrared laser is being followed. 16 

Because our efforts have been aimed more to­
wards the determination of intramolecular inter­
actions of releva-nce to molecular mechanics than 
in the exploitation of molecular mechanics, our 
primary interest has not been in the development 
of software for other users. Our molecular me­
chanics program was perhaps the first general pro­
gram to be carried out exclusively in internal co-
ordinates.2•17 This is advantageous in the sim­
plicity with which certain constraints or arbi­
trary interaction constants can be introduced but 
clumsy in handling ring closure. We would urge 
the designer of a program aimed at obtaining some 
precision in the case of molecules of modest size 
to retain a flexibility beyond that encountered in 
some of the most popular programs. In particular, 
stretch-stretch interactions, low-order barrier 
components, some aspects of anharmonicity, and 
"foreshortening" of bonds to hydrogen can be im­
portant. A capability of calculating frequencies 
of vibration with the same force field that mini­
mized the energy can be valuable. An algorithm 
for following an efficient path to transition 
states between conformers would be worthwhile for 
some studies. 
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APPLICATION OF CONSISTENT FORCE FIELD TECHNIQUES IN THE AREA OF 
- GAS PHASE MOLECULAR STRUCTURE DETERMINATION 

Richard L. Hilderbrandt 
North Dakota State University 

Fargo, ND 58105 

Amongst exper.imental ists working in the area 
of gas phase molecular structure there exists a 
clearly defined need for computer programs and 
consistent force field models which precisely sim­
ulate structural information. Since very few bio­
logically important molecules are studied in the 
gas phase, the principal need is for models which 
correlate observed structural information for small 
organic and organometallic molecules. From an 
experimentalists point of view the appeal of such 
computer models stems from their potential ability 
to unify the vast body of structural, spectro­
scopic and thermodynamic information obtained from 
experimental sources. The utility of these tech­
niques in the study of gas phase molecular struc­
ture will ultimately depend on the validity of the 
consistent force field-model and the precision 
with which the model parameters can be determined. 

PROGRAM EMIN 

For strictly qualitative correlations the 
most desirable feature of a model force field pro-

. gram is its ability to obtain precise estimates of 
molecular structures and relative conformational 
energies when more than one conformer is present. 
For more quantitative comparisons, however, several 
additional features are also desirable such as: 
1) the ability to calculate vibrational frequencies 
and vibrational amplitudes for interatomic dis­
tances; 2) the ability to characterize minimum 
energy pathways on- the potential energy surface 
for molecules having large amplitude degrees of_ 
freedom such as internal rotations, ring puckering 
vibrations, and pseudorotations; 3) the ability to 
estimate precise gas phase thermodynamic properties 
such as enthalpy differ~nces, entropy differences 
and free energy differences. 

As the program EMIN1 evolved, it became clear 
that many of the existing steepest descents and 
more sophisticated energy search techniques would 
not provide the type of information which was 
sought for quantitative comparison. Such tech­
niques, while suitable for estimating structures 
and conformational energies of even relatively 
large molecules, are not capable of providing the 
vibrational frequencies which are the important 
component for the desired quantitative comparisons. 
Therefore, these "gradient sensitive" methods were 
abandoned in favor of the more rigorous "curvature 
sensitive" method of Newton-Raphson geometry 
optimization. This method, while somewhat more 
limited in its application to large molecules, 
nevertheless provides an analytical matrix of 
second derivatives of the potential energy with 
respect to Cartesian coordinates which may be used 
for vibrational analysis. P2ograms of this nature 
were first developed by Boyd in 1968 and later· by 
Lifson and Warshe13 in 1969. The program EMIN 
which has been developed at NDSU is an independent 
outgrowth of the concepts put forth in these 
earlier works. . -

3 

The Potential Function and its Derivatives 

In performing molecular mechanics calculations 
using the Newton-Raphson method one needs both 1st 
and 2nd derivatives of the potential energy function. 
These are most easily formulated in terms of the 
Wison "s" vectors4 which are the derivatives of 
the internal coordinates with respect to the 
cartesian coordinates. For a potential function 
expressed in the following form: 

V = 1/2 L K.(r- r,)' + 1/2 L H.(a- a,)' 
' . 

+ 1/2 L Vr(l +cos (nr)) (1) 

+ L L V;;(r;)· 
j j>i 

the gradient may be expressed as: 
Grad; V = L' K,(r- r,)S;, + L' H.(a- a0)S;A 

' . 
_ .._,. nVr . _ + .._, oV;; 

L... 2 sm (11. )S;_, .LJ , _ e,_ 
' J"• u~J 

(2) 

The diagonal elements of the Cartesian force 
constant matrix may then be expressed as: 

+ L H.[S;.S;. +(a- a 0)V;Su.] ( 3) 

and the off diagonal elements by: 

F;; = L" K.[S;,S;, + (r- r,)V;S;,] 

(4) 

· In equations (3) and (4) terms such as Si r 
Sj,r are 3x3 matricies which are tensor products 
of the corresponding Wilson S vectors, and the· 
terms VjSi r are.3x3 tensors involving the Cartes­
ian der1vatives of the WilsonS vectors. These 
latter terms are rather difficult to express 
analytically except for the case of bonded and non­
bonded stretching coordinates. Numerical deriva­
tives of the WilsonS vectors are easily computed 
for bending and torsional coordinates. 



The Newton-Raphson Algorithm 

The changes in the Cartesian coordinates for 
each cycle of geometry refinement are formally 
given by: 

eX = -F-1 gradV (5) 

however, since the Cartesian force constant matrix 
contains 6 zero roots corresponding to transla­
tional and rotational degrees of freedom it cannot 
be inverted by conventional means. The way to 
circumvent this problem is to diagonalize F first 
and remove the 6 zero eigenvalues and corresponding 
eigenvectors. If A is the matrix which diagonalizes 
F and r is the diagonal matrix of eigenvalues then 
F-1 may be expressed as: 

(6) 

and the changes in the Cartesian coordinates then 
become: 

The algorithm is very stable and convergence is 
usually obtained in 4 to 5 iterations. 

Newton-Raphson in Orthogonal Coordinates 

Equation (7) may be rearranged to give: 

(7) 

AcX = -r-1A gradV (8) 

In this equation A may be viewed as a coordinate 
transformation from Cartesian displacement 
coordinates to a new orthogonal coordinate system: 

oR = ACX. G = A grad V 

In this coordinate system the Newton-Raphson 
equations simply become: 

oR = -r-1G. 

(9) 

( 1 0) 

This is a useful concept since the axes in 
this coordinate system are aligned with the princi­
pal directions of curvature, and there are no cross 
product terms in the potential energy function when 
expressed in these coordinates. It is an added 
benefit of the Newton-Raphson algorithm that one 
obtains both the gradient and curvature of the 
potential energy surface along all orthogonal 
coordinate directions at each cycle of geometry 
refinement. 

Geometries of Transition States 

A transition state on the potential energy 
surface occurs when one and only one of the eigen­
values of the Cartesian force constant matrix has 
a negative value while the norm of"the gradient of 
the potential function vanishes. Since the Newton­
Raphson geometry optimization algorithm is a 
gradient minimization method, it is just as useful 
fo~ optimizing geometries of transition states as 
it is for optimizing geometries of minimum energy 
conformations. If one examines equation (7) it is 
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obvious that if all of the eigenvalues of the F 
matrix are positive, then the displacements are 
in the direction opposite to that of the gradient, 
i.e., "downhill". If a single negative eigenvalue 
is present, however, the algorithm will displace 
the atoms in the same direction as the gradient, 
i.e., "uphill". One can insure convergence to a 
minimum energy conformation by restricting all 
eigenvalues to their absolute values at each step 
of the optimization; however, if an unrestricted 
optimization is used and if the starting geometry 
is near that of the transition state the algorithm 
will easily converge to that of the transition 
state or other nearest stationary point on the 
potential energy surface. 

Eigenvalley Searches and Large Amplitude Motions 

Another useful benefit of using Newton-Raphson 
optimization is the ability to perform eigenvalley 
searches on the potential energy surface. If a 
small enough stepsize is chosen, .it is possible to 
displace the molecule along one of the orthogonal 
coordinates while always remaining at the bottom 
of the eigenvalley by choosing the Newton-Raphson 
displacements for the other 3N-7 orthogonal 
coordinates. In this manner it is possible to 
systematically trace out the minimum energy path­
way on the potential energy surface for such large 
amplitude motions as ring puckering and pseudo­
rotations. This eigenvalley search technique also 
has the capability of locating transition states 
for conformational interconversion pathways on the 
potential energy surface, as well as mapping the 
complete minimum potential energy pathway from one 
stable conformation tQ another. 

Vibrational Analysis 

Once the local extremum has been located on 
the surface, the calculation of the vibrational 
frequencies is quite straightforward. Diagonal­
ization of the mass weighted Cartesian force 
constant matrix leads directly to the calculated 
frequencies and eigenvectors from with vibrational 
amplitudes and thermodynamic properties may be 
calculated. From the calculated vibrational 
amplitudes and optimized structure synthetic 
radial distribution curves may be generated for 
direct comparison with experimental results. 

APPLICATIONS 

Over the past few years the program EMIN has 
been used for several quantitative and qualitative 
applications. All of the quantitative applications 
of the program have dealt with simple alkane type 
molecules. A great deal of effort has gone into 
the development of a suitable consistent force 
field which would provide the desired quantitative 
agreement with molecular structures. Many (but 
not all) of the published force fields were tested, 
and most failed to give the desired degree of 
quantitative agreement. A relatively simple yet 
quite successful force fieldl is given in Table 1. 
This force field was obtained by least squares 
optimization on structures and vibrational fre­
quencies of several alkanes as well as several 
manual adjustments to obtain agreement with iso­
merization energies in branched alkanes. Note that 
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the same non-bonded functions are used for geminal 
interactions as well as non-bonded interactions at 
greater distances. A common feature of all con­
sistent force fields is that they must include some 
terms which deal with geminal interactions in order 
to reproduce observed vibrgtional frequencies. In 
the CFF developed by Ermer this is handled by 
using a generalized valence force field model which 
includes a number of important interaction terms, 
whereas in the force fields developed by Warshel 
and Lifson,3 and separately by Bartell6 and co­
workers, the Urey-Bradley model is used to provide 
the geminal interactions. Both of these groups 
have also commented on the necessity of these 
geminal interactions in reproducing observed 
structural trends. 

Table I. Empirical force field employed in sample calculations• 

Valence terms 
Force constant 

Kcc 278 kealiA' 
KcH 607 kcal/ A' 
Hccc 43 kcal/rad' 
HccH 48.2 kcal/rad' 
H•c• 50.0 kcal/rad' 
V, 2.60 kcal 

Nonbonded functions 
V"" = 5524 cxp (-4.0r) -49.2/,. 
Vc• = 67925 exp (-4.4r) -126.0/,. 
Vee= 99787 exp (-4.0r)- 322.0/,. 

L230A 
t.058A 

112' 
109.3' 
109.2' 

*This empirical force field has been adjusted so as to re· 
produce experimental electron diffraction structures with dis­
tances expressed as '• parameters. 

Table 2 illustrates the sort of agreement 
which is obtained between calculated and observed 
vibrational frequencies for cyclohexane while 
Table 3 compares the calculated thermodynamic 
properties for cyclohexane with those reported in 
the literature.? Finally, Figure 1 compares the 
experimental radial distribution curve for cycle­
hexane with the one calculated completely from the 
model. This comparison is in fact a very demanding 
one since differences in computed distances which 
are as small as 0.003 ~show up as relatively large 
deviations in the error curve. Similar tests have 
also been conducted on c.is and trans decalins and 
on adamantane. Good agreement was found in all 
cases except adamantane for which the calculated 
C-C bond length was shorter by 0.004 ~ than the 
observed va 1 ue. 

Tab 1 e 2 . Comparison of calculated and observed vibrational 
frequencies for Dw cyclohexane• 

Calc. Obs. %Diff. Calc. Obs. %Diff. 

A,. 2939 2930 +0.31 E. 2950 2930 +0.68 
2922 2852 +2.45 2940 2897 + 1.48 
1457 1465 -0.55 1465 1443 + 1.52 
1116 1157 -3.54 1352 1347 +0.37 
790 802 -1.50 1201 1266 -5.13 
371 383 -3.13 1051 1027 +2.34 

818 785 +4.20 
A,. 1303 1383 -5.78 416 426 -2.35 

1210 1157 +4.58 
1()0.1 1057 -5.01 E. 2939 2933 +0.20 

2931 2863 +2.38 
A,. 1440 1437 +0.21 1457 1457 +0.00 

1179 1090 +8.17 1422 1355 +4.94 
1229 1261 -2.54 

2960 2915 +1.54 977 907 +7.72 
2941 2860 +2.83 861 863 -0.23 
1473 1437 +2.51 231 248 -6.85 
900 1030 -12.62 
559 523 +6.88 Av.% difference= 3.07% 
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Table 3. · Calculated thcrm1'dynamic functions for D."' cyclohcxanc• 

C~(cai/'K) S'(cai/'KI -(G'- H;I/Ticai/'K) H'- H:lkcal) 
Calc./ref. Calc./ ref. Calc./ref. Calc.iref. 

298.16 27.13/25.40 71.47/71.28 56.27/57.07 03/4.24 
300 27.31/25.58 71.62/71.44 56.36/57.16 4.58/4.28 
400 36.77/35.82 80.79/80.18 61.24/61.80 7.82/7.35 
500 45.03/45.47 89.90/89.24 66.10/66.39 IIR0/11.43 
600 51.93/53.83 98.72/98.30 70.80/70.96 16.75/16.40 
700 57.6 7/60.87 107.19/107.14 75.43/75.50 2273/22.15 
800 62.86/66.76 115.27/115.65 79.98/79.98 28.54/203 

1000 70.70/75.80 '131.61/131.59 88.40/88.74 4160/42.85 

*Reference values taken from Rossini et a/. ( 1953). 

Figure 1 
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Another attempt to quantitatively apply a 
CFF was in the determination of the molecular 
structure of cyclodecane.8 In this study geo­
metries and synthetic radial distribution curves 
were computed for a number of proposed confor­
mations and the mole fractions of the various 
components were adjusted by least squares to fit 
the experimental radial distribution curve. The 
results indicated that the gas phase composition 
of cyclodecane at 130°C was approximately 49(3)% 
boat-chair-boat and•36(3)% twist-boat-chair with 
the remaining 16% being made up of a mixture of 
less stable conformers. 

More recently EMIN has been used in a more 
qualitative way to study the pseudorotational 
motion in substituted cyclopentanes and cyclo­
heptanes. In these studies molecular mechanics 
was used in order to estimate the geometries and 
relative stabilities of axial, equatorial and 
twist conformations· of the molecules as well as 
to characterize the progression of geometry changes 
which occur during pseudorotation. This infor­
mation was quite useful in the subsequent least 
squares refinement of the experimental electron 
diffraction data. 

At the present time we are employing the 
program to calculate reduced mass functions for 
molecules which have large amplitude puckering and 
twisting motions. This information .in conjunction 



with the observed potential functions (in reduced 
coordinates) obtained from far infrared spectro­
scopy will enable us to incorporate this very use­
ful information in our electron diffraction 
analysis program. 

In summary, most if not all of the objectives 
required for gas phase structural work are met by 
the program EMIN. The major utility of the pro­
gram is at present 1 imited by the lack of precisely 
enough determined consistent force fields for the 
molecules we wish to study. 
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APPLICATIONS TO STERIC EFFECTS 

DeLos F. DeTar 
D,epartment of Chemistry 
Florida State University 
Tallahassee, FL 32306 

Rates of reactions are controlled by four 
principal effects. These are bonding, polar, 
solvation and steric effects. In order to obtain 
experimental data on steric effects, it is 
necessary to make sure that the other effects 
remain constant in the reaction series of interest 
or alternatively to have a method of correcting 
for their presence. 

Steric effects may be classified as steric 
hindrance, steric acceleration, and steric 
orientation. The purpose of the present 
discussion is to present examples of the 
successful applications of molecular mechanics to 
the quantitative evaluation of steric effects in 
rates of reactions. It will become clear that 
these computations impose certain constraints on 
the molecular mechanics treatment, principally in 
the requirement of very precise energy differences 
and in the capability of treating large numbers 
of atoms. 

Steric hindrance may be illustrated by rates 
of ester hydrolysis. Either acidic or basic 
hydrolysis of ethyl esters of alkyl-substituted 
acetic acids is slower than is the hydrolysis of 

. ethyl acetate. Solvation, polar, and bonding 
effects are nearly the same in this series; the 
rate differences arise from a differential 
crowding of the transition state; Taft (1956), 
DeTar (1980) 

Rel rate 1 1/40 

0 
II 

(CH3CH2) 3CC0Et 

1/10000 

Steric acceleration occurs most often in 
ring closure reactions. In esterification the 
equilibrium constant for formation of five 
membered ring lactones is favored over inter­
molecular esterification while the more constrained 
bicyclo system studied by Storm and Koshland (1972) 
has an even larger equilibrium constant. This is 
largely due to faster esterification for the 
cyclic compounds. Rel. Equil. 

CH3COOH + CH3CH20H -CH3COOCH2CH3 + H20 1 

HOCH2CH2CH2COOH ___. 0 + H20 180 

HP?aOO ~ tll : H:O 200000 
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Entropy effects contribute to these 
reactions, but a principal factor is a reduction 
of steric crowding on cyclization. 

An even larger effect was reported by Cohen 
and Milstien (1972) for the hydroxhydrocinnamic 
acids. The original study 

Rel rate 

1 

reported that the tetrarnethyl compound cyclized 
faster than the unsubstituted compound by a 
factor of 1010. And in fact Winans and Wilcox 
(1972) report a molecular mechanics computation 
on just these two compounds which reproduces this 
ratio of rates. A recent study by Schmir (1980) 
indicates that there was an error of 10 5 in the 
rate constant reported for the tetrarnethyl 
compound .. The actual rate ratio is nearer to 
106 • There were also major errors in the Storm 
and Koshland data as shown by Moriarity (1974); 
these were due to occurrence of a rearrangement 
reaction that caused a structure to be 
misassigned. It is obviously difficult to 
identify errors in experimental dat~ but the 
use of the linear free energy procedure described 
below provides a reliable way for comparing 
theory and experiment and is often good enough 
to suggest possible problems with the data. 

Steric effects and polar effects in ester 
hydrolysis were treated,some 25 years ago by 
Taft (1956); DeTar (1980): 

log k ~ a + picri + ps Es (1) 

The polar substituent constants cr
1 

and the steric 
substituent constants E were der1ved from such 
sources as acidities o~aliphatic carboxylic 
acids and rates of hydrolysis of esters. These 
are linear free energy relationships since 

However, the free energy estimates are not based 
directly on molecular structure, but rather they 
are the result of relating one set of rates or 
equilibria with other sets of rates or equilibria. 
The error in the calculated log k values is of 



the order of 0.1 to 0.3. We describe a procedure 
for deriving ~~G* values directly from molecular 
structure. 

The use of molecular mechanics to estimate 
~G* Values due to steric effects is based on the 
following considerations; DeTar and Tenpas (1976), 
DeTar and Luthra (1980): 

~Hf = b + SE + SM + c 

a + r(~SE + ~SM) 

(3) 

(4) 

(5) 

Eq (3) has been used by many workers to calculate 
heats of formation; b is a base value computed 
from the number of methyl groups, etc. or from an 
equivalent accounting in terms of bonds; SE is 
the steric energy computed by molecular mechanics; 
SM is a small statistical mechanical correction 
to convert from a single conformation to the 
population of conformations actually present; c 
is usually zero but is otherwise a correction term 
for such quantities as a residual polar effect. 

/ 

In eq (4) the enthalpy term comes from eq (5) 
while the entropy term must be estimated by 
appropriate means. In some reactions such as 
intermolecular esterification, the ~~st entropy 
term may be assumed to cancel in a double 
difference; DeTar and Tenpas (1976). For ring 
closure the entropy must be estimated; DeTar and 
Luthra (1980). 

A key feature of the approach is the 
comparison of double differences in order to 
compute relative rates. This means the 
comparison between two reactant states and two 
transition states. In such a comparison, the 
base value terms b of eq (3) cancel identically. 
Residual solvation effects are small since both 
compounds are similarily solvated at the reaction 
site in the reactant state and in the transition 
state, while the rest of a given molecule is 
similarly solvated whether in the reactant state 
or in the transition state. 

A linear free energy expression is a 
generalization of double difference comparisons, 
and the above-mentioned advantages are well-known. 
We use the linear free energy expression in the 
form of eqt(5). Here the intercept~ corresponds 
to the ~~G and hence to log k for the reference 
molecule. Slope r will be unity if the calculated 
steric effect properly reproduces ~~Ht. In 
practice, a steric term such as the Taft E value 
has a different relative effect in differeih 
reactions; p varies more than three-fold in 
acyl transfef reactions; DeTar (1980). The slope 
r plays a role similar to that of p • In order 
to obtain useful rate estimates thesSE values 
must be precise to better than 0.1 kcal/mole. 
This places considerable demands on rigorous 
accuracy of input data and on reliable convergence. 
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Since we do not know the precise structure of 
a transition state, we must examine reasonable 
models. In ester hydrolysis and in esterification 
the tetrahedral intermediate may be expected to 
represent the steric situation at the transition 
state. For SN2 reactions the model is a trigonal 
bipyramid. At the transition state bonds are 
seldom more than 30-50% longer than normal. For 
the transition state it is necessary to assign 
reference bond lengths and angles as well as force 
constants. The best that can be done is to 
ascertain reasonable ranges and to examine the 
sensitivity of the results to the specific choices. 
The geometry of the transition state is adjusted 
in accordance with the assumed force field. 

Results to date have been highly promising. 
The Taft E values have been reproduced to within 
0.3 which ~orresponds to a factor of two in 
relative rates; DeTar and Tenpas (1976). This is 
an application to steric hindrance. Rates of SN2 
ring closure have been equally well reproduced 
both as a function of ring size and as a function 
of gem dialkyl substitution. This is an 
application to steric acceleration accompanied by 
variable hindrance; DeTar and Luthra (1980). 
Preliminary evaluation of substrate specificity 
for chymotrypsin has given an account of the 
enantiomer differences for the three dl pairs: 
Ac-Trp-X, Ac-Phe-X, and Hein-Niemann locked 
substrate; DeTar (1981). This is an example of 
steric orientation. 

The force fields are summarized in Tables 
1 and 2. 
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TABLE 1 

Ester Hydrolysis Study 

RCOOH as model for ester 1. 
2. 
3. 
4. 

RC(OH) 3 as model for transition state 
Geometry of COOH and C(OH) 3 held fixed 
Non-bonded functions for 0 were same as 
corresponding function for C. 

s. Rest of force field derived from Engler, 
et al (1973) 

Ref. DeTar and Tenpas (1976) 

c-cc 
C-Hc 
C-N 
C-Br 
Ca-N 
Ca-Br 

H-C-H(P) 
H-C-H(S) 
H-C-C (P) 
H-C-C(S) 
H-C-C(T) 
C-C-C(S) 
C-C-C(T) 

- C-C-C(Q) 
H-N-H 
H-N-C 
C-N-C 
H-C-N 
C-C-N 
C-C-Br 
H-C-Br 
H-Ca-H 
H-Ca-C 
H-Ca-N 
H-Ca-Br 
C-Ca-N 
C-Ca-Br 
N-Ca-Br 

H-C-C-H barrier 
H-C-C-C barrier 
C-C-C-C barrier 

TABLE 2 

SN2 Ring Closure 

Bonds 

l.S2 
1.10 
1.46 
1.94 
1.47 
1.94 

Angles 

FC X 104 -FC X 106 

109.2 
109.1 
109.S 
109.0 
109.2 
110.4 
110.1 
109.S 
106 
112 
109 
109 
110 
110 
110 
109 .s 
109.S 
lOS 
lOS 
los 
lOS 
180 

Torsions 

l.OOS 
l.OOS 
1.218 
1. 218 
1. 218 
1. 736 
1. 736 
1. 736 
0.9 
1.2 
1.7 
1.2 
1.7 
1. 2S 
l.lS 
0.67 
0.82 
0.6 
0.6 
0.6 
0.6 
0.3 

1.617 X 10-3 
1.617 X 10-3 
1.037 x lo-3 

0.96S 
0.96S 
1.170 
1.170 
1.170 
1.667 
1.667 
1.667 
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Nonbonded 

H•• •H 4S. 246 -.3. 7S - O.S97 
H• • •C 33. 8S3 -3.S82 - O.S880 
C·· •C 107.402 -3. 1169 - 4.2981 
H• • •Br 44.490 -2.62 -lO.SS 
C•••Br 99.47 -282 - 7. 74 
H• • •N 33. 8S3 -3.S82 O.S880 
C•• •N 107.402 -3. 1169 - 4.2981 

aDistante ino~ngstroms, angles in degrees. 
bUnits are mdyg A r- 2 , mdyn ~ deg- 2 , mdyn A 
barrier, mdyn A deg- 3. The terms are used as 
follows: V = (4.4/2)(r- l.S2) 2 , V = (1.218/2) X 
10- 4(A- 109.S) 2 - 1.170 X l0- 6(A- 109.S)3. 
The barriers are 1/9 the total and are applied to 
each separate torsional interaction. The 
Buckingham nonbonded functions are defined as 
follows: VHH = 4S.246 exp(-3.7Sr)-O.S97r- 6 . 1 
mdyn•A/molecule = 143.7 kcal/mol. cAlso used for 
Ca-C and for Ca-H. Ca is the carbon atom at 
which substitution is occurring. 

Ref. DeTar and Luthra (1980) 



THE STRUCTURES OF SOME SMALL ORGANIC MOLECULES: THEORY (ab-initio HF 3-21G) VERSUS ' 
EXPERIMENT (NEUTRON DIFFRACTION AT 20 K) 

George A. Jeffrey 
Department of Crystallography 

University of Pittsburgh 
Pittsburgh, PA 15260 

Ab-initio molecular orbital calculations, 
-- ---- 1 using such programs as GAUSSIAN-SO, can now 

be applied to calculate the complete geometry of 
molecules which are large enough to serve as 
models for components of biological molecules. 
Examples are formamide and acetamide, 2 • 3 as 
models for the peptide bond in amino acids and 
proteins, alkanediols4 - 7 and enolamines as 
models for the anomeric effect and the 6.-2 effect 
in carbohydrates, nucleotides and polys~har­
ides. 

The question most commonly asked concern­
ing such calculations, in my experience, is: 
Do you believe them? Since these ab-initio calc­
ulations include no empirical parameters, their 
outcome can be as unpredictable as that from an 
experiment, but it is not possible to calculate 
their standard deviations. The question of 
credibility, therefore, calls for a comparison of 
the results of the theoretical geometry optimi­
zation with those of experimental measurements 
at as detailed a level as possible. Only crystal 
diffraction can provide the complete geometry of 
the molecules, such as those referred to above, 
at the accuracy required to test the theory. 
Neutron diffraction is preferred to X-ray diffract­
ion since it determines the hydrogen positions 
with a precision comparable to that of the other 
atoms in the molecule. 

The theory describes the structure of the 
isolated molecule at rest. The experiment 
observes the structu~ndergoing restricted 
thermal motion in the potential field of neighbor­
ing molecules in the crystal. Differences are 
expected between the theoretical and experiment­
al molecular geometries for the following 
reasons: 

( 1) Approximations in the theoretical 
calculations, such as an inadequate basis set 
to describe the orbitals or neglect of electron 
correlation. 

(2) Differences between the structure of an 
isolated molecule and that in the crystal 
lattice, due to intermolecular forces such as 
hydrogen-bonding in the crystal. 

(3) Approximations in the correction of 
the observed molecular data for the effects of 
thermal motion on the geometry of the 
molecule at rest. 

10 

These differences between theory and 
experiment can be compared with those predicted 
from the following calculations: 

( 1) Higher level MO calculations on 
simpler molecules containing similar 
combinations of atoms. 

(2) Similar level MO calculations on 
appropriate assemblages of simpler related 
molecules. 

(3) Analysis of the thermal motion and 
calculation of the associated corrections to 
the molecular geometry at increasing levels 
of sophistication. 

Even when the crystal structure analysis is 
carried out at as low a temperature as possible, 
in practice between 5 and 20 K, there are two 
limitations to the type of experimental results 
that are useful for comparison with theory. One 
is that molecular data derived from X-ray dif­
fraction is not useful, because the deformations 
from spherical atom electron densities are 
highly correlated with the thermal parameters 
and will obscure the thermal motion analysis.* 
This is a second reason for requiring neutron 
diffraction measurements. The other require­
ment is that there must be no suspicion of 
disorder in the crystal structure. The space­
time averaged diffraction experiment cannot 
distinguish between orientational disorder and 
thermal motion; attempts to do so will lead to 
an ambiguous thermal motion analysis, at best. 

GAUSSIAN-SO provides for basis-set 
extension for polarization to 6-31G*, Sand for 
fourth-order Moller-Plesset perturbation for 
electron correlation. 9, 10 The practical 
limitation is that the computations increase as 
the fourth power of the number of electrons and 
by an order of magnitude for each level of 
increased complexity. 

Programs exist for rigid-body thermal 
motion analysis 11 which are routinely used by 
crystallographers. These determine the trans­
lation, T, libration, L, and screw-coupling, ~ .. 
matrice7. When the ~olecule is not moving as 

*For non-hydrogen containing molecules, this 
problem can be overcome by refining the struct­
ural parameters using only diffraction data in the 
high sin 9/'A. region. 

.. 



a rigid-body, or if all the atoms in the rigid­
body lie on a conic section, the segmented-body 
thermal motion analysis program, ORSBA, 12 has 
to be used. If more sophisticated.treatrhent is 
necessary involving anharmonic vibration 
analysis, the theory exists, 13 but no useful soft­
ware is available as far as we know. The extent 
to which is is worthwhile developing such soft­
ware is a question of diminishing returns, or, 
how close to the experimental uncertainties can 
we approach without them? 

The results on acetamide and fluoroacetamide 
show that by applying corrections established 
from higher-level calculations on simpler 
molecules and from formamide monomer and 
hydrogen-bonded dimer calculations at the same 
level, we could reduce the differences between 
theory and experiment to close to the experiment­
al limitations, The standard deviations in the 
observed bond-lengths were 0, 0011 A for aceta­
mide and 0, 0005 A for fluoroacetamide. The 
differences between theory and experiment, after 
application of corrections for the thermal motion 
higher level approximation and hyd~ogen-bonding 
were 0. 000 and tO. 002 1 for C-C bonds, -0. 013 
and -0.009 1 for C=O bonds, -0. 007 and -0.014 A 
for C-N bonds, -0. 004 A for C-F bonds, and 
-0. 006 and 0. 008 1 for N-H bonds~ These dif­
ferences are highly significant (> 3 a) in terms of 
the errors in the observed distance, so a closer 
scrutiny of thermal motion analysis is justified. 
Only for the C-H bond lengths, where the dif­
ferences were -0. 036 and -0. 021 1, are there 
exceptionally large discrepancies. In all cases 
where sophisticated attempts have been made to 
correct neutron diffraction C-H bond lengths for 
the shortening due to the thermal riding motion, 
the resulting values are significantly larger than 
the 'best' theoretical values, or the microwave 
values for simple molecules such as methane 
(1. 091, 1. 094 1). 13 

Ab-initio MO calculations on model compounds 
have been used to simulate chemical hypothesis 
concerning the structural consequences of the 
anomeric effect, 6-2 effect, sp2 carbon 
pyramidization, and the effect of hydrogen-bond 
formation on the minimum energy conformation 
or detailed geometry of a molecule. Using these 
calculations to interpret the associated electronic 
deformations and thereby provide the chemist 
with an "electronic interpretation" of these 
effects is more difficult, Small differences in the 
theoretical electron density distributions do not 
appear to be meaningful at the HF 3-21G level. 
Fourier decomposition of the bond torsional 
energies are more revealing, but have only been 
applied to very simple molecules. How to 
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partition the electron density distribution of 
molecules so as to be able to interpret the results 
in the "lingua franca'' of chemistry is a formid­
able problem both for the theoreticians and for 
the experimentalists, who are seeking to 
interpret their experimentally derived charge­
density deformation maps. 
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MOLECULAR GEOMETRY FROM QUANTUM MECHANICS 
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aC-N in methylamine } 
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N-H in methylamine 
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Experimental and theoretical molecular dimensions of acetan1ide at 23 K and fluoro­

acetamide at 20 K <2• 3 ) 

'The a values in parentheses refer to the least significant figure. 

CH3CONH2 FCH2CONH 

·~ 

Experimental at 23 K Experimental at 20 K 

Bond lengths Observed Corrected Theoretical E. D. Observed Corrected Theoretical 
(Al 

C-C 

C=O 

C-N 

C-F 

C-H(l)p 

C-H(2) 

C-H(2') 

l\-H(3) 

N-H(4) 

l. 5094(10) l. 513 l. 516 1. 519(6) 1. 5109(5) l. 512 

l. 2468(12) 1. 250 l. 216 1.220(3) 1.2437(5) 1.246 

1.3351(11) l. 337 1.358 1.380(4) l. 3242(2) 1. 32 7 

- - - - 1.3906(5) 1.394 

1.085(2) l. 125 1. 08 5 

1. 076(2) l. 119 l. 082 1. 124(10) 1.0942(7) l. 112 

l. 076(2) l. 119 1. 079 1. 0937(8) 1. 112 

1.023(2) 1. 036 0.998 l. 0227(8) 1. 037 

1.023(2) l. 037 0.994 l. 022(11) l. 0138(7) 1. 037 

(2) 
BOND LENGTHS IN FORMAMIDOXIME 

N-D 16 K 6 b. 

Bond obs. corr. Theory-Exp. H-bonding 3-21G~MP3/6-31G* 

C-N(l) 1.3347(4) 1. 351 +0.002 -0. 006 a 

C=N(2) 1. 2959(4) 1. 299 -0.030 tO. 019 b 

N(2)-0 1. 4283(4) l. 435 +0.034 -0.025 c 

N-H 1. 0120(8) 1. 026 -0.036 
t0.01.5 d +0.020 

N-H l. 0162(8) 1. 032 -0.036 

C-H 1. 0899(8) 1. 101 -0.040 tO. 020 e 

0-H 0.9906(8) 1.002 -0.037 +0.005 tO. Oll f 

a methylamine 
d methylamine 

b methylimine e formaldehyde 

c hydroxylamine 
f methanol 
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l. 517 

1. 216 

1. 341 

1. 40 5 

l. 078 

1. 078 

0.997 

0.994 

Residual 

-0.004 

-0.011 

t0.009 

-0.001 

-0.020 

-0.021 
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SUMMARY 

We describe a computer program (AMBER: Assist­

ed Model Building and Energy Refinement) 1 we have 
bee~developing to build models of molecules and 
calculate their interactions using empirical energy 
approaches. The program is sufficiently flexible 
and general to allow modeling of small molecules, 
as well as polymers. 

The program was developed after a study of 
several other programs generally available. There 
are three programs available from the Quantum Pro­
gram Exchange. Two of these focus on small mole-

cules (MMI
2 

and QCFF/PI3 and the third on polypep­

tide conformations, UNICEPP4 Another package, 

CAMSEQ5 and CAMSEQ/M6 , has been mainly applied to 
small molecules of biological interest. Other 
programs which concentrate on polymer conformation 

are·REFINE7 and the Gelin-Karplus8 program. Our 
program is closest in spirit to the latter program. 
Though the implementation differs. greatly. The 
philosophy of modular design has been retained 
and the same energy functions are used. 

The result of the studies is a series of mo­
dular programs that handle large and small mole­
cules of any type-protein, nucleotide, or "other" 
with a common data base. The molecules are divi­
ded into pieces of arbitrary size, called residues, 
which are automati~ally linked together to form a 
molecular system. The system may then be edited, 
minimized, analyzed, and manipulated graphically. 

BASIC ASSUMPTION OF EMPIRICAL ENERGY APPROACHES 

The basic assumption of empirical energy 
approaches is that one can replace a Born-Oppen­
heimer energy surface for a molecule or system of 
molecules by an analytical function. The potent­
ial energy function chosen is.generally given as 
a sum of strain energies and nonbonded interaction 

-·terms: 

E =E K (r-r ) 2 + total bonds r eq E K (e- e )2 + angles e eq 
K 

Edihedrals 2 
Bi. 

[l+cos(n~-o)] +Ei<j ;I}-
ij 

A •. 
....&__+ 

6 
e:Rij 
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The first three· terms represent the difference 
in energy between a geometry in which the bond 
lengths, bond angles, and dihedral angles have ideal 
values and the actual geometry. The remaining terms 
represent nonbonded VDW and electrostatic interac­
tions. Although one could (and often does) use more 
complex functions to describe bond stretching and 
bending or different forms of the nonbonded repul­
sions, the current version of AMBER uses the above 

functional form, plu~ a 10~12 H-bond function7 if so 
chosen by the user. This decision was based on a 
lack of a complete set parameters for systems other 

1 than hydrocarbons. 
The major impetus for writing AMBER is to sim­

plify the process of model building and of carrying 
out such empirical energy calculations for any mole­
cular system. 

DESCRIPTION OF PROGRAM 

AMBER has been written and developed on the 
UCSF Computer Graphics Laboratory PDP 11/70. An 
overall view of the program is given in the flow 
char~ in Figure 1 and a brief summary of the func­
tions of the individual units are given in Table 1. 
Data is passed from one unit to another through bi­
nary files written to the disc. These files a~e 
read and written with the same structure in all pro­
grams with the exception of the PREP output file for 
the LINK program and the FARM output file for the 
MINM program. This feature facilitates communica­
tion between programs. If the communication is 
across separate computers, there are options to 
pass data in formatted rather than binary files. 
Thus, the input could be prepared on a minicomputer 
or graphics screen and then sent to a large computer 
for minimization. 

The program is build around the concent of re­
presenting the molecule as a tree structure. This 

is a concept that has been used for many years9 and 
is one that is essential for convenient internal 
coordinate manipulation and automatic linkage of 
segments. The basic units of the tree are: 

(1) M - Main chain atom. These atoms repre­
sent the trunk of the tree and corres­
pond to the backbone of a protein. 

(2) S - Side chain atom. These atoms repre­
sent the straight segments of the bran­
ches of the tree they are connected to 
2 other atomf?. 

(3) B - Branch atoms. These atoms form 
branch points along the branches of the 
tree. They are connected to 3 other 
atoms. If an atom is connected to 
more than 3 other atoms, other special 
symbols are used, such as '3' for a 
three way branch. 

(4) E - End atoms. These are atoms that are 
at the ends of the branches. 

The alert reader is aware that very few molecules 
are actually tree stru~tures since loop closing 
bonds frequently occur. However, these extra bonds 
can be identified and their inclusion in the data 
base detracts little from the usefulness of tree 
structures. 



PREP 

PREP is designed to provide a convenient means 
of building residues that can later be linked toge­
ther to form the molecular system. The input con­
sists of cartesian coordinates, internal coordinates 
or both. It ~s also necessary to specify an unique 
name (for user identification), a symbol represent­
ing atom type (for parameter identification), charge 
and a tree structure symbol for each atom. 

By default, the program assumes that the hier­
archy E, B or S, and M defines the given bonds, bond 
angles, and torsion angles. In the case of two 
equivalent symbols on a given atom, the symbol on 
the atom which has been defined first is given pre­
.cedence. If a different set of three atoms are 
specified, the residue is built as desired; then the 
internal coordinates corresponding to the tree 
structure are calculated and replace the initial 
values. 

The tree structure may be used to determine 
all bonds except loop closing ones. These may 
either be explicitly read or calculated by speci­
fying a minimum distance below which any two atoms 
not connected on the tree are assumed to be bonded. 
Once the bond array is calculated and sorted, it is 
used to calculate all bond angles and dihedral 
angles. The use of a sorted list improves the ef­
ficiency of this procedure. 

Next the bond, angle, and dihedral arrays are 
used to form a list of excluded atoms (atoms exclu­
ded from special nonbonded energy terms). Atoms 
that form a bond or an angle implicitly have had 
nonbonded interactions counted through the assump­
tion of ideal bond lengths and angles. Dihedral 
atoms are included in this list because the en.d 
atoms are used in a separate evaluation of non­
bonded terms where special weights can be assigned 
to the interactions. This is particularly useful 
when minimizing only dihedral angles since the 
reduced interactions compensate for the rigid geo­
metry of the intervening atoms. PREP flags dihe­
dral angles that occur in cases such as five mem­
bered rings so that no extraneous nonbonded terms 
will be calculated. 

The tree structure also enables the program 
to calculate what atoms are affected by the rota­
tion about a given bond. Rotations on the graphics 
screen and. the automatic determination of depen­
dent functions both require this information. 

Finally a draw routine is present that gene­
rates efficient plot commands by following the tree 
along shorter branches and then a long longer ones, 
while inserting loop closing bonds at the appro­
priate places. A concise sequence of plot commands 
is important in interactive computer graphics where 
a structure is drawn thousands of times as the user 
manipulates the molecule. 

PREP has options to output a data base (for 
example, a collection of nucleotide and protein 
residues) as Fortran subroutines (the data is con­
verted to alphanumeric format and placed into data 
statements in a subroutine that the program out­
puts) for use in an overlay LINK program (IBM and 
CDC versions) or a series of binary files for a 
file oriented LINK program (UNIX version). Indi­
vidual residue information is output as a format~ 
ted .file. 
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LINK 

LINK requires the system be divided into dis­
crete segments called molecules, which may or may 
not correspond to an actual molecule. Residues are 
the basic unit of each molecule. 

Every molecule is identified asP (protein), 
N (nucleotide), or 0 (other). If PorN is speci­
fied, the program branches to one of two subroutines 
that refer to a data base of common amino acids or 
nucleotides. The user does not have to refer con­
tinually to the files where these data base resi­
dues have been created. If the residue name is not 
located in the data base, a search is made through 
the files identified at' the beginning of the LINK 
input. 

Residues within a given molecule are identi­
fied by a 4 letter code. These residues are'con­
secutively covalently linked end M atom to initial 
M atom of the following residue. As the residues 
are connected, all array elements discussed in th~ 
PREP program are evaluated for the linking atoms. 
The rotation array is updated for all M atoms at 
the completion of the input for each molecule. 

The first residue of each molecule after the 
first may be attached either covalently or non­
covalently to any atom of any previous molecule. By 
attaching the first M atom of the second and later 
molecules noncovalently to a beginning dummy atom 
of molecule 1, a common internal coordinate refe­
rence frame is established. 

Additional crosslinks within a molecule or to 
previous molecules may be specified. Crosslinks 
may even be formed from a given atom to 2 or more 
atoms on separate residues. The only information 
required is the residue numbers and graphical names 
(unique atom names assigned by the user) of the 
linking atoms as well as the molecule number on 
which the atoms are located. This approach is much 
better than other methods which have common atoms 
on two residues that are superimposed when the re­
sidues are linked. The latter method assumes advan­
ce knowledge of the residues to be joined. For 
an arbitrary collection of residues, this knowledge 
may not be available. 

Again, after the crosslink is made, the addi­
tional information for the linking atoms is cal­
culated. This is done only after all molecules 
have been read in and the new data is stored at the 
end of the arrays already formed. 

EDIT 

The individual residues have now been linked 
together in an arbitrary conformation depending on 
the internal coordinates of the first three atoms 
of each residue. Before performing calculations on 
the assembled molecule, it is necessary to assign 
new coordinate values to at least some of the 
variables. The main function of EDIT is to per­
form this task in a convenient manner. 

The major source of coordinates for a calcu­
lation is from X-ray structure determinations. 
Therefore, it is important to have a convenient 
method of transferring the crystallographic coor­
dinates into the program. EDIT will read a struc­
ture in Brookhaven protein data bank format and 
replace the current coordinates with the new 
values. It accomplishes this by matching atom 



graphical names on a residue by residue basis. In 
addition the program can output a file with the same 
format as the X-ray file and with the original coor­
dinates replaced by the current set or ones from 
MINM. 

The X-ray coordinates for large molecules usu­
ally omit hydrogens and sometimes mobile sidechains 
on the surface. EDIT will assign positions for 
these atoms after the entire X-ray file is read. 
Bond lengths and angles for the missing atoms are 
taken from the original internal coordinate values. 
The dihedral angle of an atom, X, is found by cal~ 
culating the dihedral angles of all other atoms 
bonded to the same atom as X and then placing X in 
a chemically reasonable position (determined by the 
valency of the atom to which these atoms are attach­
ed). 

EDIT can also read in new internal coordinates 
if the coordinates are in internal coordinate for­
mat or new cartesian coordinates if they are in 
cartesian format. In the former case, a new in­
ternal coordinate can affect the structure of every 
atom further up the tree. Thus, there is an option 
to read in internal coordinates for an atom and to 
convert it immediately to cartesian coordinates. 
This will leave the rest of the system unchanged. 
To facilitate placing the coordinates in the desired 
format, one word commands lead from cartesian to 
internal coordinate transformations and vice versa. 
The program keeps track of the coordinate type 
status of each residue, so it is possible to have 
a mixture of coordinate types entering EDIT and 
unnecessary coordinate transformations are prevent­
ed. 

Other editing functions include the ability 
to prepare an input file for a CNDO calculation, 
to replace any or all of the atomic changes, and 
to change the pucker of any 5-membered ring in the 
system. Moreover, dummy atoms can be omitted. 

The final function is the addition of counter­
ions to the molecule. After checking for the ab­
sence of a salt bridge or a close contact, the 
program inserts a counter-ion a specified distance 
from a particular atom of a designated residue 
type. All atoms bonded to the particular atom 
except E atoms are used to determine where the 
counter-ion is placed. These counter-ions enable 
any system to be easily transformed from a charged 
system to a neutral one. 

FARM 

FARM assembles various files together. These 
files include an EDIT output file, a file with the 
parameter values, and a file.with new starting 
coordinate values. The user may also read in a 
file with a set of coordinates that will be used 
as constraints dur.ing the minimization. FARM also 
calculates information that MINM needs, such as 

-which atoms are in the groups for analysis and 
which atoms are to be constrained. This step is 
best performed with a separate program so that 
MINM, which is the only CPU bound step of the pro­
cess, is as compact as possible. 

The primary function of FARM is the connect­
ing of parameters needed for the empirical energy 
function to the arrays (bond lengths, etc.) that 
have already been formed. This is accomplished 
by matching atomic symbols representing bonds, 
angles, and dihedrals to the types of the atoms 
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comprising the bond, angle, and dihedral arrays. 
Each atomic symbol is associated with an equilibrium 
value for the variable and a force constant. Every 
dihedral term can have as many terms of the fourier 
series expansion as desired. When a successful 
match is made, a pointer is placed into a special 
array. This avoids recomputing the parameters in 
MINM over and over. 

Special bonds, angles, and dihedrals may be 
specified as constraint variables. Their ideal 
values are.read along with a force constant. These 
quantities do not necessarily correspond to atoms 
bonded together. For example, a special constrained 
bond might be used to hold a nucleotide base pair 
together. These additional constraints are particu­
larly useful in reaction path calculations. It is 
possible to absorb the constraints into the varia­
ble arrays in such a way that no special constraint 
terms are needed in the MI~ program. 

FARM can read in new coordinates for the mini­
mizer as well as a set of coordinates to be used as 
constraints. It also prepares the initial nonbond­
ed calculation for MINM by making a list of all 
nonbonded and hydrogen bond pairs within a specified 
radius of each atom. MINM is often called to do 
only one function evaluation to insure all input 
values are correct before proceeding with the 
minimization. The creation of these lists is much 
more time consuming than a function evaluation and 
it is worthwhile minimizing the number of times this 
is done. 

Finally, FARM may be used to specify groups 
that are involved in energy partitioning in MINM. 
These groups consist of arbitrary combinations of 
residues and atoms. A decision was made to place 
this section here rather than in MINM because the 
routines use arrays to set up the groups that do 
not have to be passed to MINM. In addition, FARM 
is needed to put the new minimized coordinates into 
the appropriate array before calling MINM. 

MINM 
MINM was designed starting with the empirical 

energy function program written by B. GelinB that 
uses analytical first derivatives. The major dif­
ferences from the Gelin program are in the choice 
of minimizer, in the treatment of nonbonded inter­
actions (see below), the possible use of a solu­
tion potential, and the ability to have several 
terms in the fourier series expansion of the dihe­
dral energy term. 

MINM adjusts the coordinates with a modified 

conjugate gradient minimizer10 until the energy 
function is at a relative minimum. The user can 
assign weights to each term in the energy expres­
sion including the 1-4 VDW and electrostatic terms. 
He also has the option, as mentioned previously, 
of selecting a solution or gas phase potential. 

The most difficult part of an energy calcu­
lation is the problem of long range interactions. 
In a large molecule, such as a protein, it is not 
feasible to calculate all nonbonded pairs for each 
energy function evaluation. The usual solution is 
to evaluate only the pairs to a cutoff distance 
(for example, 9 R) from each atom. He can then 
ask that all interactions between 7.5 and 8.5 R 
will be multiplied by a cubic equation whose value 
varies from 1 at the lower bound to 0 at the upper 



bound. The gap between 9 and 8.5 2 is necessary so CHEM provides facilities for modifying confer-
that atoms just outside the cutoff will have the mations, including allowing the user to move and 
opportunity to move inside the region of interaction. rotate individual molecules separately from the 
Atoms thus appear and disappear smoothly. The in- others and to adjust torsion angles along the mole-
teraction list will be reevaluated as often as the cules' backbones. When the user considers that the 
user considers necessary. At present this may be structure he has displayed is worth further consi-
done for each function evaluation, only at restarts, deration, the coordinates can be stored in a format 
or only at the beginning of the calculation. that EDIT, MINM, etc. can access. 

---- --There :i.s still the problem of dealing wi.~ -------The E+S Picture system displays a list of menu 
dipoles that have been split by the cutoff radius. items and has a set of control potentiometers. The 
Rather than store lists of atoms that make up di- menu items include requests to show parts of the 

11 molecule, to rock the picture about the y axis, to 
poles, the method of neutral spheres is used. The display the separation between 2 atoms, to rotate 
assumption is made that the interaction shell around about a particular bond, to display a stereoscopic 
each atom is neutral. If this is not, then the view (using a Bausch and LOMB viewer), to color any 
charge needed for neutrality is distributed uniform- part of the molecule, to read new coordinates or to 
ly about the surface of the sphere and one addition- store the current set, and to produce a copy on the 
al electrostatic calculation (that of the atom at VERSATEC of the current view on the picture system. 
the center of the sphere with this charge) is car- The control potentiometers include a pen and tablet, 
ried out. This method greatly improves the con- a keyboard, control switches, and a potentiometer 
vergence of the electrostatic interactions. 12 

JOX. 

The choice of the dielectric constant is an 
important decision. The user may select either a 
constant value or a value multiplied by the distance 

between the two atoms. 8 The only basis for select­
ing a dielectric constant is at present empirical. 
The dielectric constant is, of course, only neces­
sary because the explicit solvent interactions, as 
well as polarization effects, are neglected·. 

After computing the energy minimum, MINM may be 
used for energy partitioning. All inter and intra 
energy components are evaluated for the groups 
picked out in PARM. An evaluation of the results 
can reveal "hot spots" in the molecule where there 
is strain or close contact between residues. Salt 
bridges or regions with many hydrogen bonds will 
have a large negative electrostatic energy. Along 
with the partitioning, individual energy terms with 
values greater than a specified cutoff value are 
listed. This feature has been useful in identifying 
mistakes in our choice of dihedral parameters. 

OTHER FEATURES OF AMBER 

There are utility routines available for cal­
culating the RMS difference between structures using 
the method of Ferro and Hermans 1 3and for calculat­
ing the sugar pucker parameters for 5 membered rings. 

AMBER has variable dimensioning capabilities. 
A fortran program written by one of the authors (PW) 
replaces variable names with numbers. The result­
ing Fortran program may then be compiled. 

The program is written entirely in standard 
Fortran with many special features, such as free 
format routines, also written in Fortran. The PDP 
11/70 version does not use overlays and will handle 
up to 284 atoms. 

CHEM 

CHEM is a simple interactive graphics system 
which is designed to interface with the AMBER soft­
ware. It can be used to examine molecular structures 
prior to and after numerical refinement. To display 
a molecular system using CHEM requires only an EDIT 
output file. The display may be changed at any time 
by reading in coordinates in the format of a MINM 
output coordinate file. 
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Finally, CHEM may be used to generate animated 
sequences in order to visualize conformational 
changes within a molecular system. The input are 
sets of coordinates generated by AMBER or manually 
by the user. CHEM uses linear interpolation to pro­
duce a rapid succession of pictures that convey an 
impression of motion. Each frame may be filmed 
under user control. 

.CONCLUSION 

AMBER is designed as a modular system in which 
extensive work was carried out to insure having a 
data base that is sufficiently flexible to be used 
in either cartesian or internal coordinate minimiza­
tion, as well as interactive graphics. CHEM makes 
use of a high-performance graphics system to ease 
the task of preparing the input and analyzing the 
results of calculations performed using AMBER. 

Current work includes a template definition of 
molecules using graphics, fully interactive input to 
all programs, the ability to minimize internal coordi­
nates, and the addition of molecular surfaces and 
electrostatic potentials to the molecular display pro­
gram. 
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Table 1 
Functions of Section• of AMID. 

MINM 

PllEPAUS A SiNGLE USIDUE 

LINKS RESIDUES TOGE'l'HER 

MODIFIES STRUCTURE 
CHANGES CHARGES 
ADDS COUNTER-IONS 
READS IN X-RAY COORD. 

ADDS PARAMETERS 
PREPARES INPUT FOR KINK. 
FLAGS STRUcnJRAL INPUT W/0, PABK. 

MINIMIZES 
ENERGY PARTITIONING 

RMS COMPARISON OF STRUCTURES 
SUGAR PUCKER CALCULATED 

Fig. 1. Flow Chart of AMBER. 
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COMPUTATIONAL STUDIES OF POLYNUCLEOTIDE FLEXIBILITY 
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Details of __ polxnucle~~ide_conformation-a~e--------dependent--upon-the-conformationa~--~haraccer of~ne----
---------probed through a combination of semiempirical po- system. The spatial density distribution func-

tential energy calculations and statistical mechan- tions W(~d~that describe the complete array of 
ical analyses. The pseudorotational flexibility of conformations accessible to the flexible polynu-
the furanose and the long-range correlated motions cleotide may be estimated, for short chains, by 
of the backbone are described briefly here. direct Monte Carlo simulations. 5- 7 The spatial 

INTORDUCTION 

The physical and biological properties of the 
polynucleotides reflect the three-dimensional spa­
tial arrangements, or configurations, that the at­
oms comprising these chain molecules can assume. 
The chain configurations depend, in turn, upon the 
structural parameters (e.g., bond lengths and val­
ence bond angles) defined by the chemical archi­
tecture of the system and the angles of internal 
rotation(~', ~·, w', w, ~.~.and x in Figure 1) 
described about the single bonds of the chain skel­
eton. Although subject to minor fluctuations, the 
structural parameters usually remain fixed in com­
putational studies. The experimentally observed 
variations in bond lengths and valence angles occur 
more or less symetrically about mean values and the 
effects of those of opposite signs tend to cancel 
one another. 1-3 The rotations about the skeletal 
bonds, which are subject to much wider latitudes of 
variation, thus constitute the principal determi­
nants of polynucleotide configuration. Those chain 
structures generated solely by rotational varia­
tions constitute a special category of molecular 
configurations, generally referred to as confor­
mations.1 

The conformational flexibility of the polynu­
cleotide chain is frequently described in terms of 
the mean-square end-to-end dimensions <r2> 0 of the 
ideal unperturbed chain. This parameter may be re­
lated quantitatively to the structural geometry and 
the potential energies governing the local hin­
drances to internal rotations in the chain backbone 
through a simple sequence of matrix operations.4 
The facility with which cyclic and looped polynu­
cleotide structures are formed, through enzymatic 
reaction and hydrogen bonding associations, respec­
tively, from the acyclic chain is related to the 
statistical distribution of the two ends of the 
molecule relative to one another and hence is also 

Figure 1. Section of an 
chain (heavy atoms only) 
and rotation angles. In 
in RNA a hydroxyl group. 

extended polynucleotide · 
showing chain backbone 
DNA, X2• is a proton and 
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distributions of longer chains are approximated by 
a three-dimensional Hermite series expansion of 
the Gaussian in terms of average tensor moments of 
the chain.7,8 In addition to the dependence upon 
W(p), ring and loop closure is also governed by 
the distribution of angular orientations f(8)d8 of 
terminal bonds in the acyclic chain fragment.9,10 

CONFORMATIONAL PREFERENCES AND INTERDEPENDENCIES 

Much of the information describing the con­
formational character of the polynucleotides has 
originated from X-ray crystallographic analyses of 
low molecular weight nucleic acid analogs -- prin­
cipally the subunit nucleosides and nucleotides 
with a few recently refined larger oligonucleotide 
fragments. 11 A more direct probe of polynucleo­
tide conformation in solution is obtained from 
high resolution nuclear magnetic resonance (nmr) 
three-bond spin-spin coupling constants. The ob­
served splitting JX-Y (which is only possible be-

tween atoms such as 1H, 13c, 31P, etc .. with un­
paired nuclear spin) is dependent upon the inter­
vening dihedral angle ~ according to simple empir­
ical (Karplus 12 ) relationships (i.e., JX-Y = 
J 0 cos 2 ~ + J1cos~ + J 2 where Jo, J1, and J2 are 
constants dependent upon the nature of substitu­
ents X andY and· the local chemical environment). 
According to such measurements, 13 the furanose 
ring is subject to rapid pseudorotational varia­
tions between two distinct puckered forms ~ the 
C3'-endo pucker where~· assumes a gauche+ (~+) 
state (-60±30°) and the C2'-endo pucker where ~· 
adopts a trans (t) arrangement (-180±30°). The ex­
acyclic C-C rotation ~ is similarly found to adopt 
three different conformers, the~+ state with atom 
OS' in staggered gauche arrangements with respect 
to both 01' and C3' being most favored. Compared 
to the c-c bonds of the polynucleotide backbone, 
the flexibility about the two C-0 rotations (~' and 
$) is highly restricted. According to measured 
1H···3lp and 13c .•. 3lp coupling constants, each of 
these angles is confined almost exclusively to its 
sterically unencumbered t range. The major uncer­
tainty in the analysis of polynucleotide flexibil­
ity then is the conformational nature of the P-0 
torsions (w' and w). Unfortunately, there is as 
yet no direct and reliable experimental probe of 
these rotations in model nucleotide systems. 
While the observed 3lp chemical shifts have been 
useful in monitoring the helix to coil transitions 
of short oligonucleotides,l4-16 these data are not 
able to describe the blend of w' and w rotational 
conformers with certainty. Furthermore, various 
theoretical predictions of the phosphodiester mo­
tions are widely discrepant. 17 Nmr 13 and theoret-



ica1 18 studies, however, are in agreement over the 
predominance of anti glycosyl (x) conformers, 
which position the more unwieldy portions of the 
heterocyclic bases (i.e., the 2'-keto group of a 
pyrimidine or the six-membered ring of a purine) 
away from the sugar-phosphate backbone. 

Recent experimental 19-2l and theoret­
ical14•22-24 studies suggest that the polynucleo­
tide is subject to unique long-range rotational 
correlations. The strong stacking interactions be­
tween adjacent bases favor sequences of crankshaft­
like motions of nonadjacent rotations that main­
tain close base-base contacts. Variations of the 
sugar pucker (~') between C3'-endo and C2'-endo 
forms introduce simultaneous conformational chang­
es of the w' rotation angle from the~- to t range. 
Changes in the w rotation from ~+ to ~ to ~= states 
similarly lead to variations of w from ~- to ~ to 
~+ arrangements. Fluctuations of ¢' toward~- con­
formers also correlate with rotations in ¢ toward 
~+ states. While the long-range rotational inter­
dependencies in the polynucleotide backbone com­
plicate theoretical treatment of the chain, these 
concerted motions provide an indirect probe of the 
P-0 torsional motions. Using the w'w' and ww con­
formational correlations, the P-O rotational ten­
dencies follow at once from the experimental ob­
servations of the C-C angles.4 

FURANOSE PSEUDOROTATION 

As a preliminary step to the treatment of 
correlated motions in the polynucleotide backbone, 
a semiempirical potential function has been devel­
oped to estimate the pseudorotational motions of 
simple ribose and deoxyribose sugars. 25 Previous 
potential energy calculations26 were not designed 
to match the puckering preferences or to mimic the 
known geometric (valence angle) changes that accom­
pany furanose pseudorotation. According to both 
X-ray 11 and nmrl3 measurements, the C3'-endo and 
C2'-endo forms are almost equally favored in ribose 
systems; the C2'-endo pucker, however, is predomi­
nant in 2'-deoxyribose and the C3'-endo in 3'-de­
oxyribose. The five valence angles of the furanose 
ring are also known to fluctuate (by 2~4°) in a 

sinusoidal fashion over the complete cycle of pseu­
dorotational changes.27,28 

The potential energies of the differently 
puckered furanose molecules reflect the combined 
contributions of nonbonded interactions (VNB), val­
ence angle strain (VSTR), intrinsic torsional bar­
riers (VToR) and gauche effects (VG) described in 
the Appendix. Each conformer additionally satis­
fies a pseudorotational constraint energy. 

4 
VpsEU = L 1000(1-cos(T.-T.O)) 

j=O J J 
(1) 

that ensures that the five torsion angles (To = 
Lc4'-01'-C1'-C2', T1 =L.o1'-C1'-C2'-C3', etc.) 
adopt the ideal values predicted by Altona and 
SU:ndaralingam29 for the particular puckering. Be­
cause this term remains virtually constant for all 
puckered forms, it does not enter into our compu­
ted energy totals. 

The puckering preferences predicted on the 
basis of the potential energies are compared with 
the frequencies of X-ray observations in Table I. 
The theoretical populations are obtained from the 
relative contributions of the Boltzmann factor of 
the potential energy over the four major quadrants 
of pseudorotation space--the favored C3'-endo and 
C2'-endo regions as well as the intermediate 01'­
endo and 01'-exo domains. The intermediate con­
formers are disfavored by a combination of unfa­
vorable steric interactions and gauche contribu­
tions. The equivalent populations of C3'-endo and 
C2'-endo ribose are a reflection of the (pseudo) 
geometrical symmetry of the ring. The biased con­
formational preferences in the deoxyribose systems 
are attributed principally to the intrinsic ten­
dency of 0-C-C-0 bond sequences to adopt gauche 
conformations. 

As outlined elsewhere, 25 the valence angle 
fluctuations and nmr coupling constants com­
puted on the basis of this potential are also in 
good agreement with experimental observations. 
The energy barriers associated with simultaneous 

Table I 

Comparative Populations of Model Furanoses 

Furanose X-rayf Theory 

C3'- 01'- C2'- 01' C3'- 01 ,_ C2'- 01 ,_ 
en do en do en do exo endo en do endo exo 

Ribose 0.44 0.01 0.55 0.0 0.48 0.01 0.51 0.0 
(108 X-ray structures) 

2'-Deoxyribose 0.23 0.10 0.67 0.0 0.15 0.11 0.74 0.0 
(27 X-ray structures) 

3'-Deoxyribose 1.0 0.0 0.0 0.0 0.69 0.11 0.20 0.0 
(1 X-ray structure) 

t 
Numerical data refer to fractional populations of each puckering category. 
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variations of the sugar and different acyclic ro­
tations in diadenosine monophosphate fragments are 
the subject of current computational efforts. 

POLYNUCLEOTIDE PROPERTIES 

Tht VNB term includes the London attractions 
(-c/r6), van der Waals' repulsions (d/r 12 ) and 
Coulombic interactions (eokol/r) between all 
pairs of nonbonded atoms or heavy atom groups 
(e.g., CH3 , NH2 , and OH) separated by at least 
three intervening chemical bonds. Pairs of atoms 

A sequence of preliminary calculations of separated by three intervening bonds of the fura-
-----~<:f-~>-o~and~W-(Vd-r-i-nd-ic-a-t-e~tha-t-cor-rel-ated-mot-ions---~nose,--howeve-r,-do-not~con-t-r-i-bute-t-o- VNB~.~Inst-ead.-o,-----

of w and ~ do n6t significantly affect the unper- we consider the interactions between ring atoms in 
turbed dimensions and loop closure tendencies of VSTR" Because bond lengths are kept fixed, no bond 
single-stranded polynucleotide helices. A theor- stretching energies enter these computations. 
etical model that allows free correlated changes 
in w and ~ as described above matches the limit­
ing characteristic ratio 31 of helical poly rA at 

-12°C (lim <r2>0/nt2-8o where n is the number of 
n+oo 

chemical bonds and i2 the mean-square bond length) 
just as well as a model that restricts these angles 
to their predominant ~- and ~+ domains respective­
ly. The ribose ring adopts a rigid C3'-endo puck­
ering in these calculations and the ¢' and ¢ C-0 
angles assume single rotational isomeric states 
centered in their~ ranges. The short-range rota­
tional interdependence of the w'w angles also ex­
cludes consecutive ~±~+ rotational combinations 
that introduce sharp U-turns in the chain back­
bone. 

A hard core analysis 31 of the base stacking 
that accompanies correlated w~ rotational changes 
reveals a general opening of the helix as the an­
gles vary from their preferred ~-~+ combinations 
to the tt state. Rotational changes to j::he ~+~­
arrangement, on the other hand, reduce the base 
separation distance to less than normal van der 
Waals' distances and consequently raise the poten­
tial energy. While the increased separation dis­
tance between parallel bases of the tt conformer 
reduces stacking interactions and also raises the 
potential energy, this arrangement allows planar 
aromatic moieties to intercalate between adjacent 
base pairs. In the absence of intercalating spe­
cies, the w~ = ~combination enhances the syn­
anti transition of the heterocyclic bases along the 
chain backbone. 31 Such concerted rotational 
changes presumably account for the transition of 
the familiar right-handed DNA-B helix 32 to the re­
cently described left-handed Z-type backbone. 20 

SUMMARY 

The computations described briefly here dem­
onstrate the interrelationship between local struc­
ture and macroscopic properties in the polynucleo­
tides. The estimates of potential energy and the 
direct computations of chain properties are pro­
viding insight into the unique properties of these 
biopolymers. The combined energy-statistical 
mechanical analyses are currently leading to a more 
realistic comprehension of molecular flexibility 
in the helical and randomly coiling forms as well 
as along the paths of conformational transitions. 

APPENDIX - POTENTIAL ENERGY FUNCTIONS 

The potential energy V to furanose pseudoro­
tation is expressed in these calculations by the 
simple summation: 

(2) 
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The constants c describing the pairwise Lon­
don attraction of atoms k and 1 were evaluated 
from atomic polarizabilities a (in A3) and the 
effective number of valence electrons N using the 
Slater-Kirkwood equation:33 

(3) 

Values of a and N as well as rO (van der Waals 
radii) and o (atomic charge) are listed in Table 
II. The van der Waals constant d is chosen so that 
the London term plus the van der Waals term disRlay 
a minimum at the distance Rkl = rOk + rD1 + 0.2A. 
This additional distance is used to correct for the 
effects of attractions imposed by other atoms in 
the molecule on the two-body force.3 4 The param­
eter dkl is then given as 

(4) 

The dielectric constant is set at 4.0 so that the 
numerical constant e required to yield Coulombic 
energies in kcal/mole is 83. 

The endocyclic and exocyclic valence strain 
is accounted for by a sum of harmonic angle bend­
ing terms of the form: 

(5) 

The rest angles eO are taken to be tetrahedral 
(1.91 rad.) and the K8 are estimated to be 40, 34, 

and 30 kcal/mole-rad2 for c-o-c, c-e-o, and c-c-c 
sequences, respectively. 

Table II 

Parameters for Nonbonded Interactions 

Atom or a, A_3 N ro, A o, esu 
Group 

H 0.42 0.9 1.3 .051 to .053t 

c 0.93 5 1.8 -.041 to .127t 

0 0.64 7 1.6 -.271 

CH3 1. 77 7 2.0 -.003 

NH2 1.87 8 2.0 -.053 

OH 1.06 8 1.7 -.157 

Tsee reference 25 for further details. 



The VTOR term is included to take account of 
the more subtle contributions from bond orbitals 
associated with the atoms attached to a given 
bond,35-37 including the effects of distortion of 
these orbitals by rotation. 38 The potential is 
taken to be threefold for the five torsions of the 
furanose ring and is represented by 

4 
E (V3/2)(1 +cos 3T.) 

j=O J 

Barrier heights v 3 of 2.8 and 1.8 kcal/mole are 
assigned to rotations centered about c-c and c-o 
bonds, respectively. 

(6) 

The intrinsic tendency of 0-C-C-C and 0-C-C-0 
sequences to favor gauche in favor of trans con­
formations is modeled by a phenomenological term 

4 3 
VG E E (V2/2)(1 +cos 2(T. + ~.)) (7) 

i=O j=1 1 J 

Barrier heights V2 of 0~2 and 1.0 kcal/mole are 
introduced to reproduce the known t/~ energy dif­
ferences of 0-C-C-C and 0-C-C-0 bond fragments,39 
respectively. The parameter ~ is a phase angle 
that relates the rotation of a given fragment to 
the torsion angle Ti sharing a common central bond. 
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CALCULATOR CHEMLAB 
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A good computer simulation. program of mole­
cular structure, like beauty, lies in the eyes of 
the beholder. Different interests generate dif­
ferent needs and wants. Our interests have 
increasingly focused upon explaining the relation­
ships between structure and activity, using cal­
culated physicochemical properties, for sets of 
biologically active organic molecules. These 
investigations tend to fall into two major classes. 
The first class consists of doing a series of 
isolated intramolecular structure calculations for 
a set of homologous compounds and numerically 
correlating the resulting structural and thermo­
dynamic features with observed activities. The 
other type of studies consist of "driving" one 
molecule about a second stationary structure in a 
search for intermolecular energy minima. This 
latter class of calculatidns constitutes gur closest 
approach to what I perceive as computer simulation 
studies. At present we are interested in the 
interactions of polynucleotides with alkylators 
and intercalators, the prediction of polymer 
crystal structures, and comparison of molecular 
shapes. 

Over the last eight years we have been devel­
oping a software package to rapidly, and easily, 
"process" a set of molecular structures. This pro­
gram has been developed for intra-, as opposed to, 
inter- molecular structure calculations. The 
intermolecular structure programs have evolved as 
super-subroutines to the parent package. 

The main processor package of our molecular 
structure calculating system is known as CHEMLAB. 
A large part of this program was formerly known 
as CAMSEQ~II. 1 CHEMLAB has been developed under 
two constraints; 1- anyone can use the program, 
and 2- all methods of molecular structure calcula­
tions are equally good. The first constraint has 
resulted in an interactive program, which allows 
a user to consult an internal users manual at any 
point in a calculation by typing HELP in response 
to a machine query. The latter constraint allows 
a user to select any of the more common methods of 
performing a molecular structure calculation. 
These constraints have come from the requirements 
of the Chemical Information System (CIS)2 which has 
supported the development of CHEMLAB as one of its 
interactive components. Our particular version of 
CHEMLAB, and its localized super subroutines for 
intermolecular structure calculations, is resid~nt 
on our VAX system at CWRU. 

There is a menu of choices for inputting a 
structure into CHEMLAB which range from CAS-regis­
try number/connection table to crystal coordinates. 
When coordinates are not supplied on input, CHEMLAB 
will construct coordinates from a resident model-
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builder. There is also an input editor for modi­
fying and/or correcting input structure files. It 
is also to be noted that if only a connection 
table is inpu4 CHEMLAB will query to see whether 
or not a three-dimensional calculation is wanted. 
If not, the user can generate a set of linear 
free-energy descriptors (LFE), such as the water/ 
octanol partition coefficient, using the .LFE 
option. This section of CHEMLAB will not be dis­
cussed since it is not of interest to this Work­
shop. 

Once a three-dimensional structure is con­
structed or input, the user can specify a refer­
ence conformation with respect to bond rotation 
angles. The next step in CHEMLAB is .to decide on 
the method of computing the molecular energetics. 
The main choices are using a fixed valence geo­
metry molecular mechanics method, Allinger's MMI3 

with extended geometric parameterization, CND0/2,4 
or MIND0/3.5 The fixed valence geometry molecular 
mechanics option allows the user to select from a 
menu of reported nonbonded, electrostatic, hydro­
gen-bonding, and torsional potentials. 

After defining the potentials, CHEMLAB is 
ready to perform a structure calculation. A 
variety of methods of scanning and minimizing in 
energy-structure space, and combinations thereof, 
are available. The results of the structure cal­
culations can be output as energy maps, atomic 
coordinates, vector and/or color raster graphics 
pictures, and/or stored files for future use. An 
additional set of user options facilitate the 
calculations. For example, one can determine all 
bad steric contact distances at any point in a 
structural analysis by using the BADCN option. 

We use the CHEMLAB package to generate the 
molecular structures for our intermolecular 
structure programs by using the SAVE option to 
construct "standard" structure files. That is, a 
molecular structure library is maintained in our 
laboratory on the basis of a common file format 
masterminded by CHEMLAB. 

Two examples of applying CHEMLAB and affili­
ated routines will be presented. The first will 
be the intermolecular comElexing of doxorubicin 
with dinucleotide dimers. 

e Detailed molecular models have been proposed 
for .the intercalation of daunomycin and dox= 
orubicin (see fig. 1) with DNA.7-10 In these 
models the drug intercalates into the major groove 
of the DNA such that the long axis of the anthra­
quinone ring is nearly parallel to the long axes 
of the adjacent DNA base pairs. Proposed inter­
calation models differ from one another with 



respect to modes of intermolecular hydrogen bond­
ing and formation of an electrostatic bond between 
the charged sugar amine of the drug and aphosphate 
of the DNA backbone. 

We have modeled the intercalation of dox­
orubicin (I) with the two dinucleotide sequences 

w-m and 

total of 144 systematically selected intermolecular 
starting positions· Complexes of both the major and 
minor grooves were chosen in each drug-dinucleo­
tide energy minimization. 

The intercalation energy was minimized as a 
function of the doxorubicin (for both the neutral 
and charged form) degrees of conformational free­
dom and the six intermolecular degrees of free­
dom. 

A consistent finding is that minor groove 
intercalation is preferred. The energy preference 
for minor groove intercalation decreases for the 
ionized form of doxorubicin. Minor groove inter­
calation is characterized by the anthraquinone 
ring inserting between base-pairs with its long 
axis nearly perpendicular to the long axes of the 
base pairs. This mode of intercalation is 
qualitatively consistent with that observed for a 
d(CpGpCpGpCpG) dimer-daunomycin crystal complex 
by Rich and coworkers,ll as well as some recent 
NMR studies of solution complexes of nucleic acid 
oligomeric dimers with daunomycin.l2,l3 There is 
a dependence on the "angle" and depth" of inter­
calation on base pair sequence. This is a con­
sequence of minimizing the electrostatic potent­
ial between atoms in the two base pairs and those 
in the anthraquinone ring. The N-bromoacetyl­
daunomycin crystal conformation of the drug is 
preferred for minor groove intercalation with the 

(I) (II) 

0 OH 

. 
I 

c~ 0 CH . 
~ 0 OH I . 

I I 
I I 

o1 b1 

~~· H~l' 
NHz NHz 

Fig. 1 Chemical structures of (I) doxorubicin, (II) daunomycin. 

(CpG) dimer structure. This conformational pre­
ference is lost for intercalation with (TpC-ApG). 
Also, mixed sugar ring puckering is not favored 

1 
for the (TpC-ApG) sequence. 

The predicted minor groove intercalation 
structure is stablized by complementary electro­
static interactions between the adjacent base 
pairs with the anthraquinone ring. A weak hydrogen 
bond/electrostatic interaction is realized between 
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the sugar amine and a backbone phosphate group. 
The nine-position hydroxyls also have favorable 
electrostatic interactions with either phosphates 
or base-pair groups depending upon drug conforma­
tion and dinucleotide sequence. 

The minimum energy modes of major and minor 
groove intercalation are shown in stereo in fig. 2:for 
(CpG). The mode of major groove intercalation is 
similar to proposed models in that the anthra­
quinone ring is nearly "parallel" to the base 
pairs. Proposed major groove intercalation 
models7-10 also postulate a strong electrostatic 
bond between the NH3+ group of the drug and a 
second nearest-neighbor nucleotide residue phos­
phate group. Thus these models involve a tri­
nucleotide dimer as the intercalation "substrate". 
Therefore, the theoretical dinucleotide dimer 
structures may not be relevant to the mode of DNA 
intercalation. Preliminary tetranucleotide dimer 
calculations still support minor groove inter­
calation, but the results are as yet incomplete. 

TOP 

a 
SIDE 

TOP 

b 
SIDE 

Fig. 2. Preferred mode of the intercalation of 
doxorubicin with (CpG) having mixed sugar ring 
puckering., a) Major -groove b) Minor groove. 
Minor groove intercalation is 5.5 kcal/mole 
more stable than major groove complexing. 



The second studyl4 deals with explaining the 
inhibition potency of a set of Baker triazines of 
the form 

By comparing the relative molecular shapes of 27 
compounds in this series, which varied in activity 
by about 130,000 molar concentration units, it was 
possible to construct a recipe for activity as a 
function of structure, 

log (1/C) = 1. 29 [ S0 1-.019868 [ S0 1
2+. 448 [I:7Tl-. 266 [D4l 

- .418[D412_14. 31 (1) 

N = 27 R = .951 s = .45 

In eqn. (1) C is the molar concentration for 50% 
inhibition of dihydrofolate reductase (DHFR), 
S

0 
is the measure of molecular shape, L7T is the 

measure of the hydrophobicity of the X substituent 
(s) and D4 is the length of a para substituent. 
The quantities below the equation are; N = number 
of compounds, R = correlation coefficient, and 
S = standard deviation. This approach, termed 
molecular shape analysis, has also been used to 
successfully explain the inhibition potency of 
other DHFR data bases involving: 

A. Substituted 2,4 diaminoquinazolines 

H, H 
. ,,. 

H N=C 
'N " -c / ~ b 

H N-

X (s,6) 

log(l/C) = .349l[S0 l-.002l[S0 l2+.4870[I:7rl-.0897[A6l 
-6.950 (2) 

N = 35 R = .965 s = .360, 

A6 is the rotation of the 4NH2 group from being 
planar to the ring. The range in activity is 
3.42 log(l/C) units 

B. Substituted 2,4 diamino benzyl pyrimidines 
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2 
log(l/C) = .,-21.3[S0 l + 2.39 [S 0 l + .444[I:7Tl + 52.228 

(3) 

N = 23 R = .931 s = .137 

The range in activity is 2.17 log(l/C) units 

C. Alternate set of substituted 2,4 diamino 
triazines 

4 

log (1/C) = 1. 074 [S0 l-. 01674 [S0 l 2+. 604 [I:1rl- .110 [I:1rl 2 

-. 297 [D31-10. 75 (4) 

N = 31 R = .926 s = .25 

D3 is analogous to D4 is eqn. (1). 
The range in activity is 3.79 log(l/C) units. 

We have been able to demonstrate that the 
triazines and quinazolines have the same shape 
binding requirements. This is perhaps best demon­
strated by being able to use the shape of a 
triazine to explain the activity of the quinazo­
lines. For the 3,4-Cl2-2,4-diaminotriazine as a 
shape standard, the following recipe for explain­
ing activity in the quinazolines was developed 

log(l/C) = .3735[S0 l-.0022[S0 l 2+.5115[I:7rl 
- .1008[A6l-6.596 

N =- 35 R = .945 s = .451 

The range in activity is 3.42 log(l/C) units. 

(5) 

The common shape of the triazines and quinazolines 
is shown in fig. 3. 

We think this is a significant demonstration 
of the potential of molecular shape analysis as a 
tool in quantitative drug-design. 



Fig. 3 "Active" shape of triazine and quinazoline 
DHFR inhibitors. 

Lastly, the software that we would like to 
see developed would address the problem of search­
ing for energy minima in high-dimensional space 
for a large molecule or molecular complex. There 
still is no adequate means of searching out all 
minima associated with large molecular systems. 
Such problems, from a time-wise practical point of 
view, should be done on the large main-frame 
machines, as opposed to a "midi" like the VAX. 
One might also speculate that molecular graphics 
interfacing could make the user an important com­
ponent when solving these large scale calculations. 
On the basis of our drug-DNA studies, it seems 
essential that the proposed software be developed 
and implemented on an accessible large computer if 
interactions like enzyme-substrate binding are to )Je 
carefully studied. 
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SIMULATIONS OF PROTEIN FOLDING, HYDRATION 
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H.A. Scheraga 

Baker Laboratory of Chemistry 
Cornell University, Ithaca~ N.Y. 14853 

SUMMARY 

Energy minimization, Monte Carlo, and Molec­
ular Dynamics methods are being used,with empir­
ical potential functions, to study the properties 
of aqueous solutions of small molecules and the 
conformational features of polypeptides and pro­
teins in water. The multiple-minimum problem 
has been solved for small open-chain and cyclic 
peptides, and for synthetic analogs of fibrous 
proteins, but not yet for globular proteins; 
various approaches are being examined to surmount 
the multiple-minimum problem for globular pro­
teins. This methodology is also applicable to 
enzyme-substrate interactions, e.g. to complexes 
of lysozyme with oligosaccharides~ 

INTRODUCTION 

Computational methods are beirig used· to • .. 
study protein folding and the interactions of 
proteins, say as enzymes, with substrates and 
inhibitors.l,2 The goal of this theoretical 
approach, and a companion experimental one,3 is 
to gain an-understanding as to how intra- and 
intermolecular interactions influence the path­
way(s) of protein folding, the stability of the 
native structure, and the biological actions of 
proteins. We provide here a brief description of 
the methodology, and of the approaches for solv­
ing the multiple-minimum problem for polypeptides 
and proteins, and of the application of these 
methods to a study of enzyme-substrate inter­
actions. 

METHODOLOGY 

In these computations, use is made of vari­
ous types of empirical potential energy functions, 
e.g. ECEPP (Empirical Conformational Energy 
Program for Peptides),4 that ar~ parameterized 
on experimental data such as crystal structures, 
lattice energies, rotational barriers, etc. To 
reduce computer time, various approximations to 
ECEPP are also employed, e.g. UNICEPP (United 

5 6 Atom Conformational Energy Program for Peptides). ' 
Though adequate for most applications, current 
efforts are continuing, to try to improve.the 
form of the potential functions, and the parameters 
therein.7 In addition, efforts are being made to 
improve a hydration-shell modelS to provide a 
better representation of the thermodynamic 
parameters for the hydration of the functional 
groups on a polypeptide chain;9-ll for example, 
Monte Carlol2,13 and Molecular Dynamicsl4 simu­
lations are being carried out on water and 
aqueous solutions of small-molecule solutes. 

Stable configurations of the various sys­
tems under study are attained by direct energy 

27 

minimization, by Monte Carlo, or by Molecular 
Dynamics methods. Second derivatives of the 
empirical energies of polypeptides provide esti­
mates of conformational entropies. Such extensive 
computations have been materially aided by the use 
of a high speed array processor in conjunction 
with a minicomputer host.l5 

MULTIPLE-MINIMUM PROBLEM 

The folding of a polypeptide from an open to 
a stable compact structure encounters the multiple­
minimum problem,l-3 with intervening barriers that 
may be an artifact of the empirical potentials 
currently in use; i.e. there may not be any_ 
insurmountable barriers in the real conformational 
space of a protein.3 In any event, arguments 
based on the time required for folding suggest that, 
irrespective of the presence of barriers, the real 
globular protein molecule does not explore the 
whole conformational space, but follows a limited 
number of (directed) pathways to the native 
structure. The multiple-minimum problem has now 
been solvedl6 for small open-chain and cyclic 
peptides (e.g. gramicidin S, for which the 
calculated structurel7 has recently been confirmeJ8 

by X-ray di~fractionl9) and for synthetic analogues 
of fibrous proteins [e.g. collagen-like polypeptides 
of the type poly(Gly-X-Y)],ZO but not yet for 
globular ·proteins. A solution was achieved in the 
former cases by minimizing the conf'ormational 
energy from a sufficiently large number of dif­
ferent starting conformations to assure the 
complete coverage of conformational space; the 
strategies for this approach have been discussed 
by Simon et a1.21 This strategy, however, is 
not applicable to a globular protein. 

GLOBULAR PROTEINS 

The strategies involving energy minimization 
for a globular protein are based on the prior use 
of approximate methods to reach the correct 
potential energy well, after which minimization of 
the complete energy function can be carried out to 
reach the minimum. -3 While Monte Carlo and 
Molecular Dynamics methods can surmount energy 
barriers, and indeed have been applied to small 
cyclic22 and open-chain23 peptides, these methods 
have not yet been applied successfully to proteins. 
Aside from problems due to the slow rate of con­
vergence, Monte Carlo and Molecular Dynamics 
methods explore conformational space on a time 
scale eqyivalent to that of picoseconds, whereas 
proteins take much longer to fold (anywhere from 
nanoseconds to milliseconds). Were it not for 
the dominant role of short-range interactions,3,24,25 
protein folding would be much slower. 



A variety of short-range approximate proce­
dures (reviewed elsewhere2) are used to predict 
the conformational states of the residues of a 
protein. Recently, a nearest-neighbor Ising model 
has been proposed,2~ to predict the actual values 
of the backbone dihedral angles (¢i,Wi) rather than 
the conformational states. Medium-range inter­
actions are introduced in a second approximation, 
e.g. to predict the nucleation sites for protein 
folding.26 Short- and medium-range constraints 
can also be introduced by distance-geometry 
methods27-31 (if distance-geometry methods are 
used by themselves, i.e. without being coupled to 
an energy-minimization algorithm, then a very 
large number of distances must be known accurately 
to obtain a relatively error-free structure32). 
Recently, a method has been proposed to introduce 
long-range interactions.33 It is based on the 
division of the conformational space of a protein 
into classes characterized by different spatial 
geometric arrangements of the loops formed by 
disulfide bonds, and the random selection of one 
or more members of each class for subsequent energy 
minimization. Because of the limited number of 
classes, and the availability of an array processor, 
such an approach is feasible. Other constraints, 
such as the radial distribution of hydrophobic 
and hydrophilic residues,34 can be incorporated 
into this procedure. In such computations on 
globular proteins, bovine pancreatic trypsin 
inhibitor, a protein of known structure,35 is used 
as a test model, and comparisons between computed 
and experimental structures can be made with a 
recently-developed differential-geometric repre­
sentation of polypeptide chains.36 

ENZYME-SUBSTRATE INTERACTIONS 

These computational methods have also been 
applied to enzyme-substrate interactions, e.g. to 
those involving hen eggwhite lysozyme. This pro­
tein cleaves polymers and copolymers of N-acetyl­
glucosamine (NAG) and N-acetylmuramic acid (NAM).37 
The active site can accommodate a hexasaccharide, 
and cleavage takes place between the fourth and 
fifth residues of this substrate. The lactic 
acid side chain of NAM would naturally be expected 
to lead to a different set of interactions com­
pared to NAG, and both NAG and NAM would be 
expected to differ from glucose in their binding 
affinities to the active site. We have examined 
the binding of various size oligomers of NAG and 
NAM, from the monomer to the hexamer, to the 
active site of lysozyme.38,39 This is essentially 
a docking problem where, in the last analysis, a 
flexible substrate is allowed to approach a 
flexible enzyme (exploring the whole conformational 
space of the substrate and of the active site of 
the enzyme) to find the most stable binding 
disposition. 

Several low-energy structures were found, 
e.g. a right-side complex with a distorted (half­
chair) conformation for the D residue of (NAG)6 
and a left-side undistorted complex.38 (The 
terms "right" and "left" refer to the positions of 
the E and F residues of the substrate in the 
active-site cleft of the enzyme, as viewed in 
Fig. 1.) The left-side complex is the most stable 
one found for (NAG)6; its F site includes Arg 45, 

28 

Asn 46, Thr 47, and residue Dis near the surface 
of the active site, away from Glu 35 and Asp 52. 
This position of the D ring is compatible0with 
experimental results of Schindler et al.4 
Actually, two right-side complexes were found. One 
has an undiStorted D residue, which is close to Glu 
35 and Asp 52, with the F site including Phe 34 
and Arg 114 and non-optimal contacts in the E and 
F sites. The other is similar to this right-side 
complex, but has a distorted (half-chair) D ring 
and good contacts in the E and F sites; it is 
similar to one obtained earlier by model building?7 

While the left-side complex appears to be the most 
stable one for binding, the other two may play a 
role in recognition since three productive binding 
modes have been observed in stopped-flow and 
relaxation studies of the binding of (NAG)6 to 
lysozyme.41 

The N-acetyl group of NAG provides a con­
siderable fraction of the binding energy, and may 
account for the preference of the enzyme for bind­
ing (NAG)6 compared to the corresponding glucose 
hexamer. A very ·,:Lmportant lesson learned from this 
and other studies is that. it is practically 
impossible to pinpoint one or two specific inter­
actions as being the most significant for the 
recognition process. Instead, the binding energy 
that leads to recognition and specificity is a 
sum over small contributions from many nonbonded 
interactions. 

These calculations have been extended to the 
binding of NAG/NAM copolymers to the active site 
of lysozyme.39 As with the homopolymer (NAG)6, 
the hexasaccharide (NAG-NAM) 2-(NAG)z birids 
preferentially on the left side of the active-site 
cleft. The alternating copolymer (NAG-NAM)3, 
however, binds with its F-site residue preferen­
tially on the right side of the active-site cleft. 
The lactic acid side chain prevents good binding 
to the F site on the left side. A stereo ORTEP 
view of the lowest energy right-side binding 
conformation for (NAG-NAM)3 is shown in Fig. 1. 

Recently, an X-ray structure of the complex 
with the trisaccharide NAM-NAG-NAM has been 
reported.42 The computed and observed complexes 
appear to be similar, showing binding in sites B, 
C, and D, and movements of Trp 62 and Trp 63 
toward the substrate and Trp 108 away from it, 
upon binding. Further, both methods show that the 
ring NH of Trp 63 forms a hydrogen bond to the 
C=O of NAG in site c, and that the Dring is near 
the surface of the active-site cleft. A stereo 
ORTEP view of the energy-minimized X-ray structure 
is shown in Fig. 2. 
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Fig. 1. Stereo ORTEP view of the lowest energy right­
side conformation for binding of (NAG-NAM) 3 to 
lysozyme. 

" 

Fig. 2. Stereo. ORTEP view of the energy-minimized X­
ray structure of the complex of NAM-NAG-NAM with 
lysozyme. 
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SUMMARY 
Calculations of the spectroscopic transition 

energies of retinal and its analogs have made it 
possible for us to elucidate the mechanism of color 
generation in visual pigments. We have found that 
charged amino acids positioned in the vicinity of 
the retinal chromophore produce large spectral 
shifts. The magnitude of the local fields that 
are generated by the charges suggests that highly 
specific electrostatic interactions may play im­
portant structural and functional roles in mem­
brane bound proteins. In another type of study, 
we have been carrying out minimizations of the in­
teraction energy between large structural frag­
ments in proteins. Computer graphics allows us 
both to select reasonable starting conformations 
and to evaluate the energy minima that are ob­
tained. An application tci antibody structu·re will 
be described. 

SPECTROSCOPIC PROBES OF ELECTROSTATIC INTERACTIONS 

Introduction 
A central problem in biochemistry concerns the 

mechanism by which a protein influences the proper­
ties of a bound substrate. It is frequently assum­
ed that "environmental effects", such as fields 
created by charged or polar amino acids,. play a 
crucial role, but there has been little direct evi­
dence which clearly demonstrated the magnitude, or 
even the existence, offue postulated effects. It 
is clear, however, that if the internal dielectric 
is small, enormous electric fields can be generated 
which will inevitably play important mechanistic 
roles. One might expect the role of electrostatics 
to be particularly important in membrane proteins 
where the dielectric constant of the environment is 
also small. 

Recently, we have demonstrated that coulombic 
forces are responsible for producing the colors of 
both visual pigmentsl and the purple membrane pro­
tein of H. halobium bacteriorhodopsin.2 These pig­
ments co~sist of a retinal chromophore (11-cis in 
visual pigments; all-trans in bacteriorhodopsin) 
covalently bound in the form of a protonated Schiff 
base to the E-amino group of a lysine in the apo­
protein.3 The chromophores when isolated in solu­
tion absorb near 440 nm; however, their spectra are 
shifted to 500 nm in bovine rhodopsin, as far out 
as 580 nm in cone pigments, and to 560 nm in bac­
teriorhodopsin. Our studies clearly indicate that 
strong electric fields induced by the protein, are 
responsible for these shifts. Moreover, these 
fields appear to be localized in space. 

Much of our past work on pigment absorption 
spectra and future work aimed at elucidating the 
structural basis of the generation of electric 
fields in proteins, depends heavily on our ability 
to reliably calculate spectroscopic transition en­
ergies. We have devoted considerable effort to 
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studying the absorption spectra of polyenes and we 
have reached the point, after extensive testing on 
model systems where we can calculate absorption 
maxima of large numbers of different molecules with 
close to experimental accuracy. The methods we use 
are described in the next section; our results for 
visual pigments and implications for other systems 
:are discussed in the following section. 

Methods 

Spectra - The absorption spectra of conjugated 
systems have been traditionally treated·with TT­
electron theories. In particular, the Pariser­
Parr-Pople (PPP) method has proved to be extremely 
reliable for a large number of different molecules. 
Nevertheless, the PPP method does include adjust­
able parameters and there .is no a priori guarantee 
that parameters appropriate to o-;:;:e cla.ss of mole­
cules will produce reliable results for another. 
In an early study4 we showed that methods appro­
priate to polyenes were inappropriate to polymeth­
ine dyes (and by analogy, to visual pigments and 
bacteriorhodopsin). We then developed a new semi­
empirical scheme which was appropriate to the lat­
ter class of molecules and have used it in our 
studies of visual pigments and bacteriorhodopsin. 

In two recent papers,5,6 we demonstrate that the 
failure of standard theories is due to the fact 
that the transition energy to the Bu+ state (which 
corresponds to the main absorption band) in most 
molecules that had been studied (aromatics, stand­
ard polyenes, etc.) was insensitive to the inclu­
sion of doubly excited configurations in the con­
figuration interaction (CI) scheme. However, in 
polymethines and in protonated Schiff bases, the 
Bu+ state is strongly influenced by extended CI and 
thus cannot be·properiy treated with standard PPP 
theory. This is why we were forced to develop a 
special semiempirical parameterization scheme for 
these molecules,4 but one that we can now super­
cede with more extensive calculations where these 
are necessary.5,6 Our work which has provided 
what we believe to be the first reliable descrip­
tion of the excited states of polymethines and 
retinal Schiff bases, now makes it possible to 
study environmental effects in a quantitative 
fashion. 

In our studies of pigment spectra, we also de­
veloped a method to incorporate external electric 
charges into the TT-electron formalism.4 More re­
cently we have extended our methodology to include 
all valence electron theories.? This is required 
since the molecules of interest contain hetero­
atoms which can only be treated in an ad hoc 
fashion with TT-electron methods. 

Potential Energy Curves - We have invested con-



siderable effort in the problem of calculating ex­
cited state potential energy curves of polyenes. 
This is a more difficult problem than calculating 
el-ectronic spectra since excited state energies 
are always calculated rela~ive to the ground state. 
Thus, it is necessary to know both the ground state 
energy and the spectroscopic transition energy as 
a function of geometry in order to obtain an exci­
ted state surface. Unfortunately, in the semiempi­
rical theories that must be used for molecules the 
size of retinal, it has generally been impossible 
to obtain ground and excited state properties with 
a single set of parameters. This is particularly 
true for theories that include o-electrons (as is 
necessary for twisted molecules such as retinal 
where o-rr separation breaks down) such as the well 
known CND0/2. In fact, a special modification of 
CND0/2, known as CNDO/S, had to be developed for 
electronic spectra since CND0/2, as well as more 
complex semiempirical theories such as INDO, fail 
in calculating transition energies. Recently, we 
have shown that the problem is inherent to the the­
oretical basis upon which the various theories were 
derived. We have derived a new, consistent semi­
empirical theory which makes it possible to reliabW 
calculate ground and excited state properties with 
a single set of parameters, including a new one 
that has been implicitly neglected in the past.7 

Basically, our method is to use the CNDO/S tech­
nique for calculating spectroscopic transition en­
ergies and wave functions. These are then used to­
gether with a new and theoretically valid expres­
sion for the total energy which allows us to obtain 
reliable ground state properties. We have done ex­
tensive testing of our method on model systems and 
have obtained what we consider to be significant 
success. Transition energies are calculated with 
the accuracy of rr-electron methods, ground state 
equilibrium geometries are comparable to those ob­
tained by INDO, and force constants are comparable 
to those reported in ab initio work. The programs 
are essentially modifications of current CNDO/S 
programs and are available for distribution. 

Results 

The method used to identify the position of "ex­
ternal charges" in retinal containing pigments in­
volved first the binding of specifically designed 
retinal analogues to the apoprotein. The method is 
based on the fact that the magnitude of wavelength 
shifts induced by external charges depend on their 
proximity to the rr-electron system of the chromo­
phore. Thus, by studying a series of compounds 
whose chromophoric units are localized at different 
positions in space and comparing the spectral shifm 
seen upon pigment formation, it is possible, in 
principle, to locate the position of an external 
charge that causes the shift. 

Our approach is based upon the fact that satur­
ation of even one double bond in the polyene chain 
completely disrupts the rr-electron system. Thus, a 
series of retinal-like molecules with different 
bonds saturated (dihydroretinals) provide compounds 
that are, sterically, nearly identical but whose 
light absorption properties are localized at diffe~ 
ent positions along the polyene chain.l An absorp­
tion spectrum is measured for the protonated Schiff 
base of each compound in solution and compared to 
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that of the corresponding pigment formed upon 
binding of the chromophore to an opsin. By obser­
ving the magnitude of the spectral shift for each 
compound it is possible to locate the position of 
the groups on the protein that determine the ab­
sorption maximum of the chromophore. 

For the visual pigment the largest opsin shift 
of 5300 cm-1 is encountered in the shortest chro­
mophore, 11,12-dihydroretinal, which contains only 
two double bonds.l The situation in the purple 
membrane is completely reversed; the longest opsin 
shift of 4800 cm-1 is encountered in the longest 
chromophore.2 These results lend themselves to a 
simple and unambiguous interpretation. The wave­
length determining interaction in bovine rhodopsin 
is located near the Schiff base terminus of the 
chromophore while that in bacteriorhodopsin is lo­
cated near the S-ionone ring.l,2 Furthermore, the 
results demonstrate conclusively that electrostatic 
rather than conformational effects are involved. 

We have used the model of a single point charge 
interacting with the chromophore to represent the 
electric field generated by the protein. To esti­
mate the magnitude of this charge it is useful to 
analyze the 5000 cm-1 shift that results from 
chromophore binding in bacteriorhodopsin.2 The ob­
served spectroscopic effect is consistent with the 
interaction of the chromophore with the equivalent 
of a full charge. In fact, the large spectral 
shifts encountered in visual pigments and bacteri­
orhodopsin can only be understood if the protein 
produces extremely large local electric fields 
which are of the magnitude expected from a point 
charge in van der Waals' contact with the chromo­
phore. There is good evidence that related elec­
trostatic interactions provide a unique energy 
storage mechanism in retinal based pigments. 

ENERGY MINIMIZATION OF "SIMPLE" FOLDING PROBLEMS 

Introduction 
There are a significant number of folding prob­

lems where experimental techniques allow one to 
make a reasonable first guess at a protein confor­
mation. These, for example, may involve the ef­
fects of insertions and deletions on the structures 
of homologous proteins, the mutual orientation of 
a-helices whose structures and relative positions 
in space are known to low resolution, and changes 
in the relative orientation of structural domains 
due to substrate binding. In cases such as these, 
energy minimization techniques can provide a use­
ful means of going from a given initial conforma­
tion to a reasonable final structure. This is par­
ticularly true if the problem can be limited to a 
small number of variables. 

A particularly interesting problem of this class 
concerns the structures of the antigen combining 
sites of immunoglobulins. The basic immunoglob­
ulin structure contains two identical light chains 
(L) and two heavy chains (H). Each light chain 
consists of an amino terminal half (VL) whose amino 
acid sequence is variable, and a carboxy terminal 
(CL) with a fairly constant amino acid sequence a­
mong light chains in the same groups. Heavy chains 
consist of three constant domains and one variable 
domain (VH). Sequence comparisons among the vari-
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able domains revealed three regions of hypervari­
ability per domain of approximately 10 amino acids 
each and it was proposed that these correspond to 
the antigen binding sites,9 Subsequent structural 
studies revealed that the combining site is indeed 
formed by bringing together the three hypervariable 
loops of V1 and VH to form a single complementarity 
·providing surface.9 Comparisons of the tertiary 
structures of the variable domains has demonstrated 
that their nonhypervariable (framework) regions are 
very similar, with principle differences occurring 
in the hypervariable loops. 

All known antibody domains consist primarily of 
antiparallel S strands arranged into two sheets of 
three and four strands. The basic domain structure 
seems to be determined by the two S sheets and the 
largely hydrophobic contacts between them. The , 
residues connecting the sheets are well conserved 
in terms of sequence variability and there is rela­
tively little structural variability for interior 
residues within a domain.lO Thus, the geometry of 
the binding site will be determined entirely by the 
hypervariable loops.9 We have begun a study of the 
factors that determine the geometry of the hyper­
variable loops of antibodies. Ultimately, it may 
be possible to predict the structures of binding 
sites from sequence data alone, an achievement which 
would make an enormous contribution to our under­
standing of the molecular basis of the immune res­
ponse. Indeed, recombinant DNA techniques make it 
entirely possible to conceive of the design and 
synthesis of an antibody of desired specificity. 

It is important to emphasize that from a theore~ 
ical standpoint, prediction of combining site ge­
ometry is one of the most tractable problems asso­
ciated with protein folding attempted to date. We 
are not trying to predict the folding of an entire 
protein but rather to study and eventually predict 
the conformation of small fragments of a few amino 
acids bound to a fixed framework whose structure is 
known from x-ray studies. 

Methods 
The program used in our structural studies is 

PAKGGRAF, developed in the laboratory of Cyrus 
Levinthal at Columbia University. PAKGGRAF com­
bines capabilities in conformational analysis with 
sophisticated interactive computer graphics tech­
nology. It allows the user to carry out a fairly 
time consuming energy minimization on a protein and 
then see the structure that is output from the cal­
culations displayed in real time, on a graphics 
device. As such, it provides a remarkably efficient 
means of studying protein conformation. As an ex­
ample one can say, choose a starting conformation 
minimize the energy, and compare the new structur~ 
which is output from the calculations to the ori­
ginal one or to the native one, all in real time. 
The program has a set of about 200 commands which 
allow the user to ask a large variety of questions 
as to structure and energetics, and to display any 
sized fragment of the molecule that is desired. 

The energy functions used in the program are the 
standard ones used in conformational analysis of 
proteins. The total energy is expressed as a sum 
of van der Waals electrostatic and hydrogen bond 
contributions. Efficient cubing routines limit the 
number of pairs that need to be considered. In the 
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problems we have treated to date; minimizations 
(using the VA09A routine) were carried out in tor­
sional angle space but minimizations can be carri­
ed out in cartesian space where appropriate. The 
program has recently been implemented on the Cyber 
175 at the University of Illinois. Number crunch­
ing is carried out on the Cyber and output, in the 
form of picture files, is transmitted, in real 
time, to-an LSI 11/23. Pictures are then displayed 
on a Tektronix 4014 graphics terminal. This rela­
tively cheap system allows a single user to emulate 
many of the features of more sophisticated graph­
ics facilities. 

A number of years ago we reported a study in 
which energy minimizations were used to fold parts 
of a protein from conformations that were sifnif­
icantly different than the native structure. 1 
The representation of proteins or protein frag­
ments used in this study was one of rigid units 
connected by flexible hinges. The rigid units 
ranged from a-helices or S-sheets to large domains 
of over 100 amino acids. The hinges were the 5-10 
amino acids between the rigid units which frequent­
ly form S-turns or other "hairpin" conformations 
used by the polypeptide backbone to change direc­
tion. In the context of this study we analyzed 
how a protein might begin to unfold by determining 
what structural fragments could easily move apart 
without incurring unacceptable atom-atom contacts. 
Our second goal was to study the refolding of 
structural fragments, ranging from helices to 
large domains, from starting conformations that 
were significantly perturbed from the native 
structure. We found that in general it was pos­
sible to refold a perturbed structure to a confor­
mation essentially identical to that of the native 
protein. 

It is somewhat surpr~s~ng that calculations 
which use potential functions that neglect hydro­
phobic interactions yield such striking agreement 
with crystal data. However, van der Waals inter­
actions provide a driving force that tends to max­
imize the number of interacting atoms while ex­
cluding bad contacts. Thus, by building in a 
strong tendency for aggregation they provide a 
proxy for hydrophobic forces.ll We have made use 
of this property in our studies of antibody com­
bining sites. 

Results 
The techniques we are using in the antibody 

work are closely related to those described in 
the previous section. The major difference is 
that previously we were studying the relative 
orientation of rigid fragments connected by flex­
ible loops while here we are studying the struc­
ture of hypervariable loops that are fixed at both 
ends and constrained by a rigid structural frame­
work. We have adapted our program to deal with 
this problem and can now create insertions and 
deletions in known sequences and then use "closing 
potentials" to generate structure with acceptable 
geometries. We find that VA09A can handle con­
strained loop minimizations quite efficiently. 

The system we have chosen to study first is fue 
Bence-Jones protein, REI, which has been refined 
to 1.8 A resolution in the laboratory of Robert 
Huber.l2 [Bence-Jones proteins are light chain 



dirners excreted in the urine of patients with a 
plasma cell disease called multiple myeloma.) 
What we would like to do in these studies is to 
"predict" structures whose conformation is known. 
This is an obvious requirement before we can even 
consider sequences whose structures are not known. 

In our preliminary work so far we have carried 
out calculations on the first hypervariable loop 
of REI which consists of residues 24-34. The pos­
sible conformations of the loop are severely res­
tricted by the requirement that it be connected at 
both ends to the anti-parallel S-sheet. We have 
been searching for other constraints that might be 
.applied to the problem. Energy minimizations from 
the native structure reveal that the conformation 
is in a local minimum even if framework residues 
are excluded from the calculations (although the 
ends must be kept fixed). However, after we per­
turbed the structure, new minima of lower energy 
were found. These minima were then tested with 
the entire protein included in the calculation and 
found to be excluded by unacceptable hard-sphere 
interactions. By selectively "adding back" dif­
ferent fragments of the protein into our calcula­
tions, we were able to determine what framework 
residues play a crucial role in determining the 
conformation of the loop. 

Part of the answer is apparent from studying 
the structure of the loop on a graphics device. A 
number of hypervariable residues make hydrophobic 
contacts in the interior of the loop. These resi­
dues also interact with a number of residues in 
the framework structure to form a tightly packed 
hydrophobic pocket. A glance at amino acid se­
quences of other myeloma proteins in the same sub­
group as REI reveals that all three residues are 
"constant" even though they appear in hypervariable 
loops. We can now understand why they are constan4 
their role is to stabilize the loop structure and, 
clearly, not to bind to antigen. Kabat9 has made 
similar observations on other loops although he 
arrived at the result from statistical rather than 
energetic considerations. Clearly a combination 
of the two approaches offers great hope in our 
ultimate ability to understand the factors that de­
termine the geometry of antigen combining sites. 
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Introduction. The function of biomolecules 
has long been thought to be intimately related to 
their conformation. In 1961 Hendrickson's 
pioneering paper showed how the "energies of hydro­
carbon molecule confomations" could be calculated 
on a computer.! It was inevitable, following this 
breakthrough, that the new technology would be 
applied to the challenge of elucidating the more 
complicated problem of confomation of biological 
molecules. At the outset, the field as applied to 
peptides forked off from subsequent studies of 
hydrocarbons. For the most part, the road taken 
by the "hydrocarbon" school was motivated by a 
desire to understand the minimum energy structures 
of rings and acyclic compounds and to account for 
unusual bond lengths and angles determined in 
relatively "simple" molecules often by electron 
diffraction in the gas phase) The "biomolecule" 
school on the other hand was motivated by the 
desire to understand the conformation of much more 

_complicated biological molecules, such as proteins, 
which invariably exist i~ and interact strongly 
with solvent media.3 Thus, as noted above, the 
approaches diverged from the initial founding of 
the field, with serious consequences, not the least 
of which being, that with few exceptions, there was 
little dialogue between the two schools and an 
unfortunate lack of cross fertilization. 

In the applications to peptides,it was 
reasoned that it took a great deal of energy to 
stretch bonds and deform angles relative to rota­
tion about single bonds so bonds and angles were 
kept fixed. (Hendrickson also maintained fixed 
bonds, but this constraint was relaxed in sub­
sequent applications of molecular mechanics to 
hydrocarbons.) Furthermore, it was reasoned that 
rotation about the partial doubly bonded peptide 
bond, w in schematic I, whose barrier is -20 Kcal 
was also expensive 

I. N-acetylalanyl-methylamide 

and thus this could also be kept frozen in the trans 
planar conformation. These approximations leftonly 
two variable internal coordinates per peptide 
residue, the rotation about the single bonds N-CU 
and ca-c, ¢ and w respectively. These approaches 
in the labs of Scheraga, Flory, Ramachandran, and 
Liquori, led to significant insights into the 
underlying basis for observed secondary structures 
and distribution of individual residue conforma-• 
tions in protein molecules, as well as accounting 
for such properties as characteristic ratios and 
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end-to-end distances in polypeptides. 3 •4 

In fact, however, molecules are flexible, 
bonds can stretch, angles bend, and moreover, not 
only are molecules flexible but they are also 
dynamic. That is they vibrate with characteristic 
frequencies and motions. The hydrocarbon school 
recognized and accounted for flexibility from the 
start as described in several contributions to 
this proceeding, although for the most part omitted 
dynamic effects. 

It is likely that the relatively more complex 
nature of proteins and their existence in aqueous 
mileau in fact require even more rigorous treat­
ment than the relatively "simple" small molecules. 
An example of the type and complexity of systems we 
are faced with in biological applications is given 
in Figure 1. The type of questions which concern 
us with respect to such systems are: 

What are the Forces that determine the 
complex structures exhibited by biological 
molecules? 

How do these complex macromolecules fold 
to attain their unique structure? 

What is the molecular basis of biological 
recognition? 

How do enzymes recognize and bind their 
substrates, antibodies recognize antigens? 

What is the molecular mechanics underlying 
allosterism? 

As noted above, these fundamental questions 
relating to rather complex systems imply some 
questions with respect to the theoretical pro­
cedures we use in addressing them. The central 
questions as I see them, facing the theoretical 
biophysicist interested in studying the mechanics 
of these systems are: 

How "good"do the force fields have to be? 

Can we ignore entropic contributions to 
confomational stability? 

Do we have to take solvent into effect 
explicitly? 

Can we ignore dynamics and molecular 
flexibility? 

In order to answer some of these questions, we 
have considered the equilibrium between some oligo­
peptide secondary structures (confomations), 
typical of short oligopeptides in solution and 
also observed in proteins (Fig. 2). We represent 



.Figure 1. Alpha-carbon plot of the chain of the 
protein haptoglobin. Only alpha-carbons are shown 
in this plot to allow the folding of the chain to 
be discerned. This structure was derived in an 
elegant study by GreerS not by X-ray but rather 
using the structural homologies in the serine 
proteases, which are in turn homologous to hapto­
globin. The outer loops are not defined well by 
this procedure (the structural homology breaks down 
in these regions) and thus it is especially rele­
vant to the techniques discussed in this workshop 
as they are a natural candidate for energy 
refinement. 

the energy of the molecule as a function of its 
geometry (bond length, angles etc.) by equation 1, 
a "Valence Force Field." 

V L{Db{l-exp(-a(b-b0 )2-Db} + 1/2 EK9(e-e0 )2 

+ 1/2 LKe (1 .± cos n9) 

+ 1/2 LHXx2 + L LFbb 1 (b-b0 ) (b 1 -b0 ' ). 

+ LLF991 (e-e
0
)(9 1-9

0

1) 

+ LLFb9 (b-b )(e-e) + LLF 1 xx 1 
o o XX 

+ L£{2(r*/r) 9 - 3 (r*/r)6} + Lq.q./r 
- ~ ~ 

(See also summary by Hilderbrandt in these pro­
ceedings.) 

(1) 

Structure and Energy. As discussed by 
Hilderbrandt (see also ref. 2), we can take the 
first derivative of the energy with respect to the 
cartesian coordinates of the molecule and solve for 
the geometry which yields a minimum energy, which 
corresponds of course to a structure in which these 
derivatives are zero. 

Dynamics, Vibrational Spectra. We can go on 
to.take the second derivative of the energy, and by 
we~ghting these derivatives by the appropriate 
masses, form the mass-weighted second derivative 
m~trix: The eigenvalues of this matrix yield the 
v~brat~onal frequencies and corresponding eigen­
vectors give the normal modes or characteristic 
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(a) 

(b) 

Figure 2. Stereo figures of the peptide secondary 
structures considered. These are the final struc­
tures which result from the minimization of the 
energy as described in the text (dE/dx = 0). 

(a) The right-handed alpha-helix (aR). 

(b) The extended equatorial helix ( C7 e ) • This 
structure is formed by repeating 7~membered 
H-bonded rings. 

motions corresponding to a given frequency (see 
Hilderbrandt and ref. 2b). Thus, the vibrational 
spectra is also implicit in the analytical expres­
sion of the energy given in (1). From the vibra­
tional frequencies, using classical statistical 
thermodynamics, we can in the harmonic approxima­
tion obtain the entropy, vibrational energy and 
free energy of the conformation. Thus, we are in 
a position to calculate the conformational depen­
dence of all of these quantities and to determine 
their importance in the treatment of biomolecular 
systems. 

Thermodynamics of Oligopeptides. We have 
compared the properties of a nonapeptide of. ala­
nine in the secondary structures shown in Figure 2 
as mentioned above. The contributions of the 
energy, entropy, and free energy of these struc-
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tures to their relative stabilities is given in 
Table I, in which we also include the thermo­
dynamics of the hexapeptide Met

3
Gly Met

2
.6 

useful in assigning frequencies, as the motion is 
often far easier to visualize directly than from 
the corresponding eigenfectors. The dynamics of 

Table I 

Entropy Contribution to Conformational Equilibria of Peptides 

Conformation 

Ac (Ala) 
9

NMe 
c7eq 

aR 

c 
AcMet

3
Gly- 7eq 

Met2NMe aR 

(-80,80} 

(-55,-60) 

(-80,80) 

(-55,-60) 

Potential 
Energy 
(Econf) 

17.48 

-3.89 

-41.22 

-43.57 

Entropy. As we can see from these results, 
the helix is favored energetically over the exten­
ded structure in both peptides. However, in both 
peptides the entropy compensates to a significant 
extent, and in the hetero-hexapeptide constitutes 
a larger contribution to the free energy than does 
the energy difference. Thus, in the latter case 
the entropic contribution inverts the relative 
stabilities of the two conformers from that which 
would have been predicted simply from energetic 
criteria. 

Conformational Dependence of Vibrational 
Spectra. The conformational entropy considered 
above arises mainly from the low frequency deforma­
tion modes of the molecule (hv ~ kT). The entropy 
differences reflect the conformational dependence 
of these low frequency modes which are lower in the 
less constrained extended structure than in the 
helix. More~ver, the whole spectra may be cal­
culated in this way and the conformational depen­
dence of all modes, due both to different effec­
tive force constants arising from different forces 
on the oscillators as well as the different reduced 
masses in the different conformations, may be 
obtained. Thus, IR spectra should provide impor­
tant sources of information in deriving and 
testing adequate energy functions for biological 
functional units. It should also be a powerful 
tool for determining and/or ascertaining the con­
formation of medium-sized biological molecules such 
as e.g. peptide hormones in solution. 

Movies of Normal Modes. Whereas static 
structures and thermodynamic properti.es charac­
terized by numbers can be displayed in figures or 
slides, we require real time graphics or a movie to 
convey the dynamics of a molecule or characteristic 
normal modes. We have prepared such movies (by 
filming from the screen of the Evan & Sutherland 
Picture System at UCSD) displaying the low frequency 
deformation modes of the a-helix contributing to 
the entropy, as well as the classical characteristic 
amide modes (for which we used N-methylacetamide). 
Only through such films or displays can one truly 
appreciate the motions involved in the dynamics of 
macromolecules. They should also prove extremely 

Vibrational 
Energy 

T*Vibration!ll 
Entropy 

(TS) 

Free Energy 
(Atot) M tot 
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(Evib) 

303.63 73.13 247.97 11.1 

303.58 62.94 236.86 0.0 

258.72 87.25 130.25 1.83 

258.77 83.12 132.08 0.0 

various peptide hormones showing conformational 
fluctuations as well as an inhibitor, methotrexate, 
as bound to the enzyme dihydrofolate reductase 
have also been filmed. 

Solvent Effects: Monte Carlo and Molecular 
Dynamics. Until now we have been basically con­
cerned with ordered structures, and fluctuations 
about these equilibrium conformations. When we 
come to the necessity of including the aqueous or 
other solvent roedia at the molecular level, we are 
faced with yet another problem. The liquid state 
is characterized by disorrler and a fluctuating 
array of many possible .configurations of the con­
stituent molecules. Mjnimi.zation techniques are 
not generally applicable. We must generate an 
ensemble of representative conformations of the 
water (or other solvent) molecules.7 Two major 
computer simulation techniques have been developed 
in statistical physics to treat liquid systems and 
derive the configurationally averaged thermodynamic 
properties of such systeros. These are Monte Carlo 
and molecular dynamics methods.8 The first is a 
stochastic method in which configurations are 
generated at random, usually by some variation of 
the Metropolis method. The latter algorithm 
produces configurations with a probability pro­
portional to their Boltzmann factor. This then 
has the very desireable property of yielding the 
thermodynamic average of any desired observable 
simply by taking the numerical average of the value 
of the observable over all configurations generatEd 
Whereas the Monte Carlo method generates a space 
average, molecular dynamics yields the trajectory 
of the system in time, and the corresponding thenocr 
dynamic properties are generated by a time average. 
In addition, the characteristic dynamics and 
fluctuations of the solvent-solute system, or 
simply of the molecule itself, may also be obtained. 
Both of these methods have been applied recently 
to investigate solvent effects on the conformation 
of biomolecules.9 We have also applied the Monte 
Carlo method to the study of the water structure 
itself in peptide and protein systems.7 

Software. Clearly the calculation of this 
wide range of properties requires extensive 



software. The software we have developed which is 
available to carry out these tasks in .summarized in 
Table II. 

Table II 

Biomolecular Mechanics and Dynamics Package 

A. Algorithms/Modules 

I. Structure of Miriimum Energy; Strain Energy 

Minimization in Cartesian Space 

- Steepest Descent Analytical First Derivatives 
Modified Fletcher Powell (VA09A from Harwell Subroutlne Library) 

Analytical First Derivatives 

- Newton-Raphson Analytical Second Derivatives 

II. Vibrational Spectra - Normal Modes 

III. Molecular Dynamics 

B. ·Input 

I. Coordinates 

a. Coordinates and Atom Names (Connectivity Derived by Program) 
b. Residue Names (Residues Linked and Coordinates Derived by Program) 

II. Potential Functions: Coded according to alphanumeric atom names (2 letter names used) 

III. Control Information 

Path through Program, Cutoff, Convergence Criteria; Temperature, Stepwise, etc. 

C. Analysis 

I. Structure-Conformation 

II. Thermodynamics;,.Energy 

III. Vibrational Zero Point Energy, Entropy, Free Energy 

IV. Vibrational Spectra 

V. Normal Mode Analysis 

VI. Dynamics-Thermodynamics 

a. Atomic Trajectories 
b. Conformational Fluctuations 
c. Probability Distributions 
d. Spectra 
e. Temperature Factors 

Other Programs: Liquid Monte Carlo, Chain Monte Carlo, Crystal Minimization, Torsion Space 
Minimization. 
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SUMMARY 

In conformational energy computations on pep­
tides, the multiple-minimum problem is less severe 
in constrained systems than in unconstrained linear 
ones because of the reduction of the extent of 
accessible conformational space. A case study of 
two constrained systems is presented here. (a) In 
collagen and collagen-like peptides, the regularity 
of the backbone amino acid sequence, the identity 
or near-identity of the three polypeptide strands, 
and the need for efficient packing into a triple­
stranded helix act as strong constraints. The 
most stable conformations of triple-stranded poly­
tripeptides were determined. The rigidity and 
extent of distortions of their backbone and the 
conformational freedom of the side chains were 
analyzed. (b) Ring closure narrows accessible con­
formational space, but its effects are of practical 
significance only in very small ring systems. A 
numerical method is described for the generation of 
exactly-closed rings. It has been used to model 
S-bends in cyclized dipeptide derivatives. 

INTRODUCTION 

The problem of multiple minima is one of the 
main difficulties encountered in the theoretical 
analysis of the conformational stability of pro­
teins and in attempts at the prediction of stable 
conformations. The number of degrees of freedom 
is large even for small peptides. Therefore, the 
extent of accessible conformational space is 
enormous, with many local minima on the surface, 
corresponding to metastable conformations. Usual­
ly it is not feasible either to carry out a 
systematic exploration of the entire conformational 
space or to locate and compare all local minima. 
In most analyses of the conformations of proteins 
and even of oligopeptides, it is necessary to use 
shortcuts.! One way to do this is to use various 
approximations in the computations, thereby at­
tempting to simplify the potential surface. The 
other way is to adopt a selection procedure, 
usually empirical in nature, for the choice of 
starting conformations prior to energy computation, 
thereby selecting a limited region of conforma­
tional space. 

On the other hand, the structure of the 
molecules may introduce severe constraints in 
certain systems, thereby limiting the number of 
possible conformations. In such cases, a complete 
exploration of conformational space can be carried 
out, or at least a reasonably thorough search of 
all important regions of this space is possible. 
Work on two systems will be summarized here to 
exemplify the constraints involved. The"first 
example is that of collagen and collagen-like 
polypeptides. In these molecules, three poly­
peptide chains are intertwined, forming a long­
stretched triple-stranded helix. The requirement 
of close packing, as well as the regularities of 
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the chemical structure, to be described below, 
serve to limit the extent of conformational space 
of interest. In the second example, constraints 
result from the formation of cyclic structures. 
The constraints may be sufficient, either by them­
selves, or in combination with other specific 
features such as symmetry considerations, to reduce 
accessible conformational space. 

COLLAGEN AND COLLAGEN-LIKE POLYPEPTIDES 

Conformational Constraints 

The amino acid sequence of the major part of 
the collagen molecule exhibits unusual regularity. 
Every third residue is .glycine, so that the 
molecule consists of Gly-X-Y tripeptide repeating 
units (Fig. 1). The nature of residues X andY is 
variable in natural collagen, although about one 
third of these two positions is occupied by proline 
or hydroxyproline, respectively. The three strands 
have identical or very closely similar sequences. 
(See ref. 2 for a review of collagen sequences.) 
Model compounds of collagen, used in experimental 
or theoretical studies, usually have a regular 
structure, (Gly-X-Y)n. The collagen molecule 
forms a triple-stranded helix (Fig. 2). The 
individual polypeptide strands are nearly fully 
stretched, so that there is little interaction 
between the amino acid residues in successive 
tripeptide units. As a result of the regularity 
along the sequence, the near identity of the 
various strands, and the lack of strong inter­
actions along each strand, the conformational 
space of one Gly-X-Y tripeptide unit is repre­
sentative of the conformational space of the entire 
molecule for most purposes. This unit, in turn, 
is sufficiently small so that its conformational 
space can be explored adequately. It is possible 
to select many starting conformations for sub­
sequent energy minimizations, ensuring that the 
region containing the global minimum is not missed. 

Fig. 1. Chemical structure of the tripeptide 
repeat unit (Gly-X-Y), shown in brackets, with 
indication of the backbone dihedral angles. In 
the example shown, X= Y =Pro. The end groups 
used in the computation are indicated.3 



Fig. 2. The collagen-like triple-stranded coiled­
coil structure of poly(Gly-Pro-Ala). The axis of 
symmetry is shown as a horizontal line. The three 
strands are indicated with dark bonds, shaded 
atoms, and open bonds and atoms, respectively.S 

In the triple--stranded structure, the need 
for tight and efficient packing and the equivalence 
of the three strands reduces the available con­
formational space enormously. Only few 
conformations and packings of three polypeptide 
strarids satisfy the requirements and hence give a 
low-energy structure. Once the stable triple­
stranded backbone structures have been found, it 
is possible to use them as the basis for the 
exploration of conformational freedom of side 
chains, of interactions between the strands, etc., 
as summarized below. 

Backbone structure 

Some of the conditions, cited above, which 
serve to reduce conformational space, are valid 
only in triple helices with a high pitch, similar 
to that observed in natural collagen (Fig. 2). As 
the first step of the conformational analysis of 
collagen, it had to be established whether such a 
structure is indeed the most stable packing of 
three equivalent (Gly-X-Y)n polypeptide chains. 

Four polytripeptide models of collagen have 
been examined,3-6 viz. poly(Gly-Pro-Pro), poly­
(Gly-Pro-Hyp), poly(Gly-Pro-Ala), and poly(Gly­
Ala-Pro). For each of the molecules,- a large 
variety of triple-stranded coiled-coil and 
parallel-chain structures were generated, utilizing 
three equivalent polypeptide chains, in order to 
find the lowest-energy structures. The conforma­
tion of the backbone was allowed to vary, together 
with rotation of the methyl group of Ala and of the 
hydroxyl group of Hyp. Thus, the number of inde­
pendently variable dihedral angles per tripeptide 
unit was 7, 8, 9, and 9, respectively, for the four 
molecules mentioned. In addition, different ways 
of puckering the prolyl ring were considered. The 
generation of various ways of packing of three 
chains may require further variables which describe 
the mutual spacing and orientation of two of the 
chains. The placement of the third chain is 
determined by symmetry conditions.3,4 

It was found that the most stable computed 
conformation of the first three molecules is a 
triple-stranded helix with geometrical parameters 
which are very close to that observed by means of 
fiber X-ray diffraction for collagen and for the 
polytripeptides. In one case, that of 
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poly(Gly-Pro-Pro), the results of the computation 
could be compared with the structure obtained? 
from the X-ray diffraction analysis of a single 
crystal of (Pro-Pro-Gly) 10 • The r.m.s. deviation 
of coordinates of all atoms (except hydrogens) is 
0.3 A. For poly(Gly-Ala-Pro), the collagen-like 
structure is not the most preferred one: a par­
allel-chain packing has the lowest energy. This 
result agrees with experiments. Fibers of this 
polytripeptide can consist of either coiled coils 
or parallel-chain packings, depending on the 
solvent used in preparing the fibers. (The 
results of experimental studies are summarized in 
ref. 6.) The difference in the energetics of this 
polytripeptide, as compared with the others, is 
caused by small changes in residue geometry and 
hence, the interactions which occur in packing the 
strands. 

The computations showed that interstrand 
interactions play an important role in establish­
ing the most stable conformation. The locally 
stable conformations of the single-strand struc­
tures are altered when the triple strand is 
formed, i.e. the conformation adopted by the 
strands in the triple-stranded structure is not 
the one of lowest energy for isolated single' 
strands. The interchain interactions lower the 
energy per tripeptide of the triple-stranded struc­
ture, compared to that of the single chain. Thus, 
aggregation of the three chains is energetically. 
favorable. 

In the work described so far, equivalence of 
all tripeptide units within each strand and in 
the different strands was assumed. As the next 
step, it had to be ascertained whether this is an 
overly restrictive condition on the collagen-like 
coiled-coil triple-stranded helix. (This is the 
only triple-stranded structure to be considered 
in the rest of this discussion.) Furthermore, 
various Gly-X-Y tripeptides occur adjacent to 
each other in natural collagen,2 and the question 
arises whether local substitutions of various 
amino acids in positions X or Y cause significant 
distortion or energetic destabilization of the 
triple helix. Energy minimization was carried out 
for various (Gly-X-Y)3 and (Gly-Pro-Pro-Gly-X-Y­
Gly-Pro-Pro) sequences, starting from the most 
stable (Gly-Pro-Pro)3 triple-stranded conforma­
tion.8 The absence of the prolyl ring ·and the 
introduction of a nonrepeating sequence generally 
did not cause sizeable changes in the dihedral 
angles or in the interaction energy stabilizing 
the complex. The only exception is seen for the 
Gly-Ala-Pro tripeptide imbedded in the triple­
stranded structure. The presence of this tri­
peptide unit causes a small distortion of the 
helix, but the distortion is localized, and it is 
not sufficiently strong to destabilize the 
collagen-like structure. 

The peptide group remained planar in most 
energy minimizations in which the dihedral an§les 
w around the C'-N bonds were allowed to vary. 
Thus, in the computer modeling of collagen, it is 
permissible to assume that the peptide groups are 
fixed and planar. This result is of great prac­
tical importance, because it reduces considerably 
the number of variables that have to be considered 
in the computations'. 
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Projection of C0 Positions on the Axis of the Triple Helix 
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Fig. 3. Projection of Ca positions along the three 
strands of a collagen-like triple helix on a plane 
paraliel to the axis of symmetry, illustrating the 
residues occurring near each other in adjacent 
strands. The subscripts i-1, i, and i+l refer to 
successive tripeptide units along the strands. 
Double-headed arrows indicate the residues with CS 
atoms less than 6.0 A.from each other. Their 
side chains potentially can interact. 

Side-chain conformations 

The conformational freedom of side chains is 
affected by the rigidity of the backbone and by 
the packing into the triple-stranded structure. 
Factors influencing the conformation of the side 
chain of a given residue include the position of 
the residue (X or Y), as well as the nature of its 
neighbor along the strand and of the neighboring 
residues in the adjacent strands (Fig. 3). Side­
chain conformational energies for various amino 
acids were mapped as a function of side-chain 
dihedral angles, and stable side-chain conforma­
tio.ns were located by means of energy minimization 
on a fixed collagen-like backbone structure. 9 

The most severe restrictions operate on the 
rotation around the ca-cS bond (dihedral angle xl), 
because it is closest to the backbone. Restraints 
on this bond rotation are common to all amino 
acids with side chains larger than that of alanine. 
The common restrictions ~ere investigated, using 
a-aminobutyric acid (Abu) as a model residue. 
Marked differences are seen for various positions 
of Abu along the sequence and for variations of 
neighboring residues. 

An Abu side chain in position X does not 
interact with the neighboring strands. Its con­
formation is influenced only by the nature of 
neighbor Y in the same strand. On the other 
hand, the conformational freedom of an Abu side 
chain in position Y is not influenced at all by 
the nature of the neighbors in the same strand, 
but only by interaction with residue X in the 
neighboring strand (Fig. 3). In both cases, 
the substitution of Pro in the neighboring posi­
tion indicated restricts conformational freedom 
of the Abu side chain. 

Similar computed results are obtained, in 
general, for other residues. Some conformations 
which were allowed for the Abu side chain are of 
high energy when a larger side chain is 
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substituted, especially if it is bulky or has 
branching on the cS atom. For the latter side 
chains, usually only one conformation is of low 
energy. There are no natural amino acids, however, 
which could not be put into either the X or the Y 
position because of high repulsive interaction 
energies. Thus any sequence is allowed in collagen 
as far as interaction energies are concerned. 
Hydrogen bonding with polar backbone or side-chain 
atoms of neighboring residues in the same or 
another strand, contributing to the stability of 
the triple helix, is possible only for a few con­
formations of residues with long side chains, such 
as Glu but not Asp. Detailed results of this 
study will be reported elsewhere.9 

The structure of a peptide fragment of collagen 

Energy minimization was carried out on an 
actual portion of a collagen sequence, viz. on a 
33-residue peptide which is one of the proteolytic 
fragments of chick cartilage collagen.lO It was 
impracticable to carry out the energy minimization 
in one step for the triple-stranded structure, 
with all backbone and side-chain dihedral angles 
considered simultaneously as variables. Advantage 
was taken of the special structure of the collagen 
helix, in which residues interact only with 
neighbors but not with remote parts of the chains. 
A segmenting technique was employed11 (Fig. 4). 
Segments of nine residues (three tripeptide units) 
were considered at a time. Only dihedral angles 
in the interior of the sequence were varied. The 
end residues of each nonamer were fixed, except 
in the terminal nonapeptides, in order to avoid 
"unraveling" of the triple strand, because this 
cannot occur when the nonapeptide is part of the 
longer polypeptide. After a minimum-energy con­
formation was obtained for each nonapeptide, its 
dihedral angles were used as starting dihedral 
angles for the minimization of the next, over­
lapping nonapeptide. After three cycles of 
minimization, a stable conformation was obtained. 
It shows very little deviation from the starting 
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Fig. 4. Illustration of the segmenting procedure 
used for the energy minimization of a polytripep­
tide. Computations are carried out separately on 
the nonapeptides indicated by the boxes. Within 
each minimization, the dihedral angles of the 
residues marked v are varied, those of the other 
residues are kept constant. The first minimiza­
tion ~s carried out on residues 1-9. In the 
second minimization (on residues 4-12), the di­
hedral angles obtained in the first minimization 
for residues 4-8 are used as starting values, etc. 
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regular helix, except at the ends, and it does not 
contain any repulsive atomic overlaps. This is 
another example which shows the essential stability 
of the collagen structure with various sequences,l2 

Methods Used 

Most of the computations were carried out 
with the ECEPP computer program,l3 developed in 
Prof. Scheraga's laboratory. The original version 
of this programl3 generates a polypeptide chain 
with dihedral angles given as input, and with fixed 
standard bond lengths and bond angles. It then 
computes the intramolecular energy of the chain as 
the sum of pairwise nonbonded, hydrogen-bonding, 
and electrostatic interactions between all atoms, 
as well as some torsional energies. Its 
parameters were derived from crystal packing com­
putations on small organic molecules.l3 The 1 
program has been modified to generate triple­
stranded structures.3 After the first strand has 
been generated in the correct conformation, the 
corresponding triple-helical parameters (transla­
tional and rotational repeat per tripeptide) are 
computed, and the second and third strand are 
generated according to symmetry operations. 

Because of the close packing of atoms in the 
interior of the triple helix, an all-atom represen­
tation must be used for the computation of the 
energy, and no shortcuts are possible, such as the 
"united atom" approximation (UNICEPP)l4 in which 
CH, CH2, and CH3 atoms are replaced by a single 
center of attraction. On the other hand, inter­
actions between residues far from ~ach other, i.e. 
at distances of more than 8 to 12 A between 
centers of mass of residues, were computed with a 
simplified "united residue" representation in 
which each residue is replaced by a point center 
of interaction.3,15 Energy minimization was 
carried out using the Powell algorithm.l6 

The segmenting technique, described in the 
preceding section, was developed in this work . 
Minimization for each peptide segment was carried 
out as a separate computation, using the modified 
ECEPP with minimizer program. It would be easy 
to modify the program, allowing the automatic 
computation of the energy of several successive 
segments, with each computation based on the 
results obtained for the previous segment. Tbis 
modification was not implemented in order to avoid 
the need for long uninterrupted computations, and 
because intermediate checking of the computations 
was desirable. 

The programs were developed originally for 
use on the IBM 370/168 computer system at Cornell 
Univ17,rsity. Lately, they have been adapted for 
use on a Prime 350 minicomputer.l7 

Further Developments 

The programs used in the studies on collagen 
peptides can be adapted easily for similar studies 
on other multistranded protein or polypeptide 
structures, e.g. tropomyosin or keratin. On the 
other hand, several desirable extensions of the 
work would require considerable modification of 
the programs. 

So far, no interactions with the solvent 
have been included in the computations. Their 
inclusion presumably would have to be based on 
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some form of a hydration shell mode1, 18 with 
parameters derived from simulation studies.l7 
rather than a direct simulation. The large 
surface of the triple helix, requiring many sol­
vent molecules to cover it, and the absence of 
clearcut boundaries may make this system imprac­
tical for direct simulation calculations. 

It would be desirable to study the dynamics 
of conformational motion in collagen-like poly­
peptides, in parallel with.nmr studies of the 
dynamics of backbone and side-chain motion in 
collagen.l9 In contrast to some other dynamic 
studies of peptides and proteins, such work 
would have to take into account the periodicity or 
near-periodicity of the structure, and it should 
focus on correlated motions of several strands or 
various parts of the same strand. 

CYCLIC PEPTIDES 

Ring closure in an oligopeptide molecule 
strongly restricts the total range of allowed 
conformations, as compared with a linear peptide, 
but in general, the remaining conformational 
space still is very large.20 Sometimes, further 
narrowing of conformational space is feasible 
because of specific features of the molecule con­
sidered, such as the presence of elements of 
symmetry. Nevertheless, selection strategies, 
similar to those used for linear peptides, must 
be employed in most cases. 

Gramicidin S. The· computation of the struc­
ture of gramicidin S can be cited as an example.21 
The molecule consists of two identical penta­
peptide halves. Hence, only structures with C2 
symmetry had to be considered. Over 10,000 start­
ing conformations for energy minimization had to 
be chosen, by means of various strategies which 
were based on experimental and theoretical 
analyses of the conformations of small peptides 
and on the selection of representative conforma­
tions. Energy minimization yielded a unique 
conformation. This conformation was shown22 to be 
in good agreement with the recently determined 
X-ray structure of the molecule in a hydrated 
gramicidin S-urea complex.23 

A Cyclized Dipeptide Model for a S-Bend 

Cyclo(L-alanyl-glycyl-E-aminocaproyl) has 
been designed as a molecule in which three pep­
tide groups are constrained kY cyclization to 
exist as aS-bend (Fig. 5).2 • 25 The alkyl chain 
of the E-aminocaproyl (Aca) residue is used to 
close the ring because it contains no functional 
groups and is optically inactive. Experimental 
studies of the molecule serve to 4efine 
physical parameters which are characteristic of 
S-bends.24,26,27 

The small size' of the ring restricts avail­
able conformational space sufficiently, so that 
the entire conformational space of the molecule 
can be mapped by energy computation. 25 A program 
was developed28 (described below), generating 
conformations of the dipeptide which permit exact 
ring closure by the alkyl chain. The energy of 
such conformations is computed, and minimum­
energy ring conformations are determined. 



Fig. 5. Structural formula of cyclo(L-Ala-Gly­
Aca), with indication of the dihedral angles 
used to describe the conformation of the molecule. 

In principle, the program might be used 
directly to search the entire conformational 
space of an L-Ala-Gly dipeptide for conformations 
which permit cyclization. In order to avoid 
excessive computational t~me, a screening pro­
cedure was used to eliminate, in a rigorous manner, 
those regions of conformational space in which a 
detailed search would be fruitless. No conforma­
tions were searched in which the energy of the 
individual Ala or Gly residue is high, nor those 
conformations of the dipeptide in which the 
distance of the ends of the terminal peptide· 
groups exceeds the length of the alkyl chain used 
to close the ring. The conformational space 
which remains after the application of these 
tests was searched exhaustively by the ring struc­
ture program, eliminating first those regions in 
which no ring closure is possibl~then regions 
with high energy for the cyclized molecule. In 

the rema~n~ng very small regions of conformational 
space, minimum-energy conformations were obtained 
by means of energy minimization. Ten such con­
formations were found, all with trans peptide 
bonds and with relative energies ranging from 0.0 
to 3.1 kcal/mol. The lowest-energy conformation 
is a type II S-bend (Fig. 6). Several conforma­
tions with one or more cis peptide bonds have 
relative energies greater than 9.7 kcal/mol. The 
results of the computation agree with the findings 
of experimental studies by means of nmr, cd~ infra­
red, and Raman spectroscopic measurements.2o,27. 
The results were also used as starting points in 
computations on the two related compounds, cyclo­
(L-Ala-L-Ala-Aca) and cyclo(L-Ala-D-Ala-Aca), in 

_which the substitution of L- or D-Ala for Gly 
further restricts the available conformational 
space.29 The two latter molecules are restricted 
to form two different types of bends (types I and 
II, respectively), so that their properties can 
serve to characterize bends of various types.29 

Methods Used 

The generation of the peptide chain (prior 
to ring closure) and the energy computation are 
adapted from ECEPP. 1 3 The Powell algorithml6 was 
used for energy minimization. 

Ring closure algorithm. Conformations in 
which the ring can be closed exactly are generated 
by a numerical method, based on a set of equations 
derived by Go and Scheraga.30 The main features 
are summarized here. In a cyclic structure with 
fixed bond lengths and bond angles, containing 
n bonds around which rotation is possible, n-6 
dihedral angles are independent variables. The 
values of the six dependent variables are deter­
mined by the conditions of ring closure. In the 
work reported here, the six dependent dihedral 
angles were chosen to be the ones in the Aca 
residue. Go and Scheraga30 derived a set of 
vector equations, with the six dependent dihedral 
angles as unknowns and corresponding to the • 
conditions of (a) exact superposition of two 
atoms generated at the ends of a chain and (b) an 
orientation of their neighbors which corresponds 

Fig. 6. Stereoscopic drawing of the computed lowest­
energy conformation of cyclo(L-Ala-Gly-Aca), a type II 
bend. 
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to the correct bond angles. Necessary and sufficient 
conditions were derived for the existence of solu­
tions of these equations. For a given set of the 
independent variables, the conditions are tested 
and solutions are found by means of a numerical 
method. One of the dependent variables is incre­
mented in small steps, in order to search for the 
solutions of an algebraic equation in one unknown. 
If any such solutions are found, the corresponding 
values of the other five dependent variables can 
be found by solving a set of equations. In many 
cases, several solutions of the equations exist 
for a given set of the independent variables. 
They correspond to several possible conformations 
of the Aca residue in a closed ring. The program 
computes the energy of the entire molecule in each 
conformation and selects the solution of lowest 
energy. The computer program is applicable to 
any cyclic molecule.26 

Further Developments 

The computations described here were static 
in nature, i.e. they were used to map the potential 
energy surface in conformational space and to find 
minimum-energy conformations. A more complete 
conformational analysis of cyclic molecules would 
require simulation and mapping of molecular 
motions. The program package used for ring 
closure can be adapted to form part of any com­
putational program. Computations on molecular 
motions, whether by simulations or direct mapping 
of energy surfaces, would differ from analogous 
computations on open-chain peptides, because 
the constraint of ring closure results in the 
correlation and coupling of various degrees of 
internal freedom. 
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SYSTEMATIC SEARCH IN THE CONFORMATIONAL ANALYSIS OF SMALL MOLECULES 

Garland R. Marshall and Richard A. Dammkoehler 
Departments of Physiology and Biophysics and of Computer Science 

St. Louis, Mo. 63110 

When one attempts to analyze the conforma­
tional parameters which effect molecular recogni­
tion, i.e. drug-receptor interactions, it soon 
becomes apparent that sufficient information 
regarding the force field experienced by the drug 
is not available for any rigorous treat~ent due 
usually to lack of knowledge of the receptor. One 
must expect a priori that binding to the receptor 
will perturb-the conformations assumed by the drug 
in solution and, most likely, the receptor con­
formation as well. For a set of drugs, however, 
which activate a given receptor, one can hypothe­
size a common receptor-bound state which triggers 
the response. In analogy with the transition­
state of an enzymatic reaction, rather restricted 
constraints on the geometry of certain functional 
groups would be required for recognition by and 
activation of the receptor. This geometrical 
arrangement of electron density is commonly 
referred to as the "pharmacophore". We have 
undertaken the testing of the pharmacophore 
hypothesis by examining its consequences in 
detail. If such a critical geometrical pattern 
is required for activation~ then such a pattern 
should be present in all molecules which stimulate 
the receptor under consideration. If one can 
identify the groups in each molecule which contri-

.bute to the pattern, then one can systematically 
examine the possible conformations of the set of 
molecules for geometrical arrangements which they 
share in common, i.e. possible pharmacophores. 
This is the motivating basis for a generalized 
systematic search of the conformational space, 
i.e. the Born-Oppenheimer surface, available to 
small molecules (8-10 rotatable bonds) of pharma­
cological interest. While these molecules may seem 
trivial to those engaged in energy minimization of 
macromolecules, the combinatorial nature of a 
systematic search of their conformational possibil­
ities is certainly computationally non-trivial. 

Let us compute the number of operations 
necessary for a molecule of N atoms with M 
rotatable bonds each of which will be sampled 
R times, i.e. the angular difference between 
conformers is 360/R degrees. Each atom must be 
rotated to determine its position in space which 
takes P operations. Then each atom must be 
checked against all other atoms for possible Van 
der Waals collisions. Q operations are required 
for each check and there are N(N-1)/2 checks. The 
total number of operations involved in such a 
search is therefore: 

M Operations= (N·P + Q·N(N-l)/2)·R 

An estimate of the number of operations P 
required for ratation of an atom is given by 

(1) 

examining the formulation of Gibbs 1 and others2 . 

T:.(x.-x ) + x 
~ 0 0 

(2) 

where T is a matrix 3 x 3) whose elements are 
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functions of the direction cosine and the sine and 
cosine of the angle of rotation; Xi is the vector 

(3 x 1) whose elements are the coordinates of atom 
i and X is a vector of a point which lies along 
the axi~ of rotation. Calculation of each 
coordinate triple requires 9 multiplications and 
12 additions or P = 21 in this simplified analysis. 

Q can be derived for the formula for a 
distance check between two atoms i and j. 

D .. 2 = (X . -X . , X . -X . ) - VDW .. 2 
~J ~ J ~ J ~J 

(3) 

Since the ~rocedure can utilize the squared radius 
as a criterion, the number of operations required 
is only 3 multiplies and 6 additions. Thus, Q is 
equal to 9, and our formula can be expressed as: 

Operations = (2l·N + 9N(N-l)/2)·RM (4) 

As an example, let us consider the phenothiazine 
neuroleptic chlorpromazine which' has four rotatable 
bonds (M = 4) which determine the position of the 
nitrogen relative to the phenothiazine ring system. 
If we assume R = 64 or a grid of approximately 5.6 

M 4 degrees, then R = 64 or there are 16,777,216 
possible conformations to be examined. If we 
consider the methyl groups bonded to the nitrogen 
as spheres of rotation, then the number of atoms 
N = 34 and the number of operations = 5763 · 

RM = 9.67 x '1010 . 
If one has a computer of moderate capability 

(a DEC 20/4, for example) which can perform one 
floating point multiplication in 2.5 microseconds, 
then the calculation would take approximately 
241,718 seconds or 67 hours. Over the past several 
years, however, we have made numerous improvements 
in the algorithms used in systematic conformational 

search3 , leading to a reduction in computational· 
complexity by a factor of more than (M+l)2 · 2M. 
The most efficient program, written in Fortran and 
utilizing a DEC 20/40 performs this search in less 
than one minute of CPU time. Out of the 16,777,216 
possible conformations, only 78,670 were found to 
be sterically allowed. The number of conformers 
capable of presenting the appropriate pharmacophore 
to the dopamine receptor was less than fifty and 
these were all closely related. 

A new facility for computer-aided drug design 
has been established at Washington University which 
has three CSPI Map 300 array processors coupled to 
a 32-bit Systems host computer as the computation 
engine for the systematic search of conformational 
space. This offers the raw computational power 
of approximately 45 million floating point opera­
tions per second, or roughly half a Cray-1. 
Estimates indicate that searches of eight to ten 
rotatable bonds can be approached utilizing this 
hardware, enabling consideration of most drugs of 
pharmaceutical interest. One of our goals is to 



develop the expertise needed to deal efficiently 
with parallel computation in anticipation of 
VLSI realization of multiprocessor configurations 
employing tens to hundreds of parallel processing 
elements. 

One major difficulty has been the development 
of adequate strategies to deal with the potential­
ly enormous output of conformational data. Our 

4 approach has been to map the output from con-
formational space to orientation space in which 
the relative positions of postulated groups 
important to the pharmacophore are the variables. 
Each point in this space represents a particular 
geometrical arrangement of important functional 
groups, i.e. a potential pharmacophore. Since 
these orientation maps are derived from all 
possible conformers readily available to the 
drug, they represent the set of possible 
pharmacophoric patterns for the chosen groups 
which that drug can present. Intersection of 
the maps for each active drug gives all the 
possible pharmacophores which are common to the 
set of drugs. 

Computationally, it is much more efficient 
to determine the orientation space map for the 
most restricted drug, and then ask whether the 
points occupied in its orientation map are 
accessible to each of the other drugs in the 
set. This is analogous to doing a constrained 
search with constraints arising from the relative 
distances associated with each potential 
pharmacophore, but with the advantage that the 
search can be terminated once a successful 
conformer fulfilling the constraints has been 
found. It is even more efficient to consider 
the set of molecules simultaneously with their 
different constraints on each of the relative 
distances. This allows a problem with too 
many variables to be partitioned into smaller 
problems, thus reducing them to a managable 
level of computational complexity. We are 
currently implementing algorithms to handle our 
problems in this fashion. 

Once a pharmatophore is found, a variety of 
options arises. Steric mapping of the receptor 

site5 is now possible because the pharmacophore 
provides a frame of reference on which to orient 
the different types of chemicals which interact 
with the same receptor. It may also be possible 
to correlate the difference in energy between the 
receptor-bound conformation of the drug and its 
energy minimum conformer in solution with binding 
affinities even considering the obvious omissions. 
For most usage, a set of energy parameters which 
allow the determination of allowed versus dis­
allowed has been adequate, and we have relied6 on 
the Kitaigorodsky potential function calibrated 
with data from the protein data base. For 
evaluating energy differences, however, a more 
sophisticated potential function is necessary 
and we are investigating several which have been 
proposed. The primary need seems ~o be 
standardization against physical observation to 
validate parameters and we are pleased to see 
the progress being made in this area .. 

Molecular mechanics programs to obtain good 
geometry for input molecules also requires 
better parameterization. We have implemented a 
computerized Dreiding kit called MOLGEN with 
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standard fragments which can be assembled inter­
actively. The fragments used are generated after 
the range and standard deviation of bond lengths 
and angles are determinea on the crystal structures 
available which contain that fragment in the 

. 1 7 . . Cambr1dge Crysta Data Base to determ1ne the1r 
viability as fragments. Molecules assembled from 
these fragments can then be further refined by 
minimization with a molecular mechanics program 

such as Allinger's MM2 8 , but the necessary force 
constants are often difficult to obtain. 

In summary, systematic search of the Born­
Oppenheimer surface for molecules containing 8-10 
rotatable bonds is feasible with current commercial­
ly available technology. There are many situations 
in which it is desirable to know all the solutions 
to a conformational question; and systematic 
search is the only approach which guarantees that 
the entire energy surface has been sampled. 
Obviously; the quality of the parameters of the 
energy function used determine the accuracy of the 
conclusions which can be drawn. 
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SUMMARY 

Recent progress towards simulation of the contents 
of a protein crystal (protein plus solvent) with 
Monte Carlo and molecular dynamics calculations is 
described. A new, simple, model for simulation of 
liquid water (PS) was used in these calculations; 
although the model is simple, simulated properties 
agree well with experiment. Extension of the PS 
model to water-protein interactions was straight­
forward. Average distribution of simulated sol­
vent in the crystal of trypsin inhibitor over 
300,000 Monte Carlo steps (including small and 
large displacements of water molecules and small 
internal rotations of side chains) is in partial 
agreement with results of x-ray crystallography: 
ordered waters are found near the protein particu­
larly in "confined" spaces, many at locations 
identified by crystallographic refinement; away 
from the protein surface, water structure is quite 
disordered. However, too few simulated ordered 
waters are found near preferred locations identi­
fied crystallographically. Brief descriptions of 
software and energy function are also given. 

INTRODUCTION 

Given the recent development of methods for simu­
lation of protein dynamics 1 and of protein-solvent 
interactions 2 ' 3 we have undertaken to simulate the 
contents of a protein crystal. On the one hand, 
the system that must be represented in the calcu­
lations is decidely more complex than in the 
earlier studies. On the other hand we expect 
structure and dynamics of a protein molecule in 
solution to be better approximated by simulated 
structure and dynamics of a protein molecule 
surrounded by a dielectric composed of water and 
protein molecules in a crystal, than by structure 
and dynamics of a protein molecule simulated in a 
vacuum. Furthermore, results of the simulation 
can be compared without reservation with experi­
mental x-ray crystallographic data. 

Crystallographic determination and refinement of 
molecular structure is commonly carried out in 
terms of a unique·molecular model, i.e., a set of 
atoms, whose positions and thermal vibrational 
parameters (B's) are adjusted to improve the 
agreement between observed and calculated intensi­
ties. Such a model represents an ordered crystal, 
one in which all the molecules are confined to 
vibrations about a single conformation of minimum 
energy. The model can accommodate a modest amount 
of disorder: if (parts of) the structure corre­
spond to a different minimum-energy conformation 
in some fraction of the molecules, then alternate 
positions may be specified, with variable occupan­
cies (totaling unity). 

Solvent typically occupies between one and two 
thirds of the volume of a protein crystal4 ; some 
solvent molecules are bound, in isolated groups of 
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one or a few, inside, or between protein mole­
cules, and these can easily bE! included in the 
unique molecular description used in the refine­
ment. However, the greater part of the solvent 
occurs in volumes of several hundred A3 and more, 
in which (partly?) ordered water molecules are 
identifiable only near the surface of the protein. 
As a consequence, a considerable fraction of 
sol vent, and hence of total crystal content, is 
not represented in the refined structure. 5 • 6 • 8 - 10 

One of the objectives of the study is to obtain a 
theoretical description of crystal solvent that 
can be used in crystallographic refinement calcu­
lations. 

CRYSTAL OF PANCREATIC TRYPSIN INHIBITOR (PTI) 

We have selected the crystal of this small protein 
for a variety of reasons: its structure has been 
refined5 ' 6 ' 7 ; it has a suitable space group; there 
are approximately 140 water molecules per protein 
molecule; results can be compared with those 
obtained by others in molecular dynamics simula­
tions of the isolated protein molecule 1 . The high 
salt concentration of the crystals' mother liquor 
is possibly a drawback; salt content of the crys­
tal is unknown, and neither do we know how the 
salt ions affect solvent structure. We do not 
represent any salt ions in the simulation. 

The pH of the crystals is 'circa 10; the protein 
molecules have approximately zero net charge at 
this pH. We represent carboxylate ions and side 
chains of lysine and arginine with a full net 
charge of ± 1 electron, which gives a net positive 
charge to the entire molecule, and hence to the 
contents of the asymmetric unit. In the crystal, 
ionization equilibria of lysine and tyrosine side 
chains reduce the average net charge to zero. 
Divergence of the calculated crystal energy, due 
to finite net charge of the unit cell, is avoided 
by use of a cutoff distance for the nonbonded 
interactions. 

We work in the following, nearly cubic, asymmetric 
unit: 0 < x < a/2, 0 < y < b and 0 < z < c/2, and 
restrict our calculations to the contents of this 
volume and symmetry-related molecules surrounding 
it. (a=43.1, b=22.9, c=48.6 A, volume of the 
asymmetric unit is 12;ooo A3 ). 

MONTE CARLO CALCULATION2 ' 7 

This simulation generates a set of conformations 
as a statistical sample of the equilibrium ensem­
ble. Each consecutive conformation is generated 
from the one last added to the set by a random 
change; a new conformation is included in the set 
if its energy is lower than that of the one from 



!j 

which it was generated, or, if its energy is 
higher by ~U, with probability equal to the Boltz­
mann factor exp(-~UikT). 

In our application of this method to the PTI crys­
tals11, the conformation could change randomly in 
one of three -ways-:--(-1}- One water- molecule-was-­
moved and rotated within limits from its current 
position; (2) Part of a side chain was rotated 
about a single bond by a limited amount; (3) One 
water molecule was moved to a position anywhere 
within the asymmetric unit (jump). Initial posi­
tions of the protein atoms were those that had 
been obtained by crystallographic refinement. 
Initial placement of the 140 water molecules 
within the asymmetric unit was random. 

MOLECULAR DYNAMICS CALCULATION 

This simulation generates f (short) history of 
the movement of the system; thus, one obtains not 
only a sample of the equilibrium ensemble, but 
also information about time-dependent properties. 
The calcuiation requires the stepwise integration 
of the equations of motion. For any coordinate, 
x .. , of a particle with mass mi, the acceleration 
i~J related to the force component, F .. , and the 

1J conformational energy, U, by 

a .. = d2x .. ldt2 =F . . 1m. = -(oUiox .. )lm. (1) 
1J 1J - 1J 1 1J 1 

and velocities and positions are obtained by inte­
grals 

v .. = dx . . ldt =fa .. dt and x .. = f v .. dt. (2) 
1J 1] 1] 1J 1J 

We have applied this calculation to the PTI crys­
tal. Initial water positions for the dynamics 
simulation were obtained with the Monte Carlo 
method, modified to ensure that there is a water 
molecule in the model conformation, near each of 
the preferred water positions identified by crys­
tallographic refinement. 

We have used the two simulation methods in a com­
plementary manner, utilizing the advantages _of 
each. With the Monte Carlo calculation an equi­
librium distribution of water molecules is obtain­
able which depends on the coordinates of the 
protein but not on any information on preferred 
water positions obtained with x-ray crystallo­
graphy. With the molecular dynamics calculation, 
movement of water molecules in space is restricted 
by time continuity and briefness of the simulated 
span. On the other hand, molecular dynamics is 
more readily utilized than the Monte Carlo method 
in order to simulate motion of all atoms, and, be­
sides, produces time-dependent information. 

ENERGY FUNCTION AND PARAMETERS 

Protein. 

For a computation of this magnitude, use of a 
simple energy function is mandated. In the func­
tion used in this study, the following terms are 
included: quadratic terms for deformation of 
bonded geometry; cosine terms to represent barri­
ers to rotation about single bonds; Leonard-Jones 
and electrostatic pair potentials for nonbonded 
forces. 
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For two atoms, i and j, one has the following 
nonbonded potential 

Unb A I 6 + B . ./ r . -. 12 + f. . f. . I r . . (3) 
ij = - ij r ij 1J 1J 1 J 1J 

where r. . is the interatomic distance, the f. are 
1J 

partial charges (if necessary, normalized for ~he 
effect of the dielectric constant). Part1al 
charges and the attractive and repulsive para­
meters, A. . and B .. , depend on the type of the 

1J 1J 
atoms i and j. Commonly A .• and B. . are obtained 

1J 1J 
as products of two constants depending on a single 
atom type: 

A .. = ../A .. ·../A. . and BiJ. = ../Bii ·,JB
3
.
3
. ( 4) 

1J 11 JJ 

Computation time is determined by the number of 
nonbonded terms. In an exploratory study, some 
loss of realism is acceptable, if the calculation 
can be shortened by a simplification. Thus, 
hydrogen atoms bonded to carbon have not been 
explicitly included, but CH, CH2 and CH3 groups 
have been represented as "united atoms". 12 

Interactions at a distance greater than a cutoff 
of 6 1\ are neglected. The nonbonded energy is 
calculated by reference to a table of interactions 
which is not updated after every movement. The 
cutoff criterion is applied during construction of 
the table, but not when the table is used to 
calculate nonbonded energies. Dipolar groups 
(e.g., the peptide CO group) are carried into the 
table in their entirety. A new table is calculat­
ed every so many dynamics steps. 

Water. 

Simple energy functions that have been used for 
simulations of liquid water do not quite match the 
simple description of protein-protein interac­
tions. When expressed in terms of pair interac­
tions the best known function, the ST2 model, 

' "11" 13-15 the used by Rahman and St1 1nger , uses 
positions of the oxygen masses as centers of 
Leonard-Jones 6-12 potentials, those of the hydro­
gen masses as positive charges, and tho~e of two 
fictional atoms, without mass, as negat1ve char­
ges. The two hydrogen atoms and the two fiction~! 
atoms surround the oxygen with tetrahedral coord1-
nation, at 1.0 and 0.8 1\, respectively. The 
geometry of the molecule is rigid. 

Modified water model. 

A well-tested model of the water molecule with 
centers for attraction and repulsion at the three 
atom centers, alone, was not available at the 
start of this project. Thus, early calculations 
were done with the ST2 model of water-water inter­
actions and a three-atom water model for calcula­
tion of protein-water interactions. Parameters 
for Leonard-Jones forces of the protein model had 
been obtained from analysis of crystals of small 
apolar molecules 16 , while partial charges and 
hydrogen bond parametrization were those of Poland 
and Scheraga. 17 ' 18 

Postma and Berendsen, in collaboration with the 
author, have recently investigated the possibility 
of using a three-center water model. An accept-



able model must describe the interactions of a 
pair of water molecules in vacuo, and that ?f 
several molecules in a molecular dynamics simula­
tion of the liquid. The simple model has two 
adjustable parameters: the oxygen-oxygen repulsive 
coefficient and the partial charge on the oxygen 
atom, the oxygen-oxygen attractive coefficient 
being known from the molecular polarizability. 
Furthermore, a speci~l hydrogen-oxygen potential 
may be introduced (e.g., 8-I2 or 8-9). Postma has 
obtained an acceptable model (PSI) with an 8-9 
hydrogen-oxygen potential, and has recently been 
able to improve the model by making small adjust­
ments of the parameters. The best model that he 
has so far obtained has no hydrogen-oxygen poten­
tial, other than the electrostatic (1/r) inter­
action (PS2). 

" 3~~··~~---.--,--,,--,--,---,--,--, 

-PS2 
-expt 
····ST2 

R 

Fig. I Oxygen-oxygen radial distribution functions 
calculated, respectively, from experimental 

data (ref. I9), from molecular dynamics simulation 
with the ST2 model (Rahman and Stillinger, ref. 
I3-IS) and from molecular dynamics simulation with 
the PS2 model (Postma, Berendsen and Hermans, 
unpublished). 

Figure I shows the oxygen-oxygen radial distribu­
tion function obtained by molecular dynamics with 
the PS2 model, together with experimental results 
(Narten and Levy19 ) and with the simulated dis­
tribution for the ST2 model. One sees that the 
resulting approximation for PS2 is a good one, 
better than that obtained with ST2. Diffusion 
constant and pressure in the simulation are also 
good approximations. The dipole moment of the 
model is 2.33 Debye. 

In order to model protein-water interactions in 
terms of the new model, it was found advisable to 
replace the Poland-Scheraga 17 charges with partial 
charges obtained by Hagler, Lifson and Dauber2°-22 
in studies of· crystals of small polar molecules. 
The force field obtained by these authors corre­
sponds to a much more polar protein model, in line 
with the highly polar water model. By combination 
of the Hagler-Lifson-Dauber description of the 
protein with the new model for water, we have 
obtained a unified description of protein-protein, 
water-water and protein-water interactions. 
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One of the features of the new description is a 
high value of the repulsive Lennard-Jones parame­
ters for oxygen and nitrogen. It is easy to see 
why: when the electrostatic force is high, and 
hydrogen bond equilibrium distance is the same, 
then oxygen-oxygen (or oxygen-nitrogen) repulsive 
force must also be high. 

We have, so far, used a description based on the 
PSI model, but intend to replace this with one 
based on the final "best" model that Postma will 
obtain. However, we believe that conclusions 
drawn so far on the basis of these results, are 
independent of further small adjustments of the 
model. 

RESULTS 

Results of a first Monte Carlo calculation, with 
jumps of water molecules, (which have been report­
ed,11) were found to be decidely at odds with 
expectation. Simulated water structure was highly 
ordered and showed many preferred water positions 
which, by virtue of their confinement between 
protein molecules, should have been found even in 
a conservative interpretation of electron density 
maps during the crystallographic refinement pro­
cess, but had, in fact, not been identified. A 
continuation of this Monte Carlo simulation for 
triple the number of steps did not alter this 
qualitative result. Further analysis of the re­
sults of these calculations showed that the exces­
sive incidence of waters tightly confined by sur­
rounding protein, was accompanied by the absence 
of water molecules in a portion of the largest 
water space. 

Introduction of the new water model and the accom­
panying alteration of water-protein and polar 
protein-protein interactions, produced a very much 
different result. Most of the tightly confined 
water molecules "jumped" to new positions during a 
brief equilibration. Following equilibration 
adjustment to the new parameter set, the simula­
tion was carried for 300,000 steps. Average water 
densities have been calculated for this run and 
for its central 100,000 steps (Figure 2). 

The new results show improvement over the old ones 
on a 'number of important points. The number of 
water molecules in confined positions has dropped 
drastically; in fact, it is now too low. Many 
water molecules have moved to regions of less 
order; in particular, the large water space is now 
entirely filled. Over the shorter calculation of 
IOO, 000 steps,· many waters appear to be ordered, 
according to the number of high density peaks in 
the. simulated map. In the longer run of 300,000 
steps, many of these maxima become indistinct and 
one observes in the larger spaces what is clearly 
highly disordered solvent. A number of the maxima 
that remain correspond to ordered water molecules 
identified during x-ray crystallographic refine­
ment. However, the positions of some of the most 
strongly confined, and hence clearest, crystallo­
graphic water molecules are almost entirely avoid­
ed in the Monte Carlo simulation. 

-. 



CONCLUSION 

Recent progress described here, has suggested a 
number of additional analyses and calculations, 
which are currently in progress. 

We are "refining" parameters for water-water and 
water-protein interactions so as to obtain a 
better distribution of water molecules in the PTI 
crystal. In particular, waters must be found at 
the 40 or so highly confined preferred locations 
that have been identified with a high degree of 
confidence by x-ray crystallographic refinement. 

We have begun a molecular dynamics calculation 
using the obtained energy model. A starting 
conformation with a water molecule near each crys­
tallographic water position was easily produced by 
a brief continuation of the Monte Carlo simulation 
in which jumps were permitted only to crystallo­
graphically identified water positions. 

Calculation of Fourier transforms of simulated 
density is in progress. Results may indicate in a 
qualitative sense the relative importance of 
disordered, but not featureless, solvent areas in 
the Fourier transform of the entire structure. 
Comparison of calculated Fouriers with observed 
x-ray intensities will be one crucial test of the 
validity of simulated solvent distribution. 

I am pleased to acknowledge the important contri­
butions made during the first part of this study, 
at the University of North Carolina, by M. Vaca­
tello. Current participants in this project 
include H. Berendsen, W. van Gunsteren, W. Hol and 
J. Postma, at the University of Groningen. This 
work has been supported by a research grant from 
the US National Science Foundation, a University 
of North Carolina Kenan leave, a fellowship from 
the Dutch research organization ZWO and by the 
University of Groningen computer facility. 

SUMMARY OF PROGRAMS 

Old REFINE Program 

This program was written with McQueen for imposi­
tion of approximate bonded (and nonbonded) ener­
getic restraints on protein models during the 
course of crystallographic refinement. 24 The 
program was "packaged" and distributed to protein 
crystallographers. Parts of the program have 
found their way into molecular graphics software: 
the GRIP system developed at the University of 
North Carolina, and the "Frodo" system developed 
by A. Jones which is now in use in a number of 
crystallographic laboratories. Since release of 
the program in 1974 we have not altered it or used 
it ourselves. 

Fig. 2 Contour diagrams of a density map calculated as an average over 300,000 Monte Carlo steps. 
(Each step consists of an average of 5 attempts at displacement.) Each non-hydrogen atom is 

represented as a density exp(-d2/0.25) where d is the distance from the atom's position, and the sum of 
these Gaussians has been averaged over the configurations produced by the simulation. Contours were 
drawn at 0.0001, 0.016 (the average of the function in liquid water), 0.06, 0.17 and 0.34. The drawings 
are superpositions of two contour maps; solid contours represent water density, dashed contours represent 
protein density. (Most protein atoms do not move during the simulation, hence protein density is artifi­
cially sharp.) Crosses mark preferred solvent positions identified during crystallographic refinement 
(Ref. 6,23). Extent of agreement between crystallographic water positions and peaks in the simulated 
density observed in these two sections, is representative. (The sections are 1 A apart; simulated den­
sity was calculated on a 0.5 A grid.) 
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Current Programs 

1. CEDAR program. CEDAR stands for (C) rystal 
(E)nergy, (D)ynamics and (R)efinement. This 
program can perform energy minimization by the 
conjugate gradient method, or molecular dynamics, 
of a protein molecule, a system of molecules or a 
crystalline array of molecules. A very recent 
development is adaptation for sectioned energy 
minimization/least-squares crysta~lographic re­
finement in collaboration with K. D. Watenpaugh 
(University of Washington). All molecular degrees 
of freedom are restrained, with appropriate force 
constants, with the exception of bondlengths, 
which are constrained to ideal values during the 
molecular dynamics calculation by use of the SHAKE 
method. 25 Besides imposing energetic restraints, 
CEDAR can restrain atomic positions to remain 
close to "target" positions (positional re­
straints) and can restrain geometry at asymmetric 
centers to correspond to the correct chirality. 

2. PROMC Program. This program performs thermal 
equilibration of the contents of a protein crystal 
by the Monte Carlo method, via small displacements 
and rotations of water molecules, large displace­
ments of water molecules and small rotations about 
side chain single bonds. 

3. PREDATOR program. This program prepares a 
data structure describing protein, solvent and 
crystal. This information is pieced together from 
input files that contain initial coordinates, the 
a~ino acid sequence, a dictionary describing 
bonding, ideal geometry and force constants, and 
miscellaneous additional instructions. The output 
file prepared by PREDATOR serves as first input to 
PROMC _ and/or CEDAR. An interactive version of 
PREDATOR is being developed. 

4. Common features. The molecule is represented 
by a tree list matrix containing, for each atom, 
its backchain, farthest forward chain, dihedral 
angle type, key to dictionary, movability. 26 This 
representation is the basis for peparation of 
secondary arrays (or files) on which are based 
rapid calculations of forces (with a minimum of 
table look-up). Nonbonded interactions are calcu­
lated on the basis of one such file (the neighbor 
table). Creation of this file is a major task; 
however, the file is updated only after every so 
many cycles of minimization or every so many 
dynamics steps. Nonbonded interactions are in­
cluded in the file only if the interatomic dis­
tance is below a preset cutoff. However, the 
molecule is, as much as possible, divided into 
electrically neutral groups, and the cutoff crite­
rion is applied to pairs of groups, rather than to 
atom pairs. (Terminal groups of ionic side chains 
have a net charge of± 1 electron). 

I am happy to acknowledge contributions of Dino 
Ferro, John McQueen, Michele Vacatello, Tom Adams, 
Herman Berendsen and Wilfred van Gunsteren to 
these programs. 

REPRESENTATIVE SELECTION OF POTENTIAL FUNCTONS 

Selected parameters describe the most important 
parts of protein crystals. Apolar hydrogen atoms 
are not represented in the model used in recent 
calculations. 
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bond lengths 

UQ = ~ KQ . (Q.-Q. )2 
,:L :L :L,O 

Q. 
:L,O 

c-c 1.53 
01 

o-c 1.24 
N-C 1.32 
H-N 1.47 
c -c 13 01 

1.53 

bondangles 

ue ~ K
8 

.(8.-8. ) 2 
,:L :L :L,O 

e. 
:L,O 

o-c-c 
01 

121 

N-C-C 
01 

114 

N-C-0 124 

H-N-C 123 

C -N-C 
01 

123 

C -N-H 
01 

114 

C -C-N 
01 

110 

c -e-N 
13 

110 

c -c -c 
13 01 

110 

c -c -c 
y 13 01 

110 

torsion angles - _Elanarit}l: 

U = ~ K (p -p ) 2 
p p,i i i,o 

1. peptide group: 

C -C-N-C 
01 01 

C -C-N-H 
01 

0-C-N-C 
01 

0-C-N-H 

C
01

-C-(O)-N 

C-N-(C
01

)-H 

2. phenyl ring: 

e-c-c-e 
c

13
-cy-Cc01 )-c02 

Pi,o 

180 

0 

0 

180 

180 

180 

0 
180 

torsion angles single bonds 

KQ . ,:L 

740 

1390 
1090 

760 
600 

K8 . ,:L 

124 

120 

162 

70 

124 

88 

112 

112 

112 

112 

K 
p,i 

10 -

1.4 

10 

1.4 

8 

1.4 

12 
100 

C-N-C -C 
01 

ul = ~·0.6{1-cos(3x)} 

N-C -C-N 
01 

N-c -c -c 
01 13 y 

U2 = ~·0.2{1-cos[3(x-n)]} 

U3 = ~·2.8{1-cos[3(x-n)]} 

Nonbonded interactions 

U .. =-./A .. ·./A .. /r .. 6 +./B .. ·./B .. /r .. 1 2+c...c.../r .. 
:LJ u J J :LJ :L:L J J :LJ :L J :LJ 



,j 

:i 
:i 

i! 

:I 
I 

II 

!i 
;! 

. ! ,, 

II 

i .. 
'I 
I I 

=i 

,JA .. .JB .. E:. 
Peptide Group 11 11 1 

H 0 0 0.280 
N 24 808 -0.280 
c 26 a 944 0 

c 24 848 0.380 
0 23 ·~---6~5o-.-- -0.380 

Aliphatic~ 

(CH) 26 944 0 
(CH2 ) 34 1304 0 
(CH3 ) 40 1697 0 

Alcohol 
(CH2) 34 1304 0.150 
0 23 700 -0.548 
H 0 0 0.398 

Amide 
c 24 '.898 0.380 
0 23 650 -0.380 
N 24 808 -0.830 
H 0 0 0.415 

Water 
ow 23 895 -0.794 
H 0 0 0.397 

Interactions.of water hydrogens with all oxygens 
were calculated as (PSI model): 

Units 

Tabulated angles are in degrees; distances in A. 
Units of force constants are such that energies 
are in kcal/mole if distances are in A and angles 
in radians~·~ 

Sources 

Nonbonded forces: References 12, 16, 20, 21, 27 
and unpublished results by Postma, Berendsen and 
the author. 
Bonded forces: References 28-32. 
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A MOLECULAR GRAPHICS AND ENERGETICS STUDY OF PEPTIDE HYDRATION 

Vincent Madison, Department of Medicinal.Chemistry, University 
of Illinois at the Medical Center, Chicago, Illinois 60680 

SUMMARY 

Stable conformers of dipeptides in aqueous 
solution were predicted by summing the intramole­
cular potential energy of the peptides and the 
intermolecular energy of water molecules hydrogen 
bonded to the peptide groups. Visual analysis of 
computer-generated stereo displays and energy min­
imization were essential in the optimization of 
the network of water molecules attached to the 
peptide. The prediction that a type of polypro­
line II conformer dominates for acetylprolineme­
thylamide is supported by experimental evidence. 
For acetylalaninemethylamide, the relative hydra­
tion energies predicted in this study are compara­
ble to those predicted in a Monte Carlo simulation. 
Further comparisons of predictions by the present 
method with those of other theoretical methods and 
with inferences from experimental data are neces­
sary. If the underlying hypothesis of our method 
(hydrogen-bonded waters dominate the hydration 
energy) is verified, then stable conformers in 
aqueous solution can be predicted qu~te simply. 

INTRODUCTION 

Conformational variance is an essential fac­
tor in imparting diverse biological activities to 
various peptides which have similar chemical con­
stituents. In inert media, such as the interior 
of biomembranes or in non-polar solvents, intra­
molecular interactions dictate the conformation. 
These interactions are well simulated by semi­
empirical potential £unctions. By contrast, in 
aqueous media there are strong peptide-water in­
teractions which must be considered in addition to 
the intramolecular peptide interactions. These 
intermolecular interactions include both bulk wa­
ter and specifically bound water molecules. A 
number of computations have been carried out on 

the interactions between bulk water and peptides. 1 

Specific hydration is more difficult to simulate 
precisely. As a first approximation of effects of 
specific hydration on peptide conformation, we 
have computed hydration energies for various pep­
tide conformers. We coupled the computation of 
hydration energies from potential functions to 
computer-graphics displays of the molecular con­
figurations. Thus the experimenter can interac­
tively guide energy minimization and rapidly ex­
amine alternative arrangements of the water mole­
cules. 

SOFTWARE FEATURES 

Fortran IV subroutines were written to be 
merged with the molecular graphics programs of 

Feldmann and coworkers. 2 The resulting program 
ENERGY is fully interactive on the Digital Equip-
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ment Corporation 11/70 plus Evans & Sutherland 
Picture System II which are at the graphics fa­
cility at the National Institutes of Health. We 
also have implemented many of the program features 
using a DECsystem 10 and a Tektronix 4054 in ter­
minal mode. 

The program ENERGY was designed for peptides 
and proteins, but can be adapted for other mole­
cules. The input is Cartesian coordinates, atom 
name, atom number, amino acid name, amino acid 
number and connection table (giving the atom num­
bers for bonded neighbors) for each atom in the 
structure. From this input, parameters for the 
energy computation are assigned from tables. For 
steric interactions, Lennard-Jones parameters are 
assigned from the atom names (C, H, N, 0 etc.) and 
from the connection table and residue name when 
necessary. The polarity of the molecule is repre­
sented by charges on each atom which are computed 
from tabulated bond moments. For the Arg+ and 
His+ side chains, each atomic charge is tabulated 

3 in the program since accepted charges cannot be 
decomposed into bond moments. Torsional parame­
ters are assigned from the four atoms defining a 
variable dihedral angle. 

After the parameters are assigned, inter- or 
intra-molecular potential energies can be computed 
for selected conformations or minimized with re­
spect to selected variables. The minimization 
routine utilizes numeric derivatives in the steep­
est descent method. The minimization can be in­
terrupted and the molecular system adjusted manual­
ly. Intramolecular conformations are defined by 
dihedral (torsional) angles and intermolecular 
positions by the coordinates of a molecule's cen­
ter of mass and three Eulerian angles. The entire 
collection of molecules is transformed to common 
Cartesian coordinates after each adjustment. 

An up-down polarizing stereo methoa is used 
to generate three-dimensional line drawings of 

the molecular system. 4 The display is updated 
after each adjustment made manually or by the 
energy minimizer. 

For intermolecular systems containing more 
than two molecules, the energy is minimized for 
each molecule in turn interacting with all other 
molecules in the system. After several cycles of 
minimization, the energy relative to infinite sep­
aration is computed by moving the molecules to 
infinity one by one. 

The coordinates of the final molecular con­
figuration can be saved for further processing 
including generation of CPK color images and com­
putation of hydrogen bond lengths. 

POTENTIAL FUNCTIONS 

The potential energy was computed as the sum 
of Lennard-Jones, Coulombic and hydrogen-bonding 



terms (for this study there are no torsional terms). 
A dielectric constant of one was used in the Cou­
lombic term. For the peptides, the parameters are 

5 
from Rossky et al. These authors replaced the 
usual Lennard-Jones 6-12 term with a 10-12 term 
for inte_:.;as::t;l()_nE! b_etw!'!e_n _th_e_carbonyl_oxy:g_en_ and __ _ 
hydrogen-bonded hydrogens in order to scale these 
energies relative to those of other hydrogen bonds. 
The water parameters are those of the Stillinger-

Rahman ST2 potential. 6 The ST2 potential features 
a tetrahedral charge distribution embedded in a 
single van der Waals sphere centered at the oxygen. 
The usual Lennard-Jones and Coulombic energies per­
tain and combine to give the water-water hydrogen 
bond energies. The only unique feature of the ST2 
potential is a switching function which attenuates 
the Coulombic term when two waters approach too · 
closely. 

HYDRATION MODEL 

Computed energy m1n1ma for single hydrogen 
bonds involving water and N-methylacetamide are 
given in Table I. 

TABLE I 
Energies for Water & Methylacetamide 

H-Bond Type 

w - - - w 
N-H - - - W 
C=O - - - W 
C=O - - - H-N 

Energy 
(kcal/mol) 

-6.8 
-5.8 
-7.1 
-8.6 

The positions of minimum energy for individ­
ual water molecules were used as starting points 
for minimization of the hydration energies of 
"fully-hydrated" peptides. "Fully-hydrated" in 
this context indicates one water is hydrogen bonded 
to each amide hydrogen and each carbonyl oxygen 
lone electron pair. These hydrogen-bonded water 
molecules are expected to contribute the most to 
the hydration energy. 

In the minimum energy configuration for three 
water molecules attached to N-methylacetamide (Fig. 
1), the waters interact with each other as well as 
with the peptide. The most significant interaction 
(-2.0 kcal/mol) is that between the two waters at­
tached to the carbonyl oxygen. In addition, the 
water attached to the N-H has an interaction energy 
of -0.5 kcaljmol with the other two waters. The 
water-water hydrogen bond energies more than com­
pensate the reduced energy (-5.5 kcal/mol) between 
the carbonyl oxygen and the second water attached 
to it. Overall, the average hydration energy per 
water molecule ( ~Hy ) is -6.8 kcal/mol compared to 

an average of -6.7 kcal/mol for three individual 
hydrogen bonds. 

In the dipeptides, interactions between water 
molecules on adjacent peptide groups contribute 
more to the hydration energies than those within 
the single peptide group of methylacetamide. To 
get the minimum hydration energy for each dipeptide 
conformation, visual optimizations of the hydrogen­
bonded network were interspersed with energy-mini­
mization cycles. Alternative hydrogen-bonded net­
works were tested by energy minimization. The one 
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giving the lowest energy was retained. 

Figure 1. Stereo view of minimum energy config­
uration for three water molecules hydrogen bonded 
to N-methylacetamide. 

HYDRATION ENERGIES FOR DIPEPTIDES 

The relative energies of various dipeptide 
conformations were computed. In vacuo energies 
( EV ) are the computed intramolecular peptide 

energies. Energies in water ( EW ) are the sum of 

the in vacuo energies and the hydration energy of 
the "fully-hydrated'' peptide. Results for three 
low-energy conformers of N-acetyl-L-proline-N'­
methylamide (AcProNHMe) interacting with five water 
molecules are reported in Table !I. 

TABLE II 
Energies for AcProNHMe 

Conformer 
Name q,,'f',deg 

-68,150 

-68, 77 

-68,-47 

Energies (kcal/mol) 

EV EW EHy 
(Relative) 

4.9 

o.o 
6.5 

0.0 

4.1 

3.8 

-8.9 

-7.1 

-8.5 

Stereo drawings of the "fully-hydrated" peptide 
in the PII and c7 conformers are shown in Figures 

2 and 3. In the PII conformer (Fig. 2), the pep­

tide groups can be optimally hydrated. In additio~ 
_there is a good hydrogen bond between water mole­
cules attached to theN-Hand CH 3co groups. This 

water-water H-bond contributes -6.4 kcal/mol and 
is mainly responsible for the large average hydra­
tion energy per water molecule of -8.9 kcal/mol 
(compared to -6.8 kcal/mol for methylacetamide). 



Figure 2. Stereo view of m~nLmum energy configuration for 
five water molecules hydrogen bonded to the PII conformer 
of AcProNHMe. 

Figure 3. Stereo view of minimum energy configuration 
for four water molecules hydrogen bonded to the c7 con­
former of AcProNHMe. 

The aR conformer (not shown) with EHy= -8.5 

kcal/mol is less well hydrated than the PII con­

former. In addition, the in vacuo energy is high 
for aR. The c7 conformer is least well hydrated 

with EHy= -7.1 kcal/mol when five waters are con­

sidered (three on the proline C=O, Table II) or 
EHy= -6.7 kcal/mol for four waters (Fig. 3). The 

intramolecular peptide hydrogen bond in the c
7 

con­

former eliminates one water of hydration and dis­
places another from its optimum position. 

From the present computations the predictions 
of dominance of the c7 conformer of AcProNHMe in 
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non-polar solvents and dominance of the PII con­

former in water are consistent with deductions 

from spect.roscopic data. 1 Infrared, circular di­

chroism and 13c nuclear magnetic resonance spectra 

as well as 1H nuclear Overhauser effects are con­
sistent with the c7 conformer in solvents such as 

chloroform and carbon tetrachloride. CD and 
13c 

NMR spectra indicate depopulation of the c7 con-

former in aqueous solution. The 
1

H NOE's between 
the amide N-H and the C-H's in the proline ring 
indicate the dominance of the PII conformer in 

aqueous solutions. 

.... 



J • 

Energies were also computed for low-energy 
conformers of N-acetyl-L-alanine-N'-methylamide 
(AcAlaNHMe) . The relative energies in vacuo and 
"fully-hydrated" (six water moleculeS) are given 
in Table III. 

TABLE III 
Energies for AcAlaNHMe 

Conformer Energies (kcal/mol) 
Name @,'l',deg Ev Ew E 

Hy 
(Relative) 

PII -68,150 5.1 o.o -9.4 

c7 -68, 77 o.o 6.3 -7.6 

aR -68,-47 6.9 6.5 -8.7 

c5 -161,164 4.1 0.0 -9.3 

21 -150, 80 5.7 0.9 -9.4 

a' -155,-52 7.0 13.9 -7.5 

aL 68; 47 9.5 9.5 -8.6 

The prediction of a large population of c7 
conformer in vacuo is supported by experimental 

data in non-polar solvents;
1 

Spectroscopic data 
are consistent with a significant population of 
the PII conformer in aqueous solution (as predict-

ed), but additional data are necessary to refine 
the experimental conformational distribution. 

The results computed for six water molecules 
in the minimum energy configuration can be com­
pared to those of a Monte Carlo simulation using 
338 water molecules and averaging over a million 

configurations. 7 In the Monte Carlo simulation of 
Hagler et al. the aR conformer of AcAlaNHMe is bet-

ter hydrated than c 7 by 5.6 kcal/mol, compared to 

6.8 kcal/mol computed herein. This close agree­
ment may indicate that the mi~imum energy config­
uration of water molecules is representative of 
those which are statistically important. Further 
comparisons would be desirable to evaluate the 
simplified single configuration treatment. 

CONCLUSION 

We have developed a molecular graphics and 
energetics program which combines the powers of 
visual analysis of structures and numeric computa­
tion of energies. This program has been used to 
calculate hydration energies of peptides. The 
results are consistent both with experiment and 
more sophisticated simulations, but further results 
are necessary to test the validity of our method. 

Ideal software for this type of project would 
be hardware independent and would have different 
aspects of the computations separated into modules 
which can be easily interfaced with each other as 
well as with new modules. Interactive molecular 
graphics has played an essential role in this pro­
ject and should be included in any software pack­
age to be developed. In common software, computa­
tions such as coordinate transformations should be 
segregated so that programming effort in each in­
dividual project can be concentrated on unique 
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features, such as special potential functions. 
Finally, alogorithms which efficiently minimize 
the energy with respect to selected variables are 
needed critically. 
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SOME RECENT WORK IN MOLECULAR MECHANICS 
N. L. Allinger 

Department of Chemistry, University of Georgia 
Athens, Georgia 30602 

Over the last ten years or so, molecular 
mechanics calculations have become a standard 
method for determining molecular structures and 
energies. During that time several force fields 
have been devised, which are generally speaking 
very good, but each one has it's own strengths 
and weaknesses. The force fields used in this 
work were MMl/MMPl (N. L. Allinger, et al., 11, 
318 (1976) and a later updated version which!gives 
results that are generally similar to the above, 
but which includes low-order torsion terms to make 
up for reduced van der Waals repulsions, and gives 
superior results in congested systems. This is 
the program MM2/MMP2, (MM2: N. L. Allinger and 
Y. Yuh, QCPE, 12, 395 (1980); MMP2 is not yet 
available for distribution). Some of the 
differences between our force field and others 
will be briefly discussed. 

The structures of hydrocarbons·of all kinds 
have been rather thoroughly investigated by 
several research groups, including ours. These 
structures can be calculated (MM2/MMP2) with an 
accuracy competitive with experimental measure­
ments, with an occasional exception. These 
exceptions are, of course, extremely interesting, 
because they point out areas where deficiencies in 
our knowledge exist. They are not arbitrary 
errors, but cases (usually classes of compounds) 
where the physical situation is more complicated 
than allowed for in the model, or where potential 
functions are used outside of their range of 
validity. For compounds other than hydrocarbons, 
good predictions are generally possible, but the 
reliability and accuracy are lower, and much 
remains to be done here. 

Several procedures have been previously 
described in the literature in which molecular 
mechanics calculations are combined with 
experimental techniques (X-ray, and electron 
diffraction being most often discussed) to give 
results which are superior to those that could 
be obtained by either method individually. We 
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have also used moments of inertia, from microwave 
spectra, combined with molecular mechanics 
calculations to furnish a better structure than can 
be obtained by either method alone. Many 
compounds have had their moments of inertia 
determined and reported, but the three moments of 
a molecule are generally insufficient to determine 
the structure. 

Energy differences between conformations, 
between isomers, or between other sets of 
compounds can often be useful. But the more 
general expression for the energy of the molecule 
is its heat of formation. These have been well 
calculated for hydrocarbons by the MM2/MMP2 
procedure. The current method involves a "poor 
man's" statistical mechanical calculation. Rather 
than calculate the energy at the equilibrium 
structure, and then populate the occupied 
vibrational levels in the standard way, a bond 
energy approach is used. The "bond energy" 
includes (implicitly) contributions from zero-point 
and thermal energies. For hydrocarbons the results 
are quite competitive with experiment. A full 
scale statistical mechanical approach to the 
problem has also been explored (D. H. Wertz and 
N. L. Allinger, Tetrahedron, 35, 3 (1979)), and 
shows promise of being even better (as expected), 
and in addition will furnish entropies and 
thermodynamic functions. 

Some equilibria in hydrocarbons will be 
discussed, and examples of the physical insights 
provided by the molecular mechanics calculations 
will be noted. 

The structures of some functionalized large 
molecules (steroids) will be examined, and some 
general comments regarding the potential usefulness 
of molecular mechanics in this area will be 
considered. 

Conformations and energy relations in small, 
medium and large ring carbocycles will be briefly 
reviewed. Extensions of these studies to some 
functionalized molecules (lactones) will then be 
considered, and the quality and quantity of infor­
mation easily available will be discussed, and 
contrasted with the difficulties involved in 
experimental studies with such compounds. 



WATER STRUCTURE IN DNA SOLUTIONS AND CONFORMATINAL TRANSITIONS 
INDUCED BY SOLVENT EFFECTS. 

ENRICO CLEMENTI 
IBM, Department B28, Building 703-1 

P.O. Box 390, Poughkeepsie, New York 12602 

The interaction energies, the positions 
and the orientations of water molecules 
with B-DNA bases, sugars, posphate groups 
or in the B-DNA's major and minor grooves 
(inter-phosphate and intra-phosphate 
hydrogen bonded filaments) have been 
determined at constant temperature and 
different relative humidities. The count­
er ions here considered are Na+ ions. 
This type of study, which requires a 
combined use of quantum mechanics and 
statistical mechanics (Monte Carlo simula­
tions) when performed.not only on the B 
form but also on different DNA conforma­
tions and with different counter ions 
(like Li+, Na+, K+, Mg++ and Ca++) pro­
vides a model for conformational transi­
tion mechanism. These techniques are now 
being used to study problems of interest 
for carcerogenic activity. 

Since standard attempts to approximately 
solve for the Shroedinger equation require 
too crude approximations when dealing with 
complex biological systems, for the last 
ten years we have been computing atom~atom 
pair potentials using suitable molecular 
fragments, and standard quantum mechanical 
methods to obtain inter-molecular interac­
tions. By now a library of atom-atom pair 
potentials is being built for macromolec­
ules composed of the fragment present in 
the following symmetrical matrix: 

Hl.O ions pases s-p ~mine a. 
(1) (2) (3) -

Water X 
ions(l) X X 
pases X X * 
s-p(2) X X * * 
~mine a. * * * * * 

(1) like Li+, Na+, K+, Be++, Mg++, Ca++, 
Zn++, F., Cl-

(2) models compounds containing phosphate 
and sugar groups 

(3) neutral, zwitter ionic and polar forms 

In this work we shall restrict ourself to 
an example requiring only those potentials 
describing the inter-molecular interac­
tions between chemicals designated by an X 
in the above matrix. We recall that the 
atom-atom pair potentials are obtained by 
describing the molecular orbitals with 
small, but reasonable, basis sets (too 
small basis set, called subminimal are not 
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used, since these would yield up to 100% 
of error in the computed intramolecular 
interaction energies!) or with extended 
basis sets, or with corrections to the 
electronic correlation effects (either 
using configuration interaction, or densi­
ty functionals or perturbation tech­
niques). More recently we have investi­
gated corrections for the pair-vise 
non-additivity. A detailed study of these 
techniques are available in two monographs 
(1, 2) • 

Since we are interested in the solvent 
effect in molecules of biological inter­
est, temperature effects (that is, recog­
nizing the existence of Bolztmann statis­
tics and of thermodynamics) can not be 
ignored. The analyses can be presented 
either making use of static (Monte Carlo) 
methods ( 3 r or of dynamic (molecular 
dynamics (4)) representations. Both are 
classical rather than quantum representa­
tions, the latter effects being partially 
present in the atom-atom potentials. 

In the following we p~esent static results 
at a temperature of 300 K (room tempera­
ture) for the water structure in DNA. The 
solute is either B-DNA double helix with­
out or with counter ions (Na+ or Li at 
present K+, Mg++ and Ca++ in progress); we 
co.nsider a relatively small fragment with 
22 bases, 24 phosphate groups and 22 sugar 
units. The counter ion is placed at the 
computed energy minimum position obtained 
by ab-initio computations for model corn­
pounds containing phosphate groups. The 
solute solvent system is contained in an 
idealized cylinder of radius R and with 
its long axis co-axial with the DNA long 
axis. In Figure 1 we present the proba­
bility distribution of 447 water molecules 
solving either B-DNA.or Na+-B-DNA at 300 K 
and we report the oxygen and the hydrogen 
atoms distributions versus R. Each peak 
has been identified, namely, the contribu­
tion to the total intensity from each DNA 
~torn is known. In Figures 2 we present 
the interaction energy for the solvent 
molecules either in B-DNA or in Na+-B-DNA. 
Figs. 1 and 2 have been obtained by com­
puting the interaction energy of one 
solvent molecule with the remaining sol­
vent molecules and with the solute, by 
selecting hund~eds of thousands of co­
nfigurations for the water molecules, and 
by averaging the resulting data with a 
Boltzmann factor (namely standard Metropo­
lis technique). 
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aig. 1. Oxygen (solid line) and hydrogen (dotted line) probability 
tributions for 447 water molecules solvating B-ONA. Top left, 

total distribution; top right, distribution for water molecules 
strongly bound to B-ONA; top middle, non-bound water. Bottom inserts 
for Na+-B-DNA. 

The process above described (see Figures 1 
and 2) is repeated for 371, 257, 132, 44 
and 22 water molecules, both in B-ONA and 
in Na+-B-DNA, thus simulating the effect 
of relative humidity variations at con­
stant temperature. The total interaction 
of the solvent with itself and with the 
solute in given in Fig. 3. One'can notice 
the strong stabilization induced by the 
counter ions relative to B-ONA. Varia­
tions of the solute con£ormation (for 
example, A to B transitions in DNA) can be 
obtained by variation in the relative 
humidity, ionic concentration, type of 
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ions and temperature. Using the Monte 
Carlo method, one can theoretically pre­
dict a stabilization of either the A or 
the B form by increasing the relative 
humidity (case 1 for Na+--DNA, case 2 for 
Li+--DNA) or by increasing the relative 
humidity and ~ubstituting the counter ions 
(for example, from Li to Na+, case 3) or 
from Na+ to Li+, case 4). 

' 
From a computational point of view, the 
computer programs used are ATOM-SCF, an 
atomic program to obtain basis sets, 
IBMOL-VII, a quantum mechanical molecular 

. -
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program, special fitting programs to 
obtain pair-potentials and a Monte Carlo 
with analyses routine specialized for 
helix type solvation studies; these pro­
grams have been documented elsewhere (1, 
2). The computers used are IBM 370/3033 
and IBM 370/3081 either with VM or MVS 
operating systems. A Vector-type proces­
sor (CRAY I) has been used to assess the 
gain in MFLOPS- and MIPS due to partial 
replacement of scalar oriented codes with 
vector oriented codes in the above pro-



grams. In our specific case the perform­
ance gains on the CRAY I are modest on a 
cost/performance bases relative to the use 
of the 370/3081. 
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PRELIMINARY RESULTS ON 
CONVERGENCE ACCELERATION IN MONTE-CARLO 

COMPUTER SIMULATION ON WATER AND AQUEOUS SOLUTIONS 

Prem K. Mehrotra, Mihaly Hezei, and David L. Beveridge 
Chemistry Department, Hunter College of the City University 

of New York, 695 Park Avenue, New York, NY 10021 

Computer simulation is presently 
emerging as a powerful and increasingly 
popular computational tool for the study 
of liquids and solutions. 'Applications 

range from liquid state chemical physics 1 

to studies of water in biological sys-

tems2, and recent work in.this area has 
been the subject of several current re­
views both from the probabilistic Monte 

:Carlo or the deterministic molecular dy-

namics point of view3 Considerable pro­
gress in understanding further the struc­
ture and properties of molecular liquids 
and solutions is anticipated in the next 
few years, and implicit in this is a means 
of including solvent effects in molecular 
mechanics calculations based on a Hamil­
tonian model. 

The main problem at present with liq­
uid state. computer simulation is that cal­
culationS on systems of chemical interest 

0 l 4 are very expens1ve. For examp e , a 
Metropolis Monte Carlo calculation on liq­
uid water represented as 216 water mole­
cules under periodic boundary conditions 
requires at least l500K configurations and 
roughly 15 hours on a computing machine 
such as the IBM 370/168 to compute stable 
values for internal energy and radial dis­
tribution functions. Fluctuation proper­
ties ·such as heat capacity may require 
twice as much time. Properties such as 
dipole correlation functions required for 
the calculations of the dielectric proper­
ties are even more slowly convergent, due 
in part to a statistical factor lost when 
less than full orientational averaging is 
involved. Molecular dynamics calculation~ 
for analogous reasons in the deterministic 
realm, require roughly equivalent amounts 
of computer time. As discussed in more detail 
below, the situation is much worse in com­
puter simulations on aqueous solutionsthan 
on pure liquids. 

Several methods have recently been 
suggested to accelerate the convergence of 
Monte Carlo calculations. The main idea 
is to append additional importance sampl­
ing criteria to the standard Metropolis 
method. :The principal procedures current-·: 
ly under consideration are the force-bias 
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method proposed by Ceperly, Chester and 

Kalos 5 and applied to liquid water by 
. 6 

Pangali, Rao and Berne , and the preferen-
tial sampling approach suggested by Owicki 

7 f 1 0 0 and Scheraga .or aqueous so ut1ons S1mu--
lations. An alternative force-bias pro­
cedure for Monte Carlo simulations based 
on Brownian dynamics hcfs been proposed by 

Doll; Rossky and Friedman 
8 

A recent paper from this Laboratory4 

described in detail the convergence char­
acteristics of the standard Metropolis 
method applied to liquid water as de­
scribed by the quantum theoretical MCY-CI 
potential and by empirical ST2 potential. 
We report herein strictly comparable cal­
culations on liquid water using force-bias 
and preferential sampling. J.l. forthcoming 
article from this laboratory on conver­
gence acceleration will include results 
from the Brownian force-bias method. The 
results from our previous study by the 
standard Metropolis method are shown in 
Figure 1 and serve as a point of compari­
son to quantify the extent of improvement 
achieved by additional importance sampling 
criteria and the computational overhead 
incurred. A collage of calculated pro­
perties of the pure liquid are given in 
Figure 2. 

In the force-bias method, new con~ 
figurations in the sampling procedure are 
constructed from particle moves chosen 
from a distribution about the most favor­
able line displacement of particle forces 
and torques. F~r the absolute c9mpariso~ 
the magnitude of particle displacementand 
other set-up characteristics must be op­
timized in an initial short segment of the 
realization. A criterion related to 
particle diffusion was established based 
on a suggestion by Kalos (private commu­
nication) , further extended by consider­
ing some of the correlations between suc­
cessive moves. The optimal displacement 
for the force-bias method was found to be 
nearly double the optimal displacement of 
the standard Metropolis method. 

The results of the force-bias Metro­
polis calculation on MCY-CI liquid water 



were obtained in terms of particle Qiffu­
sion, "rate" of equilibration, and the 
evolution of internal energy and heat ca­
pacity during the Monte Carlo realization. 
The particle diffusion rate was found to 
be four times greater in the force-bias 
computation, indicative of the increased 
sampling of the configuration space for 
individual particles. The equilibration 
of the computation in the initial segment 
of the realization was found to be 2-3 
times faster with force-bias. The conver­
gence profile, Figure 3, shows that both 
internal energy and heat capacity are well 
settled down after lOOOK configurations, 
an improvement of a factor of 2 to 3. A 
study of the energy autocorrelation func­
tions for the force-bias and standard 
Metropolis method shows that in the latter, 
significant correlations persist even 
after some 2000K-3000K configurations of 
sampling, whereas the energy correlations 
are effectively randomized in the force­
bias calculations after lOOOK configura­
tions. 

The convergence acceleration achieved 
by force-bias on Mc.l-Ciisquite significant, 
but the. overhead incurred in a force-bias 
simulation is also significantly large. 
The extra computation time for the forces 
involves an additional factor of 1.2 and 
the necessary recomputation of the config­
urational energy for systems of "medium" 
size increases the computation time by a 
factor of 2. Thus for 125 molecule liquid 
water simulations, the economies realized 
in the acceleration of convergence are 
largely offset by the computational over­
head. In larger systems, where certain 
energy storage algorithms are no longer 
applicable, the factor of 2 improvement 
applies overall. Also in certain applica­
tions, the force calculations may beneces­
sary for the determination of pressure and 
should not really be counted as overhead. 
The bottom line is that convergence issig­
nificantly accelerated and the cost of the 
calculation in terms of computer time at 
worst stays about the same or at best goes 
down by a factor of 2-3. For this system, 
these results indicate that force-bias is 
a definite improvement, and is a preferred 
procedure for doing the simulation. 
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The extent to which this conclusion 
may be generalized remains to be seen. 
Each new system and really each newpoten­
tial function is a new problem, and broad 
experience will be necessary to evaluate 
the overall improvement to be expected 
for molecular liquids and solutions from 
the force-bias sampling algorithm. One 
can conceive a system where a force-bias 
procedure could lead to a restricted sam­
pling of configuration space by getting 
stuck in a single energy minimum in asys­
tem where multiple minima have signifkant 

statistical weights 8 The Monte Carlo 
configurational integral could be conver­
ged by collective particle motions not 
necessarily involving large diffusion, 
particularly for homogeneous fluids. How­
ever, water is certainly a ci:Cpresentative 
case of associated liquids and we feelthe 
convergence acceleration by force-bias.for 
this system is quite impressive. 

We turn now to a consideration ofthe 
use of the force-bias and the preferenti~ 
sampling as a means of accelerating the 
convergence of Metropolis Monte-Carlo cal­
culations on aqueous solutions. In the 
preceding calculations on pure water, con­
figurational averages are computed by 
averaging over all configurations and, 
since all particles are identical, averag­
ing also over all of the N particles in 
the system. In a commensurate simulation 
on aqueous solutions, there is one solute 
and there are N-1 solvent particles. In 
calculating configurational averages with 
respect to the solute, such as solute­
water radial distribution functions and 
related quantities, the statistics are a 
priori reduced by a factor of N with re­
spect to the pure liquid case. Thus to 
attain an equivalent convergence accurac~ 
the Monte Carlo realization would be N 
times as long, a computation time of 3000 
hours! 

Current aqueous solution work from 
this laboratory and elsewhere has typica~ 
ly relied on the same number of configura­
tion as for the pure liquid, i.e. 1000K-
2000K after equilibration. As a result, 
the reported error-bars on solute-solvent 
properties were found to be an order of 
magnitude larger than those observed for 
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the solvent-solvent properties in pure 
liquid simulations. Y..11ile these simula­
tions yield the gross structural and ener­
getic features of the aqueous solutions, 
the large errors become of particular con­
cern when studying small energetic and 
structural changes of current interest, 
such as temperature dependence of aqueous 
composition, effect of solvent on the 
small conformational energy changes in the 
solute. For such studies, a higher order 
of computational accuracy is desired. 

The severity of the problem may be 
quantified by once again focussing on the 
system of pure water, and treating it as 
an aqueous solution where one of the water 
is arbitrarily chosen as "solute" and the 
rest are treated as "solvent" in a manner 
identical to that used in a study of an 
infintely dilute solution simulation. 
Here as above we have the known results 
for the pure liquid available for quanti-

• tative comparison, so effectively we know 
the answer. Within the computer simula­
tion results on the pure liquid, thereare 
N "solute~-water problems, and the "sol­
ute"-water g(R)'s can be examined individ­
ually. A selection from a 1500K segment 
extracted from the 4400K simulation on 
liquid water is shown in Figure 4. These 
individual g(R)'s, while perfiaps recogniz­
able as water-water radial distribution 
functions, are widely variable. In many 
the second peak at 4.2 ~' diagnostic of 
tetrahedral character in liquid water net­
work, is completely absent. Integration 
over the first peaM, based on an upper 
limit of 3.3 angstrom, results in coordi­
nation numbers ranging from· 3.81 to 4.73. 
A similar analysis has been carried out on 
the simulation based on the ST2 potential 
with similar results, so this is not simp­
ly a question of potential functions. 

We subsequently set out to learn if 
the situation can be improved byimportance 
sampling procedures. The 4.2 R peak in 
the g(R) was chosen as our index of com­
parison, since it is both a sensitive test 
and an essential element in the descrip­
tion of a water-like system. Both pre­
ferential sampling, force-bias and a com­
bination thereof was attempted. 
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The results of the preferential sam­
pling study are shown in Figure 5. The 
solid line in each case is the calculated 
g(R) obtained in the previous 4400K simuh­
tion (c.f. Figure 2(a)) and can be consid­
ered the desired result. The various dot­
ted lines are the single particle g(R)'s 
resulting from simulations on water as an 
aqueous solution problem (H20laq· 'Fhe re­
sults for standard Metropolis sampling after 
1600K configurations and 320CK configura­
tions, curves Sa and Sb respectively, do 
not accurately reproduce the shell struc­
ture of the liquid. With preferential 
sampling, curve Sc, there is a marked im­
provement after 1800K configurations, but 
clear discrepancies with the desired re­
sult remain. 

The effect of force-bias sampling on 
the problem is shown in Figure 6. In 
curves 6a and 6b, we see the results of 
force-bias sampling after 1500K and 2500K 
still have a discrepancy with the desired 
result. In the last simulation, 6c, we 
have combined the preferential sampling 
and force-bias procedures and have sampled 
1500K configurations. Here the result is 
a curve almost exactly coincident with the 
desired result! 

In summary, we submit here independ­
ent evidenqe that the force-bias procedure 
is an improved means of sampling on the 
liquid water problem, and accelerates con­
vergence by a factor of 2-3. For aqueous 
solutions, the force-bias procedure plus 
preferential sampling is necessary to ·make 
systems of chemical interest accessible to 
study, especially when small structural 
and energetic aspects are involved. We 
expect that with these improvements, high­
ly accurate calculations of the composition 
of molecular liquids and solutions can be 
carried out. 
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Dilute Solution", submitted to J. Chern . 
Phys. This paper describes prefer­
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formation equilibria in solution by 
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1. Convergence curves for the Monte Carlo simulations on liquid water 
based on the MCY-CI potential. This is Figure 5 of reference 4, and is 
discussed more fully therein. 

2. Monte Carlo Computer simulations results on liquid water at 25 
deg C~ased on the MCY-CI potential, from S. Swaminathan and D.L. Beveridge,_ 
J. Amer. Chern. Soc. 99, 3392 (1977). 

3. Convergence curves for the force-bias Monte Carlo simulation on 
liquid water based on the MCY-CI potential. Notation follows that of 
Figure .1. 

4. The "solute"-water g(R)'s for the 9 water molecules arbitrarily 
chosen from the 125 water molecule Monte Carlo simulation on liquid water, , 
reference 4. The total number of configurations involved in computations 
of g(R)'s are 1500K, and constitute the 900K-2600K interval of the 4400K 
run. 

5. The "solute"-water g(R)'s for Monte Carlo MCY-CI liquid water 
simulations. All the g(R)'s refer to the same water molecule. The same 
initial configuration was used in all the simulations. Legend: (a) l600K 
Metropolis Monte Carlo simulation; (b) 3200K Metropolis Monte Carlo-simula­
tion; (c) l800K preferential sampling in conjunction with Metropolis Monte 
Carlo simulation. The weighting fanction employed for the preferential 
sampling is 1/r, where is the distance in angstrom between the C~M. of 
the .!\solute" water and the C.M. of the "solvent" water. The "solute" 
molecule is selected randomly for the perturbation, and the step forfthe 
displacement and rotation are same as for the "solvent" molecules. 

6. The "~olute"-water g(R)'s for the force-bias Monte ~carlo simula­
tion. The initial configuration, the water molecule selected as the 
"solute", and the weighting function are same as in Figure 5. Legend (a) 
1500K force-bias Monte Carlo simulation; (b) 2500K force-bias Monte Carlo 
simulation; (c) 1500K preferential sampling in conjunction with force­
bias Monte Carlo simulation • 
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