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ABSTRACT

The process of hydrau]ic*fracturing is important in many geo-science

‘reTated applications including: petroleum reservoir stimulation, geo-

thermal energy extraction, in-situ coal gasification,.and in-situ
measurement ofrtectonic'stresses. Preyious work done fn the field of
hydraulic fracturing has resulted in a variety ofiapproximate express1ons
for estimating’the'fracture length and aperture as a function of time

and other‘process variabtes. These approximations either ignore f]uid

flow in the reservoir or assume a constant one—d1mens1ona1 1eakage of

' fluid from the fracture faces. Other restrictions in the previous

‘approximatibns include constant pumping rate, purely elastic dependence
of the fracture aperture on fracture 1ength and fracture lengths that
great]y exceed the fracture he1ght the 1atter 1gnor1ng the initial
growth per1od. \

A model is proposed in thlS work for analyzlng the fracture growth

with time, by cons1der1ng f1u1d f1ow in the system and defonnat1on due

to pore pressure in the fracture. The mode] 1nc1udes the response of

the mechan1cal connections in the system, i.e. the surface pumps,
wel]bore tub1ng, and packer cavity. A thermodynam1c energy ba]ance based

on a Gr1ff1th crack cr1ter1on is 1ntroduced and used in the model to
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control the rate of fracture growth. This highly non-Tinear problem
necessitates the use of a numerical approach.

The model uses a successive series of numerical meshes, each repre-
senting a discrete stage of fracture growth. The use of the meshes is
first validated against known analytic solutions. The model is then
applied to simulate small scaTe hydraulic fracture (mini-fracture)
experiments conducted by_the US Geological Survey in the Monticello
field in South Carolina. This model study indicates that fracture growth
‘»and the measured surface pressure is very sens1t1ve to the res111ency of
| the fracture walls to app11ed pore pressure, 1nd1cated by the vaTue of

fracture st1ffness coeff1c1ent a v The fracture growth 1s aTso_ ji;
‘found to be great]y 1nfTuenced by the rock propert1es 1nc1ud1ng the:
fpermeab11ty, K, and spec1f1c surface energy coeff1c1nt v.- |

The use of a mesh acce]erat1on factor 1n the modeT enables the growth

of very Targe fractures to be s1mu1ated. The resu]ts of the study N
.1nd1cate that the fracture growth has two d1st1nct phases (1) the f1rst
is an extreme]y rap1d expansion co1nc1d1ng w1th a correspond1ng]y sharp
_ decrease in. pressure.‘ This 1s due to a sudden reTease of compress1ona1
energy from the f1u1d 1n the pressur1zed weTTbore tub1ng. Th1s coqu
cause fracture penetrat1on of upper and Tower format1ons 1f the energy
: reTease occurs very rap1dly. However the use of h1gher f]u1d v1scos-
1t1es, var1able pump1ng rates, and smaTTer weTTbore tub1ng may control
th1s energy reTease and the unstabTe fracture growth (11) the second
phase of the overaTT growth 1s cons1dered to be stab]e, 1 e. the weTTbore
pressure gradua]ly 1ncreases as the fracture extends. Th1s pressure .
1ncrease is due both to the pressure grad1ent aTong the fracture and to

the 1ncreased fluid necessary to offset Teakage to the formatxon. The

stable growth per1od is interrupted by per1od1c quasi- stabTe behav1or

[ &4



characterized by short spurts of fracture extension fo]]owed by periods
of relative quiescence. This behayior is a ref]ectioﬁ,of the rapid
decline and subsequent increase of the energy required to create new
fracture surface. | S |
The‘oyera11 growth rate of the fractufe aperture approaches the
analytical prediction of a square root with time relationship only
after 1éngths'exceeding 250 m. This.indicates'thét_the approximate
equations may only be‘used aftef a'fracture has propagated a very
considerablé Tength fhom the We]]bpre. Thus; these approximations are o
unre]fab]e for predicting the behavior of shorter fractures or for
éna]yzing early time pressure tranéiénts7whiéh may be‘the‘only direct

reflection of the'Systém behavior near the wellbore.
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I. INTRODUCTION

Increased demand for domestic energy supplies has 1ed.£o"a corres-
ponding interest in geothermal energy, synthetic fde] -production,"and
stimulation of conventional but low productivity fpssiilfuel reservoirs.

A1l of these sources are located within the Earth’s crust and methods

‘ current]y used for the1r production can be thought of as  geo-resource

extraction. One technique that is being used to assist in th1s extraction
process 1is the method of hydraulic fracturing. Hydraulic fracturing,
briefly, entails the overpressurization of a sealed section of a borého]e

until a crack is formed in the rock which propagates as a planar fracture.

- The following are a few examples of either current or envisioned appl-

ications of the hydraulic fracturing concept.

Hot Dry Rock Energy

One of the 1ess conventional methods of extracting geptnerma]‘energy
is the concept of the hot;dry—rockj(HDR) system. In cenventionaT.geo-'
thermal systems the convecting medium fpr transferring the available
thermal energy to surface conversion facilities is the in-situ geotherma]
fluid, usually brine or»sdperheated steam. So far_the existjng_and
p]anned geothermal facilites have been located in areas that have both

high subsurface'temperatures and large volumes of associated heated

. fluids. Thus cdnventiona] systems depend on the Tlocation of. geotherma]

fluid reservoirs. However, such reservoirs. represent on]y a small fract1on

of the recoverab]e geothermal energy in th1s country.

The hot -dry~ ~rock concept does not requ1re the presence of an in-situ
fluid reservoir but is dependent only on the presence of a h1gh geothermal

gradient, i.e. > 30° C/km or > 2.5 heat flow units. (h.f.u.), and an

-adequate.supply of ‘a working fluid, such as water. The seheme basically



consists of drilling into impermeabie rock'that is sufficiently hot for
power genération, creating a fracture by hydrau]ic fracturing; and
then completing a c1rcu1ation system by intercepting the fracture with
-another well (Murphy, et ai., 1977) Laboratory studies (Hunsbedt, et
al., 1978) indicate that for such a subsurface heat exchanger to operate
at maximum thermal efficiency the rock faces must be as least 60 meters
in radius. This large surface area is needed due to the fact that the
sweep effiCiency in such 2 system is low because of the Tow thermal
'diffusiv1ty of the 1mpermeab]e granite used in the models and in prOJected

field appiications. In theory, a knowiedge of ‘the dimen51ons of the

-+ fracture and its 1ocation and orientation would be necessary in order to

evaluate the response of the system and to complete the circulation Toop.

In practice however this has not been accompiished. The demonstration HDR ,

: project_administered by the Department of Energy through the'Los:Aiamos_

~ Scientific Laboratoﬁyﬂhas proven;“at present;”to be ‘uneconomic due to the
'iahge “circulation impedance of the system. - The failure has:been:at—
'tributed‘ to the inability to orient the second well with the created
‘fracture (Spi]hau5'1979)uand the high'thermal drawdown. Current plans
are to test larger fracture systems or a nw]tipie.fracture system where
aniinclined"weTT*may form many paraiiei fractures for a greater reservoir
surface area and longer project lifetimes {Cummings, et al., 1979). The
feasibi]ity.of:creating such'a'system’has'been'demOnstrated in petroleum
applications (Strubhar,'et'ai.,'1975). B |

0i1 and Gas Reservoir Stimulation

Hydraulic fracturing has been used extensively in the petroleum

industry to help stimUiate Tow productivity fields since the conceptual
introduction of the method in 1949 (Krueger 1973) | 1n'these early treat-

ments a well ‘was pressured w1th petro]eum based fluids until a fracture



*r,

was initiated downhole. Sand was usually placed in the wellbore during
treatment to “prop" the fracture open so it would not c]dse during
production. = Injection rates were typically 20-30‘barrels a minute.
Successful Stimu]ation'occured in well over 50% of the treated wells.

» Current practtces in the petroleum industry are to stimulate extremely
Tow permeability oil and gas fields that had previOUSly been thought ef as

uneconomic. Trends have been towards larger fracture treatments at greater

A formation depths and pressures (Holditch and'Ely 1973). The term massive

hydraulic fracturing (MHF) is used to describe a fracturing technique de-
signed to expose a- very large surface area of low permeability (< .1 md )
formation.to-enhance flow to the wellbore (Agarwal, et al., 1979)Q_ The
techniqUe is applied for examp]e»to the thick, tight gas-reservoirs in
Texas, Lou1s1ana, and Colorado A MHF techn1que may requ1re the injection
of 12,000 barre]s of fractur1ng fluid and up to 500 tons of sand proppant

at 1nJect1on rates ‘upwards. of 75 barrels per minute. Such an effort is

. thought to create vertical fractures of up to 6000 ft in total length

with a nwximum-proppeduwidth of .05 - .15 in. (Gidley, et:a].,.1979).
However, none of these measurements has been repeatedly verifted from
fields tests. Successful stimuTations have been reported ink.05 - .005
md. gas format1ons us1ng MHF at costs of over one- quarter of a million
dollars per well, 1n 1977 do]]ars (Fast, et a]., 1977). The econom1cs of
such a project depend heav1]y in the degree of fracture penetrat1on in
the reservoir as well as the resultant fracture w1dth W, and permeab111ty

ke If the des1gned valueszwere not obtained due to a var1ety of

f.
parameters involved in the MHF application then the usefulness of the
technique cannot be guaranteed.

In-situ Coal Gasification

WhiTe'emphasis.on coal production has been‘on shallow surface mining -



and s]urry type transportation of the coa] in so]id form, a new concept

has been developed on the in- s1tu use of coa] 1n coa] gas1f1cat1on

Coa1 gas1f1cat1on 1s a way . to subst1tute h1gh B.T.U. coal derived

gas for 1ncreas1ng]y scarce supp]1es of natura] gas. The _process

env1s1oned 1nvo]ves the 1ocat1on of a th1ck ~seam of coa], at depth, and
estab11shment of a h1gh]y porous, permeable connect1on 1n the bed between
two or more boreho]es. Water, oxygen, and cata]ystsmare injected through
the channe]s'and with 1n -situ combust1on, coal gas is formed and cir-
culatedwto the surface Methods used to create the desired permeab111ty

and porosity have 1nc1uded chem1ca1 exp1051ves, reverse combustion, and

hydraulic fractur1ng (D1nsmoor, et al., 1978) However, success of the

proposaTlinv01Ves creation of the flow path at the bottom of the_seam,ghﬁ{;

Current]y the fracture mechanisms involved do not seem sufficiently

ontro]]ab]e by the 1ndustry to guarantee this fracture p}acemeht_ and

other methods may be used to create the flow channe]s
Representat1ons of the HDR concept petro]eum reservoir st1mu1at1on
and in-situ coa] gas1f1cat1on appear in F1gure 1.

‘Other Hydrau]1c Fractur1ng App11cat1ons

Hydrau11c fractur1ng s current]y being used in the Athabasca 011

Sands in A]berta, Canada (Dusseau]t 1979).” Here depths have been no

greater than‘600 meters and the possibility of surface penetration

exists with the.use of proposed MHF techniques. The unconso]idated
nature of these sands also poses prob]ems for convent1ona1 des1gn ' |
practices that -are based on the behav1or of fractures in e]ast1c med1a
The need for contro]]1ng fracture growth in these and other sens1t1ve
formations is paramount for successful app11cat1on of the techn1que
In the f1e1d of geosc1ence and 1nduced se1sm1c1ty there has been

increased 1nterest in the use of hydrau11c fracturing for small scale,
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or "mini-fracture" operations. These mini-fracture operations are used
to determine the minimum earth stresses in areas of tectonic activity
such as the San Andreas fault zone in California (Zoback 1979). The
information is revealed throdgh a careful analysis of the pressure
transients observed in the wellbore during thé fracturing process. A
thorough understanding of these earth stresses may play in important part
in understanding and _chaft%ng the mechanisms' involved 1in earthquake
prediction. |

The Role of Fracture Analysis

Underlying all these reédvery schemes is the need for a quantitative
uﬁderstanding of the hydraulic fracturing prbceSs and analysis of the
behavior of hydraulically fractured wells (or natural fractures) in
permeable and 1mpekmeab]e formations. . Accurate prediction of the
magnitude of the fluid pressUrésvand fluid vQ]Qmes required to create and
extend hydraulic fractures woqu help to 1nsUré;adequate surface equipment.
and subsurface cohnectiohsf The roles of-qu{d viscosity and compress-
ibility on the pressures and dimensions of the fracture (the critical
dimensions being the characteristic length, Xgs OF radius, Fes and the
width, w) are important in the volumetric calculations of the total fluid
1njection, equipmeht rating, and size of the probpants gsed in the
design. The effect of pumping rate on ffacture growth a"diorientation
is also very important especially in the design of in-situ stress
measurements and fracture control in sensitive formations;”‘f:

In post fracture ana]ysfs,“én ﬁnderétandihg-ofnthé'flujd flow in
the fracture-reservoir__syétem'115 necessary 1in the eva]ﬁation of the
success of a fracture job, This can be easily achieved fn practice
through application of typical pressure buildup or drawdown tests. A

description of the numerous factors involved in the completion of a



hydraulic fracturing operation and their effects on the well test data
will help 1in analysis of these tests so that the fracture geometry and
fracture damage may be estimated. Fracture damage will be defined in

terms of a fracture skin (formation‘ damage adjacent to the fracture

~surface) or in terms of a low permeability region in the fracture itself

+ called a choked region. An understanding of the formation response to

increased fracture permeability may permit the use of transient data from

: pbservation wells to help determine fracture orientation and length.

| Intent of the Present Work

The probiem' undertaken in this work will be to investigate the

~ behavior of the fracture systems described above. The purpose then
will be to develop a conceptual model for the hydraulic fracturing

- process. The model 1in conjunction with a highly flexible numerical

method will enable analysis of the geometry and rate of propagation of a

- growing fracture. The work will also treat the problem of a stabilized or

fixed geometry fracture.that intercepts a wel]bbre.’Thevmodel will be
qsed to generate type curves that will i]iustrate possible variations in
drawdown‘behavior in response to conVentionai and hew parameters such as
the choked fracture defined above. Only systems 1nvo]v1ng, vertical
hydraulic fractures will be extensive1y:treated.

Format and Organjzation

The work 1is divided.ihtovthree main parts.. The fifst part. (Chapter
IT) consists Qf,a‘1iterature review. _In this part the mechan1sms of
hydraulic fracfuking'are summarized with emphésis on fracture mechanics,
field app11cations, énd on the factors that influence fracture'growth.
This part is also concerned with the application of pressure transient
ané]ysis‘whjch-appears,to be the only available technique that can reveal

information about the nature of the fracture-reservoir system.



The second main.part (Chapter III) presents the‘qgve1§pment Of the“
modé] and fté incorporation in the compﬁter b}ogfém’HYDFR. Consideration
of limiting assumptions in the analytical work presented in the literature
review.chapter has -emphasized the use-of a numerical solution technique.
The Integra1 Finite Difference Method formulation used is brief]y in-
troduced along with comments on the advantages of a direct solution
technique used in this work. The chapter presents the development of a
mathematicd] representation of the static and growing fracture ;ystems
with a detailed description of the meshes used. Two c]assical*apprbaches
of fracture extension .are analysed with emphasis on Grfffith's energy
thegny\ The equation for total system energy is derived and the resultant
strain energy calculation refined for use in the computer program. This
calculation and a minimum pressure requirement become the basis for the
.. fracture extension criteria. The chapter concludes with a discussion of
the limitations of this type of numerical approach. | |

The Tast main part (Chapter IV) will present the results and
‘discussion. Solutions for the pressure drawdown of a well interceptihg a
single finite conductivity vertical fracture will be presented and
compared with the analytical solution of Cinco-Ley and Samaneigo (1978).
The predicted response of the pressure drawdown incorporating the effects
6f,we11bore storage, permeability damage in the formation, permeability
démage in the fracture, variation of fracture storage capacity, and of
Sfress sensitive formations are also presented. The results of the
growing hydraulic fracture simulations are compared with field data
conducted in mini-fracture experiments cOndﬁcted in the Monticello Field
in South Carolina. ' The effects of the formation strength, minimum earth
stress, and specific surface energy requirements on the'simu1ations'are

also described. The creation of large vertical hydraulic fractures is



-,

‘discussed. A parametr1c study is performed to ascertain the effects on

the rate of fracture growth by varying contro]]ab]e surface factors such

as f1u1d v1scos1ty, pump1ng rate, and f1u1d loss additives. The chapter

w111 conc]ude with an ana]ys1s of the propert1es of the rock formation on

the stab111ty of hydraulic fracture growth, and suggest further re-

finements in extending the model capability.

A further section will provide a summary of the present work. An
appendix is included that will assist the interested reader in following

the details of the second and third chapters.
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I1.. BASIC CONSIDERATIONS AND PREVIOUS WORK

Historica] Perspectivé and“Definition

The concebt}of Hyafadlic fracturing is oﬁe of fhe major déve]qpments
'of petroleum engineéring. Béfore 1950,'ac1dfzing was fréquent1y used for
1ncreasinnge11 productivity, but was genefally 1n¢ffectfve iﬁ non-
reactive sandstone formations. Thé method of h&dfau]ic fracturing was
patented by Farris in 1950 (Krueger, 1973) and haé since been employed
extensively in the'ofifinéustry for formation stimﬁlatioﬁ and by.géd-
physiéists to estimate in-éitu’eérth stfesseé. Hydrau1ic fracturing
basically entails, in simplest form, the pressurization of a sealed or
packed off section of a wellbore by thé'injectién,of fluid from surface
pumps. Once the formation has broken or fractured due to the overpres-
surization of the wé]lbore, the ffacture may penetrate deeply into the
formation with continued fluid injection. This is the extension phase of
the process. After completion of this procedure and the removal of the
associated equipment, the well is produced to remove the fracturing
fluids, (referred to as the clean up period) and returned to normal
production.

Considerable attention had been focused on understanding this by
analyzing inadvertent hydrofracturing during water flood operations, the
use of high density drilling muds, and squeeze cementing. Up until the
mid 1950's the process was attributed to a physical 1lifting of the
overburden as a result of overpressurization along either pre-existing
bedding planes or by the creation of a horizontal fracture. The first
major attempt at explaining the actual mechanics of hydraulic fracturing
is attributed to M. King Hubbert (Hubbert and Willis, 1957). Hubbert
pointed out that most fracture pressures recorded were significantly less

than the lithostatic stress (overburden weight). Hubbert demonstrated

Eiad
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that the major stress field in the formation consisted of unequal princi-

pal stresses and in areas of normal faulting (tectonically relaxed zones)

the least stress would be horizontal. Thus it was possible for a vertif'

cal hydraulic fracture to form at pressures much less than that due to

the 0verburden. The difference between a vertical fracture (fractuke
pléne parallel wifh the we]]Bore)‘ahq a horizontal fracture (fracture
plane normal to wellbore and assumed parallel with'the earth's surface)
is i]]ustrafed in Fig.»2. “Hubbert was the first to quantify the fact -
that the fracture orfentation was related to the state of stress in the
ground at the pointvofvfracture initiatipni  | |

Breakdown Pressure

Hubbert showed (with an experimental apparatus consiéting of sand

boxes) that vertical faults (normal faults With respect to the applied

“horizontal stress) would be created if the horizontal stress was

gradually eliminated With_constant'vértica1 stress applied to the sand.
Thﬁs he bropbsed,that a hydraulic fracture would occur when conditions in
the wellbore were such that the minimum component of stress in the well-
bore region was reduced to zero; Hubbert then demonstrated with the use
Qf Mohr's diagrams and 1sbtropic e1a§tic theory, that an equation for
ca]cu]ation'of'thevwe]]bore rupture‘preSSUre could be developed for a
rock impefmeab]e’to the fluid. The'Qénefaljzed'form of this expression

has been derived by-C]egry}(l979)-as-

ag Py - l%’,?o - o S+ 'OLZ'SH =T,
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wiere (ai),_i‘= 1, 2, 3, 4 are stress related coefficients
| o Pb:js the breakdown pressure,
N T§41s the tensile strength of the formation,
Sh’ SH are the minimum and maximum horizontal stresses and

PO is the initial pore pressure.

~ For pure elastic beha950r d1‘= 3 ay = ag = 1, a4 = -1 and the equation

‘reduces to the Hubbert and Willis (1957) equation

P, = 35, - S

H_- P0.+To o R (2)

Hubbert and Willis assumed the maximum principal stress, sv, ib be
vertical Such»that'ﬁh, SH,'SV are all drthogqnal. ' |

The value of 3 for a) ‘was shown by Hubbert to be that vaiuévwhjch
wduld’reddce'Oné of the major compréssive'stresses to zefo; For values
above'o.1 =1 (equal streééés in the HorizontAIIdifécfion) it was §hown
that the tanQEntiaT;stress componént de af”the wel]bore_face betomes zero

in a direction normal to S_ as pressure in the wellbore is increased.

h
Thus Pb can range from a value of zero (SH/Sh = 3)-to a va1u¢ of 25h
(“1 = 1) depending on the rafio of SH/Sh (the far field stress katio) and
the magnitudes of T  and P . In general, a rock has a définfté tensile
strength, but Hubbert reasoned that for a sufficiently large section of
wellbore the intersédted formation-woﬁ1d have many joints in which Tb =
0. In most competent formation§ T0> 0 and a fracture will never be
self-generating iﬁ a Wellbbre (as would happen if SH > 3Sh); |

The concept of initiating a fracture in a 2-dimensional elastic

medium ignores the possible creation of a horizontal fracture as the

- fluid pressureﬂatts only in a radial (horizontal) direction. However in

the sealed interva1'of a wellbore it is possible that an axial force may
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be generated due to fluid pressure acting on the packers and/or the
bottom of the well. 1In such cases a horizontal fracture may be initiated

and the breakdown pressure becomes o P

Po=Sy+T,-P, (3) .

v

The effect of the fluid in the wellbore permeating into the forma-
tion will have a significant effect on the breakdown pressure as has.been
observed repeatedly in the field (Howard and Fast, 1970). In this case
the stress field is found by superimposing the three principal tectonic
stresses, the stress field caused by the pressurized wellbore, -and the
fluid pressﬁfe created by flow of fracturing fluid intovthe reservoir
(Haimson and Fairhurst, 1970). Their resu1t;nt calculations for |
‘breakdownﬂpressure_for a porous formation, designated by the superscript

.p és Pb’ would be especially applicable to stimulation work in some
geothefma] reservoirs or in oil reservoirs. In these situations the rock
permeabi]ity, k, could be fairly high and large fluid invasion wouid be
éxpected near the wellbore. This effect could also be created by very
1ow pumping‘rates which wogld also permit fluid invasion before

breakdown. Haimson's formula for PE for a vertical fracture is

T +35, -8 - P ' .

PE N 1-2y (4)
2 -2 )
where Vv is the Poisson's ratio and
C
a = ( .__C_r)
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_1n which Cr is the bulk compressibility of the solids and Cb is the bulk

compressibility of the porous rock.

Equation (4).1$_the_same as (2) except for the term in the denomina-
tor. If in very stiff fqrmatioﬁs v is bounded by 0.5 and the coefficient
a by\l.O,_ﬁhe value of Pg_would vary betwéen one to onefhan the value
for an impermeable rock given by Eq. (2). Haimson also presents. a

calculation for Pg;fOr a horizonté] fracture as-

CSyt TP | |
.sz , (1 2\))O : : (5)

‘where Tg is the tensile strength of the rock in the vertical direction.

- Comparing Eqs. (5).and (3), it is seen that the initiation of hori-
zonta] fractures would be much more likely to occur when fluid penetra-
tibn occurs if there exists a mechanism for stress concentration such as
at thewbotﬁom Qf_the boreho]e or at an intersecting horizontal joint.

Essentially, the above equations state that the fluid pressure acts
fo reduce both the stress concentration and the effective stresses at the
well face. As suéh, the breakdown pressure P, cannot be Tess than the

minimum earth stress_va]uevsh of the formation. However, researchers

‘have reported that fluid penetration does reduce the tensile strength T0

(Forman and Secor, 1974) and increases dynamic Poisson's ratio measured
by acoustic techniques (Pélen, 1978). An explanation for the decrease in
the»breakdown pressure with increased saturation could also be due to
these effects. |

Exper1menta1 resu]ts in sandstones and shales have shown that the
d1fference between the tensile strength T as observed during diametrical
Toading tests and the T0 calculated by Eq. (2), differs only by the

amount of the transient pore pressure Po (Dunn, et al., 1978). This
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would suggest that if the pore pressure distribution was known in the

near wellbore region, its value could simply be subtracted from vato get

~an estimate of Pg. It also suggests that as the rate of pressurizétion -
increases that Pg wonld increase due to the smaller. pressure transient

in the formation. This has been partially verified by Haimson and
Fairhurst (1969) who attribute the increase in the permeable breakdown
pressure,'Pg, with pressurization rate to an elastic sfrain phenomenon.
Using permeable hydrostone sampies with a centrally located borehole the
initiation or breakdown pressure Pb was measured-forvpermeab1e (open
hole) and impermeable (rubber-lined borehole) conditions. While Pg
increased with pressurization rate the agreement between Egs. (4) and (5)
and experimental results was not conclusive. The values calculated fbr
PE with Eqs. (4) and (5) were only lower bounds for the experimental
results.

Medline and Masse (1979) investigated the response of fracture
inifiation pressure to flnid penetration involving uniform radial and
variable axial (direétion parallel to the wellbore) stresses. Using
Biot's (1956) equations they derived identical expressions to Egs. (4)
and (5). However, when plots of PE vs. the applied hydrostatic pressure
were ana]yzed, it was found that while fluid penetration reduced the
breakdown pressure it did not change the slope of the curves. This would
be predicted applying Biot's poroelastic theory in deriving Eqs. (4) and
(5). At best then, all that can be conclusively stated is fhat the
effect of fluid permeation at the wellbore face acts to lower the

fracture initiation or breakdown pressure Py, due to a variety of possible

effects.
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- the magnitude of the horizontal stresses-S

rock compressibility‘and porosity, '

Estimating Breakdown Pressures:  Fracture Gradients

The pressure required to fracture a formation, Pb; is- dependent on
h and Sy ‘and on the ratio. of
these_Stressesci In general, the observed fracture breekdown-pressure,
Pys increaSes with depth. Based on simple theory a "fracture gradient" -
can be calculated. Fracture gradient may be defined as the ratio of

breakdown pressure to depth. In some of these calculations it is assumed:

that the material obeys Biot's (1956) relations, i.e., linear porous-

~elastic behavior, and that the horizontal stress in the formation is - -
‘related to the overburden stress by the dynamic Poisson's ratio which:

_shou]d;be used in transient stress problems.. Felsenthal and Ferrel

(1971) present a fracturing gradient equation that is independent of

Biot's lawsas:

R R e R (e

w

.where’SV is the overburden pressure,
\ D is the formation depth,

Pe is the shut in formation pressure,

and other terms are as def1ned above. Th1s value ca]cu]ated 1n Eq (6)
mu1t1p]1ed by the expected depth pred1cts the expected breakdown pres—
sures used in des1gn cons1derat1ons A s11ght1y d1fferent form was
derived by Anderson, et a] (1973) wh1ch took 1nto account the effect of

b v v, (a3 ®»m oy
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where Pp isvthe pore pressure and a is as defined in Eq. (4), usually
.given the value of 1.
Two facts are readily apparent from Egs. (6) and (7). The first is

that P,_ does increase w1th depth if v is re]at1ve1y constant and 1f the

b
formation fluid pressure Pe or Pp increases with depth due to hydrostat1c
head. The second is that, forvcases where the formation fluid pressure
is much ‘less than the overburden stress Sv, Eq. (7) predicts a frecfure
pressufe twice as high as Eq. (6) in the 1imit where Pe = Pp‘= 0. qua-
tion (7)-c0u]d,predict for a sufficfent]y elastic rock (i.e., v>»0.33)=a
situation where the fracture gradient wou1d'actua1]y exceed the litho-
static gradient pressure in a low fluid pfesshre reservoir;. One wouid
take care in applying Eq (7) in this case. |

One way to cause preferential fracture in a specific format1on wou]d

be to draw down the fluid pressure in the formation. Equation (6) can be

solved for the change in Pb VS. Pe as

oP

BPe T *?

For the upper bound limit on v of 0.5 the fracture breakdown pressure
increeses with respect to reservoir fluid pressure at a fixed depth.
Pressuring'adjacent formafions'or drawing down the pressure in thevone of
intereet,‘may help prevent rupture in unwaﬁted formations. This often
happens in large waste disposal wells. Typiea] fracture.gradients are
observed to fall within a range of (0.5 - 1.0) psi/ft (Howard and Fast
1970) in which the 1atter value represents the lithostatic gradient. In
using either Egs. (6) or (7) care must be taken to avoid large density

contrasts in the overburden where SV must be calculated by an'integrafion
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of the density vs depth cufve. Significant errors have been found when
applying Egs. (6) or (7) to offshore fracture stimulations where the

observed breakdown pressures are less than those calculated, due to the

~density difference of the rock and of the ocean (Christman, 1973).

Fracture Orientatibh

Many:;ésearchérs have réported-labdratory and field experiments
designed to determine thé_initié] Orientation:of the fracture at the
wellbore, its subsequent direction of ﬁfbpagation, and the final fracture
orientation with réspect to known or suspected orientation of the earth
stresses. |

Hubbert and Willis (1957) oriQina]]y proposed that the fracture

would initiate at angles 6 and (é + T) where the direction_of the princi-

pal stress SH would 1htercept the wellbore at an angle ® as seen in Fig.

=3: The plane orientated at ang]e 8 is also perpendicular to the minimum

stress in the formation. In their laboratory experiments with gelatin

molds, it was easy tovcréété both horizontal and vertical fractures by

'physically distorting~avcy]indrica1 specimen by either squeezing it

(causing Vertica1_fracturés) or stretching it axially (causing horizontal

fractures). Later researchers using more competent media were successful

in creating 1aborat0ryyfréctures from smooth H011owf6ylihdefs made of

hydrostone (Haimson and Fairhurst, 1969). The reported values for

‘breakdown pressure as calculated from Eqs. (2) and (3) indicated higher

tensile strengths in the vertical direction, i.e., T; > TO, possibly due

to a plastic skin zone that forms in the borehole and resists formation

, of'horizontal fractures. Medline and Masse (1979) duplicated the

ho]]bw-éy]inder'eXperjments of Haimson and Fairhurst andfalso recorded

the breakdown pressures in a spherical cavity, using reservoir rocks. By

~controlling the magnitude of the applied stresses they generated both
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horizontal and vertical fractureg. Hdwever, they noted that it was very
difficult to initiate horizonﬁa] fra;tures in the hollow cy]inder,tesfs
and even When they did; the orientation of the'fracfure at the wellbore
“was not the same as the final fracture or{éntationv(which was perpen-
dicular to the minimum stress). Also noted was the fact that {h:cased ‘
wells where ffacfurés are initiated through perforations the only plausible
_way-to generéte horfzbnta1 fractures was tb use a thin ring of perforations
that simulates the sphericéT pressure.soqrce theyvuséd‘in their experiments..
The foék sﬁecimens behaved similarly even When notched a]ong:the cavity
~at angles different from'e.'This'obServation that the fracture would
ignore an érffficia] fracture path was borne ouf by.experiménts per- -
formed:on cased ho]esiusing pefforatfons (Daneshy,‘1973a). In cases
where the/perforations did not 1ie on the (6,6 % m) plane, fractures |
initiated on the © plane but did not Eontact the perforations. = This
could explaih anomalous1y higher pressures observed in perforated vs
open hole hydraulic‘fracture treatments in adjacent wells with sfmj]ar
férmation'propertiés. |

The possibiiity'that the fracture orientation at the Welprre may . -
not be the samé as that of the propagation direction 6, due to a non-
aligned borehole-stressfié1d-conditioﬁ‘was investigated by (Daneshy,
1973b). Inhereht in all previods discuésions was the fact that the

in-situ stress directions of S Sh, and SH were assumed to bg oriented

Ve
with respect to the wellbore in the OZZ’ %2Rr*> %00 directions. However,

is not coincident with the stresses at the .

if the stress fie]d_Sh,.SH, v

wellbore, it is pbssfb]e that a stress state will exist that,résu]ts in

S

inclined fractures. Déneshy cured blocks of hydrostone then drilled into
them at ang1es'¢ and B with respect to the horizonta1'p1ane. The fractures

initiated along the wellbore axis then reoriented themselves in a direction
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perpendicular to the minimum stress. The_breakdown pressure also
increased with pressurization rate as was jhdicated by the aligned
‘stress fie]d‘ﬁests of Haimson and Fairhurst (1969). Field experiments
in competent granite (i.e., large tensile strength, To) were carried v
out in mines with test boreholes. Von Schonfeldt‘and Fairhurst‘(1972)
reported fracture orientations were horizontal near the top of the |
test boreholes where stress concentrat1on was not uniform but became
~vertical at some distance down the borehole. This would seem to verify
Athe fact that the prqpagation direction wi]]lbe perpendicular fo‘the
]east compress1ve stress. |

Cleary (1979) attempts to exp1a1n the fact that even w1th ax1a1]y
oriented stress fields, e]ast1c non-linearities may affect the stress‘
field around the we11. In thié case &y ahd @, 1n-Eq. (1) will.not;teke
the elastic values of 3 and 1, respective]y The boreho!e then dfsﬁerts

| into an ellipse with a major axis oriented at an ang]e ¢ with respect to
6. Cleary's calculations indicate that the 1n1t1at1on path fo]]ows the ¢
plane for a distance equal to a only few times the wellbore radius
hefore the fracture orients itself with the 6 plane. Thus televiewer
scans of the wellbore or packer impressions may not give correct fracture
orientationsvwhen the rock is anieotropic or non-elastic.

Zoback et al., (1980) report that hy careful analysis of pressure
data observed during repeated mini-frac operations, fractures may initi-
ate as vertical at the wellbore but "rollover" into hohizohta] fractures
as predicted by Daneshy (1973b). Thus the fhécture can 1n{tiate from the -
wellbore in any one of at least five ways: 1) an initial vertical
fracture extends as a vertical fracture along thevplaneroriented normal
to Sh’ 2)Qver£ica1 fracture orients itself along the 6 plane fhom an‘

initial 6-¢ plane at the wellbore, 3) a horizontal fracture extends in a
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b]ane perpendicular to the overbufden stress, 4) a vertical fracture
initiates from a smoofh wellbore with no stress concentration due to the
packer; but extends horizontally, 5) a fracture initiates horizontally at
the,borehole»bottom-then prdpagates vertically (ro]]s'ovef). Normal
fie]dscaléulations assume types 1) and 3) behavior although 1) will
prevail in the absence of significant stress-complicating factors suth as
rigid packers (Kehle, 1964). |

Field Observations of Fracture Extension

For fields with cased holes the orientation of the fracture is im-
portant'in deciding the preferred directions for maximum sweep efficiency
in water flood operations. That is, the most efficient sweep directions
are perpendicular to the fraﬁture face. However, most cased hole orienta-
tion techniques depend on very long fractures to insure adequate detec-
tion of electrical or seismic discontinuities. Therefore the best
results have been reported in MHF studies (Smith, et al., 1978; Power, et
al., 1976). The methods of investigation used by these authors included
analysis of electrical potential measurements at the surface and séismic
surveys. The field results indicate that the azimuth of the fracture
changes and thus the maximum stress direction may change considerably
over the length of the field. Further ana]ysfs also indicated that the
wing lengths may be unequal. This could be due to a change/in the
stresses at one end of the fracture or anisotropic-properties causing
fracture blunting. In essence, whi]é_the fractures may propagate
parallel to the SH stress orientafion, this direction may change over
the fracture length producing a slight fracture curvature. The effect of
this curvature on design considerations is presently untreated and is not

important if the curvature is small.
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Fracturing in Cased Wells

Mentioned above was the fact that thg process of hydraulic fractur-
ing is complicated if the formation to be fractured is located in a cased
area of the well or when only specific formations are to be fractured
concurently. The perforations used in oil wells are uéua]]y creéted by
explosive charges in the wellbore with "bullets" from this explosion
penetrating the cemented casing and creating communication from the
formation into the wellbore. Thé effect of stress concentration due to
1¥he:perforations complicates the rupture ﬁressﬁre.analysis as pfeéénted
.. .above. Most of the work done on perforation has been experimental and of
a qualitative nature (ﬁaneshy, 1973c). Blocks of hydrostone forméd

- around hollow steel cylinders and placed in triaxial loading cells were
used to represent cased borého]es. Different perforation orientations
(linear along zz axis, helical along the zz'axis, and circumferent1a1
along thé r 6 plane as referenced to Fig. 3) were tested along with open
hole comparisons. Fracture pressures were found to be twice as high
‘using perforations compared to open hole breakdown pressures with the
magnifude increasing as the angle ¢ between the perforation plane and the

-6 plane increased (reaching a maximum at ¢ - 8 = 90°). Since orientation
of the fracture cannot be absolutely determined by field data the helical
arrangement was found to be the most logical since the fracture plane
could possibly intersect one or more perforations. Unfortunately, in the -
use of field tests to determine in-situ stresses, there would be at least
3 additional effects to consider when using Egs. (1) and (2). There is
an added stress factor due to the casing in the wells, added pressure
drop through the perforation, and an additional complication if the
perforations did not lie on the 6 plane. ’Daneshy was able to extend

horizontal fractures from the cased holes, incidentally, but these were
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initiated as vertical fractures from the well previously discussed as
'type 4 behavior.

Fracturing Fluids

Other variables in hydraulic fracture design include the type of
f]uid used during the wellbore pressurizatibn and the type of fluid used
to extend the fracture into the formation. Originally f]ﬁids based on
petroleum and petroleum producté were used'iﬁ hydraulic fracturing.
These included lease crudes, refined oils, and even Naba]m.derivatives
(Howard'and Fast, 1970). In the late sixties and éar]y seventies more
attention was concentrated on the propérties of fluids due to their
various'qffects on fracture extension, fracture width, proppant trans-
port, leak off, and clean-up. Many types of fracturing'fluids have
been used with the'intent of optimizing any or’a11 of these phenomena.
Viscous Newtoniah oils have also been used as fracturing fluids in
hydraulic fracturing. These fluids offer excellent sand transport
properties (i.e., the sand wi]] stay in suspension longer) and will also
create large fracture pressures (due to the large shear forces acting on
- the fracture faces) with a minimum of fluid volume. Unfortunately, such
fluids require very high pumping pressures and high horsepower'and also
create large preSsure drops along the fluid injection tubing. However,
~ if the fluid is mixed with a surfactant and injetted down the tubing
concurrently with an outer annular ring of water it is found that tubing
pressure losses are less than that 6f water alone (Sinclair, 1970). This
is due to s]ﬁppage bgtween the two fluids in a water and oil emulsion
layer caused by the surfactant. These "Super Frac" f1uids with viscosi-
ties of 500 to 100,000”cp would be delivered to the fracture face with
_ minima] tubing pressure drop. An added benefit of these fluids is that |

with such a high viscosity, penetration into the fracture walls (leakoff)
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is very low (Kiel, 1970). However, in gas well stimulation the formation
may not have sufficient pressure, or transmissivity, to displace the
viscous oil based fluids back out of the fracture and intp the wellbore
during fluid cleanup. Viscous, water-based non-Newtonian fluids have
been used for these types of for&ations. These fiuids of fer lower vis-
cosities (<500 cp) than "Super Frac"}f1uids but with much better tempera-
ature stability, improved cleanup, and are ]ogisticaTTy much easier to
use. |

Polymer emulsions have been used increasingly in hydraulic fracture
stimulations (Sinclair, et al., 1974). In these systems a polymer and a
sdrfactant mixture creates an emulsion with about 50-80% oil phase by
volume. This emulsion is temporarily stable with viscosities in the
100 cp range during the injection and extension phase of the process.
However, the polymer degrades with time and temperature and the fluid
breaks down to lower viscosity oil and water phases, which facilitate
fracture cleanup. These systems also are usually cheaper than the high
viscosity fluid systems described above, depending on the cost of the
polymer and surfactant. These polymers have typically been guar gels.
However, if the guar polymer breaks down incompletely it will leave a
residue in the system on the fracture face (Cooke, 1975) and creates
fracture formation damage (or fracture skin). Gas fields are much more
susceptible to such damage due to their inherent low permeability and
other polymers with lower residue, and higher cdsts, have been used.
These polymers include cellulose and polyacrylamide, whith is a synthetic
polymer. Liquid carbon dioxide is added to some treatments as a pre-
cursor fluid (often called a pad). The carbon dfoxide pad easily perme-
ates the formation ahead of the high viscosity fluid. During cleanup,

the solution gas from the CO2 aids in "cleansing" the pores at the rock
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face (the skin zone) helping minimize thisvdamagé (Jennings and Spréw]s,
1977) although it does increase the pressure drop in the tubing (Mathias,
1971). While these fluids using guar based polymers are cheaper and
easier to mix than the other fluids, their apparent viscosities are much
lower. A recent refinement is the addition of a cross-linking agent to
the guar and gdar residue based polymers. This created crosslinking
between the guar mb]ecules raise the‘viscosity of the emulsions by up to
an order of magnitude and occurs as the fluid is pumped down the wellbore
(Free, et al., 1978). This allows a high viscosity fluid to be injected
into the formation (with its characteristic better sand transport and
higher pressure drops), even though the apparent injection viscosity is
'muchv1ower.

Temperature Effects on Fracture Extension

- In most wells there is a significant change in temperature between
the surface and subsurface formations due to the natural geothermal
gradient of the earth. Design calculations are usually baéedvon the |
assumed viscosity of the fluid at the réservoir tenpérature. This is at
.best an equilibrium assumption and is not 1ikely to happen especially at
moderate to high pumping rates. The fluid penetration in the reservoir
will also affect the heat transfér at the face due to the thermal skin
effects or b]ockage (Sinclair, -1971). A pad fluid is sometimes used in
high-temperature wells ahead of a more viscous fracturing fluid. The
relatively cooler pad f]uid penetrates the formation and increases the
local heat capacity of the rock, reducing the conductive heat transfer
from the reservoir to the fracture féce. If this "precooling" is not
-included in the design it is possible that a conservative estimate of the

fracture properties may result (Whitsitt and Dysart, 1970). These
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properties are dependent on the préssure drop in the fracture which is
dependent on the apparent viscosity of the extension f1ujd.

Fracture Closure

One of the parameters in hydraulic fracture design is the fracture
width, w, or the width of the fracture after a pressure drawdown is
reestablished and the well returned to production. While the fracture is
extending, its faces are being held open by a fluid extension pressure,
Pext’ which is greater than the minimum earth stress Sh._ After the fluid
pressure is released, the fracture faces will return to their norma)
(closed) ‘position if the formation behaves as an elastic medium. Some
agent must be introduced during the extension phase that will keep the
fracture faces from closing. These agents’have commonly been acid washes
and sand proppants (Krueger, 1973, Howard and Fast, 1970). The use of
acid is restricted to formations. that will dissolve in the acid phase
(1imestone and carbonaceous shales). The use of acid when possible is
desirable due to the lower viscosity and pressure losses of the acid
solvents and the ease of app]icétion (i.e., not having to prepare fhe
fluid-proppant mixture). The amount of rock that is chemically eroded is
a function of the strength of the acid when it contacts the fracture
face. The strength of the acid in the fracture is a function of not only
the injection rate but also fracture geometry, temperature, and rock type
(Willjams and Nierode, 1972). It is reasonab]e'to assume then that the
width of the fracture during production would also be a function of these
parameters. This would result in a fracture geometry which strongly
affects the local permeability of the fracture. Before consideration of
the fracture geometry, however, and its relationship to the viscosity and

pumping rates, the topic of fracture proppants will be introduced.
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Fracture Proppants

The variation in proppant placement and types significént]y affects
| the permeability of the.fracture. Due to the increasing sophisticatinn
of 1abnratory techniqués, the behavior:of tne.f]uid-proppant-fracture
system can be duplicated under controlled conditions (Iwai, 1976). -There
are two basic types of proppants: deformable (e.g.; crushed walnut
shells); and "rigid" e.q., sand or glass beads. The defnrmab1e proppants
would be nsed when tne formatipnsAare made of very weak rockvthat'wou1d
imbed a stiffer sénd grain into the fracture face. Sinée‘the» ) o
perméabi]ity of a propped fractune is many times larger than the
‘ fnrmafion.permeabi1ity but Tower than an acidized fracture (of the same
| width):induétry trends have been towards injecting 1ar§e volumes of
proppants with fhe intent of keeping a large area of the fracture propped
open'(Cnulter’and Wells, 1972): -While the dimensions of the fracture
plane as depicted in Fig; 2 are h and xf,'the producing or éffective
fracture dimensions he, Xfa may be considerably lower. A prob]en‘occurs'
when the proppant concentrations are so high or the viscous transport so
low that several layers of prnppants build up. An ideal design would be
a proppant monolayer but the density contrast of the particles with the
fluids is still so large thét even with highly viscous fluids a sand bed
can be formed. When the fluid pressure is released and the formation
begins to close the proppant particles may be-cruéned, reduning the
pnbppant permeability by as muéh as two orders of magnitude (Séide] and
Stahl, 1972). |

This crushing effect may be reduced by mixing smaller and larger
grain sizes, with the maximum grain size being one-third to one-fourth of
the maximum fracture width (w111iams,_et 51., 1973). The crusning effect

will reduce the average size of the proppant particles and create very
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small fines that may flow towards the wellbore. In sufficient concentra-
tions, these fines may act with the smaller proppant particles to form an
invertéd filter and Sévere1y reduce or choke flow near the wellbore by

reducing the local fracture pérmeability.’

Fracture Design

'Many assumptions are made in the calculation of the fracture dimen-
sions (van Domselaar and Visser, 1974). These include: 1) the fracture
growth is vertically confined and thus extends primarily in the horizon-
tal direction as a vertically oriented planar fracture; 2) the fracture
extends symmétrica11y.about the well; 3) fracture dimenéions are governed
bynidealvelaéticaiheory; 4) fracturing fluids and proppants"move with the
same veTOcity with piston Tike displacement with hd settling of the
proppant; 5) leak off in the formation is proportional to 1/ vTime.
On'thfs basis the calculation of fracture growth is based on a material
balance

t Xf
§Qdt=n § wodxe+2h§ q.f dxe (9)
0 0 - .
where xf'is the fracture length at time't;
Qs the surface volumetric injection rate,
h is the fracture height,
We js the fracture width as a function of Xes
qy is the leak off at time t as a function of Xe and,
n is the unit vector normal to fracture surface.
‘fThis'equation‘simply stateS‘thét cumulative fluid input is equal to
the volume of the fracture plus the volume of fluid that leaks off into
the formation. In this balance it is also implicitly assumed that the

> S, and that leakoff in the

fracture will extend ;t a pressure Pext h

.
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wél]bore is negligible. While many of the calculations by various au-
thors all use a variation of the material balance equation, differences
appear due to the_re]ationship'between the width of the fracture, Wes and
the fracture length, Xf.
?erhapé tﬁe,ear]igst such calculations were'presented.by Howard and
uFast (1957) who assumed a coﬁstant fracture width and constant pumping

rate, Q;. The relationship between the area A of the fracture (= hx.)

and the time was given as

where - B=2C YTt/w,
t is the time,
C is the fluid loss coefficient and the comp]ementaryv

error function is defined as
erfc() = 2 f e  dy .

While this equation is somewhat unwieldy simpler forms were later derived
where the fluid loss coefficient is only considered to affect the frac-

ture dimensions at large times.

Fluid Loss Coefficient

The fluid loss coefficient is evaluated from laboratory tests using
the fluids and cores from the field. The flow coefficient, C, is defined
as the relationship between the leakoff from the fracture, q, and the

reciprocal of the square root of time. This relationship is develbped in.
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Appendix A as
—9—
g vt

C is usually tréated as a combination of two constants, C11 and CZZ‘ The
| first, Cli; is defined when time = 0 and is described as the spurt loss
coefficient and the second; C22, is a constant property value for t > 0
(Williams, 1970). As seen from Egs. (9) and (10) as the fluid Toss
coefficientvincreases the fracture volume must correspondingly decrease.
When low viscosity fluids and/or high permeability formations are present
fluid loss additives are sometimes used to build up a filter cake on the

formation face and restrict fluid loss.

Fracture Geometry Parameters

_.The‘concépt_of variable fracture width, wf,'is often treated by re-
lating the shape of the growing fractufe to the shape of an equilibrium
‘flat cavity in an elastic material. Assuming a uniform pressure, the
cross section of the fracture in the x-y plane (Fig. 4a) is assumed to be
elliptical (Sneddon, 1951). Usihg the e]éétic properties of the
formation, relationships between the width, w, and the fracture length
can be derived. AGeerstma and de Klerk (1969) solved for w and found a

dependence of the maximum fracture width, W (at the wellbore) with the

max
fourth root of length as

W _ uQ L\ 1/4 '
. max = 2.1 (—G'—h'— A (126)
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~ Figure 4a Elliptical Cross Section and
_ Uniform Pressure Distribution

i\,|§ '

-Figure 4b Corrected Cross Section and
Polynomial Pressure Distribution

€€
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where uis the fluid viscosity,
G is the formation shear modulus,
L is the instantaneous fracture length and

all other terms as. defined above.

- For a horizontal fracture the dependence is
uQ,R \1/4
“max = 2 (—-é—) (12b

‘where R is the maximum fracture radius.
For a very large fractufe it wés found that_a simple relationship between
time and the length of the fracture was given by

vt :
- vertical case (13a)

_31';
i

) 2 . \1/4
R=1/fQt ~ horizontal (radial) case
_ . (13b)

Kiel (1970) presents equations for fracture width based on an
equilibrium shape distribution for constant pressure acting along the
fracture but corrects for the stress concentration at the fracture tip as
seen in Fig. 4b. Kiel's results show that the width of the fracture is
proportional to the 1engthzand the average pressure in the fracture and
that the length, L, depends on the square root of the ratio of the
pumping volume divided by the fracture pressure. Kiel's equations are

included in Appendix B.
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Another form of Eq. (9), Eq. (14), was presented and solved numeri-
cally by Nordgren (1972) using a finite difference technique

..a..g. ) @...A. = .
X * q] +_at .0 v (14)

where q = q(x,t) is the volumetric rate of flow acroés”the'constant.x
plane,
4y = q](x;t) is the loss to formafion per unit length at x and

A = A(x,t) is the cross sectional area at x.

Nordgren's results presented in graphical form show a linear re]ationship
between the log of a dimensionless length, LD’ and the log of dimension-
1ess‘time, tD,'ahd a similar 1dgarithmic‘re1ationsh1p between a.dimension-
less width, Wy aﬁd tD (LD, tD’ w, are defined in Appendix C). At large

~time these solutions are expressed as

ot
A 1/8 '
Wnax = 4 ﬂ3 o t o (15a)
_
L = —TF— (15b)

where all terms are as defined previousiy; Note that Egs. (15b) and
(13a) differ by a factor of two. : o
To compare Egs. (15a) and (12a) insert the expression for L in

Eq. (13d) into Eq. (12a) to obtain
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Thus Woax calculated by Nordgren is proportfona1 fo the square robt of
Woax @S calculated by Geertsma and de Klerk. This difference is probab1y
due to the fact that Nordgrén assumes an elliptical cross section for
A(x,t) while Geertsma and de Klerk assumé a cohstant cross section over
the fracture height. Nordgren's approximations for small time L (or no

fluid loss) are

2\ 1/5
(1-v) Q
max = 2.5 ——G—H-——l' tl/s : (176)
v 3 :
G Q
L= ose — L s - (17b)
(1-v)uh ‘

Daneshy (1973d) later modified Kiel's work by assuming a polynomial
pressure distribution in the fracture and also aésuming that the fracture
tip always moves ahead of the fracturing fluid. Thjs assumes that. the
fracture is only pressurized over an effective fracture length Xe such

e
e <L (L = max fracture length). Calculating an equivalent pres-
e

that x
sure acting over xfe by integrating the polynomial distribution over L,
a numerical iterative method was used to estimate We and Xge The results
presented tended to agree with calculation of Geertsma and de Klerk but
were independent of the Poisson's ratio and of the stress, Sh. Daneshy
correctly points out that the accuracy of these calculations dependé on

the validity of the constant height restrictions assumed by all the above

authors.
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Extension Pressure

vap]icit]y assumed by the authors in the above section is the fact
that during extension the pressure in the fracture exceeds the value of 
the earth stress, Sh’ and is the only requirement for extension. Thus,
as long as Pext > Sh'the fracture_extenéion will proceed. It is accepted
that the minimum extension,pre§sure is S, (Hubbert and Willis, 1957).‘

Geertsmé and de Kierk (1969).derived an expressibn fbr.thé pressure

at the wellbore needed for extension as:

2Gw

=S, —> ' (18)

As the length of the fracture incréases the fracture pressure (assumed
uniform) decreases to Sh forvvery large L. This‘is evidenced by many
field (Howard and Fast, 1970) and laboratory observations where the
value of'Pext is greater than or equal to P,/2 (Medlin and Masse, 1979).
However, for weak or extremely permeable rock the pressure may build up
to Sh. This is evidenced by successive stimylation cycles when the
initié1 fracture is repeéted]y pumped and then bled-of f (Zoback, et al.,
1977) or when the fracturing prbcess extends along'preexisting natural
paths. In operations where large fluid viscosity and constant pumping
rates are used the observed pressure.w111 build up to a value larger than
_Sh due to the pressufe drop é1ong the fracture. Thus, very viscous
fluids are not apbropriate‘for in-situ stress determination_of Sh unless
‘a correction factof-can be added to Egs. ((1tod).

Analysis of Constant Geometry Systems

While a large part of this review has concentrated on the techniques
and fracture processes involved during hydraulic fracturing, a similar

treatment will be made for analyzing flow in a stabilized
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fracture system. After the well hés been stimulated and returned to
production it is often tested to determine the fixed or “constant
geometry" dimensions the fracture will assume after the fractures begin
to close. In this instant the fracture permeability is determined by the
proppant bed. After the system stabilizes the fracture geometry is fixed
~and attention is focused on the effect of the fracture properties on well
production. This is usually expressed in terms of increased production
ratio i.e., the ratio of the well's production from the fractured
reservoir system to the production recorded during pre-stimulation
conditions. Other analyses have led to generation of pressure buildup
data (type curves etc.) that are used to analyze pressure transients at
the wellbore in order to esfimate the fracture geomet}y, permeability,
and damége. The informétion in terms of production ratio is always field
related and.is quantjtative in nature while the use of pressure drawdown
data is qualitative (or analytical). |

Tﬁe vé]ue‘of using the production ratio of the well to express frac-
ture,behévior may be somewhat limited. The’basic_reason is that if the
production measurements are taken right after stimulation, the effects
of c]eénup, skin‘damage, choking, etc. may still be affecting the flow
capacity of a we]], depending on the magnitude of the effective perme-
abi1ity of the formationl(Morse and von Gonten, 1972). This effett is
most noticeable in gas we]]s.} In MHF applications the true well per-
formance might noﬁ be realized for many years. Morse's estimated minimum
value of formation permeability that would permit the successful use of
the production ratio is 10 md, which is well above the range of formation
permeabilifies encountered in MHF operations. Thgs a great many of the
hydraulic fracture syétems should rely on the qualitative method for

post-stimulation analysis.
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The qualitative or analytical investigations for the problem of a
well intercepting a vertical fracture are based on a similar physical
model. This cOnsists Qf a-well of radius " that fully penetrates a
formation of height h and intercepts a rectangular vertical fracture that
fu11y penetrates thé formation. The fractu;e js symmetric with a half-
length of X¢ and bermeabi1ity, kf. The propped width, w, of the fracture
_is aésumed uniform. The fracture is centered in a resérvoir'of radius;
ras with a constant boundary pressure, Pe (the radiQs re may be infinite).
The model is depicted in Fig. 5. The rock permeabi1ity,bk, is also
assumed constant. The term “"fracture conductivity" is used to describe
the relative ability of the fracture to produce fluid compared to an
ideal infinite capacity fracture in which no pressure gradient exists.
This term is often defihed by use of the fracture conductivity, wkf,
in a dimension]éss fracture conductivity parameter in the form of (wke/kxg)B,
where B is some constant; Thé.parameter of dimensionless fracture
conductivity used in this work will be defined {n'Eq. (19) to be consistent

with current authors

=t | (19)

where Cr is the dimenéion]ess fracture conductivity,
| w is the fracture width,

kf,k are the fracfure, formation perheabi]ities and‘v

xf is the propped fracture ha]f—]ength;

Infinite Fracture Conductivity

Prats (1961) so]Ved the prob]em of steady state flow to a fractured
well using conformal mapping to break up the flow field into an elliptic

region near the wellbore to represent the fracture and an outer region to
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Figure 5 R‘epresentation of a Well Intersepting a
Single Vertical Fracture
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represent the reservoir. For an incompressible fluid Prats found that
the flow to the infinite conductivity well-fracture system could be
treated as f]ow to a radial system with an effect1ve wellbore rad1us
"we® of one-fourth xf. The effect of sk1n damage was not s1gn1f1cant if
the damage was restricted to a zone of one inch or 1ess. The effect of
using a compressible f]uid wés investigated by Tater researchers (Prats,
et al. 196?) for the case of an 1nf1n1te conductivity fracture The
compress1b1e case 1ntroduces the effects of time on the system and the
results indicate the product1on rate dropoff could be ca]cu]ated 1f the
fracture'penetration, xf/re, was less than 1/2. Conversely the hroduc-
tion rates could be used to calculate the degree of penetration if data
before and after fracturing is known. At large times it was agajn.found
that the fractured well behavior was the same as a radial system with " e

equal to one-quarter of the fracture half-length, Xge

Steady State Fracture Flow Behavior

Analysis of pressure behavior in we]]s shoh]d indicate approximate
radial f]ow}behavior after 1ong'times fpseudo-steady state behavior). The
form of this large time relationship between the observed pressure
drawdown for a fractuhed well vs time was estimated by van Everdingen.and

Meyer (1971) using an elliptic flow model as Eq. (20a).

P

e, Toe © 1/4 1n (TDf) + .809' | (20a)

Df

is the pressure drop in the we]],'and
pf , v
TDf is the dimensionless time = kt/cpucxf2 .

where Pe T

The correspond1ng expression for the unfractured well would be
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=1/2 in(T

) + 0.809 | (20b)

a,Tp D

where Pa,TDvis Fhe'prgésure drop in the well.
Thus the pseudo-steady state behavior of a "fractured" well would differ
‘marked1y from the behavior of an unfractured well during a pressure draw-
down.tést. However, much jarger'times ére requiréd for the fractured
well to éssume this pseudo-sfeady state béhévior. Van Everdingen derived
these equations by treating thevfracture'fegioh as an elliptic flow
region, hence the'subscfipt e in Eq. (20a). If the external boundary
pressure, Pe’ is known or can be found, then type curve analysis may be -
used to eva1uéte préssure drawdoﬁn tests when.the wellbore pressures are

monitored under conditions of steady volumetric fluid withdrawal.

Type Curve Analysi§

The advantage‘of fype curve analysis is that there is no requirement
that the time should be very large before the sofutions becbme
appiicabie._”Type.curvés are plotted as the logarithm of'dimensionless
preésure, PD, vs the 1ogarithmxof dimensjonless time, TDf; A similar
plot of field data will métch the appropriate shape of the correct type
curve with only a trahs]ation of the valuesvof the axes. The amount of
translation in the axes indicates the geometric parameters of fnterest by
comparing the values of real time and pressure vs their dimensionless
- counterparts. The initial solutions for type curve analysis for fracture
applications were for the case of an infinite conductivity fracture,
i.e., no pressure drop in the fracture, and for a uniform flux fracture
(Gringarten, et al., 1974). Uniform flux describes a situation when a
constant flux per unit area is entering the fracture face from the

formation. The external boundary dimensions for the system are either an
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1nfinitezre or a fixed square drainage dimeﬁsion, Xgs SO that Xf/xe is a
variable parameter. Gringarten solved the above prob]ems qsing ah
analytical technique employing source'and_Greén's functions. The solu-
tion for the respective cases appears in Appendix D. For values of
dimensionless time TDf > 3, the infinite conductivity solution for a

closed boundary takes the form of Eq. (21)

Pw T =1/2 In(T +1.100 (21)

p{Tof) o)

which is twice the siope found by van Everdingen for elliptical fracture

flow, Eq. (20a). For smaller times the solution takes the form

Po(Toe) = Ve

of (22)

wD

which has a slope of one-half on a log-log plot. This is called the
linear flow period when flow initially is governed by linear flow at the
fracture face. The corresponding large time solution (TDf > 2) for the

uniform flux solution is

(T

P, = 1/2 (In(Tyg) + 2.80907) o (23)

p(Tp¢)

Here a radial flow period is evidenced in agreement with Prat's earlier
work. |

Gringartenvand Ramey (1974) presented a similar treatment for hori-
zontal fracture. They found that in addition to a "linear" and "radial"
type flow period there was a definite transitional period in between.
Gringarten, et é].,(1975) conclude that the uniform f]ux solution will
match the pressure drawdown data of a'natural fracfure system better than

the infinite conductivity solution (which fits hydraulically fractured

wells better). The reason for this is the permeability contrast of a
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hydraulically fractured well is more likely to lead to high Cr values
(Cr o« kf/k). Most hydrad]ic fractures, when propped, would show a much
larger permeabi1ity contrast with the natural formation than would a
native fracture. Later authors'commented on the use of the Gringarten
typé curves for analysis of field data (Raghavan,_l976). The effects of
wellbore storage would modify the very éar]y time data giving the type
curves another characteristic slope of unity. This unit slope can easily
be seen from the fact that if the initial volume of the wellbore is
vV = ﬂrSh.then the change in pressure in the wellbore for early time
(when there is minimal flow to the well from the formation) is related
to the change in the fluid volume by

) v - Q1 t

P . - ow(t) = (24)

Thr
W

whefe.
Q1 is the constant pumping rate,

Pws’ ow(t) are the static, flowing wellbore pressures and

V is the volume of the fluid in the wellbore.

From Eq. (24) it is seen that the graph of the log of quantity

h(Pe - Pue)/Qy Vs the log of t/mr 2 will be Tinear with a unit slope.

WS
Using the conventional definitions for PwD = 21rkh(Pws - ow)/qp, and TD

= kt/q)pcr2

, then log PwD = log TD plus a constant. If TD is replaced
with be = kt/¢ucng then log PuD = log Tof plus another constant. This
early unit slope could dominate the early time data if the initial fluid

volume, V, is large enough.
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The Effect of Fracture Skin on an Infinite Conductivity Fracture

The importance of the concept of fracture damage or I"skin" was
recognized relatively early in analyzing poét production data. Van
Poolen (1957) used electrical analogy models to study the efféct of -
fracture skin damage on flow rate. Most field skin damage is located
- within one fnch'of the fracture plane and the resultant permeabi]ity”of
this zone is reduced up to 95% of the undamaged formation. This one-inch
skin damage had a small effect on the steady state flow capacity, a fact
that Prats (1961) later calculated. However, the relative amount of flow
restriction was important if skin démage was greater farther from the
well. Over 40% of the total flow entered the infinite conductivity
fracture in its“last 10% of length which made the system potentially
- susceptible to reduced production if the skin thickness increased with

the“fractdre ha]f—]ength, X+ Foftunate]y, the skin thickness is pro-
portional to the exposure time of the fracturing fluid to the fracture
walls which causes the skin thickness to decrease with fracture length in
.field applications. |
In gas formations that are much more sensitive to fracture fluid

invasion, attempts have been made fo correlate skih damage with turbulent
f]ow.in fracture (Tannich, 1973). This was explained by Raghavan (1976)
by his conclusion that skin_cou]d be treated és mathematically equivalent
to reducing the fracture cbnductivity. However, since fluid turbulence
can also be effectiveiy treated as reducing the fraﬁture conduétivity,
the effects of skin and turbulence are hard to distinguish.

~ The effect of fracture length in gas formations is important since

if the field pressure is low and the fracture length long, then fluid
_c]éénub may never be complete near the fracture ends (Hoiditgh, 1979).

Heré_the effective fracture length, Xeas is much lower than Xg. However,
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while long fractures in high pressure gas reservoirs may take a long time
to clean up, they suffer no permanent production damage but rather just
a delayed response.

Finite Conductivity Fractures

The concept of infinite fracture conductivity must be considered in
terms of a more realistic assumptioﬁ. A fracture propped over its height
with fine mesh sand may exhibit a fracture flow conductivity, wkf, that
only exceeds the formation conductivity, kh, by a few orders of mag-
nitude. Thus Cr may have a value on the order of 1.0 especially for long
thin fractures. Cinco-Ley, et al. (1978) presented a solution for an
infinite reservoir finite capacity fracture based on analyzing the flow
in the fracture and the flow in the formation separafe]y, again using
Green's functions.. The two solutions were numerically matched using the
common flux boundary condition and by discretizing the fracture plane
jinto a finite number of fracturé elements. The §o1ution was numerically
iterated until it agreed both oh the boundary condition and also did not
Ichange as the number of elements increased. The solution depends on two
variables A and B defined as
_ kg 0y

_ WO et _
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Cinco—Ley, et al. conclude that in the abseﬁce of fracture storage,
A and B could be combined to define the dimensionless parameter Cr’ as
defined above, i.e., Cr = AB. For values of Cr > 500, Cinco-Ley found
excellent agreement between his work and that of Prats for large .values
of dimension]éss time and Gringarten's solutions for ]arge xf/xe (that
is the finite radius boundary effeét is not noticed). Cinco-Ley, et al.

concluded that the amount of flux into the latter fracture half decreased
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as the fracture conductfvity decreased. Thus a small fracture would
yield the'samé production as that of a longer fracture for low values of
‘the'dimensidnless_conductivity ratid Cr' 'Cinco-Ley_and Samaniego (1977)
added the effects oflwe]]bore stofage and skin damage to their finite
conductivity solution. |

Quantitative treatments for finite}conductiVity fraétures resulting
from acid treatmeht_(Novotny,.1977) and two-phase flow (Raghavan, 1977a)
have been presented in the literature.. Finite fracture conductivity
solutions 1nvo1ving a fu]iy numerical method using finite difference
- (Agarwal, et a].; 1979) with no wellbore storage and infegra] finite
difference techhfques (Na?asimhan and Pa]en, 1979) including wellbore
~ storage have recently‘abpearéd.' |

Calculation of Fracture Orientation

‘The uée of analytical solutions to predict fracture orientation was
suggested py Komar, et al. (1973) by using preséure tests in observation
wells to corrgléte the fracture orientation with surface phenomena.

Using thé increased tfansmissiQity of the fracture, Pierce, et al. (1975)
investigated the difference in.the.time 1ag'between a pulsed well and
observation wells before fracturing and the time.1ag after fracturing the

source well. This allowed a computation of the fracture length X¢ as

.\ 1/2

LAy - _ l/ k. '
Y A ()
where TLA’ TLB are the time lags after and before fracture and.

r is the distance between source and observation wells.
The constant 0.005 in the argument of Eq. (25) was the expérimenta1 value
relating the fracture permeabﬂity'kf with the effective fracture perme-

ability, F.k. (i.e., F

ks = 0.005).

f
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Uraiet, et al. (1977) used Gringarten's (1974a) solution for flow in

an infinite system (i.e.,-xe =re = ®) to find the dimensionless pressure

drop for an observation point removed from the wellbore a distance ry and

x2 + y2, where

at an angle T from the fracture plane. Here D = (l/xf)
x and y are measured from the wellbore. Cinco-Ley and Samaniego (1977b)
extended Uraiet's work by incorporation of finite fracture conductivity.
The effect of finite fracture conductivity was very pronounced on the -
results as it delays the pressure pulse in the fracture. Interpretation
of field data assuming the wrong conductivity could lead to serious
errors in estimating the orientation angle t. The above analyses ignore
the effect of wellbore storage which also could have a corresponding
effect of delaying arrival of‘the pressure transients to the observation
wells.

Pressure Dependent Permeability

"The effect of the fracture closure on the permeability of the frac-
tures has so far been ignored in the type curve literature, even though
studies have been made on the effects of fracture closure stress on
fracture proppant permeabilities (Cooke, 1973) and on the quantitative
effects on gas turbulence in flowing fractured gas wells (Holdich and
Morse, 1976).

The effect of stress sensitive gas formations has heen described in
analyzing pressure buildup data (Vairogs and Rhoades, 1973; Evers and
Soeiinah, 1977). However, there has been little reported on the effects
of stress sensitive formation on drawdown behavior and on type curve
analysis. Further treatment of ‘the subject of preésure analysis for

fractures is thoroughly summarized by Raghavan (1977b).
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Summarx'

This chépter has dealt with some of‘the previous work conducted in
the fields Qf hydraulic fracture deSign; operatfons, and post stimulation -
analysis. The intent of this review was to provide an overall understand-
ing of the eomplex processes reievant to hydraulic fracturing-and
identify some key issues needing fﬁrther resolution. The purpose of the
present work is to investigate some of these iééues. The investigation
will be carried out through the use of‘a mathematical model. -

The development of. the model is presented in the next chapter. The
~model is designed for use in numerical simulations. Parametric studies
included with the model included the following analyses: the effects of
fluid viscosity, pumping rate, and variable formation properties on the
growth of hydrau]ic fractures; pessible control of the initial fracture
growth to preVent undesirable vertical extension; and the usefulness
-of the parameter‘Cr in analysing well testé conducted in systems with

non-linear properties.
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IT1. MODEL DEVELOPMENT

This chapter will present the development of a modé1 designed to
assist in the ana]ysié bf pressure transiehts»observed'in wells inter-
cepting either a fixed 1engthvfracturé or a growing hydraulic fréctUref
Ideally, a method (either analytic or numerical) should be found that
could incorporate variations -in boundary conditions (including flexible
geometry), three-dimensional fluid flow, and pressure dependent material
property variations. That 1is, the model should be able to reflect,
conceptually, the physics of "the problem and have a minimum of‘restrictive
assumptions. = Recent trends toward this conceptual understanding have
become possible with the advancement of both numerical techniques
and high speed digital computers (Narasimhah .and withérspoon; 1977)..

In the present work a numerical épproéch will be ﬁaken.‘ Hopeful}y,
material in this‘chapter will not only illustrate the flexibility of the
particular. method but will a]sonhelp quantify‘the effects that the
ana]ytica] asSumptidns may have on the re$u1ts. Material covered in this
chapter will include: limitations of thévana1ytic models; considerations
involved in a numerical approach; meshes used in the simulation of fiked
length and growing hydraulic fractures; and development of the criteria
used to control the fracture growth in the simU]ations presented in the

next chapter.
A. LIMITATIONS OF THE ANALYTICAL MODELS

Fixed Length Fractures

The analytical solutions for systems with fixed fracture geometry
have been presented for two-dimensional systems (Gringarten, et al., 1974,

Cinco-Ley,et al., 1978). Although a solution for the three-dimensional



is certain]y’possible (Gringarfen and Ramey, 1973)4it has not -appeared
yet. In thé present form, the solutions of Cinco-Ley can handle well-
bore'Storage, fracture skin,>and finite fracture conductivity although
the_analysis does not deal with the prob]ehs'associated with variable
fracture permeability and stress sensitive formations. Another:assumption
in the available fixed geometry solutions is that the influence of
flow from the wellbore face is ignored. The analytic solution treats
the fracture-formation system as being isolated, ignoring the con-
tribution of independent flow from the formation and the wellbore itself.
In cased we1]§ this may be a good -assumption bﬁt in many_we]]s per-
foratiohs.wil1vopen the wellbore face dikectly.td the formation unless
all the pérfokations Tie on the} (fracture) plane. The use of the type
curveAsolutions depend on detekmining'a single value of the dimen-

sionless fracture conductivity parameter, Cr,which may not be unique.

Growing Fractures

Calculation of the geometric properties,such as the aperture and wing
length, of a growing_hydrauljc fracture as it extends from a wellbore has
been done by analytical and numerical techniques, each with some 1imiting
assumptions. for a fracture growing with time the methods used to

estimate the fracture geometry were based on the assumption of a constant

pumping rate, constant leak-off coefficient C, constant fracture extension

pressure, Pext’ and ideal elastic behavijor. In‘practicé a constant
pumping raté has‘becohe,staﬁdardlpr0cedure but is not always practica]Ty
achieved;l The compréssibi]ity of the fluid in the subsurfacevtubing is.
ignored even  though it may affect the pumping pressure and speed of
fracture initiation. The constant 1eak-off coefficient is a reasonable

approximation only when fluid Tloss additivas' are used and the fluid

pressure 1s»re1atfve1y constant over the fracture length. The fact that
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the wellbore pressures are often higher than the calculated Pext (with
use of highly viscous fracturing fluids) indicates that a pressure
gradiént will exist along the ffacture. Thus, while the fracture tip may

be extending at some minimum P the rest of the fracture will be'at

ext
higher pressures, the pressure monotonically increasing towards the
wellbore. The ideal elastic assumpt{on of uniform or near uniform
pressure in the fracture as it extends may not be valid for these cases.
Some researchers have incorporated viscous effects in their impermeable
rock models (Zoback and Pollard, 1978) including variation of fracture
permeability with length. Yet, there has so far been no an]ytica] work
that combines the fracture extension mechanics with fracture-reservoir
flow. While an anlytical solution to the brob]em of a growing fracture
coupled with the fluid flow between well, fracture, and reservoir may yet
be found, the complexity of properly formulating the problem in analytic

terms may be prohibitivly difficult.
. B. NUMERICAL APPROACH

There are, -generally speaking, three numerical techhiques common]y
used to solve problems involving f]uid.f1ow in porous media. One is
the finite difference method (FDM) which directly discretizes the differ-
éntia] equation at each nodal point of the flow region. Another is the
ffnite element method (FEM). This method uses an integral approach to
- solve for fluid flow in the volume surrounding a point in the f]ow region
by summing a weighted average of the f1bw 1ﬁ the volume near the point and
using a set of non-collinear points for evaluating spatial gradients
of potential. The third approach is the integral finite differene method
(IFDM). This is also anvintegra1 technique that relates the change in
pressure in an explicitly defined volume element with the normal flux of

fluid over the volume surface and uses the finite difference approximation
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for measuring spatia]vgfadients of potential (Narasimhan and Witherspoon,
1977). | | | |
Each of the abové methods has some inherent advantages and - disad-
vantages.‘:Finite:differenceriélcbncepfha]]y the eaéiest fo:imp1ement and
has been used extensiveTy by mechanical and petro]edm engineers to
solve prob]ems'in'pbtentia1'theory;" However, finite difference techniques
can become very unéwieldy when non-trivial geometry is used. Finite
e]émentvhas found increasing_use in solving structural pfdb]ems and was
first introduced jn the civil éngineéring discipline. It has since been
applied to potential theory problems with a marked degree of success
(Pinder and Ffind, 1972, Neuman and Narasimhan, 1975). However, while
the finite djfferencé method can be solved exp]icit]y'for small time
stepé, the finite‘e]ément method is often 1mp1icit1y formulated and
procedure1y cumberSoﬁe in three-dimensiohs. The integral finite dif-
ference method, also called the finite voiume method (Thomas and Lombard,
’1979), combines the advantage ofvexplicit'fdrmulation Withvarbrifrary
geometry. It can easily be aﬁp]ied to heterogeneous flow. However, it
uses finite difference (1inear) gradients between grid points (nodes) and
can approxihété steep gfadientsiin pressure potentia]IOnly with small
grid spacing. The method does (as does FEM) permit the use of more
flexible geometry than FDM but handles boundaries of ‘dissimilar materials
in a more-}ea]istic.fashioh than does FEM. For the present work the IFDM
was found to be especially well suited and was chosen as the pfincipa]
method of so]utiqn.. | :

Aspects of IFDM Forﬁulation :

For an arbritray volume 1, the equation of mass conservation for the

IFDM formulation, developed in Appendix E, can be expressed as
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n ki(Pi - Pt pg(zi - z]))Ai’] (¢C)]V](P]t+At - P

)
t
SV, + 7 - (26)
1°1 is1 M Di,] _ At |
where k. is the permeability of node i, .

Pi,P] are thekpressurgs at nodes i,ll,
A is tﬁe interfacial éfea between elements i and 1,
1;1 is the perpeﬁdiﬁu]ar distance between Ai,] and node i,
(¢c)y is the storage coefficient of ‘the material of element 1,
At is the time increment‘between‘time steps in the calcuation,
.p is.the.fluid densjty, |
g is the acce]eratjon‘qf gravjt&,“ _
S] is a fluid scurcevor}term in node 1,
 “ is the fluid viscosity,
oz, s thebeleyation.df node i, and |
| h_is,the number of adjacent nodal elements to element 1.

A sketch df the,geqmetrjc_ferhs défined above for an arbtritrary
three-dimensional nodal g]ehent_is shown in Figure 6. fn areas of
‘relgfiyely steep pressure gradients, e.qg., near.the face of the fracture,
the volume e]éments_wi]] have to be made very_sma]] to maintain accuracy
of the gradient approximation. The meaning of a volume element in
Eq. (29) is completely general. Thus, surface pumps, wellbore tubing,
and packer cayities can be treated.as volume elements. In array notation

Eq. (26) can be rearranged to appear as

AP

. - : (27)
A],m (Pm Pl) MC TS o

nere B is a matrix of conductance elements a,  where a; = K L

where ]’m‘ 1S a ma Y"IX.O conduc aqce eiemen S a] ,m wnere a] Y D] m.

MC] is a mass capacity matrix of the ¢c terms,
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Figure 6 Volume E]emént Representation Used in IFDM Formu1at‘1‘on.
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5 is a source term vector, and

~

Aﬁ] = p - ﬁlt is the vector of pressure

1to + At
and elevation changes in the nodes over a time At.
The size of the largest stable time step depends on the volume of the node

and is equal to (Narasimhan,'etAal., 1977)

My (ee)yYy
stable A

1,m kmAm,1

“pl,m '

n

Howevef, in the present work the time steps allowed by Eq. (28) were

prohibitively low SO an imp]icit formulation of Eq. (26) was used.

Previous Computer Codes \

Edwards (1969) déve]oped an_IFDM code TRUMP for use in the field
of fluid flow iﬁ porous media. Narasimhan (1975) adapted this program to‘
handle the flow of fluids in partia]ly saturated deformable porous
media in his program TRUST. He later genérated a fully saturated version
of TRUST as the program TERZAGI.

- The present work utilizes program HYDFR which resulted from further
modifications in program TERZAGI. HYDFR has provisions for so]vihg the
implicit set of equations either by using'a mixed implicit-explicit it-
erative scheme originally formulated in TERZAGI or by a direct solution
technique (Duff, 1977).

Solution Techniques

The use of iterative methods to solve Eq. (27) is efficient as long
as there are no large permeabi}i;xlqontrasts in'the flow region, when
highly permeable volume elements adjoin volume elements with very low

permeability. Such contrasts will occur during modeling of hydraulic
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fracture systems. Experience gained during this work showed that while
the iterative method was adequate for solving the equations involved in-
‘the study.of a fixed length geometry fracture, the method could not be
gfficiently usedito assist in the treatment'of the growing hydraulic
fracture. Thé direct solution technique employing Duff's direct solver
in programs DIRTER and CCC (Bodvarsson, et a].; 1979) is a]sq used in
program HYDFR. In retrospect, direct‘solution techniques should be used
in such computationally difficu]t problems as the growing hydraulic
fracture if the solutions are to be tractable within a reasonable machine
cdmputation Timit. This conclusion has been reached by other authors

(Pierce, et al., 1975; Holditch and Morse, 1976).
“* C. MESHES USED IN THE FIXED FRACTURE LENGTH SIMULATIONS

General Considerations

| The speed énd accuracy of the IFDM calculations may'be enhanced by
ékéréising care in the desigﬁ of the meshes used in the simulation. The
design of the meshes must téke into account both the shapes of the
elements and the plécement of the nodal points within the elements. The
nodal point placements withih the elements isvcriticaI in determining the
conductancé'between noda1 points since the conductance is inversely prop-

ortional to nodal point separation. For example the conductance element in

'A] m expkessing flow between elements 2 and 3 can be expressed as

.. ky 3P 3 | - (29)
2,3 ulDy 3+ D3 ) :

whérev A2 3 is the surface area common to nodes 2 and 3 and
ky 5 is the harmonic mean permeability.

The harmonic mean permeability is especially useful when there is a



58

permeability contrast at the interface. The harmonic mean permeability

is defined as

_ K k3 (0 5+ 05 5) a0

-
2,3 kp D3 o * k3 Dy 3

where D2,3 is the perpendicular distance between‘the node Tlocation of
element 2 and the interface between elements 2 and 3.

From Eq.(29) is is apparent that different Va]ues of 3 m in the
conductance term matrix KT:;'will arise from changing the position
of the'nodal'points within the elements and thereby the D]’m._ The optimum
Tocation of the nodal elements within the elements is governed by the
gradient of expected flow at local steady stafevcdnditions. The gradient
is expressed as a linear relationship in IFDM. - Thus, for IFDM e1ements
used in cylindrical systems the nodal points are located at the Tog-
arithmic means of the nodal volume to.determine the eptimum values of the
D],m‘ The logarithmic spacing is explained by fhe féct that in
steady state flow in a radial reservoir, the bfesSure gradieht isylinear
in In(r). Similarly, for rectilinear e{ements designed for>11near flow
regions the optimum positfon of the nodal points would be the linear mean
or centroid; |

Since the ffacture technically has no solid volume (other than
proppants), the location of the nodal points'within the elements used to
represent the fracture is re]ativeTy 1mbortant. For fully developed
laminar flow between parallel plates the pressure gradient is Tlinear
(White, 1974). Therefore, the nodal point posifions will be centrally
located with respect to the x (fracture flow) direction, with nodal
spacing decreasing near the wellbore. Thevnoda1 point location with

respect to the y difection (normal to the fracture plane) is at the face



of the fracture elements and thus the value D],m between the fracture
element and the first formation element was zero.The nodal point location
.is placed at the fracture face since there is no pressure gradient across
the width of the fracture and no contribution from the fracture elements
in calculating the conductance terms am in Eq. (29).  The product
of the cdnductance terms with the factor ng is called TRAN in the
programs used in this study. TRAN represents a fluid conductance, i.e.,
the amount of fluid flux per unit change in fluid potential. TRAN will

be used in this work to .refer to the fluid conductance value for each

individual element connection. The TRAN value for flow into the fracture

face must be independent of the fraCture_conductivity_as the fracture
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conductivity is only defined in terms of flow within the plane of the

fracture.

Deformable ("Breathing") Fracture

A fracture which has an'aperture that varies with the difference in

pressure between the fracture and the formation, i.e. a stress dependent

formation, is called a "breathing" fracture and is treated in a very

general manner. The computer codes have the capability of storing

non-linear pressure dependent permabilities. Thus the values cited in

the literature of presSureAdependent_proppant permeabilities could easi}y
be assigned to the fracture elements. The conductance and TRAN values
for the elements would be calculated by Eq. (29). However, an alternate

method was used that represents the permeability of the fracture as a

function of the square of the fracture width. This assumes sufficient

mobility of the proppant to prevent bridging when the fracture walls.

"breathe". Iwai (1976) showed that the Darcy permeability defined for

laminar flow in a natural fracture obeyed the cubic law, Eg. (31)
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Q =-C*.VL3_£ (31)
12y ds
where Q is the volumetric flow rate,

w is the fracture aperture or width,
C* is a constant, and
dP/ds is the pressure gradient in the direction of s.

If this relationship is applied to the fracture the TRAN values for flow

in the fracture elements can be calculated by considering the fracture

geometry as the wedge depfcted in Figure 7. Figure 7 shows representations

of both the fixed aperture fracture and breathing fracture cross-sections.

The value of the fracture permeability, kf, used in the TRAN values for

the connections between the fracture elements is w§’2/12 wher'ewl’2

is the harmonic mean width as defined in Fig. 7. vFor‘the case when

dy 5 = dp 1, ieen evenly spaced fracture elements,
kg = (g g ¢ w2’1)/2)2/12. |
It is convenient to make use of a.substftution to handle the var-
iétion of w with the pressure in the fracture. Program TERZAGI uses a
simple one-dimensional theory of consolidation that calculates the change -
in the void ratio, e, with the change in effective streés, which is equal
to thé overburden weight minus the f]uid pore pressure. If e is defined
as the ratio of the void volume to that of the solids volume,'the fracture
can be treated as an equivalent rock mass with a solids volume of unity
and a porosity approximately equal to the aperturé of the fracture, which
would be equal to e. A change of pressure in‘the fracture will then change
the void ratio and the width. That is af a fixed overburden stress and at

any x, a change in the fracture void volume (wxfh) affects the fracture

width and hence the permeability, directly. A similar treatment has been
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used to study the effects of pore pressure on the storagé capacity, ¢c,
of reservoir rocks (Jones, 1975). The TRAN Qa]ue.for the connection
between the well and the fracture elements is governed so]e1y by the -
conductance of the first fracture element for both the fixed aperture and
deformable fracture meshes.

Fractures with Fixed Geometry

The model for the fixed geometry fracture (i.e. fixed wing length)
assumes: a completely penetrating vertical rectangular fracture; homo-
geneous formation properties ¢, ¢, k; constant fluid properties u, 8;
constant fracture width w (with the exception of the deformable fracture)
and half-length Xg3 symmetry with kespect to the fracture plane and
the wellbore; and fluid flow according to Darcy's law. F]uid flow is
permitted between the_formation and the wellbore through the wellbore
face and flow may enter the fracture tip from the formation. %he mesh
for the fixed fracture Tength system appears in Fig. 8. The view of the
mesh is along the axis of the we]ibore in the xy plane. Presented in
the upper diagram in Fig. 8 is a large scale représentation of the mesh.
The outer boundary (not shown) is at a distance of 80 meters from the
edge of the fracture in the x direction and 80 meters from.the formation
face in the y direction. This large scale Mesh is designed in accordance
to the radial flow behavior expected at large times and the elements are
curvilinear at r > 20 m. The elements for the near fracture region are
a]ignéd normal to the plane of the fracture as seen in the'middle_diagram
of Fig. 8. This is designed to best fit the expected Tinear flow regime
near the fractufe face. The elements are spaced much c1osef together near
the fracture plane to account for the sharp pressure gradient expected at
the formation-fracture interface, | ‘

The Tower diagram in Fig. 8 shows the near wellbore mesh used in the
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fixed fracture geometry simulationé. At the‘wellbore the mesh is similar
to the mesh from the 10-20 m region at the fracture tip, as seen on the
preceding sketch. Both of there afeas are simulated by a curvilinear
mesh. This implies that flow from the wellbore to the formation is.
expected to be radial as is flow from the region at the fracture tip into
the formation.

The fracture itself was modeled as a number of finite thickness  '
(w = .001 m) elements with individual lengths and total number of elements
that depend on the fracture conductivity. For an infinite conductivity
fracture only one frécture element is needed since there there is no
pressure Qradient in the fracture. For the fixed geometky system, as
_ Cr decreases the fracture conductivity a]so_decreases, if the
formation properties are constant. As the fracture conductivity decreases
the pressure gradient becomes steeper and more elements are needed to
simulate the presSure drop.

From the general shape of the mesh in Fig. 8 it is.apparent that the
fractures considered are symmetric and the flow can be accurately
described by consideration of one-fourth of the total flow area. This
mesh can also easi1y be used to study the effects of fracture damage by
assigning lower permeability values to the elements adjacent to the
‘A.we]1bore and to the elements composing the fracturevface. Fracture
 1"§hoking" as defined above, can be treafed by lowering the permeability

- of the first fracture element to represent the effects of undesirable
sand placemeﬁt or of flow restricting turbulence. The wellbore is also
modeled as having one-fourth the,true'We11bore volume. The source or
sink terms providing the constant flow rate associated with type curve

analysis are located in the wellbore node.



D. MESHES USED IN THE GROWING FRACTURE SIMULATIONS

General Considerations

The physical concept used in simulating a growing fracture is based
on modeling the fracture extension process and formation-fractqre flow
by a succession of equilibrium states. ‘The criteria for changing
between successive'equiTibrium steps will be deve]oped in the next
section and is related to the elastic-plastic behavior of the formation
rocks. Therefore, a consecutive series of reservoir meshes was used to
model the growing fracture problem, each mesh representing an equilibrium
extension of the fracture;

~ 'The configurations of the growing fracture models are based on the
meshes used for the fixed geometry fractures. Two different meshes were
used representing, (i) a circular (penny-shaped) vertical fracture and,
(i1) ‘a rectangular shaped vertical fracture. The speed of the extension
process is assumed to be greater than the speed of the fluid migration in
the reservoir so that the mesh boundary is only slightly larger than the
fracture half-length xf; That 1is, fluid from the well is assumed to
move faster in the fracture plane than outwards into the reservoir. When
the fracture growth is stable, i.e., where the wellbore pressure increases
or is constant with fracture growth, this may not be strictly true
- depending on the magnitude of the transmissivity, k/¢uc, of the formation.

The boundary condition for the rectangular fracture in-the vertical
directions assumes that there is no growth. Thus the elements in the
fracture and reservoir are bounded. by a hypothetical barrier that will
allow movement of the fracture faces normal to each other but not fluid
or fracture penetfation.v This is typically explained by the assumption
| that the fracture toughness of these boundary layers is so large that

penetration 1is prohibited. However, the fracture edges are allowed to



66

grow parallel to the barrier surface or are allowed to "slip" against
the 1inhomogeneity.  The "s]ip“'barrier_assumption-w111»be critiqued in
the last section. The fracture elements themse]ves are handled mathemat-
jcally Tike the breéthing fracture elements discussed previously with the
exception of the lTeading (last) element. The width of the last fracture
element used in the TRAN calculation is'no -greater that one-half the
maximum fracture width calculated at the fluid pressure of the element.
This 1is based on the continuity requirement of a sharp edged fracture.
The leading fracture element is the énd of a triangular wedge and must
have no cross-sectional area.at the tip. Thus the effective width can be
no greater than half the maximum width of the element (at the point where
it contacts the next to last fracture element). This representation also
means that there cannot be flow in the piane of the fracture from -the
leading element sinCe'there is nqlinterfacial area at the fracture
tip.

Computational Aspects of Fracture Extension

The prob]éms;associatéd'with the series of fracture element meshes
used to represent the growing fracture could be efficient]y handled by
either of two methods. The first technique would be to input an entire
mesh simi]ar.to that of the fixed geometryvfkécture, The fracture
elements would all be given conductance values 6f zero until the extension
criteria are met. Then the first element adjacent to the wellbore
element could be. "opened" depending on the initial conditions of the
problem. This "opening" would simply involve using é finite value of the
TRAN term for the first fracture element. Analogously, all the other
fracture elements could be "opened" when appropriate conditions are met.

" This method has two serious drawbacks. The first is choosing an adequate

mesh size such that the final fracture length, X will not exceed



the estimated length. This presents difficulties modeling systems with
arbitrary formation ,proberties where - the fracture Tlengths cannot be
accurate]y estimated beforehand. The second drawback is the extra

computational effort needed to handle the superfluous nodal elements. In

-general the amount of time needed to solve the n x n matrix A] M used

in the numerical solution is proportional to nz. While the direct
solver used in HYDFR will handle larger time steps than the iterative
solver previously used, it requires many times the storage space.
Effectively that means there is a sma]]ér number of elements the program
can hahd]e before the additidnal storage requirements of the direct
solver become prohibitiVe. Hence, to optimize a given amount of compu-
tational time and storage space, the‘nodal»elemenﬁs and mesh are generated
within the program as needed.} This was done by adding a subroutine

"EXTEND in the program that generates the additional fracture elements and

associated reservoir elements. EXTEND a1so'ca1cu1ates the volumes and
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other matrix coefficients appearing in Eq. (29). The treatment of the

growing fracture models through the use of the self-generating mesh
subroutine in combination with the direct solver were, perhaps, the most
important factors in the success of the present numerical modeling effort.

Rectangular Mesh Enténsion Factor

' Dufing extension the length, AXes of each successive fracture

element is increased in the rectangular mesh. A mesh extension coefficient

e was used to expand each successive element by an amount (1 + ) with

the exception of the second element. This element had a constant fracture

length of 0.5 m.. For example, the 10th fracture element would have an

8. This stretching coefficient was

effective length of xg = 0.5 (1 +¢)
varied to allow either a very closely spaced fracture mesh (e = 0) when

extremely Targe fracture_preSsure gradients were expected, or a larger
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spacing for smaller pressure gradients. This is a direct result of work
done with the fixed geometry mesh that proved the necessity of increasing
the number of fracture elements only when large pressure gradients (i.e.,
lower Cr values) were being modeled. The length of the elements was
increased at greater distances from the well due to the consideration
that the fracture pressure gradient is steeper nearer the wellbore where"
the mass flow rate is greatest. That is, fhe flow rate will decrease in
the fracture as morevof the fluid leaks off into the formation when very
permeable rocks are modeled. The use of the ¢ factor was also necessary
due to the small size of the initial elements. To model a fracture of
only 10 m in length would take 20 fracture elements and 120 associated
reservoir elements for a constant Axf'= 0.5. However, with an

extenéion féctor of ohly 10% (€ = 0.1) the total fracture ha]f;length
x¢ will be 26 m with 20 elements and, for ¢ = 0.2, x will be |
78m. To be able to compare the model results with those in the literature,
the length of the fracture must be much greater than the height, h. The
e factor allows a long rectangular fracturé‘ to be generated and the.
numerical computations to be solved within reasonable computational time
limits. The e factor was not used in the radial meshes.

Growing Fracture : Mechanical Connections

In addition to the formation-fracture mesh, volume elements are used
to represent the sugface piping and pumps, the wellbore tubing,vand the
packed-off section of the wellbore. The configuration aséumed appears in
Fig. 9. The surface piping pressure is measured upstream of the wellbore
section. There will be a viscous pressure drop through surface equipment
and the wellbore tubing that must be corrected in order to compare the
pressure in fhe fracture with that recorded at the surface. There will

also be a pressure increase measured ' at the surface due to the head
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difference between the surface and the formation. This head term is a
function of the fluid density and compressibi]ity. The incorporation of
elevation in the modeling process»makes the overall problem three-
dimensional. However, f]ow in the fractﬁre-formation system will be
two-dimensional in that only one layer of elements will be used for the
fracture and reservoir mesh, restricting vertical f]ow.

The growing fracture is connected at the we]]bofe with nodes that
represent the surface piping, pumps, and the wellbore tubing. These
nodes are modeled as long cylindrical elements with length of 30 m for
the surface piping and either 300‘6r 1000 m for the tub%ng. The 30
piping length was the value used fb? the experimental simulation runs
with Monticello data, to be discussed in a later section. The wellbore
tubing length of 300 m is the average depth used for simulation of the
Monticello experiments which uses a circular fracture mesh. The 1000 m
length was only used with the rectangular fracture mesh used in simulating
1arger; deeper fractures. Three elements were used to model the latter
subsurface tubing, each 333 m in length. The nodal locations were at
the midpoints of each e1ement'to correspond with fhe linear pressure drop
down the tubing. The volume of each of the tubing elements was one-fourth
of the true volume as the :model simulates .one-fourth of the assumed
symmetric flow field. | |

The permeability used to calculate the TRAN values for the pipe ele-
ments was taken from theA1aminar flow equation relating the pressure drop

along the pipe radius (White, 1974).

2
dP
9= - dx (32)
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where q'is the flow rate,
r is the pipe radius,

U is the fluid viscosity, and the equivalent pipe permeability

was not used since the wellbore dimensions, rw = 0.0762 m (3") and h

= 3 m, are small enough so that no pressure gradient is assumed to exist.
The wellbore dimensions were taken from field data and are considered to be
representative.

Fracture Element Mesh

Once the fracture breakdown pressure, Pb’ is reached, flow is
allowed into the initial fracture element. When the extensionvcriteria
~are met, the fracture can propagate in one of two modes: radial (circu-
lar penny-shaped) or linear (rectangular).

The fracture meshes representing the extension phase are shown in
Figs. 10a and 10b for the circular and fectangu1ar extensions, respective-
1y. The views are in the planes of the fractyre.

The circular mesh used a constant wel]bdre element height of 3 m
and an initial fraéture (element 100) radius re of 1.5 m. The first
element was assumed to be circu]ér in shape. This has been observed by
Zoback (pérsona1 communication, 1979) using transparent plexiglass
samples. After the initial fracture node is>0pened, the fracture extends
in a purely radial mode. For this mesh}the extension increment was
constant at a Ar = 0.5 m. The surface area of successive elements increased
during extension as re increased. The éentra] plane of the formation
(z = 0) contained the axis of the nodal point locations. While this
assumes a priori that‘the effect of gravity within the fracture is

negligible, for sufficiehtly large fractures more fracture elements would
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~ have to be used. These elements would incorporate changes in elevation
by having nodal centerlines at angles different from the horizontal

(z = 0) centerline. |

The rectangular extension mesh shown in Figure 10b uses a rectangu-
lar first element (e]ement 100) of height equal to 3 m wﬁth an initial
X¢ of .424 m. The shape of all additional fracture elements created
during propagation are also rectangular although the individual lengths,

Axf, of the fracture e]ements will increase if ¢ # O.

Circular Fracture Reservoir Mesh

The reservoir mesh for the growing cifcu]ar fracture is shown in
Fig. 11a,b. The reservoir e]éments are generated along with each adjacent
fracture element and take the shape of the radial fracture elements
rotated through angles of 15°, 30°, or 45°. The reservoir elements are
shaped 1ike slices of a thick walled hollow sphere, e.g., similar to a
peach slice. A view of one of the reservoir elements is shown in Fig.
Ma. Figure 11b shows the reé (or xy) plane cross-section of the reservoir
mesh. The mesh was designed to represent flow in systems where fluid
leakoff is very small, e.g., in-situ stress measurement experiments or
the "hot-dry-rock" system both of which'operate in very low permeabi]ity
granite. The mesh could conceivably be used for select interval
(perforation) fracturing of a thick, low permeability gas zone. However,
~interaction of the fracturing fluid with the gas phase present in the
formation wou]d}introduce relative permeability effects into Eq. (29).
The current HYDFR program does not treat the case of partial liquid

saturation.

For Tow formation pressures and high gas compressibilities the fluid

penetration is assumed to be piston-like in‘the reservoir, totally
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~displacing the gas phase due to extremely low mobility ratios of the
fracturing fluid compared to the formation fluid. For high fluid viscos-
ities and Tow formation permeabilities there is little fluid penetration
for HDR systems modeled by use of the circular fraéture mesh and the
coarse nature of the mesh is somewhat justified. While the mesh used for
circu]ar'gréwing fracture is coarse compared to the constant geometry
fracture mesh in Fig. 8, the larger element sizing is necessary to help
compensate for the increased computational time the constant fracture
spacing requires. -A concession is made for hand]ing the neglible for-
mation flow by decreasing the size of the elements closer to the fracture
face, i.e., the 15° elements are adjacent to the fracture elements.

The rock permeability is assumed to be so small that there is no
penetration of the fracturing fluid in the formation ahead of the frac-
ture tip during fracture growth. This is treated in the model by
creating the fracture and reservoir elements simultaneously in radial
sweeps, when the extension criteria are met.

Rectangular Fracture Reservoir Mesh

The rectangular growing fracture mesh is shown .in Figs. 12 a,b for
e = 0. Figure 12 a shows an overview of the reservoir mesh as seen in
the4re (z - 0) plane. The mesh is patterned directly after the mesh used
for the constant geometry fracture. There is a region representing
radial flow some distance away from the wellbore and a rectilinear mesh
near the fracture face is used to handle resevoir-fracture fTow. Figure
12b shows the detail of the mesh near the wellbore which is again curva-
~linear in design. The first wellbore surface elements and the first
formation surface elements have thicknesses of 0.024 m and 0.03 m, re-
spectively. These elements were designed to aid in the modeling of skin

effects when using fluid loss coefficients and are on the order of 2.5 cm
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in width as suggested by van Poolen (1957). For each fracture element
created,’six reservoir elements were generated. However, during exten-
sion the reservoir elements are created one étep ahead of the fracture
elements. J |

The initial reservoir elements associated with the first fracture
element (100) intercepting fhe we]ibore aré initialized in HYDFR by
the input data thereby allowing changes in wellbore dimensions. Until
the breakdown pressure Ph is reached element 100 is mathematically
eliminated due to manipulation of the conductance terms mentioned
above. The next set of reservoir elements are already generated when
P, is reached in the wellbore and element 100 "opened". The pressure
builds in'e]emeht 100 until the extension criteria are reached and then
the next fracture element and reservoir elements are.generated. The
total fracture length will always trail the reservoir mesh radius,

)(n-2)

re» by a distance of 0.5 (1 +e , where n is the number of -
fracture elements. If, for example, fractﬁre element 1800 was created,
then so woqu leading elements 1901 -_1906; allowing fluid f]owyin the
vregion éhead of thé fracture tip. /Nhi]e the leading reservoir element
generation may seem pointless, it is conceivable that duking stable
fracture growth or when modeling very permeable formations that f]uid
penetraﬁion in the formatidn ahead of the fracture tip may occur. The

use of the leading elements would help correct the boundary effects that

this penetratioh:WOu]d have on the pressure calculations.



79

~ E. FRACTURE EXTENSION CRITERIA

Introductibn

While there have been many criteria proposed for the exten51on of

a crack or. fracture 1n brittle elastic media only two were investigated
in the deve]opment of the present model. . These methods 1nvoive the use
of stress intenSity factors and Griffith s criterion for crack propaga-
tion. o o -

A Crack-propagates in one of three ways, generaliy referred to as
~ Modes I .II, and IIT (Corten, 1972) For an incipient crack in a two-
~dimensional solid, when motion of the surfaces is normal to each other
;(away from the plane of thevcrack), the dispiacement is called Mode I
behavior.: If the motion of the crack faces relative to each other is
inloppesite.directicns_but parai]e] to the p]anevqf the crack and in the
rdirection of crack propagation the displacement is called Mode II
behavier.'ihede I11 behavior occurs whenvthe_facesnmove paraliel to the
plane of the crack but in directions normal to the direction of -
vpropagation. o
7 The extension process used for this nedei assumes thatrthe'forma-
‘tion will be rigid in the direction of propagation and is also bounded by
the "s1ip" barrier making translation in the z direction impossible. |
This restricts the modeled fracture growth to Mode I behavior,valthough
in Unconsolidated shallow sands it is thought bossib]e that Mode I and II
behavior‘mayvoccur-simu]taneou$1y'during-the extension process | ”
(Dusseauit,11979). ‘

The extension of a crack in an infinite solid is goVerned by -

the stresses-inVOived at'theitip of'the crack.'-A-parameter that
describes the material's resistance to fracture iS“cailed the'frac—

ture toughness constant,'Kc.=
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Stress‘Intensity'Factors

The concept of stress intensity factors has been used to deterhine
the conditions necessary for propagation of a crack in a solid. The
stress intensity factor is defined in terms‘of the magnitude 6f the
stress in the area of the crack tip as the radius of curvature ofla‘
circle inscribed at the crack tip, p;}approaches zero. Tetelman and
McEvily (1967) definé the stress intensity factor for Mode I displacement

as

o _ :
K, = lim 2% /7p o . (33)
I v 2
p—0 : :
Where KI is the stress'intensity factor for Mode I displacement,
p is the radius of curvature of the crack tip, e.g., p = d?/b
for an ellipse of semi-minor axis length d and semi-major axis
length b, and

Omax is the maximum tensile stress acting on the crack surface.

For an infinitely sharp fracture

K,= 1.12 ¢ var (34)

I

where ¢ is the app]fed tensile stress and
a is the crack length.

Thus for a-sharp crack in semi-infinite elastic solid the stress
intensity factor increases with length and is independent of the
material composition.

When the stress intensity factor KI is greater than the fracture
toughness KC of the material, the fracture will propagate in an unstable

fashion; that is no increase in pressure is required for fracture
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extension. "cngérse1y for ‘a fixed pressure or tensile stress the value
of. the»'stress intensity factor causing instability will depend on a
giuen:iéndth, or;crit1Ca1 length as observerd by ‘Zoback (1978). For any
fracture length, a, greater than the critical length the fracture will
extend if the’tensi1e*stress, o,remains’constant. .However, the values
~ Zoback obtains for fracture toughness for rocks by assuming a fixed
critica] length do not consistently agree with other values in the
| h1iterature Th1s may reflect on the d1ff1cu1ty of app1y1ng elastic media
theory in ana]yz1ng rock fracture behav1or by assum1ng an 1nvar1ant
critica1>1ength.

Gr1ff1th s Fracture Criterion

An alternate and ear11er method used in the study of fracture
behavior was developed by Griffith (Corten, 1972) H]S method is based
on the concept that energy is requ1red to separate the material at the
fracture tip. Th1s work term is expressed us1ng an’ energy per unit area
term, v . Thus if the fracture extends by an amount dxf the energy

requ1red to create the new fracture surface is

dW, = hvdxg : (35)
where dW, is the incremental work required to extend the fracture
by dxf,

AY 15 the va]ue of spec1f1c surface energy,
dxf is the 1ncrementa1 fracture extens1on, and
his the fracture he1ght
. The forces act1ng on the fracture contribute to the total net energy

of'the system, ws. Here ws w111 refer to the total stra1n energy
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stored in compressing'the fluid in the fracture minus. the work stored
as potential energy in deforming the fracture walls. The Griffith
energy criterion (Sneddon,'1951) stafes that the fracture will extend

only when
dwS > dwe : ’ ' (36)

Sneddon defined the 1nterna1 work or potent1a1 energy, done on a un1form1y
pressur1zed c1rcu1ar crack of rad1us r, w1th an e1]1pt1ca] Cross- sect1on

located in a sem1 -infinite e]ast1c med1um as

| 2 Pg Ymax
potential energy = ———=

(37)
61 -v?) |
where, v 1is the Poisson's ratio,
Winax is the maximum fracture width, anq

P, 1s the constant internal pressure.
Equation (36) ié a mathematical statement of an energy re]atgd,_
criterion. Physica]]y,‘this means that the fracture will extend if the
total energy of the system is greatér‘than the energy fequired to create
a new fracture surface. _ - ’
Despite the apparenfvdifferences in approach the stress intensity
factor and Griffith's energy criterion can be shown tqlbe mathematically

equivalent (Tetelman and McEvily, 1967; Corten, 1972). The two methods can

be related in Mode I behavior by their respective”constants KC and v by
KC = EY where E 1is the Young's modulus. 'For_an ideal elastic'systém the
extension process can be explained by either of the elastic concepts.

Extension Criteria and Model Considerations

A Griffith's crack energy approach will be utilized in the extension



83

criteria used in the present work. The choice, while not arbritrary,:
is wejghted_by the general acceptance of the Griffith‘s energy method
for usegin geophysics research (Peng and Ortiz, 1973; Sandhu and Huang,
1975; Cornet, 1979). | o

Sandhu (1975)’ combined a finite‘ e]emenfz method with a modified
Griffith's enéréy'approach to predict michQfFaéture'grdwth and orient-

ation in rocks.  Sandhu a1so raised the posSibility that the fracture

lqirectioh coU1d réyerse itself or that the fracture could blunt out.

,Blunted_fra;tdfe‘gﬁowthvwou]d,indicate that the stored,botentia] energy

of the.system”has‘become greater or equal to the work done on the fracture
system"by the fluid pressurizatfqnf Then dwe/dxf would be negative
and Eq. (36) caﬂﬁbt be satisfied. ActUa]Ty-the'form of Eq. (36) would

indicate the possibility of fracture healing if dW < 0. This

- blunting behayibr Was‘fbund to occur in the growing fracture simulations

as will be discussediin_the‘next_chaptef.
Another factor involved in the choice of ‘the Griffith's method was

the size of the meshes used in the simuTations. It is physically impos-

sible to derive detailed stress information at the fracture tip with an

element 0.5’m’1h length. - That is, the stresé intensity factor could not
be numefica]]y’eValuated using Eq. (33) with the mesh size required for
simuiating thé large fractures mode]ed in this study.

If the assumption by Kiel (1970) that the fracturing fluid does

4not}actUa11y reach the fracture tip during the‘growth process is correct,
_thé gihp]e‘applﬁcation of stress intensify‘fagtors and a critica] length
_ theqry_may'be inac;uréte. " The physics.of the real system require that
A_thé_fracturing fluid only reach'the tip 6f the fracture during blunting

or stéb]e fracture growth. _Abé, et ai.,l(1979)'argue that the

fracture toughness criterion for a circular fracture or a rectangular
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fraétufe is on]y valid at small distances re Or Xe or ‘at Very 1ow,pumpingv
rates. As the fracture grows, the ratée of fluid propagation will aTways |
lag the fracture growth and there w111 always be an energy requirement
for fracture extension due to the fracture toughness of the'matékial;
even at distances past the critical length. This means that‘fkécture
grthh is likely to be unstab]e‘at small fracturellengths and wi]]'be_ 
stable or may blunt out at larger lengths. In the discreté system used
for the model the fracture growth always precédes the fiuid flow. If the
elemehtS were chosen so that the discrete system behaved as the continuous
system (i.e. Ax¢ approaches zero) then the correction .in.the stress
intensity factor'ca]cu]afion proposed by Abé‘could be,used.j The use
of the large element sizeé in thé discrete approach and the ohé- o
dimensional deformation used in the progkam wére the main reasons a
modified energy approach is used fo determine the extensioh criteria;

A Modified Griffth Energy Concept : System Boundary

Direct integration of Eq. (40) yields
W+ C > Wy S ',(38)

where NS is the net work done.on the system minus the
potential energy stored in‘the system,
W is the total surfécé energy required to create fhé
" fracture surface, and
C is the cohstani of integfatibn.

If the total system boundary is defined to include the surface pumps,
piping, and wellbore thbing, the constant C simply becomes the pressUre-
volume (PV) work done on the fluid in the pipe if there is no energy lost
across the system boundary. = This realistically requires that the system

boundary be isothermal and adiabatic. If the system is defined only in
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terms ef the area immediately surroundihg the fracture theh C must
necessarily be zero. Either approach should work regardless of where the
system boundary is chosen. Earfy comparisons:in duplicating field data
showed that both definitions gave essent1a11y the same resu]ts. However,
'the system boundary will be defined in this work to exc]ude the surface
piping and wellbore tub1ng. This choice is necessary due to the fact
that energy would be 1ost if there is viscous d1ss1pat1on in the tub1ng
when super-v1scous fracturing f1u1ds are used. The use of the Darcy p1pe
flow law in Eq. (32) would nesess1tate an art1f1cia11y high tubing
permeab111ty to model the minimal pressure drops dur1ng "Super Frac" type
operations. This art1f1c1a11y h1gh permeab111ty wou]d affect the calcu-
1at1on'of the PV work in the tub1ng. To. e11m1nate th1s.squrce of error,
the system boundary will be def1ned such that C = O.

*M1n1mum Extens1on Pressure

= Ahotherrcondition that fs.dmportaht to the deveiopment‘of the
extehsfon criteria is the fracture pressure during extensjon, Pt
The minihum préssUre that may exist in the fracture during extension 15,
“of course, the pressure required to keee the fracture faces open. This
pressure is equal to the minimum earth'stress Sh or SHMIN’as7it is
't’cafied fn the prdgram. Thus the first requ1rement for extension of the

fracture is the minimum pressure cond1t1on
P> S | (39)

where Pn is theipressure of the 1ast'fractUre eieﬁent (i = n) and
Sy, s the minimum earth stress. in the horizontal direction.

The requirement that the pressure in_the next to last e]ement'(1v= n-1)

_be.greater thahZPh is desighed to damp:out numerical transients in

the pressure calculations that occur when the fracture mesh is extended.
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Application of the Energy Criteria

The fracture itself is divided into discrete elements. " Evaluating

Eq. (38) over the system bqundary surrounding the fracture plane yields

Tl Tl

YWD M, = Y. FE . (a0
Pl 2 hthe vy (0
where .n is the number'pf open fracture elements,}»=

AAfi is thevarea pf each fracture element,
¥y 1is the specific‘surface energy requirement per'unit‘area_
| | of.fracture surface, and
‘ws'is.the-ﬁet ayai]ab1é internal energy.

'The fractufe system_bpundary w%i] be defined as ﬁhe_surface of the
fhacture inc]ud}ng thé wellbore surface. . The surface energy criteria,
Eq. (38), is not apb]ied_dﬁring the time thatAphe first fracture_a]ement
is "closed" since the initia] fracture_elgment 1s~6n1y Opehéd when Pb _
is reaéhed in the we]lbore."Thé‘fracture,may rea]istica]ly_propégate
throughvthe rock<grains'during the initial fracture growth,ihstead of
creating the fntergranu]ar type of separation assgciatgd with stable
fracture growth (Teﬁ]eman and Mcévi]y, 1967). Thus, the surface enery
requirement would be much higher during the initial fracture extension and
is not treated due the thé difficulty of estimating,a representative
value of the surface energy coefficient, y, for the initial element. The
wellbore will be considered to be within the system boundary as it is
technica]]&.part of the fracture plane and contributes to the total

applied force on the fracture faces.

Development of the Internal Enerqgy Terms

Consider an arbritrary volume with an adiabatic surface as depicted

in Fig. 13. The first law of thermodynamics states that the change in
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interna1‘energy of an adiabati; system is due to the PV work carried by
fluid entering or leaving the system. If the boundary of the voiume is
flexible, however, a certain part of the intefnal energy is lost in the
volumetric expanéion of the system. If the system does work in displacing
a force acting uniformly ovef'its surface, an amount of internal energy

is also lost to the surroundings. For the fracture system, the'sum of

~ these three terms Wou]d be ‘equal to the net internal strain energy
available to extend the fracture. This temm is‘called SURGYiin the

program and is defined by Eq. (41)

We = J[ PV - J[f P&V - [[Fdr (41)
T vV T

where vws is the exceés strain energy of the system,

[/ PV is the sum of all the PV work contained in fluids crossing
' the system boundary T, .
fff PdV is the pbtehtia] energy stored in the expansion of the

! volume V at pressure P, and '

J// Fdr is the work done on the surroundings by dispiacihg the

i force F on the surface,

Equation (41), while derived for an arbritrary volume, can be
applied to thé fracture system defihed above. AppTicatidn of this energy
balance in the model will be seen by expanding each of fhe terms ih
Eq. (41). The end result is that ws,'or SURGY, is equal to the PV
work done injecting the fluid into the fracture minus the energy stored
in expanding the fracture and compressing the fluid in the wellbore

volume. The use of Eq. (41) would also reqdire that the frécture system

considered be isothermal.

In the model, the first term on the right hand side of Eq. (41) is
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equal to the area under the curve formed by graphing the volume vs the

injection pressure of the fluid as it is pumped into the wellbore.

Subtracted from this term is the~energy Tost by fluid permeating from the

wellbore 1nto the - format1on and the energy 1ost by the fluid permeating
from the fracture faces.» The 1ntegrat1on is performed numer1ca1]y by
using the trapezoidalvformula. A similar techn1quevhas been used
successfu]]y by Aamodt (1977) to;estjmate the surface energy of rocks
involved in HDR experiments. The last two terms can be combined as long
as F is not a function of volume qrtpre550re. vFor‘the hydraulic fracture
the external force acting on’theﬂfracthre is simp]y'equal.to the minimum
earth stresé, Sh‘ . |

Use of Fracture Stiffnessfin the Energy Calculation

Cons1der the potent1a1 energy stored in an elastic spr1ng in F1g

'14a. As the force, F, d1sp1aces the spr1ng a distance x, the potential
‘ X
energy of thewspring system increases by an amount equal to | Fedx.
e . P . . v 0 .
For a Tinear spring the force is equal to the spring constant k times the

change in position, (x - x_) where X, is some reference position,

0
equal to zero for this example. The potehtial ehergy becomes

P Eo = | Frdx = )f(f(hx) = ki S (42)
.0 - 0

where k is thevspring constant relating force to disp]acement;

Consider the fractureuhalf_elemehtfpe deptcted in Fig. 14b. In this
v example the movement of the fractdre“ie'restricted to Mode I displacement
- where the motion‘ef the fracture walls is normal to the plane of the
fracture. The rocktdisp1acement'in'the model is governed‘by a similar
' 11hear'e1astie behavior of force proportioha] to dtsp]acement. The

applied force on the fracture face is just the pressure in the fracture
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Figure 14b Potential Energy Stored in an Elastic Fracture
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element multiplied by the element area hAxf. The stiffness of the
‘fracture is defined by the constant a, which relates the pressure to
the void ratio, e, of the material by

e=e + (P, - 'Ped) a2 o (43)
- where e is the void ratio at pressure Pe,
~ e is the void ratio at reference pressure Pe , and

0
. , 0
a_ is the fracture stiffness coefficient.

v

~ Previous consideration of the deformabie fracture led to the calcu-
lation of the fracture width, w,cas W= e. If the half—fracture con-
sidered has a solids volume of unity, e = w/Z, and e will hence be used
to represent the fractore:ha1f-w5dthﬁin this section (since the model
represents one-fourth of the f]ow reg1on) ‘Awspring;constant'for
the fracture can be def1ned as k % area/a ."'Mu1t1p1ying K by
the d1sp1acement Ae and subst1tut1ng Ae = APaA'fromiEq. (43) results
in kAe AP+ (area) wh1ch has the units of force " analagous to the
spr1ng constant def1ned above in Eq. (42). The potent1a] energy stored
in the fracture is given similar to Eq. (43) as |

e . o
P E. = [ (ke) de =1/2 ke
. 0 ‘ _

where the (area) is bxch and -

h is the constant fracture height or formation thickness.

The substitution of Eq. (43) into Eq. (44) yields
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P.E. = Eiggsi){eo + (Pg -.Peo)av} , (45)

The minimum pressure restriction, Eq. (39), requires that the fracture
elements be closed until the fracture pressure is greater than the
magnitude of S . Thus e = 0 when Po £ S,- The substitution of

o
_ Sh into Eq. (45) results in '

'2av

)

. e _
> area (P - Sh)

where | P is the pressure in the fracture element,
and a1]’other terms.as defined above.

Equation (46) may be compéred directly to Sneddon's internal energy
term, Eq. (37). Sneddonfs‘term was developed with no*externa] boundary
force so tha't'Sh would be equal to zero. For a radial fracture thé»
area term above is eqda] to nrz. Equations (37) and (46) would then
differ by thevterm n/3(1 - v2) which is always greater ﬁhan unity.
What this difference truly means is not readily apparent since the
expressions were developed for cases with different boundary conditions.

The last term in Eq. (41), as applied to the model, woh]d be equé]
tb the work done in displacing the constant earth stress Sh'acting

normal to the fracture. The work term .[f Fdr becomes Sy, '[f dt which

for the rectilinear fracture elements can be expressed. as

. .
[de =ShAxfh_[de = Sh(area)e . _ (47)



Using Equations (41), (46), and (47), Eq. (40) and be written for the
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total n elements composing the fracture an any time (i = 0 is the wellbore

element) as

(P +Sh) y @l |
PV §=0 iPV i > | area, »_ Etarea (48)

i=1

where PviristtheiPV wOrk'done‘by f]uid crossing the system boundary,
ey is the fracture half-width of element i,

Pi is the pressure in fracture e]ement i,

S, s “the minimum earth stress, ”f

R is the specific surface energy coeff101ent and
_ area; 1s_the‘area of each-fracture element where

| i'areai‘,‘= Af1 hAxf for the rectangular case

| =2n(( + Ar) -rfz),for_the circular case.

‘, Eqmationv(48) and the mihimmm pressure requirement,:Eq. (39), are the
cr1ter1a that mustbe satisfied for -the d1screte fracture growth of the

next (n + 1) fracture e]ement.‘.

Chapter Summary :
The IFDM formulation was chosen to model flow tqea well intercepting
a single vertical fracture,‘the_results of mhjch_are shown in the next
chapter.. The success of modeling the fixed 1ength_fractures.1ed to the
Concept of simulating a growing hydreuTic.fraetqre. This involves the
~-use of successive reservoir meshes that represent the fracture growth as
~a series of discrete changes in fracture length.. The deformable fracture
,representatipn permits the change in Width of the fracture with internal
pressure, which. controls the fracture -permeabiiity and fluid storage
_{capacity,, Tﬁis model- uses a ce]cuTation:of an energy term,.SURGY, that

is used to determine when the' next jump in fracture length is allowed.
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This calculation is directly related to the pore pressure in the fracture
and the amount of fluid that is injected into the fracture or that
permeates into thé reservoir. .The present study resulted in the program
HYDFR which can be used to esti%ate the physical properties of the static
and growing fractdres by analyzing thé vpfessure Ltransients associated
with the injection or withdrawal of fluids from the surface. The use of

an expanding geometry mesh and an improved solution technique allows the

N

calculations in a reasonable amount of computational time.

However, the hodél in its_presént form has -some abparent Timitations;
The use }of ther model to determine the bréakdbwh 'preSSUre;-'Pb, whi;h
is found by trial and‘error,'caﬁhof be used to calculate the parameters
S, and T_ in Eq. (2). This results from the length of the first
fracture element of 0.5 m whfch is much greater thén fhe_few wellbore
radii length that the equations of Hubbert and Willié (1957) or Cleary
- (1979) are Timited to. EWhile'the first element treatment thus precludes
detailed infofﬁation about conditions at theKWe11bore'during breakdown, .
it also circum?enfs the problems of fracﬁure mis-orientation and initial
~grain rupture considefations in the energy calculation. = In other words,
‘the present model is tbo coarse in space and timelfo simulate fracture
propagation in the region close to the wellbore.

Other limitations may arisevin the discrete form of the energy cal-
culation. Corten (1972) has suggested the use of a plastic zZone cor-
rection factor in suchuenergy calculations that requires a minute crushing
zone ahead of the fracture tip, but which is orders of magnitude smaller
that the minimum fracture element. This is perhaps more useful in a
microscopic system. Krech and Chamberlin (1974), hoWever,_present
calculations of the rock specific surface energy coefficient that includes

the precrushing at the fracture tip. = The use of the surface energy



coefficient in calculating the times of the discrete fracture”jumps is
valid since researchers have repeatedly ebserved that fracture growth

does involve rapid macroscopic jumps or‘changes.in fracture length during

'extens1on, (Perk1ns and Krech 1966 Daneshy, 1973b)

© The’ greatest weakness of ' the - present model may lie in the. IFDM
formulation used in the program. While the formulation excels in solving

diffusion problems, it is not designed to yield shear stress information.

"Withdut'édequate shear stress information the fracture width calculation

s’ only one-dimensional, that is the fracture aperture is strictly

a function of the fluid pressure in each fracture element and independent
of the deformation of adjacent e]ements. This could lead to conservative
estimates of fracture width.

4 The model will allow .examinatioh of parameteré that may effect

"fﬁé“?raEturefbeheviorii“These,ihclude variable pumping rate, effect of

fluid ‘compressibility in the wellbore ‘tubing, variation of formation

permeébiTity and skin effects, fully two-dimensional flow in the res-

'erVoir; the effects of variab1e'fractureﬁstiffneSs, and the effect of the

magnitude of the earth stress Sh. None of these has been fully
treated in the literature:

" While fhiélmodél'is:admittedTy‘a first order approximation it is

sufficiently advanced to help understand the intérrelationships between

pore pressure and fluid flow in the analysis of fixed geometry fractures

and in the hydraulic fracturing process. "

95
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IV, RESULTS AND DISCUSSION

This chapter presents the results of simulations conducted with
the present model. The topics investigated include: type curve analysis
of pressure transients arising from a well intercepting a sing]e, fixed
length vertical fracture; the simulation of_field data conducted in_
mini-fracture experiments by the US Geological Survey in the Monticello
field in Soqth Carolina; andvstudies>of the growth rate of large,
reetangu1ar vertical fractures created by hydraulic fracturing. A
section on .possible. refinements of the model‘ and recommendetions fok

future work conclude the chapter.
A. FIXED GEOMETRY FRACTURE

The simulations run with the _numerica] .mode1l‘and fjxed geometry
mesheslwere,pompared with the previously described analytical solutions
of CincojLey and_Samaniego (1978).. Constant production rate was mode]ed
by’placing a sink term in the wellbore nodeﬂ The mesh was extehded to 90
meters to approximate the semi-infinite boundary condition assumed .fﬁ
Cinco-Ley's so]ut1on

The fracture as modeled was of unit he1ght with a ha]f 1ength of 10
meters and an aperture of .01 m (.4 in). A total of over 220 mesh e]ements
was used to s1mu1ate the reservo1r w1th e]ement volumes: ranging between
2-10° -2 m3 near the we]lbore node to 2- 103 3 at the reservo1r edge
The number of fracture elements_used in the simulation var1ed between
12 for the lowest fracture conductivity (Cr = .02) simulations to
only 2 elements for the higher fracture conductivity cases (Cr > 100).
The reason for this will be exp]ainedlin a later section. The
effects of we11bore“storage were initially simu]ated by wellbore nodes

with radii of .0762 m (3 in) and .005 m (.02 in) representing both



97

rea]istic anqxvqnishipg1y sma]] ye]]bqrgs. However,. to dup]icate the
exact reéu]ts of the analytié solutions the Wéfiboke volume could be set
-qua1 to,zerp. For a non-zero volume the we]]bofe‘storége was assumed to
-béhffée sﬁrface, that is, the’wétef‘lécél in the wé]] isVaTways above the
the ffactdbed interval. o

' Simulation Parameters

Thé‘bérameters varied in the validation studies were fracture

| pérmeaBiTity, k¢, formation storage coefficient, ¢c,, and
formatibn'pérmeabi]ity, ke In qdditﬁbn, other studies were completed in
this work that involved variat{énbfn the choked fracture permgability, kch’
fracture skin permeabi]ipy, ks,vgnd the fracture storage capacity, (¢c)f;
The values used for the f%ied geometry fracture simulations are presented
in Téb1é‘1. The graphsmof.the COmputéd results are presented in log-log
_f&pe EUrQéfformat for comparison with the analytical solution. The
éoofdihate'axes are the dimensibﬁ]egﬁﬁtime and dimensionless pressure.
For convenience the dimensionie§s variables used in the typgvcurve

ana]&SﬁSaare summarized as~EqUatiohs,(49). ,

dimensionless time ' | Tng = kt/¢uctxf2 - (49a)
dimensionless pressure PwD = ZﬁkhAﬁ/qu (49b)
dimensionless fracture conductiviiy Cr = wkf/nkxf “(49c¢)
dimgnsion]ess wellbore storage cC = c/2¢ctxf2 (49d)

dimensionless fracture skin st = (wws/fo)(k/kS - 1) (49e)
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Table 1 Parameters Used in Fixed Fracture Simulations

Parameter

| k
(éc),

Xg
W

SI Units

1.02-10713 2

1.02:1078 pa7l
10m
‘.01 m

100 m

1m

0.2 m
7.7.10714 n2
6.28-1073 m3/sec
9.81 m/sec?
1000 kg/m®
2000 kg/m>

-3

10 © Pa-sec

Qilfield Units

103 md.

5 psi'l

7.03+10"
30.5 ft

3 £t

3.05-10°
305 ft
3.05 ft
0.61 ft
78 md
341 bb1/day
32.2 ft/sec?

1.0 gm/cc

. 2.0 gm/cc

1.0 cp
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where k s the formation permeability,

kf is the fracture permeability,

'-_u is the fluid viscosity,

9C, is the formation storage capacifyf

Xe is,the fracture half-length,

q is the fluid Wfthdrawal rate,

'AP isvthe;pressuré drawdgyn?» -
w_ is the skin thickness,  .
vks_is the skin permeabi1ity, and ;
cis a we]]bore‘storage coefficient. B

;The wellbore storage coefficient, c, in the abo;e‘equations is defined as
a mass storage term; i.e., the amount of fluid released per unit change
nin fluid potentia]. Since the model assume§ free surface behavior, a
change in one m-H,0 of pressure will refeaseﬂéne volume (wrwz)

\'vof f]uidfper‘uhit height of the;we]]bofe. 'Thus the value of ¢ used in
this work will be .equal to:the‘We11bore volume per unit height.

Finite Conductivity Fractures =

Figure 15 shows the késUlts of. the nﬁméfica] simulation for a well
.intercept%ﬁg é sing]e,finité éonductivitynvertical fracture. The
parameter for the different curves is the dimensionless fractdre
conductivity C_ with four values réngihg betWeeﬁ C,. = 0.2 to
Cr = 100. The formation properties are fixed so that the change in

the dimensionless fracture conductivity is
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reflected only in a change in the propped fracture permeabi]ity, kf.

Agreement with the analytical solution is excellent over the time
ranges of TDf from 10'2'to 70. Above the value of 70 the effects
of the finite outer boundary of the mesh are felt. At this poinf the
curves begin to follow the solution calculated by Gringarten, et al.,
(1974) for a closed reservoir system. .At times below a TDf of .01
the numerical solutions stért to differ from the analytical solution due
to the'prESence of the wellbore. This effect 1§ very marked on the
Cr = 0.2 curve and is also evident on the other curves for TDf
values below 10°3. Changing the volume of the well to zero will
cause the points to fall exact]y'on the analytical solution but again
this would ignore the physical presence of the wellbore. Even with a
.005 m wellbore the solution in the time range below a TDf of 10'3 is
dominated by wellbore storage and the characteristic unit slope will
.dominate the type curve. |

The excellent agreément_with the analytical solution serves to point
out thrée interesting features. The first is that the assumption that
flow from the formation to the wellbore is negligible is not necessarily
wrohg. A1l the simulations presented included wellbore communication with
the reservoir. However, no effect of this is observed in the comparison
with the analytical solution without wellbore flow. It would seem that
the fracture’truly dominates the flow to the we]1 and that thi§ analytic
assumption is valid at least for normal values of wellbore radius. Another
interesting point is that while the drawdown increases with a decrease in
fracture conductivity, the change is not proportional to the change in Cr‘
That is, the .separation in the curves for a change of Cr between 100 and
10 is not nearly as dramatic as the change from 10 to 1, even accounting

for the compression effect of the logrithmic scale. This would make
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the use of type-curve matching to distinguish the differences of two rel-
atively short high permeability fractures very difficult ifbthe magnitude
Aof Cr is greater than 10. Fina]iy all the curves do, at 1afge times,
fall on the infinite conductivity (Cr > 100) line as predicted by

Prats, et al., (1962) and thus exhibit radial flow behavior. During this
radial flow period the well test data cahnot be effectively used to
determine the fracture properties.

Due to the limited information one can obtain from drawdbwn data of
fractured wells at very large and very small values of dimensionless time,
the graphs wi]] be Timited to values of Tof greater than 10'4 but less than
10. The upper limit is the value where pseudo-fadia] flow begins and the
lower limit correspondstotheperiodbe]pw_which wellbore storage dominates

the slopes 6f the curves, and the parameter C,. cannot be used. Ck is
defined usingvthe fracture half-length Xf but at low fracture conduct-
ivities the pressure fransient moves slow enough through the fracture mesh
so that the effective fracture length may be less than X In this
v_instance fhe parameter Cr is ﬁot unique aqd it cannot be properly defined.

" Wellbore Storage Effects

The effectofwellbore storage was investigated to evaluate its affect
on fhe type curves for values of dimensionless time greater than 10'4.
The results for a C,. value of 100 and different values of dimensionless
we]Tbore storage coefficient.ranging between 0 and 0.5 are presented in
Figure 16. 1In Figure 16 the solid lines represent the analytical solutions
of Cinco-Ley and Samaniego (1977a). Again the agreement is excellent over
the. range of T, from 104 to 10. The value of dimensionless wellbore
storage C = 1.25-10"3 is nearly indistinguishable from the zero wellbore
3

storage solution. At lower values of Cr’ however, ‘even a C of 1.25 <107

(corresponding to a .005 m wellbore radius) will depart markedly from the



103

I‘O l ' — } : ]
s ———r
27 ¢ cyxy
_ —— Cinco et al 7 ' e
= ¢,0,8,0,4,4 This Study A o i
. /'I;?‘.' o
c“° 7oy
g a - < % '. /X
E =4 ) doot‘l/:- X _
(W] OI_ Gt /-/’ 0 A N
0 ./././ i A ] . A
? ’l2510'3 - o, )
a & 2 _ A
A
. )0 ) = £ |
0.0l§mo" - o A | _ |
[o]] -
[ | 5 &

XBL792-5742

‘Figure 16 The Effect of Wellbore Storage
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analytical solution as seen when compaking the Cr = 0.2 solutions in the
previous figure. This is easiiy understood from the definition of the
wellbore storage period. The duration of the storage effects is an indi-
cation of the transition between the two sources of the fluid produced
from the system. The wellbore storage effect will dominate as long as
most of the fluid produced from the well comes simply from reducing the
volume of fluid initially inthe wellbore. The transition period ends when
fluid begins to be produced from the formation and hence becomes the
dominant source of production. This hatura11y requires an increase inthe
pressure drawdown of the reservoir. As Cr‘declines, for a fixed geometry
fracture, it takes longer for the transition to occur due to the ToWer
fracture permeabi]ity restrictihg the ré]ease of formation fTufds. The
value of Cr = 100 represents a situation where‘the‘storage effects should
be minimized since the fluid is produced from the fracturé almost immed-
iately, reducing the wellbore storage period. However, even at a Cr = 100
the wellbore storage period can persist throughout the'duration of the
test. A value of C =0.5 creatés a storage effect that;lasts untilTDf=]ﬂ
as seen in Figure 16. The value of C = 0.5 corresponds to a wellbore
radius of .1 m (4 in) with the time corresponding to TDf = 10 being 105
seconds. Since these values are representative of actual field tests,

it is quite possible that storage effects may completely eliminate the
early usefulness of the type curves in relation to using the parameter Cr'
Thus, it may' be necessary to use double packers to reduce the influence of
wellbore storage on the data used for the pressure transient analysis.

Effects of Fracture Skin

Fluid Toss additives, such as guar residues from incomplete polymer de-
gradation or fines produced by proppant crushing,tnayatt'tolower the perm-

eability of the formation during the hydraulic fracturing process. This
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could result in a permanent permeability reduction 1n which the damaged

formation skin permeability, k_, is easi1y'two ordérs of magnitude

s
Tower than‘for the undamaged rock.

| It is quite well-known that formation damage around aAwellborecanbe
handled quantitatively with the use of a skin factor. So also one can
défine a simi]ar skin cdncept.for damage arounda'Fracture. Thus Cinco-Ley
and Samaniego (1977a) define a dimension]ess fracture skin, st, by the
relation given in Eq. (49e). The effect of st on the dimensionless
pressure, PwD’ for Cr = 100 js demonstrated by the family of curves
shown in Figure 17. Tﬁe four upper curves and the Cinco-Ley solution in
this figure pertain to rw'= .005 m whiie.the’two lower curves pertain
to a fw = .076 m (3 in). The mathematica]'representation of the
finite-width skih is shown as an insét in Figure 17..

Three points of interest may be noticed in Figure 17. First the
effects of wellbore storage become more pronounced as st increases, since
higher values of st imply a general degradation of permeability around
the well. Second, thereis a slight drawdown increase betwéen the ana]ytica]l
solution and theApreseﬁt study for S%s = .1 and TDf < 10'2. This is con-
sistent with Cinéq-Ley and Samaniego's derivation which considered an
infinitesimal skin. However, they do state in their paper that a skin of
finite width shoqu be expected to produce a slightly different well
reSponse at early times. In other'words, for the same st, different

combinations of ké and w, will Tead to a differentP versusTDf relation

s
for small values of time. To verify this a second simulation was carried
out in which the width of the skin was increased by a factor of two over
the valueused for the results presented in Figure 17. A comparison of the
two different finite-width skin solutions is given in Figure 18. It can

~be seen from Figure 18 that as the skin width is increased for a constant
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S the curves tend to move down on the log-log plot. The final

fs?
feature worthy of note in Figure 17 is that as the wellbore radius is

increased, in order to represent rea]istic~fie]d cases, the early time
details are so completely masked that the utility of theSfs parameter

in type curve interpretation is curtailed.

Comments on the Validation Studies

The emphasis of the previous sections has been in the validation of
the fixed geometry flow model by comparison with the analytical results
of Cinco-Ley and Samahiego. While further simulations were performed
to 1nvestigate some parameters not considered by these other authors,
it is of interest here fo make two observations regarding the use of
the fracture meshes in the simulations. The first of these is the optimum
number of fracture elements into which the fracture is discretized fbr '
purposes of simulation. It is obvious that thé number of elements should
be increased as the fracture conductiVity decreasesvand thelgradient of
potentiél within the fracture becomes significant. Conversely, as the
conductivity of the fracture becdmes infinite, the entire fracture can be
treated as a single element or even as an intrinsic part of the well. 1In
the simulations, two fracture elements were used for Cr = 100 and 12
fracture elements were used for Cr = 0.2. The drawback in using a
large number of elements for higher values of Cr is that the higher
conductivity greatly decreases the stable time step for the fracture
elements, resulting in greatly increased computational effoft._On the other
hand, reducing the number of elements for lower values of Cr ]eads to a
loss of accuracy. The optimum number of elements depends on the fracture
surface area, fracture storativity, and the‘contrast between k and kf.
Although in the present study the number of fracture elements was deter-

mined by trial and error, it should not be difficult to formulate a
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rational criterion for deciding on the optimum number.

A second point of interest concerns the manner in which flow at the
edge of the fracture is handled. In a]]_the‘simu1ations the édge.was
assumed to be rectilinear with fluid entering the fracture throﬁéh the
narrow end. Examination of the.computer simulations showed that bf the
total flux entering the fractﬁre, only ébout one-percent was entering
thfough the end. Although the flux may be negligible, the velocity of
entry at the fracture end was always found to be very high‘due_to the
narrowness of the opening. Considering the fact that little is generally
known about the fracture edge, this topic will not be considered further
except to mention that the actual flux through the end depends very much
on the geometry assumed. '

. The validation simylations led to the investigation of various

. parameters that could reasonably be expected to affect the nature of the

- solutions when presented in type curve format. The advantage of using
type curves when analysing the drawdown data of fractured wells, lies in
the ability to identify a unique value of Cr' As has been demonstrated:
above even with the conventional analytic assumptions, the use of'Cr

is relegated to ideal systéms with infinitesimal wellbores. HoWever,
_there are also many other factbrs that may influence the shape of the type
curves in such a way that conventional analysis may prove to be very
difficult or result in non-unique estimation of the barameter Cr'

‘Variation in FractureFStoragg

- In the previous validation studies the storage coefficient of the
~ fracture (¢c)f was taken to be the same as that of the formation (¢c)t

8 Pa'l. However, any number of factors may change the

and equal to 10
stprage'coefficient of the fracture. These include the effects. of

proppant placement, proppant size, and residual or immobi]e'fracturing‘
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fluids remaining in the fracture; To investigate -the possibie effects
of the variation of the fracture storage coefficient the value was both
increased and decreased by an order of magnitude relative to the value
used for the previous simulations. The results are presented in Figure
19. In all three cases presented the wellbore radius was set equal to
.005 m to minimize the wellbore storage effects and the fracture conduc-
tivity was fixed so that Cr = 100. From Figure'19 it is seen that while
9 pat

lowering the fracture storage coefficient to 10~ makes little

difference in the shape of the curve, raising the fracture storage to
1077 Pa~! has a significant effect. The fracture storage value of 1077 pa’l
is the same order of magnitude as the wellbore storage value and the shape
df the curve indicates a stbrage effect analagous to wellbore storage. 'It
is conceivable that in MHF stimﬁ]ations the size if the ffacture may be
large enough so that fracture lstorage will persist past the wellbore
storage period. This would also make conventional type curve analysis
difficult.

Unequal Wing-Length

It is cuéfomarily assumed that hydraulic fracturing at depth creates
an opening symmetrical about the wellbore. However, it is‘cdnceivab1e
that the fracture is initiated in only one direction (single-wing; see
inset Figure 20) or that it propagates only partially in one direction due
to rock inhomogeneities. InveStjgation of the problem is summarized in

"Figures 20 abc. In as muchas an asymmetrical wing requires the sihu]ation
of one-half of the flow region, and since a symmetrical wing requirés only
one-quarter of the flow region, two different meshes were designed to

~ handle the single-wing and one and one-half wing cases. |

Figures 20 abc, show drawdown behavior for Cr =1, 10, and 100 with

one wing, one and one-half wing, and two wing simulations. In all cases,
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the'uhdamaged well hed an r =..005 m, corresponding to a C = 1.25-10'3.
In all three cases, the drawdown for the siﬁg]e-Wing condition is quite
disfinct from thoeerof the one and ohe-ha}f wing and two-wing copditions.
‘Thisis'duetothe decrease in pyera11 permeability on the unfractured side.
“While the difference between.the one and one-half and two-wing case is
distinct at Cr ='100, it is nof so clear at low TDf for Cr = 10 and dis-

2 for the tight fracture case (Cr = 1). This is

:appears below TDf = 10
to be expected since, in tight fracture cases, flow is governed by the
wel]bpre end of the fracture. Indeed, other results generated during the
present study showed.that for Cr = 0.2, reducing the permeability of |
the farther half of the fracture by an order of magnitude had Tittle
effect on the pressure-transient responSe of the we11. Thus in tight

gas sands the MHF treatments may not be as advantageous as thought to be
due to the fact that in these very large fraetures the inf]uehce of the
ends of the fracture may never be seen on the resultant well prod0ction
‘ff the propped fracture pefmeabi]ity is Tow.

Choked Fractures

The process of actually creating a hydraulic fracture is mechanically
complicated. Afterdthe well has been etimulated and before the well can
be put back onto productiOn; the_subsurface tubing and packers must be
removed. It fs conceieable that if sufficient time is not allowed for the
formation to-cpmpress the proppant pack, the remeva1 of tﬁe equipment
may act as a swab drawing some of the fluid and proppant froh the wellbore
end of the fractupe (Goranson, personal communication 1980). This would
create an area of fracture constriction near the wellbore that was defined
earlier as a choked region. In general, the effects of any arbritrary
permeability variation in the fracture is of interest especially since

the proppant distribution is Tikely to be non-uniform (Cooke 1975).
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However, for this work the permeability variation is restricted to the
wellbore end of the fracture,whether due‘to choking or turbulenceeffects.
The choked fracture simulations are presented in Figure 21 for a Cr

= 100. The four cases presented include values of choke permeabi]ity,'kch,

3

equal to kg, 1072 ke, and 10” Ke. The upper four simulations were run

ch?

was 0.8 m. From Figure 21 one immediately notices that the effect of

with an .005 m radius wellbore. The length of the choked region, x

reducing the choke permeability will show up as an increased pressure drop
exactly like the skin effect presented in Figure 17. This has been

3

predicted by Raghavan (1976). The choke vé]ue equal to 1077 K

£
creates a pressuredrop that persists throughout thetime ranges'presented.
Perhaps with this great a permeability reduction Cr should be calculated
‘using the values of Kep and x. whichrwou1d give an effective
value of Cr = 1.25. The curve for the Cr =1 simUlétion presented
earlier in Figure 15 is replotted on Figure 213 The Cr = 1'curve'is
similar to the upper curve in Figure 21 even though the conventional
Cr va]ﬁe for the upper curve is two orders of magnitude larger. This
again serves to show that the uniqueness of the Earameter Cr is restricted
to simpler systems than fhe choked fracture proposed here. The effect of
wellbore storage dominates_the choked fracture effects as seen in the
lower two curves in Figure 21 for ‘w = .0762 m. These 1atter.curves are

identical even though the choke permeability varied by a factor of 10.

Deformable Fractures

The deformable or 'breathing' fracture was treated as desckibed in the

previous chapter. The case presented in Figure 22 used a fracture-proppant

10 1

stiffness coefficient, a, = 1.3-107°" Pa", with an initial fracture

opening of 10'3 m. As the pressure is reduced in the fracture due to

fluid withdrawal, the fracture closes in accordance with Equation (43).
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The pressure drop then increased further as the fracture permeability is
reduced. The above parameters of stiffness and initial fracture opening
héve been arbritrarily chosen only to demonstrate an application of the
model. Figure 22 shows the 'breathing' fracture drawdown curve along with
two 'rigid' fracture curves with Cr values of 26.2 and 1.0. The e
former value corresponds'to a fracture that had the initial width and
permeability of the deformable fracture. The latter corresponds to a
fracture with an‘equiva1ent conductivity of the deformable fracture at the
“time corresponding to TDf = 10. The deformable fracture curve
actually starts below the C_ = 26.2 curve at Tp, = 1074 and slowly |
rises to‘the Cr = 1 curve at TDf = 10. Two general points to note that
are not intuitively obvious are related to the behaviof of the deformable
fracture at large and small values of dimensionless time. At T, < 1072
the deformable fracture drawdown is actually less than the equiva]ent rigid
fracture curve due to a Storage effect. The storage Capacity of a rigid
fracture is due only to the compressibility of the fluid contained within
it. The deformable fracture, however, inc]udeé'an additfona] term in the
fracture storage capacity due to the compréssibi]ity of the fracture
iitSelf. The second point of interest is that the curve for a deformable
’_fratture solution would continue to rise at larger values of TDf than
shown, crossing all the Cr curves so far presented until it stops at

0. This latter curve is the Théis

the limiting value of Cr

solution for drawdown of a well in a homogeneous medium.

Summary of the Fixed Geometry Fracture Solutions

The model has been validated against the known analytical solutions
of Cinco-Ley and will give equivalent results if the analytical boundary
restrictions are assumed. The parameter Cr’ when used in type curve

analysis, may be useful for determining fracture conductivity and fracture

\
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length but only when used with simplifying assumptions. These latter
assumptions include negligible weT]bore or frécture storage, symmetrical
fracture wings, uniform fracture permeabi]ity, and rigid frdcture wé]]s.
Results from parametric studies using the modé] indicate that if any.of
these latter assumptions are invalid, the use of the parameter Cr in
type curve anaTysis is suspect. The effects of formation damage and
fracture damage cannot be distinguished without other information which
could complicate the analysis of wells exhibiting low productivity. While
it is true that such damage shows up basically in transient effects it is
possible that the length of the transient phenomena may last years after
the stimulation if long, thin fractures are created, which wou]d have
correspondingly low values of fracture conductivity.

The type curve matching process should be used with other techniques
such as conventional semi-log plot analysis. This allows independent ver-
ification of the fracture conductivity, wkf.‘_The fracture orientation |
has not been discussed but conceivably could be found by the observation
well techniques mentioned in the second'chapter. Alternately,thelso]utions
generated by the present model could be substituted for these same
ca]culations‘when wellbore or fracture storége is significaht. While the
data has not been reduced for such uses, as yet, it would be a straighf-
forWardva]though-laborious procedure. If the effective length of the
fracture can be independently estimated along with the fracture con-
ductivity the accuracy of the fracture geometry ana]ysis'woh]d be greatly
enhanced when using type'curve analysis.

B. GROWING FRACTURE VALIDATION : THE MONTICELLO EXPERIMENT

The validation of the growing fracture model is much more difficult
due to the lack of any available solutions for comparison. The solutions

presented earlier relating the fracture geometry with time are really .
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approximations derivéd under the assumption of stable fracture growth

and are not representative of the initial breakdown pe;iod. However,
carefully controlled field experiments have been conducted in 'mini-frac'
operations by Zoback (1979) and data were supplied for.use in this work.
These data were originally used for the determination of in-situ stresses
in the inVeétigation of induced seismicity of the Monticello Reservoir in
South Carolina. The data includes measured well-head pressures as a
function of time and a detailed reéord of the f]uid injection rate with
time. This was particularly suited to analysis by}the HYDFR program
since virtually any time dependent source terms can be modeled due to the
flexibilty of the program. _A typical injection vs. time and preSsure VS.
time record used for the Monticello simulations appears'as Figure 23.

The data had to be further'reduced_to correct for the head loss and
‘friction loss jﬁ the surfacé piping.

Well Test System

The dimensions of the surface piping, wellbore tubiné, and packer
spacing used in the well tests by Zoback were presented earlier when dis-
cussing the meSh arrangement in the model development section. The fluid
viscosity was determined from calibration tests in the surface piping and
found to be appfoximate]y 2.3.5-10'3 Pa-sec (2.35 cp). The flow in
the surface'piping was found to be turbulent due to the small cross-
sectional area. Since the model is only designed to simulate flow obeying
Darcy's law, which Eequires 1amihar flow, the wellbore pressure was calcu-
lated by subtracting a pipe‘préssure gradient. factor provided by Zoback
from the data in Figure 23. This has the effect of lowering the indicated
pressure in the system although the maxima and minima can still be observed
from either the surface or subsurface data. In other words the surface

 (well-head) data can be used to distinguish trends in the behavior of the
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systembut for arigdrousvanalysis'the subsurface pressure data are needed.
Unfortunately, very few field operations go to the expense of recording
such data. Advances in tést equipment design may allow more frequeﬁt use
-of downhole pressure transducers in the future.- |

The fluid compressibility was calculated from thevestimated mixture
" of the oil and water emﬁ]sion used in -the fraéturing pfocess. This
mixturé was approximateTy 10 parts oil to 90 parts water by volume which

10 1

gave a fluid compressibility of approximately 7.6+10" " Pa *. MWhile

_rough]y twice the compressibi1ity of pure water, this value is lower

than the compressibility of the oi]é used in MHF applications and was
-considered to be a reasonab]e»value. The surféce piping and wellbore
tubing were assumgd to be rigid and their respective nodes wefe assigned
material compressibilities equal to that of the fluid in the system. The
compressibility and storage capacity of the packer-we]]bore e1emen£ was
found tovbe much greater than the tubing elements due to the packer
compliance. This wellbore compressibility was determfned by trial and
error involving matching the ca]cu]ated_pressures for any one value of
packer compliance with theMonticello data during theinitial pressurization
period before breakdown. A reasonably good value for packer-wellbore

. compressibi]ity was found to be 2.36-10"2 Pa~l. The various

values for the model parameters used in the Monticello simulations

are summarized in Table 2.

The Monticello experiments were conducted inva.rather impermeable
granite that was assumed by Zoback to be homogeneous. This same assumption
was made in the preseht work. Consequently, the values of granite storage
~ and permeability were re]atiVe1y sma11 but finite. Variation in these

two parameters did not affect the buildup pressures in the pre-fracturing

data. The granite, however, apparantly hada very high tensile strength the
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Table 2

Parameter

k

(¢c),

X¢ (initial)
w (initial)
z

h

Q

SI Units

1.1-10712 py7l

1.5m

5.0 - 7.0:10"° m

‘ 300 m
Im

-3 3

0 - 1.25-10 ¥ m"/sec

2040 m-H,0
2.35:107° pa-sec
930 kg/m>
2700 kg/m>
7.6:10710 pa-l

100 - 1000 J/m°

Parameters Used in Monticello Studies

Qilfield Units

.01 md

9 1

7.6°1077 psi”

4.57 ft

1.52 - 2.3-107% ft
914 ft

9.14 ft

0 - 20 gpm

2900 psi

2.35 cp

0.93 gm/cc

2.7 gm/cc

6 1

5.24-10"° psi~
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value of which was not avaiiab]e from the field data. The corrected
breakdown pressufe from the field data was on the order of 1800 méHZO
(2700 psi). This value is approximately 2.3 times the value of the
overburden stress at the depth of the operations so that the fracture
pressure gradient Equations 26) and (7) could not be used. However, while
the méximum preséure-in the Montice]]o data was 188i m-HZO, a lower

value of 1740 m-H20 was used as theiinitiation or breakdown pressuré,

Pb’ in the simulation as will be explained later.

Usg of Monticello Data for Validation

The Monticello data wa§ unique ih that it allowed three separate
physical processes to be modeled. The first was the pressurization of the
wellbore which occured during the first 30 seconds and is characterized by
the initial pressure rise as shown in Figure 23. The second was the
initial fracture growth period between 30 and 35 seconds. This is the
period cdrrésponding to the rapid decrease in flow rate observed in
Figure 23. The last phase of the process is when the pumping is ter-
minated at 35 seconds and the pressure decays as fluid permeates into the
formation. The various parameters of the mode]_were adjusted to give the -
best fit to the.obsérved‘data. While the record of the fluid vo]umevvs.
time servéd as tﬁe only true input data, there was f]exiBi]ity in chosind
a set of downhb]e parameters to match the pressure transient. Two such
sets are shown.for the corrected Monticello pressure data in Figure 24.
The two sets differ only in the initial fracture aperture which is the _
size of the hairline fracture that initially éxténds when the fracture‘
_propagates but before the fracture pressure builds up.

From Figure 24 the data match is seen fo be reasonable over most of the
time span although there are some discr‘epencies particularly at e‘arlyv times.

" The field data indicate that there may be a fluid fillup stage before
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time = 15 seconds. However, the model assumes a completeley filled
system and thus the simulation pressure begins to rise immediately.
Figure 24 shows that at 18 seconds there is.alsharp change of the slope of
the simulation pressure resulting from the sudden change in the pumping
rate evidenced in Figure 23. The numerical and field results are in
agreement until the breakdown is -indicated. This early time data is
sensitive only to the packer compliance which was matched eXperimenta]]y
as previqus]y mentioned. The maximum ca]éu]ated pressure of 1880 m-HZO
is nearly identical to the field iﬁdicated maximum even though the
breakdown pressure Pb is 1740 m—HZO. This indicates that the pressure
continues to rise in the wellbore -even though the initial fracture element
is opened at the lower pressure. This effect could be related to Zoback's
(1978) critical length theﬁny but is more likely an indication that the
initial model element size méy be too large. This would require a finite
length of time for the fluid pressure to reach the extension’pressure'at
the end.of fhe first fracture element.

After the maximum preséure is reached, there 1is a sharp decline
in pressure begfnning at a time equal to 32 seconds which agrees quite
well with the model prediction of 31.67 seconds. At‘this point the
fracture grows ‘unstab]y' propagating six meters into the formation during
the next four seconds. After a time equal to about 40 seconds there is
no further fracture growth and the pressure transient begins to level off
at a pressure bof around 230 m-HZO. Again agreement of the simulation
-transient and the field data is very good over this time range.

Monticello Validation - First Cycle Simulation

It will be convenient from here on to represent a specific numerical
simulation using the Monticello data with a series of numbers, e.g. 2-2-1.

The data were taken from two different wells in the Monticello field,

125
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Monticello 1 ahd Monticello 2. The first of the three numbers represents
the number of the We]], although all of'the data providéd by Zobéck comes
from well number 2. More than one mini-fracture’operatfon was performed
in each well. - A series of such operations was conducted ét various
depths. The second number refers to the particular mini—fractdre oper-
ation and implies that the data isifrom a specific depth in the well.
During each of these operations the well was repeatedly pressurized and
then bled off in subsequent cycles.. This technique was used by Zoback to
déduce the minimum .earth stress. from analysis of the pressure data. The
number of the cycles is the 1ést number in the series. Thus 2-2-1 is
data from the first (and initial pressurization) cycle of the second
operation conducted in well number 2.

The simulation was performed for another mini-fracture operation;
Monticello 2-7-1, as shown in Figure 25. The time axis of Figure 25 is
marked in 3.56 second divisions corresponding to the sampling frequency
of the pumping rate data. While the simulations represented in Figures 24
‘and 25 were both'very good matches to the field data, the respective sets
of simulation parameters were not the samé, as can be seen by éomparing
the values listed on the two figures. The.choice of'fracture stiffness,
a,, and initial fraéture opening, e,» were 10% higher for the Monticello
2-7-1 simulation but the surface energy coefficient, Y, was 5% lower.

This was somewhat disturbing since the difference in depths between the
two operations was less than 15 meters and the formation properties

should have been similar. However, even though it is conceivable that

a 10% difference is within experimental tolerances, it is much more likely
that the simulation parameters may have been over fine-tuned for the first
cycle data. That is, the fit was made so exact that inaccuracies involving

'some of the initial assumptions may have been ignored. It is now thought
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that it is more realistic to adjuét the parameters to give a fair
agreement over subsequent cycles of any one'mini-fractureloperation,

even if the agreement with any one cycle is not as exact as in Figures 24
and 25. As will be explained later, this allows analysis of all the
simulation parameters.

Monticello Validation - Consecutive Cycles

Modeling subsequent cycles for any one mini-fracture operation in-
volved a great déa] of trial and error calculation. This is partially
due .to the fact that the fracture growth ié unstab]e during the initial
pressurization and is not sensitive to the surface energy calculation. The
fracture surface created is so small during the initial cycle that the
value of Y chosen could be very high, up to 8 times the value estimatied
by Aamodt (1976), before any change in the simulation occurred. The
magnitude of the surface energy requirement indicated the relative insensi-
tivity of the fracture growth to the energy calculation during the initial
breakdown. Values of Y from 750 - 800 J/m2 represent the range where
the energy coefficient begins to exert influence on the initial fracture
growth. A lower value of the surface energy coefficient would mean that
the influence of this parameter will probably not be seen until the
fracture growth becomes stable.

The consecutive cycles were all characterized by an initial pressur-:
ization phase, a growth phase where the fracture accepts fluid from the
wellbore and extends, a shut-in phése when the pump was turned off; and a
b]eed-off.stage where fluid pressure was released thereby returning a
fraction of the injected fluid to the surface. This latter procedure was
modeled by connecting a surface node that represented the.circulation tank
to the surface piping element. The simulations were continued aftef sub-

tracting the energy lost, when the fluid was produéed from the system, from



the avaj]ab]e strain energy'term, SURGY. The time ranges of these pro-
cesses are labeled on the corrected pfessuré data for Monticello cycles
2-4-1, 2-4-2, and 2-4-3 shown_in Figure 26. Thg Monticello data for
these cycles was both the most compiete and the Tlongest record of the
vertical fracture data provided by Zoback and was the best choice for
successive cycle simulation. The numbers used beneath the time scale in
Figure 26 indicate the times of fluid injection (1), shut-in times (2),
and bleed-off times (3). Note that the bleed-off times have been
truncated in Figure 26 due to the fact the surface pressure is always

~atmospheric and thus provides no information.

Consecutive Cycle Simulation Results

The radial version of the HYDFR program waé used to model the Mont-
1cé110 data. The radial mesh was used primarily due to the assumed
homogeneous nature of the granite formafions in the Montice]]o field
preventing any possible 'slip' boundaries. No conclusive statement about
the true nature of the fracture system can be made from this as it is
possible fof almost any fracture shape to be created. However, previous
researchers (Murphy and Tester, 1979) believe that radial or penny-shaped
fractures will Abe created in similar situations. The simulation was
initially conducted by a trial and error procedure involving simultaneous

variation of as many as three of the parameters, e.g. a and

v oo
k. Later it became apparenf that the change of any one of the parameters
affected only specific parts of the simulation response éé will be dis-
cussed in the next section.

The simulation results for the Monticello 2-4-1, 2-4-2, and 2-4-3
data are presented in Figure 27. The simulation was conducted with the

'best choice' of the various parameters that resulted in a reasonably

good,match'to the field data. As can be seen from Figure 27 the
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Figure 26 Subséquent'Cyc]es in the Monticello Data
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simulation seems to fit the Monticello data very well during the first
cycle, fairly well during the second cycle, but it seems to predict
higher pressures during the third cycle. The third cycle data has a
region of constant pressure between 1050 and 1115 seconds where the
fracture may be extending stably. However, while the simulation results
also exhibit a plateau in the pressure data and thus a stable fracture
extension period for the third cycle, the simulation préssure is at a
relative maximum at this point. This is consistent with the model theory
that requires that the pressure at the fracture tip be equal to the |
minimum earth stress during extension. While the Monticello 2-4-3 data
indicates a maximum that is only within 100 mQHZO'of the simulation
results, it is conceivable that the data reduction may have been in error
or that there are other effects that have not been taken into account.
These include the very real possibility that the fracture has intercepted
other fractures either naturally occuringor created byvbtherlmini-fracture
operations especially since the packer spacing is of the same order as

ree The fluid may have bled off into this secondary permeabi]ity

during the third cycle. This would account for the field data indicating
a relative maximum before the pressure declines slightly and levels off.
When designing future experiments of this type it wou]d be desireable to
use a packer arrangement tﬁat allowed simultaneous measuring of both the
pressure iq the cavity and the annulus above the packers. This would
indicate any communication of the test fracture with the secondary fracture
system or possible packer leakage. In any case while the third cycle data
might not match the data identically, the overall match of the data
indicates that the model can still be used to understand the processeé

involved in the mini-fracture operations.
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C. MONTICELLO SIMULATION : PARAMETER EVALUATION
The parameters described as the 'best fit' for the simu]atibn, j.e.
11 -1 5 -17 m2

a, = 1.5-10"

v Pa

, e, = 20107 m, S, = +78'S, k= 210
and Y = 300>J/m2, shown in Figs. 27 - 32 are not unique. The 1ntérref—
ations between the parameters is so great that it may be possible to
generate a slightly different set of parameters that will give a similar
fit to the Montite]]o data. The choices could be reduced if there were
other field data available such as core studies that could eliminate soﬁe
of the trial and error ambiguities involved in hatching the pressure
transients by systematic parameter variation. However, after working

with the data, an understanding of how the parameters will affect the

simulations may shed some 1ight on the physical processes involved.

Effects of the Variation in Fracture Stiffness
The effect of vérying the fracture stiffhess,is shown in Figure 28.

11 5 -1

The two values -include the 'best fit' choice of av = 1.5+10""" Pa

o~11 Pa'l, a 13% increase. The fracture

and a ffacture stiffness of 1.7-1
stiffness.defihed above in Equation (43) is used to relate the width of
the fracture to the applied pressure. The width controls the permeability
and the Storage capacity of the fracture. Thus, the larger the coefficient
a,» the sma11ér the radius‘rf needs be to encompass the same fracture
volume. The final difference in the calculated fracture lengths after the
third cycle Was only 0.5 m for both the ya]ues-of.av, which is only 4% of
the calculated fracture radius of 11.5m and is 1nsignifi¢ant. HoWever, the
effects on the peak pressure'for'the'second and third cycles as a, is
varied is significant.

After the initial pressurization the fluid inthe fracture is bled-off
and the fracture walls close to some minimum apgrture e&. During sub-

sequent cycles the fluid must squeeze back into the fracture before the
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fracture can continue to grow. The Targer value of a, allows the fracture

walls to move apart more readily with- applied pressure and thus will

require lower pressures.during the feopening of the fracture faces. This

is indicated'by the 80 m—HZO pressure difference in the peak pressures

between the two.simulations for cycles 2-4-2 and 2-4-3. Once surface

pumping is ha]fed, the pressure a]bng the fracture starts to equilibrate.

Again the pressure for the more é]aStic fracture wi]].equilibrdte faster

as the fracture walls will open at Tower values of pressure. As can be

seen from Figure 28 the simulation run with the_]érger fracture stiffness
causes the initial pressure to decline much faster after the well is shut

in. Howéver the presssure'ih the more elasfic'fracture will also Tevel

off faster. This explains the fact that the simulation pressure for the

smaller fracture stiffness corresponding to a, = 1.5~10'11' Pa'1 will
actué]1y be lower during the end of.the shut—in periods. The choice of
one value for a, err another was dictated by the pressure match

obtained with thé second cycle of the Monticello data. .This match was

much better for the stiffer (Sma]]er) fracture stiffness value even though

the third cycle performance may tend to favorvthe 1arger'value of a, -

Effects of Variation-of Initial Aperture

Once the fracture is created, there must be initial fracture perm;
~eability, otherwise fluid flow wi]ilnot occur. In the present model this
is treated by -using an initial fracture aperture representing a hairline

fracture. This initial width, e_, is orders of magnitude less than

0
~ the final fracture aperture and controls the magnitude of the peaks in the
pressure simulations. A smaller eo‘woqu require a larger pressure
drop in the first fracture element and correspondingly increase the‘
calculated breakdown pressure. - This can be Seen'in Figure 29 in_whiéh

simulations for two 'values of e, are presented, the 'best fit'
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value of 2°10'5 m and a larger value of 5-10"5 m. The initial pressure
peak for the latter case is more than 150 m-HZO lower than the
maximum pressure indicated by the field data.

The size of € éorrespondingly affects the size.of the minimal
aperture, eé, that the fracture assumes when bled-off. The larger €
the larger eg although the two values are not the same due to the hydro-
static pressure that exists in the fracture during the bleed-off phase.
The larger e, value will result in a 1owef preésure on subsequent cycles,
since less pressure is needed to push fluid past the closed fracture walls
and reopen the fracture. This effect is seen in Figure 29. Note that the
effect is much the same as that of changing the fracture stiffness,
however, the effect does not persist during the first cycle shut-in
- period. This is due to the fact that fracture flow ddring shut-in is
controlled by the change of the fracture aperture which is a function
soie]y of the fluid_pressure and the fracture stiffness during this time.

Effect of Varying the Minimum Earth StresS

The minimum earth stress, Sh’ affects the calculation of the
available surface energy term SURGY." The larger the value of Sh in the
simulation the more energy is required both to open the fracture and to
extend it. This is due to the fact that the fluid must do work in over-
coming the earth stress which is assumed to be opposing the fracture wall
movemenf. A lower value of the earth stress will allow a larger fracture
to be created due to the lower total energy required. Since the energy
supplied to the system is relafed to the fluid pressure during injection,
raiéing the earth stress will necessarily increase the injection pressure
(as PeXt > Sh) and the energy supplied to the system, but not to a level
that more than partially offsets the additional énergy needed to open the

fracture against the larger value of She
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The magnitude of S used in the simulations was varied as a per-
centage of the overburden stress SV. The values used ranged between
0.5 S and 0. 98 S 5 the latter value nearing the theoretical limit

before the onset of horizontal fractur1ng. Figure 30 demonstrates the
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effects on the s1mu1at1ons of chang1ng the minimum earth stress Sh from |

‘the 'best fit' .va]ue.of 0.78 Sv to values of 0.5 Sv and 0.98 Sy¢ As would

~be expected, the lower value of Sh resulted in lower pressures over

all three cyc]es; The only exception to the phenomenom is the brief 30
second wellbore pressurization period where the pressure is affected only

by -the the wellbore storage and the value of e The Tlarger value of

0.
'Sh of 0.98 S resulted in corresponding]y higher simulated wellbore
pressures over the same time ranges, as seen in F1gure 30.

Effect of Var1at1on in Format1on Permeability

The rock format1ons in the Monticello field tests are composed
of_granite which'has relatively 1ow'Va1ues of storagevcapacity and perm-
eabi]ity compared“to typical petroleum reservoir rocke. Granite does
exhibit secondary permeability due to micro-fhactures in the ‘matrix.
Variations in rock permeability will influence the shut-in pressure
after the_pressure in the fracture has equilibrated. The variation in
formation permeabi]ity might also affect the calculated fracture growth to
- a small extenf by 'siphonihg off‘ some of the available surface energy due
to fluid permeation from the fracture.e-However, the fracture growth in
thie mihi-fracture operation was so rapid‘that‘the effects on the surface
energy term due to-chenges in the rock periceability were negligible. For
extreme]y:1arge‘fracture this may not be the case as fluid permeation from
the fracture may be significant. The simulations for the two perm-
7 eability values shown in Figure 31 are compared to the 'best fit' value of

k = 2-10° -17 m’ (.02 md). The lower value of 10 2 raises

an
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the simulation pressures primarily during the shut-jn periods by about 80
m H20. A larger permeability value of 10'16 m2 results in a larger
pressure'drop when compared with the best fit simulation over most of the
time range indicated in Figure 31. In fact this 1arger permeabi]fy may
even act to drain entirely the fluid from thé system as indicated by

the atmospheric pressure in the wellbore at the»end of 250 seconds. Even
larger values of permeability might affect the fracture growth but were
not studied since the coarseness of the resefvoir mesh méy begin to
influence the simulation accuracy at larger values of formation perm-
eabi]ity; For this reason the estimation of in-situ permeabi1ity by

the model is probably approximate at best.

The Effect of Varijation in the Surface Energy Coefficient

The Tlast parameter varied in the simulations éurface energy cdefficient
Y, which is a measure of the rock toughﬁess. Resu]ts of the initial
modeling described in the first cycle simulations, presented in Figures 24
and 25, indicated that a fracture surface energy coefficient from 750
to 800 J/m2 was fhe hinimum range that would affect the simulétions.
Modeling of all three cycles indicated that the minimum value of surface
energy coéfficient to be around 300 J/mz. The surface enérgy coefficient
only affects the calculation of the SURGY term and the effect of the
coefficient will be seen in either reducing the fracture length or
temporarily blunting the fracture growth. This blunting occurs when the
value of the net available strain energy term becomes negative. As Y
increases SURGY was found to oscillate around the value of zero during the
stable growth period of the third cycle. As' Y was further increased SURGY
actually remained negative, but still oscillated, during some of the
simulations. The effect of this negative surface energy Qalue results in

a much 1arger calculated pressure rise in the wellbore as the fracture
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growth is arrested but the f1uid pumping is continued. It should be
pointed out that in a real situation the pumping volume is not likely be
independent of the injection pressure as modeled here. .The effects of
the variation of surface energy coefficient are seeh in Figure 32. As the
magnitude of vy increases past the minimum and best fit value of 300
J/m2 the pressure isvaffected at different times in the simulation. The
value of * v = 350 J/m? increases the pressure during the last 300
seconds of the simulation.” An increase in the coefficient to»500 J/m?
begins to affect the pressurerduring the second cycle. -In this instance
the SURGY term remains negatiVe and fracture.growth is prematurely

halted during the rest of the simulation. This explains the large increase
in pressure observed during the third cycle. ‘The 1argesf V%]ue of Y =
1000 J/m2 causes the fracture to blunt during the;first cyé]e. It is
reasonable to assume that the trend in the magnitude of the éurface energy
coefficient would continue as the fracture becomes larger. Thus the value
of vy would becomé lower as the fracture growth proceeds. For this reason
the value of 300 J/m2 found,for tﬁe-beSt fit simulation is most Tikely
anomalously high and can only be used as an upper bound to the true value.

Conclusions from the Monticello Simulations

The Monticello ‘field study was originally designed by Zoback to
analyze the data for use in estimating the magnitude of the minimum earth
stress, Sh. Results from the present work indicate the minumum»earth
stress to be 78% of the overburden Stress; Zoback (personal commun-
ication) has independently arrived ét én Shfvalhé.equalvto 80% of the
overburden stress, which agrees with the present work. There has been
no other study‘that would give indications of‘the magnitude of the
other parameters used to fit the Monticello data. However, values that

have been reported in the literature that have been calculated
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from field and core tests in granitic rocks may be used for comparison.
Brace (1979) reports that the in-situ permeability of granite may be up
to 3 orders of magnitude higher than core tests would indicate. Thus the

value of 2-10"17 m2 is well within the range of permeabilities for granite

-18

estimated to be from 10 to 10'13 m2 (.001 - 100 md). Murphy, et al.,

(1977) reported values for the minimum fracture aperture in granite for-

mations on the order of 10"4

4m

m which agrees with the best fit result of an

' . -
. €y of 0.65-10

-11 Pa~1 which is the same order of magnitude as the fracture

. Murphy, et al., a]so-report a rockvcompressibility of
2.7-10
stiffness a, used in the best fit simulation, although there is no
exact cdrrespondence between a, and rdck compressibility. The value
of surface energy coefficieht,‘v, was found to be 3 times the value
reported by Aamodt (1977) and 5 times the value reported by Krech and
Chamberlin (1974). As explained éar]ier this is to be expected since the
model sensitivity increases.as the product of vy and the fracture area
increases. Unfortunate]y, the'fractﬁre éréa in the simulations was so
small that the magnitude'of Y appears anoma]ously high. |

While the model has been used‘to analyze pressuré tfansient daté it
could conceivably be used to. prédict the fracture growth and pressure
variations of any arbritrary system if the system prdperties are known or
can be estimated. This will be demonstrated in the next section. Although
the values of the parameters determined to be the most representative for
the Monticello experimebt may not be unique, they may st111 represent a
reasonable range of actual ffeld:éonditions. - Further advances in préssure
measurement techniques, i.e. downhole pressure monitoring,.may provide even
better data for the pressure transient analysis. This infdrmation should

result more accurate understanding of these mini-fracture type experiments.
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D. MODEL APPLICATIONS TO GROWTH OF RECTANGULAR FRACTURES

The HYDFR program was used fo simulate the growth of rectangular
fractures assumed to be genefated du?ing MHF type operatiohs.' The primary
aim of thi; investigation is to simulate a hypothetical hydrau]ic
fracturing operation. uThe'rénge of parameters used in the simulation
appear in Table 3. The analysis is done from an engineerihg,point of
view. That is, the simulation represents the behavior of a realistic
hydraulic fracturing process and fhe calculations will be presented in
real time, pressure, and distances. ;The factors that affect the realistic
behavior:§f the éystem, i.e. the pumbing rates, fluid viscosity, and use
of f]gid leak off control agents, wi1] be varied in order to determine the
éffeéfs'oﬁ the results of the simulations. The other factors involved in
the berfokmaﬁcé of‘the hode] have been discussed in the previous section.
Before the simulation énalysis is presented the behavior of the model
itself and its effect on the simulafions will be discussed.

Numericé] Effects of the Scale Factof

' The use of the ¢ factor in increasing the element sizes as the fracture
propagates, affects the results of the simu]ationé. This effect shows up
most dramatica]]y when the fracture growth‘is observed to change from un-
stable to stab]e‘andis ménifestédin the alteration of the S]Ope of the X¢
vs time curves. This effeCtxis seéﬁ in Figure_33 which shows the fracture
growth Qs pumping time for Various vé]ues'of e. There are two stages of
fracture'érthh seen in this figure. The first growth period is due to
the pressurization of the inital fracture element. The duration of this
period is a fUnction’of the fluid viscosity and initial aperture dimension
as discussed pre?ious]y‘in the Montite]]o data sectibn. The second stage
is the uhstab]e growth pekiod in which the surface fluid pressure declines

very rapidly as the fracture propagates into the formation. This second
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Table 3  Parameters Used in Rectangular Fracture Studies

Parameter

k .

ks

(e
X¢ (initial)

w (initial)

z

" 2 <> B

formation rock

- 10

2.5 - 50-107

SI Units

-17 - 10"13 m2

0l 2
3.58-10710 pa1
0.5 m

10-4 m

1000 m
Im

3

0 - 8.0-10° m3/sec

6000 m-H,0
1 - 1000-107°

930 kg/m

2700 kg/m>

1.8-10"2 pa!

20 J/m?

0 - 20%

11 1

Pa”
0.5 - 0.98 SV

berea sandstone

Pa-sec

1.24-107

Qilfield Units

.01 - 100 md

.01 md

6 1

2.47+10°% psi”

1.64 ft

- 3.28-107% ft

3280 ft
9.84 ft
4350 bb1s/day

- 8500 psi

1 - 1000 cp
0.93 gm/cc

2.7ng/cc

5 psi-l

7 -1

1.7- 35-10"" psi
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stage of growth begins at 10.22 seconds on Figure 33. After the fracture
‘has grown to 6 meters the effect of the ¢ factor becomes increasingly
apparent. As the value of ¢ increases the apparent slopes 6f the Xg
vs time curves also increase. The size and spacing of the frécture
elements also increases with €. Although the results indicate that it may
take less time to propagate a 16 m fracture with e é-O.l as compared to a
16 m fracture simulated with e = .025 the calculated pressure in the well-
bore node will drop faster the higher the value of €. This indicates that
more fluid is neededkto expand the gréater voTume of the € = 0.1 fracture
mesh at any_given time than is required to expand the e = .025 fracture
mesh at the sameftime. This indicates that the spacing of the mesh
.affects the apparent pressure gradient in the fracture. The larger mesh
would have a.smaller pressure gradient between the fracture tip and the
we]]bofe nodes. Thus the larger mesh ffactUre 6Qu1d accept fluid faster
than the smaller mesh fracture Causing it to,exband at a greater rate.
This numerical effect is a necessary by-product of dealing with the limited
number of elements allowed in the present compdter program.' The value of

e = 0;2 was léter found to be a reasonable choice when sihu]ating MHF type
fractures reéching 1engths of 250 m. This particular value of e was used
formost of the simulations and permitted the étudy of these large ffactures
with a réasonable calculation time. Evenvso_the process was so complex
that it took roughly one second of computer time to simulate 10 seconds pf
fracture growth. Thus§:=0.2 becomes an optimum value when considering the
finite resources allocated for this study. However, this will not affect

~ the results of this section since the relationships between the various
paraheters of the system will be equally influenced by the effects of thee
factor. It is the understanding of the effect§ of.these pérameters on the

fracture growth that is important inevaluating the usefulness of the model.



149

The relationship beween the wfdth'and length of the fractures and the
pumping time is necessary for fracture design calculations. However,
since the oniy indication of fracture behavior-can be seen in the surface
pressure.transients, analysis of tﬁis_transient i§ érucia]. Results of ?
‘typical pressure vs time and a'typical fracture length vs timé calculation
are shown in Figure 34. Two sets of curves appear in Figure 34 showing
fhe'inf]uence»of the values of € used in fhe MHF simu]atiohs. The region
df unstable fracture grthh is indicated on the time scale and cbvers the
first seven seconds after the maximum pressure is reached. This cor-
responds to the period when fhe wellbore pressure is rapidly dropping.
After the pressure begins to build again the fracture growth is cbntro]]ed
by the rate of energy supplied from the surface pumps and the growth
- becbmes stable. Again, thé stable beriod refers fo the period where
fracture growth is accomplished only by an increases in pressure,of
tﬁé we]]bbre. When the wellbore pressure sfarts to increase, the slope of
thé vavsvtime'CUrves begins to decrease markedly. The slope appears
to have reached a fixed va]Qe at times greater than 60 seconds. This is
only an effect“ofvthe scaTe of the graph as could be seen when plotting
the resu]ts on log paper. Variation of the € factor has an interesting
effect on the curves shown in Figure 34. The simulation with a value of €
= 0.2 results in lower pressures and larger rate of fracture growth for
reasons discussed previou]y; Itvmayvalso appear‘that'at large times the
pressure transient curves may actually parallel‘each other. While the
pressufe curves never. do become parallel, their forms are nearly identical
and show the effects of the scale factor only as simple displacement
on thé pressure -axis. To reduce the effects of the mesh spacing factor on
the fracture length vs time curves, it becomes necessary to reduce the

magnitude of e which correspondingly restricts the potential lengths of
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the fractures created in the simulations. In rectangular fracture growth
problems a compromise to this situation was employed by reducing e to zero
after the region.of stable fracture growth is reached. Since the remafnder
of the work will be primarily concerned with factors-that will affect the
stable fracture gfowth, initial unstable growth will be briefly covered.

Initial Fracture Growth and the Effects of Tubing Size

The:assumption that the fracture does not penetrate the upper and
lower onndariés formed by formations with much greater fracture toughness,
shou]d‘be Teast va]id 1n the region near the wellbore. The pressures are
higher in the near wellbore region and the initial fracture grdwth may be
so rapid that the barrier would be penetrated despite its greater fracture
resistance. A]fhdugh no bqundary formations are included due ‘to the two-
dimensional restriétibns of the current model, the investigation of
the initial fracture growth may give some insight into possible vertical
migration of the fracture.

The energyvstored in compressing the fluid in the tubing string is
responsible for the initial unstéb]e growth of the fracture. ‘The energy
cbntribution from the surface pumps may be minimal during the relatively
small time pekiod of the initial growth. The energy needed for the sudden
extension can either be stored in the wellbore tubing it$e1f or in the
tubing and wellbore volume. It is also conceivable that the fracture may

extend so fast that the pressure in the system will drop to the point that

‘the total surface strain energy becomes negative and the fracture growth

is arrested until the energyv1eve1 builds up_again. This energy, supplied
by the surface pumps, can be stored as potential energy in the expansion
of the fracture walls. As the va]ue‘of the fracture stiffness increases,
the fracture compre531b111tyvincreases and the energy storage capacity of

the system will also increase. This type of behavior can be thought
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of as being somewhat analagous to a capacitive discharge device used in
automotive ignition systems. The surface pumps supply energy to the
fracture‘which ‘discharges' after a certain saturation value is reached.
The time betweenvdischarges is controlled by the rate of energy stdrage
which is a function of the pumping rate, the stiffness of the fracture,
and the rate of fluid seepage into the formation. The simulation results
are presented as curves representing the avérage fracture grthh Vs
time. It is very important to note that the fracture growth in this model
is discrete and the points on the graphs indicate the true periodic nature
of,the'extensioh process. While the average-value curve drawn through the
simulation points does not indicate the discontinuous growth it does
facilitate comparison of the individua] curves.

Figure 35 shdws a Tog-log plot of the ca]cu]ated fracture half-length,
Xey VS time for the initial 40 m of fracture growth in a formation of
typical reservoir rock (Berea sandstone). The value of the fracture
stiffness coefficient is approximéte]y 30 times the value used in the
Monticellorsimulations forthetbugher granite formations and is indicative
of values that may be found in the relatively weaker rocks common in pet-
roleum applications. The three curves repesent different values of tubihg
size, i.e. 8, 25.4, and 44.4 mm radii, the latter two being representative of
tubing sizes used by the industry. The Xg VS time cufves show two
definite slopes as can be seen from inspection of Figure 35.- The first
slope is essentially vertical when the crack initially propagates reaching
calculated tip velocities approaching 500 m/sec. At some point, the slope
of the curves reduces abruptly to a value having a near linear growth rate
with time. This would be expected from the form of Equation (9) which
indicates that the maximum rate of growth of a rectangular fracture is

linear with time if leakage from the faces can be ignored. Even though

[ %y
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the rock permeab11ity3wds taken as 107°° m®, a skin permeability value of

1071 m? was used to simulate the effects of a fluid loss control additive
such aé silica flour. 'However, the 1nitia1 fracture growth rate was so
fast that the effect of the fracture skin premeability wasvnegligible.
In this simulation the 1éngth of the initial unstable fracture
increases with the tubing size,as the system energy storége capacity
aiso increases. For the 44.4 mm radius (3.5 in ID) tubing this unstable
length reaches 30 m which is ten times fhe thickness of the fractured
interval. The 'slip' bouhdary previoUs]y defined would allow the fracture
walls to move apart against the top of the fofmation removing the stress
concehtratfon'due to fhe fracture edge. It would seem possible that in
field app]icatidns'such an unstable fracture could easily penetrate into
adjacent formdtiohs in the vertical direction if the 'slip boundary' is
not allowed. While the use of Smaller tubing sizes reduces the length of
the initial unstable fracture, it does not eliminate the effect ofAthe
unstable growth period. It may hrové difficult to use smaller diameter
tubing to hénd]e the flow rates used in MHF operations a]fhough annular
injection after breakdownvis a'possibility. It is interestihgvto examine
the curve in Figure 35 for the smallest diameter tubing used which cofres-
ponds to a tubing volume of one-tenth that of the standard 25.4 mm radius
(2 in ID) tubing. This particular simulation behaves like the 'capacitive-
discharge' system and exhibits two separate regions of unstable fracture
growth followed by stable fracture growth, as indicated by the line marked
quasi-stable in the figufe. This phenomenom will simply be described as
quasi-stable behavior since the majority of fhe points fa]] on the same
line labeled as smoothed-stable, which is an extrapolation of the previous
stable period. The quasi-stable behavior‘appeared in the simulations con-

ducted with both large values of fracture stiffness and Tow values of u.
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The transition values for this quasi-stable behavior are a, > 10 Pa

v
and u< .01 Pa-sec. While this behavior may indicate that the model itself
becomes periodically unstable due to the mésh.spacing factor, or use of

relatively large time steps, the quasi-stable behavior was nevercompletely

- eliminated when reducing both the e factor and the maximum computational

time steps to minuscule values of 0 and'lO'5 seconds, respectively. It
would seem that the quasi-stablebehavior is an indication that the fracture
extension procésé may consist of a discrete series of equilibrium jumps in.
fracture lengths, although not to the degree indicated by Figure 35. It
should be noted that such behavior has been predicted by Secor (1968) who

- also used an energy approach to analyse the behavior of natural fracture

systems._Whén such quasi-stable behavior occursthe data will be smoothed.
E. LINEAR FRACTURE GROWTH - PARAMETER STUDY

The term 'fracture stiffness' as used in this work has referred to
the resiliency of the fracture walls and has nodirect counterpart interms
of classical elastic‘moduli.' The value of fracture stiffness must be an

in-situ measured property of the system roughly corresponding to the bulk

vcompressibilitybof the rock. The properties of the rock used in these

MHF type simulations are those of Berea sandstone. The range in values
of permeability and porosity of Berea sandstones is fairly large. Thus
the values used for this study on]y_represent typical properties and not
neceésari]y those Qf a specific rock outcrop.. . Accordingly, the rock

0717 - 10713 w2, but this wide . range

permeability was varied between 1
was found to have Tittle effect on the simulations if the the fluid vis-
cosity was at least 10'? Pa-sec or if a fluid loss control agent was used.
This ‘latter agent is assumed to reduce the skin permeability to an arbritrary

10-17 m2 which is a conservative value considering the rocks involved in
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MHF operations have natural permeabilities on the order of 10'16 - 10'18'm2.
The fracture stiffness must be tréated'as a parameter that is not control-
lable but a property'of the formations encountered.

Effects of Fracture Stiffness

The values used for fracturé stiffness were varied by an order of

magnitude from 0.25 - 5-10'10 Pa'1 which corresponds roughly fo the change

“in bulk cdmpressibility between granites'and Berea sandstones (Greenwa]d,'
1980). Figures 36 a,b show Tog-Tog piots of fracture half-length vs

pumping time for various vaTues of fracture stiffness, a constant fluid

3 -3 3

viscosity of 2.34-10" m”/sec (36a)

and 8-10"3n9/sec(36b). The fracture simh1ations-weré run until either 650

Pé-sec,‘and.two pumping rates of 4-10

seconds had e]épsed or a 200 m fracturé iehgth was obtained. As éan be
seen from the figures, the variation irlfrécture stiffness radically affects
the growth rate of the fracture. As the stiffness of the fracture
increases, i,e,'a;'decreases, the growth rate increases and the difference
~in growth tégjmes bééomes[WéfT“defined as the contrast in slopes is more
ﬁabparent;FThéjcurve for the'av==2.5‘10'11Pa'1 value in Figure 36a exhibits
lbuhstable'QrOWth for the firét 25 mvthen‘shoothly changes to stable growth
béhavior. "The slope of the stable fracturé region of the Xg VS t curve is
- -initially bounded by a line with a slope of 0.85 and then it fs bounded by
a line with a slope ofO.GAt the end of200n1of gfowth as indicated on the
figure. It was subsequently found for the simulation with the smallest
fracture stiffness coefficient that the value of the bounding slope line
actually approachedva value of 0.5 when the fracture was propagated to 250
m. The values of 0.85 and 0.5 for the initial and finaf slopes of the
fracture growth vé time curves agree well -with Nordgren (1972) whose

numerical model results are shown in Appendix C. The value of slope

equal to 0.5 indicates fracture growth proportional to the square root of
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time. This response agrees with Eeuations (13a) and (15b5/wh1ch predict
’such a relatiohéhip for sufficiently.large fractures. The s]oees of the:
curves. for simulations using-»]arger values of fracture stiffness also
decreased -in magnitude but did not quite reéch,the square root relationship
within the Tength of time allowed in the simulation. There is no reason to
doubt that the slopes Qf these lines would approach a value of 0.5 after
some greater fracture length (> 200 m) is reached. While it appears that
the slopes of the curves in Figures 36 a,b are parallel the slope does
increase with en increases in a,. »This'might indicate that the valid
range of the analytic approximations begins after larger elapsed times
when the fracture stiffness coefficient increases.

~As the fracture stiffness coefficient is increased in the simul-
atione,ithe curves in Figure 36 a,b indicate that the unstable fracture
1ength ’deCreases “which fs desirable for the control of vertical mig-
ration of tHe fracture. The fact that the unstable fracture Tength
1ncreasesvas.avfis decreased may indieate that if the fracture
stiffness of .the adjaceht vertical formations 1is lower (stiffer) than
| that of the fractured formation, vertical growth might actually occur.

The maximum apertures for the simulations in Figures 36 a,b are di-
rectly proportional to the fracture pressure. This varies exactly as the
pressure curves shown in Figure 34. Thus the apertures will have two
maxima, one during the initial unstable frécture growth period, when the
we11bore pressures are highest, and the other at the end of the simulation
when the fracture pressure has started to rise. The aperture results are
and fluid viscosity{

The calculated apertures for the simulation conducted with a, = 5-10711 pal

summarized in Table 4 for various values of a,

ranged between values of 2.3 -. .75 mm, the former value representing the

. initial maximum aperture and the latter the aperture at the conclusion of
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Table 4 Summary of Calculated Apertures for Rectangular Fractures

av-1010 (Pa'l) u+1000 (Pa-sec)| Q = 4-10'3 m3/sec Q =_8-10'3m3/sec

Yinit  Yfinal ™ [Yinit  Mfina1 ™
0.5 2.34 2.2 0.7 2.3 .75
1.0 2.34 3.5 1.3 3.5 1.3
5.0 2.34 | 15 6.2 |15 6.2
0.5 T 10 T 2.0 .85 2.2 .99
1.0 10 2.7 1.6 2.9 1.8
5.0 1w | 8.3 6.2 8.2 6.2
0.5 © 100 3.1 143 | 3.8 1.7
1.0 100 4.0 1.8 4.7 2.1
5.0 1 00 | 7.2 6.2 7.2 6.2
0.5 1000 2.0 2.5 2.2 3.0
1.0 1000 2.7 31 2.9 3.65
5.0 1000 6.3 6.5 6.3 6.7
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the simulation.

The increase of fracture width with time was less the one-eighth
power slope predicted by Equation (15a) or by Equaﬁiohs (12a) and (16).
* This cou]dvbe thE’result”of:thé fracture lengthS, even at 200 m, being too
short to allow comparison With the_ana]yticai expressioné.; This lack of
agfeement éod]d also resd]t'from the‘fqrmU1ation of the ﬁode] which allows
W to increase only with an ihcrease‘in.the fracture pressure. As the

fracture stiffness coefficient increases so does the maximum aperture. The

maximum apeftdfes for the év = 10710 pa!

~simulation raﬁged between 3.5 -
1.3 mm and for an a, = 5.10"10 pa~1 the haximum apertures varied between
14.7 - 6.0 mm. These“values are within the range éxpected.1nMHF‘operations.
Comparisoh of.ﬁigure 36a and Figure 36b indicates the effect of
changing the_f]ow raté of the system by a factdr of two. While direct
: éompérison of:the twb figures is difficult;sincethe data are not presented
in terms of dimensionless time, it is easy to see from the example pre-
sented in Table 5 for the a = 2.5:10710 pa~! simulation that doubling
the f]ow rate increases the overall growth rate by a factor of slightly
more than two. -This nearrlinear response of the fracture length with the
pumping rate is in agreement with Equations (13a) and (15b). The values
in the table present thé times required to reach different va1ues of
Xe with variation in viscosity and pumping rate. The fact_that the
time required to reach a given value of fracture length is reduced by a
factor sTightly 1ess.than two when the viscosity is 1ow, is a result of
proportionally more fluid seeping into the formation as the residence time
of the fluid increases with the lower flow rate. Also note that the
initial length of the unstable fracture growth, as seen by comparing the

‘two previous figures, does not increase as the flow rate is doubled. This

again indicates that the unstable fracture length is related
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Table 5 Fracture Growth vs Time Calculations, a, = 2.5°10°

Q= 4-10'3 m3/sec

10

Q = 871073 m¥/sec

11000 Pa-sec

u*1000 Pa-sec

2.34

2.3 10 100 10 100
Xe (m) time (sec)

5 21 23 48 10.5 13.5 33
10 B 38 48.5 19 19 33.5
20 81 78 718 0 39 38
40 160 150 145 8 17 76
60 260 245 230 125 120 115
100 | 460 440 420 220 213 207
150 - - 650 350 | 380 330

Pa'1
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to the release of stored energy contained in'theVWellbore tubing.

The Effects of Viscosity

"~ Other sets of s1mu1at1on results are presented 1n Figures 37 a,b for
viscosity of .01 Pa-sec (10 cp) and F1gures 38 a, b for v1scos1ty of 0.1
Pa-sec (100 cp), In general the behavior of the systems at any one of
these QalueS'of viscosity is simi]ar'to:those discussed above. That is, as

the fracture stiffness decreases, the length of the unstable fracture is

~ 'reduced as is the overa]] growth rate. However, comparing the effects of

~ the different viscosities indicates that as the fluid v1scos1ty increases

from 2.35+1072

to 0.1 Pa—sec the overall t1me requ1red to reach a certain
fracture length -is only-s]1ght1y changed. For the example in Table 5 to
reach a fracture half-length of 100 m for the case of the lTower flow rate
of 4-10"3 m3/sec, it takes 460 sec, 440 sec, and}420 sec as the viscosity
changes by nearly two orders of magnitude. The final fraeture length would
seem to be a weak function of the fluid viscosity.. Interestingly, the

_ aha]ytica]lapprdxihation values are independent‘of}viSCOsity.

~ The effect of viscosity on fracture width is seen in increasing the Ynax
offthe fractures as shown in Table 4. This is an effect of the greater
viscosity creating a larger pressure drop in the fracture. Sihce the
pressure at the tip of the fracture.is always heer,Sh_during stable

frecture ghowih,vaszthe viscosity inereases so does the wellbore pressures
and thus the maximum fracture apertures. For example the Simu]ation run

-11 -1

with an a = 107" Pa indicates that Wooy at the end of the

simulations increases from 1.3 mm to 1.6 mm when the viscosity increases
from .00234 to 0.1 Pa-sec. The fracture aperture also increases with
pump1ng rate as the v1scos1ty increases. For a 0.1 Pa-sec viscosity

-1

fluid and fracture stiffness of 10~ -10 Pa~~ the range of fracture

apertures increases from 4.0 - 1.8 mm to 4.6 - 2.1 mm when the flow rate
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is doubled. This increase is near that predicted by Equatioh (12a) which

shows the increase in w is proportional to 01/4

mnax but is below that

predicted.by Equation'(lﬁ) which predicts a linear change in width with

‘ chaﬁge in flow rate; -
.'. Thé aperturekfor the stiffer fractures increases wiﬁh the viscbsity
“increase to a much gréater degree than does the apertures for the value

10 -1

'av = 5-10""" Pa ~. The calculated W values for these latter

ax

simulations are only slightly depehdeht on the pumping rate. 'As can be
calculated from the data in Table 4 there is a 3% increase in the maxixmum

1 as the flow rate is doubled, and

apertures for an a, = 5:107 Pa”
then only at a viscosity of 1f0 Pa-sec.’
As the fluid viScosity increases to a value of O.IIPa-sec the effect‘j

of leakage in the system is reduced. A twofo]d'increase in flow rate

at this visgosity corresponds much closer to a twofold decrease in the

time needed to reach a specfic fracturé length for aﬁy given fracture

stiffness. For exampie from Tab1e.5 at a viscosity of 0.1 Pé-secvthe time
_ reQUirgd.to reach a 100 m length decreases from 420 secdnds to 207 seconds

as the flow rate was doubled. As‘fhe viscosity increases the amount of

fluid lTost from the system is naturally reduced and the growth rate |

becomes less sensitive to the leakage. If the pefmeabﬁ]ity of the form-

ation was increased the effecté of the leakage shoulq become more

apparent. | o
| The slopes of the Xg VS fjme curves also increasés s1ight1y with‘.
.viscosity, indicating thét‘the fracture growth becomes stable eaiier in the
simulation. The slopes of the curves will be someWhat hfgher since the
resulfs~at-the end of the simulations ére relatively independent of vis-
cosity, but the data departéd from the vertical (unstable) portion of the

curves at shorter distances requiring an increase in the overall slope.
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Super Frac Simulations

The use of 'super frac' fluids with viscosities > 100 cp has been
treated in the ]fterature review chapter. The simulations conducted for
these systems\uﬁéd a viscosity of 1.0 Pa-séc (1000 cp) and are treated
somewhat differently than for the previous simulations. The origin of the
time scale for the previous simulations represents the point of fracture’
extension of the second element and not the time when the first element is
opened, which is the fracture initiation time. The time lag between the
initiation and extgnsion times was so great during the the 1;0 Pa-sec
simulations that the initial aperature éo was increased by a factor of
ten to prevent needless waste of computer time. .Thus while the time
origins on the previous figures increased with viscosity, the time origin
appears lower for the 1.0 Pa-sec simulations shown in Figures 39 a,b. As
can be seen from these figures the unstable length is not clearly disting-
uished from the stable growth range. This indicates that the release of
energy from the wellbore volume is affected by the viscosity of the
fluid. This effect of viscosity could be used to help control the unstable
fracture growth. However, like the cohcept of reducing the tubing size,
\the horsepower requirements for the surface pumps would be excessive. The
use of this high viscosity fluid also results in a large pressure gradient
in the fracture. This is apparéht in that the wellbore pressures and
apertures increase with time. This latter observation can be noted in
Table 5 where the apertures at 1.0 Pa-sec increase by as much as 40%
over the time of the simulation for the lower values of a,.

It is also interesting to note that the fracture aperture for the
stiffest (Towest av) simulations increase 400% over the total range of
viscosities (.00234 to 1.0 Pa-sec) although Woax for the most resilient

fracture increases by only 8%. This would tend to support the need for
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inc]usion of ‘a shear modulus in the.approxfmate,so]utions presehted for
the estimation of the fracture width since the aperture must be a function
of the elastic properties of the system. However, while the fracture
length has also been seen to depend on the fracture stiffness, it is
interesting to note that only Nordgren (1972) includes any rock properties
in the equation for the calculation of fracture length.

Fracture Control : Variation in Flow Rate

The last parameter studied in regards to its effect on fracture
growth was variation in the flow rate. ‘Figures 40 a,b present the effects
of five different flow rates on the log-~log plots of Xe VS time for two
different fracture stiffnesses. Two of the flow rates can be visualized
as ramp functions, one monotonically increasihg with time, the other
linearly decreasing with time from an initial peak value. vThe total
yo]ume injected in these latter cases is equivalent to the volume injected

 with a constant rate of 8-10'3 m3

/sec over the 650 seconds of the sim-
ulation. This constant rate case is also presented for comparison. Figure
40a shows that regardless of the surface pumping rate the uhstab]e fracture
Tength is similar for thése thrée cases, in tﬁe range of 20-25 m. Note
that these three curves indicate possible convergence at a length greatef
than that allowed for the simulations. This would indicate that the final
fracture dimensidns are a function of thetotal volume injectedand are in-
sensitive to the rate of injection. This convergence is s]ightiy better
defined in Figure 40b for a more resilient fracture system. waever, it
appears that while the ultimate length of these three constant volume sim-
ulations might be the same, the unstable fracture 1ength calculated using
the growing rate function is only half as long as the unstable fracture

lengths of the other two cases, i.e. 5m for the former and 10 m for the

latter, as seen in Figure 40 b. This indicates the possibility that
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another method may be employed to control ﬁhe growth of the fracture in
the vertical direction for more elastic formations. This would involve a
slow pressurization rate of the wellbore so that any contribution from the
pumps to the unstable fracture growth is minimized. The bumping volume
would be increased'bnly after the fracture growth becomes stable so that
the energy supplied to the system mayvbé more.efficient1y used in |
exfending the vertical fracture in the hQrizonta] direction.

The other two curves of Figures 40 a,b are for minimaf flow rates,
one-tenth those used fbr the previous simulations in Figures 36 - 39.
These curves indicate that there is some contribution from the surface
pumps during the uhstab]e fractdre‘growth as their unstable lengths of 3
- 10 m are the lowest of any of the simulations. However, the use of
these minimal flow rates may also permit the effects of fluid leakoff to
affect the fracture growth and result in a loss of fracturing efficiency.

Summary of the Rectangular Hydraulic Fracture Simulations

This section has dealt with hydraulic fracture simulation and the
factors that control unstable fracture growth. These factors affect the
storage of compressible energy in the wellbore tubing before the onset of
fracture breakdownandiné]Ude the fluid compressibility, the tubing volume,
-and the pumping rate. The values Qf fracture length and aperture calculated
with the analytic approximations were comparedwith the simulation results.
However, the restriction that the fracture length be much large}'than the_
fracture height restricts the use of these values to fracture half-lengths
greater than 250 meters, which is the maximum practical length Qsed in the
present form of the model. The analytical calculations may be useful for
estimating limiting values of the fracture geometry, but only during
stable fracture grthh. Nordgren (1972) presents an expression for the

rate of fracture growth at small fracture lengths that agrees with the
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results of this study, but these values are also limited to stable
fracture growth. All the analytical treatments have assumed that the
vertical growth of the fracture will belcontained within the reservoir
rock formation. However, this assumption may be inaccurate if the adjacent -
vertical formations are thin and conditions favor a large period of
unstable fracture growth. |

‘The calculated fracture length is seen to depend directly in the
pumping rate and be relatively independent of the fluid viscosity as long
as fluid seepage 15 minimal. The fracture length does depend inversely on
the value of fracture stiffness but the fracture aperture increases as the
value of a, increases. While the simulations presented in this sectibn
were designed to exp]bre the use of the model in predicting realistic
hydraulic fracture behavior the model could be improved for use as a fié]d
simulator. These improvements are beyond the ﬁresent scope of this work
and will be covered in the next section. |
Future Work |

The formulation of the present model employs a one-dimensional
approach to calculate the fracture deformation. Realisticall, a two or
three-dfmensiona] approach should be-used 1h treating the fracture
mechanics. The incorporation of the two or three-dimensional stress
calculation is not trivial and may be best accomplished by re-formulating
the IFDM framework or by expanding the calculations to take into account
simultaneous solution of both the equation of mass conservation -and the
stress-strain tensor. This would necessitate greater array storage
space. The array dimensions would also need to be enlarged to permit a

- greater number of fracture elements. |
The increase in well depths and geothermal app]ications would require

that the model be modified to include heat transfer and thermal effects.
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These thermal effects include temperture dependent properties and dev-
elopment of_an excess surface energy calculation that would include energy
exchange whén the fluid temperature chahges and/or the rock contracts

when cop]ed by pad fluidé. ‘A Computer code, CCC (Bodvarsson, et a]), 1979),
present]y uses the IFDM formulation to solve prob]éms of non-isothermal

fluid flow in porbus media. This program could be adapfed for modeling the

.non-isothérmal hydraulic fkacturing process by incorporating the modif-

ications made in program HYDFR, bUt this woujd involve substantial effort.

A provision could be made in the present model to study vertical

growth of the fracture in multi-layered syétems. This would involve the

uselof a predesigned mesh with different fbrmation properties, Sh,

a,, k, etc., in each layer. The direction of fractﬁre growth could be
ca]cu1ated_on a 1east energy princip]e; that is, the fracture growth would
be in the directfon that maximizes the SURGY term. The combTex‘fracture

mesh needed in the study Cou1d be Used in conjunction with only a few

. layers of reservoir elements, to minimize computational time, since the

small time needed for the initial fracture growth would restrict the fluid
seepage from the fracture faces.
Proppants could be modeled in the fracture by specifying a minimum

aperture the fracture waT]s would return.to after the initial breakdown

period, when the fracture aperture is at a relative maximum. This value

would have to come from laboratory measurements and would require
modifying the excess surface energy cé]cﬁlatioﬁ.

While any of the above modificatfons would improve the present model,
it is still flexible énoughto simu]ate or analysea wide rahge of fracture
stimu]ations ff the formation properties of fractdre stiffnéss and
surfacé energy requiremenf-afe known. Future work shou]d also entail -

developing techniques for meaéuring these propefties.



178

V. SUMMARY AND CONCLUSIONS

‘The process of hydraulic ffacturing is important in many Earth
Science re]afed fie]ds 1nc1uding; petroleum reservoir stimu]dtion,
geothermal energy ~extraction, in-situ coal ‘gasification, and in-situ
meaSurement of ‘tectohic stresses. A literature review has revealed a

better need for understanding the relationship between pore-fluid

pressure, fluid flow, and the propagation of a hydraulic fracture. This

understanding is at least partially derived from a pressure transient
analysis of the fracture-reservoir system. A concept is deveiobed that
explains the hydraulic fracturing pfocese in terms of the transmiséion of
energy suppiied byvthe.éurface pumps to pressurizing the fracture syStem,
and to create new fracfuke surface. The process involves a coﬁp]ex

relationship between the earth stress, Sh, the formation permeability,

k, the stiffness or resiliency of the fracture, a,» the initial

aperture of the fracture, €ys and’the.specific surface energy coef-
ficient, v . 'The perameters are interrelated through a highly nonelihear
partial dif%erentiaT equation which‘neccesitates a numerical approach for
its solution.

A numerical approach, involving modificatioﬁ of the IFDM computer

code TERZAGI, is first introduced and'applied tb»the analysis of pressure

transients in a well intercepting a single vertical fracture. The model

uses a cubic law reTating fracture aﬁerture to permeability.

The method has been validated against known analytical so]dtions and
has been used to fnvestigate the effects that possible field conditions
may have on well test data. Results indicatejthat the usefulness of the
dimensionless fracture coﬁductivity ‘perameter, C., in the utilization

r

of type-cdrve analysis is severely restricted when any one of a
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combination of factors may vary. These include wellbore storage, fracture
. storage, fracture démage in.the form of a fracture skin or restricted
fracture flow capacity, asymmetric fracture geometry, or defokmab1e
proppant-fracture systems.

The model has been extended by the use of a modified Griffith
crack energy approach and a self-generating mesh to represent the growth
of a hydrau]ic fracture as a series of discrete macroscopic extensions.
The resultant computer program HYDFR has been developed for application
to the analysis of pressure transients recorded during the hydraulic
fracturing process.

The model used for circular fracture extension successfully matched
data from field experiments involving repeated mini-fracture operations
conducted in‘the Monticello field in South Carolina. These experiments
were conducted by the US Geological Survey to measure 1n-sftu tectonic
stresses in seismically active region.

Analysis of the mini-fracture data indicate -that the parémeters
détermined through ‘best fit' choices agree well with data available in
the literature. The 'best fit' choice of parameters is S0 1hterre1ated,
however, that these values cannot be uniquely determined and should
only be used to estimate representative properties of the system. These
parameters include: the. mimimum earth stress, Sh, the fracture
stiffness coeffibient a,» the surface energy requirement, Y, the
in-situ rock permeability, k, and the initial fracture onening, ey

The use of a mesh acceleration factor, ¢, allowed a model for rec;
tangular fracture extension to be used successfully in the simulation of
the massive hydraulic fracturing process. In these simulations fracture
half-lengths exceeded 200 m and maximum fraéture apeftures ranged between

0.7 - 6.7 mm, depending on the value of a,.
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Results from the MHF simulations indicate that it is possible

that the initial fracture growth may be unstable and violent enough to

penetrate into adjacent formations above and be]ow. This effect may be
mitigated by the use of lower or variable pumping rates, higher fluid
viscosity, and reducing the initial internal energy of the system by the
use of lTower compressibility pad fluids such as water or the use of

smaller wellbore tubing{

Results from the simulation indicate that after the initial unstable

period, characterizéd by rapid wellbore depressurization during the
fracture growth, the growth becomes stable. This stable growth is
characterized by: a gradually increasing or constant wellbore pressure.
"However, the possibility exists that for larger values of frécture

stiffness coefficient and lower values of -fluid viscosity the fracture

may extend in a quasi-stable fashion with repeated periods'of rapid

growth combined with periods of relative inactivity.

Analysis of the rate of the fracture growth has been éompared with

approximations derived for extremely long fractures. The numerically:

calculated rate of the fracture growth is slightly larger than the.

1/2

analytical-approximations and approachs a t relationship only at

fracture lengths exceeding 250 m. The calculated values of fracture

aperture do not agree as well with the earlier approximations. - This may

be due to tpe restriction of the one-dimensional fracture wall deformation

used in the model.

The analytical assumptions of a constant fracture extension pressuré
do not hold for the use of extremely viscous fracturing fluids ( > 1.0
Pa-sec). The pressure in the fracture will increase with time, for a
constant pumping rate, independent of the value of the fracture stiffness

at large values of fluid viscosity.

ot
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VI. NOMENCLATURE

is a constant =1 - Cr/Cb, also a microscopic crack length (L)

is the fracture stiffness (LT2/M)

are elements in the conducfénce matrix 1.m (L/T)
is the surface area of the fracturé (LZ)
is the interfacial area beweén elements 1 and m- (L2)
is the matrix of conductance terms relating the amount of fluid
flow from the elements with unit change in fluid potential (1)
is the area of each fracture element (L2)

is the wellbore storage coefficient equal %o the amount of fluid
stored per unit height of the wellbore (L%)

refers to the total compressibility of the formation '(LT2/M)
is the fluid loss coefficient, constant of integration (L/Tl/z)
are the matrix, bulk rock compressibi]itiés (LTZ/M)

is the normal separation distance beween the interface.A] m and
L) g
1,m (

is the mean depth to the formation (L)

is the void‘ratio, also the fracture aperture used in strain energy
calculations (1), (L) '

~is the initial fracture aperture (L)

is the minimum fracture aperture after closure (L)
is the Young's modulus (LTZ/M)

is a constant (1)

is the acceleration of gravity (L/Tz)

is the formation shear modh]us (LTZ/M)

is the formation or fracture height or thickness (L)

is the effective fracture height (L)
is the rock permeability, Sprihg constant (Lz), (M/T2)
is an equivalent spring constant for a fracture (M/TZ)

is the fracture permeability (L2)
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K, 1is the skin permeability (L?)

KC is the fracture toughness constant (M/LTZX

KI is the stress intensity factor for Mode I behavior (M/LT2)

L is the instantaneous fracture 1eng£h (L)

EET is the mass capacity matrix (1) |

n " is the unit vector normal to the fracture surface (1)

p is the fluid pressure (M/LT2)

Pb is the breakdown pressure for 1mpermeab1e or s]1ght1y permeable
| rock (M/LT )

P is the pressure at any time in node 1 (M/LT2)

Pe is the static reservoir pressure, pore pressure in the fracture at

a vo1d ratio e (M/LT2)
P ,P_ s the initial pore pressure in the formation (M/LTz)v

P is the minimum fracture pressure required for extension (M/LTZ)

is the static eq%1valent pressure act1ng in the fracture during -
extension (M/LT") :

P P . are the shut-in, flowing well pressures (M/LT_)

ws’ wf
Pg is the breakdown pressure for a very permeable rock (M/LTZ)
5] is the vector containing the pressures of the 1 nodal elements (M/LTZ)‘

9,q; is the fluid seepage rate into the formation, production,rate (L3/T)

0,0, s the surface injection rate (L3/T)

r is the pipe radius (L)

LN is the radius of the outer reservoir bounuary (L)

re is the fracture radius for a vertical penny-shaped fracture (L).
Py is the wellbore radius (L) |

"o is the effective wellbore radius (L)

r is the unit vector_in the diregtion normal to the wellbore axis (L)
Ar is the incremental fracture rad1us of each fracture element (L)

R is the instantaneous fracture radius (L)
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R is the instantaneous fracture radius (L)

S, is the minimum horizontal earth stress (M/LT?)
Sy is the maximum hdrizonta] earth stress _(M/LTZ)
SV - is the vertical stress due to the weight of the overburden (M/LTZ)
S] ~is the volumetric generafion term in node 1 (M/LTZ)
§] is the vector containing the generation terms for the_] nodal

elements (1)
t is the time (T) /
Atl,stab]e is the size of the largest stable time step for element 1 (T)

_TLA,TLB are time lags from an observation well before,after stimulation (T)

TO is the formation tensi]é strength (M/LTZ)

T; T s the formation tensile strength in the vertical direction (M/LT2)
v is the wellbore volume (L3)

Ve  is the volume of the fracture '(L3)

Vi ) is the volume of nodal element 1 (L3) 

W is the fracture width (L)

We js the fracture width as a functioh of_xf (L)

W is the skin thickness (L) -

W 1S the maximum fracture width (L)

We .is the energy required for én incremental extension of - the fracture (L)
ws is the total system enérgy available for fracture extension (L)

X is the coordinate along the direction of fracture propagation (L)

Xep - s thé length of the choked region in the fracture (L)

X »is‘the characteristic dimension of a square drainage area (L)
Xg js the fracture half-length (L)

Xga js the effective fracture half-length (L)

z, is the elevation of node 1 (L)
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Dimensionless Parameters -

C is the dimensibnless wellbore storage coefficient
C% is the dimensionless fracture conductivity

PuD | 1§ the dimensionless'pressufe '

st is the dimensionless fracture skin

TD is.the conventional dimensfon]ess timé

Tos is the dimensionless time defined with Xe

‘Greek Letters

a. are stress related coefficients (1)

B is the angle between the axis of the wellbore and the stress
Sh, also the argument of the error function (1)

is the fluid compressibility (LTZ/M)

Be

Y " is the surface energy coefficient '(MLZ/TZ)

€ is the mesh éxtension factor (1)

8 is the angle between the directions of Sh and °§e (1)

u is the fluid viscosity (M/LT) D

v is the dynamic Poisson's ratio (1) |

o is the density, a]éo the radius of curvature (M/L3), (L)

g is the stréss applied at the.end of a sharp edged crack (M/LTZ)
Onax is the maximum- stress acting on a sﬁarp edged crack '(M/LTZ)

% fs the tangential stress component at the wellbore face (M/LTZ)_

Oggs Opp2 077 @re the principal stresses at the wellbore face (M/LTZ)

T is the adiabatic surface of an arbritrary vo1Ume; also an angle (1)
é is the porosity, angle between % and Sh (1) |

¥ is the fluid pressure potential
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APPENDICES

A. Derivation of the Fluid Leakoff Coefficient

The solution to the problem of one-dimensional transient fluid flow
into a semi-infinite solid with an initial condition, P(y;O) = Pb’ and

bouridary conditions, P(0,t) = P

oxt’ P(o,t) = Pys is\given by Equation (A1)

(Carslaw and Jaégar,,1959)

P(y,t) = (P - Py) erfc{y/(2/kt/¢uc)} + Py | (A1)

ext

where the complementary error function,'effc(s), is defined as 1 - erf(R)
. 8
and erf(g) = 2/Vn | exp(-uz) du. The flow into the formation face is
0 ‘

~ found by application of Darcy's law
" vP | (A2)

Taking“the déeritive of Equation (Al) and substituting into Equation (A2)

yields |
_k (Paxt - PB) =
Y {nkt/¢uc}1/2 /

For the range of values used in Table 3 the value of C varies between

4.475-1078 6

- 9.25:107° my/sec (1.13-107° - 2.35-1073 ft/vmin)

which are in the low range of values given by Williams (1970). _the this
eduation'will holds only if.(pext" Pb) is constant. Variable

fluid pressure in thé fracture makes the fluid leakoff coefficient only

an approximation.

'B. Kiel's Equations |
Kiel (1970) derived the following equations to express the aperture

of the fracture as a function of the fracture length
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2
41_(1-\)) PeXt o (O" 9)
W= e coseln{ s1n(e 7 % )} +
cosg,in{- tan{( “)/2} } (A3)

tan{(e O)/2}

where x/1 = coso

).

The eqUatTon relating the fracture length with total ffacturéivolume can

and 6y = n/2(1 - Sh/PeXt

[

be: expressed as -

.5
VfE :

L = 5 | » : (A4)
2(1-y )hPe s1n(nSh/P )

ext

where Vf is the vd]ume of ‘the fracture.

'C.  Nordgren's Equations

Nordgren's (1972) dimensionless constants for 1ength,'LD,vtimé;'tD,

and aperture, Wy, are

=7 X
D 256 & ¢ n® | ' - v
L2 (1 - v) qu] 2/3 . 6)
= Tn . X .
D | 32¢°6h
116 (1 - v) u QS] 1/3 S (A?)
I E .
° | fan T

Nordgren's approximate solutions for fracture growth as a function

of time are for the case of no fluid loss (or small TD)
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4/5

e
Lp(Tp) = 1.32 Ty ™" wy(0,Tp) = T/° (A8), (A9)

~and for 1arge f]uid loss (or large Tp) d

Ly (Ty) = 637 TDI/ . wy(0,T) = .798 1,1/ (A10), (A1) P

D. Gringarten's Solutions

The analytical solution for the pressurevdrbp in a well intercepting
an ‘infinite conductivity vertical fracture is given by Equation (A12).

(Gringarten, et al., 1974)

- 1/2 m—( f{'134} + f{.866 ) _

p
wD Df YT T
Toe - "Tof |
.018 .75
067 E.{ - 2208 _ 433 E (- 22 (A12)

pf E Df -

where E.(8) is the exponential integral defined as
B

-Ei(B) = | exp(-u)/u du.
0

The solution for the pfessure drop of a well intercepting a uniform

flux vertical fracture located in a semi-infinite reservoir is

P

w(Tpf) =

/Ty erf(l/Z/TDf) /o B (-1/4Ty) ()

where all terms are as defined above.
v _ *.
E. Development of the Integral Finite Difference Method

The potential or diffusion equation is a parabolic partial dif-
ferential equation. For porous media the general fofm of the diffusion

equation can be expressed as



-
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S+ v(%}vw = 4C g%- (Al4)

where ¥ is the fluid potential,
S is a volumetric source or sink term,
P is the fluid pressﬁre,‘ |
g is the acceleration of gravity,
p is the fluid density, |
z is the elevation,
k is.the.fock permeability,
¢ is the porosity, |
u is the fluid viscosity, and
¢ is the total compressibility of the saturated porous media.

Integrating Equation (Al4) over the volume of an arbritrary volume

‘element Tocated in the flow region gives

S5 S A+ e v ew av = g sor 2y (A15)
A\ Vv . v o :
For a fixed volume size neither the source term or the time derjv-
ative are dependent'on the volume integration and can be taken outside of
the integral sign. The Green's theorem expresses the volume jntegral

with an equivalent surface integral as

fff'v(ﬁ)vw dv é-% [f veeds . (A16)
) : S

where dS = nds, and n is the outward normal from the surface area ds.
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Equation (Al5) becomes substituting for the volume integrétion

k

S+ Keveds a2 o (AL7)

S

Substitutinngarcy's law in the form of Equation (A2) the equation becomes

SV + /s qunds = oV 2T | (A18)
S .

Equation (A18) states, in integral form, that the time rate of change

in the fluid potential, ¥, averaged oVer an:elemental volume, V, is

equal tb the sum of both the normal flux .of fluid over the area of the
lvo]ume element and the fluid generated by source terms located within the
‘element. This is a_mathematical'statement-of the princip]e of mass
cOnsékvétion.~ Us1ng-the finite difference Tinear épproximation of the
gradient‘of'f1uid potentia] and for the'change'in fluidrpotentia1 in the
'noda1 element , 1, over the time At Equation'(A18) cAn be expressed for
".the nodal volume. - The ihiegra] fiﬁite d{fferénce equation becomes

~ Equation (26)

ki(Py - Py +opg(zy = 2Ry g (el Va(Py - Py

.

1 _ .

Sk *_21 T M _ == (26)
i= : o " . , ‘

- where all terms are defined as above.
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