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ABSTRACT
Using three-prong r decays observed by the Mark II detector at PEP,
we measure the r lifetime to be (4.6 :41.9)X10"3 sec.
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A measurement of the 7 lepton lifetime provides a direct determina-
tion of the strength of the coupling of the r to the charged weak cur-
rent. In this Lefter we present the first measurement of the 1 lifetime
which has a statistically significant non-zero value.' 4

The data for‘this measuri:ent ueré collected by the Mark If detec-
tor at the e*e” storage ring PEP located at the Stanford Linear Acceler-
ator Center. The data sample contains approximately 1500 7*71° pairs
produced at a center-of-mass energy (Ecn) of 29 GeV, corresponding to an
integrated luminosity of 15 400 events/nb.

The Mark II detector at PEP is substantially the same as it was at
SPEAR.2 The only change that is significantvfor this measurement is the
addition of two small hemicylindrical drift chambers around the beam
pipe. Since the main.purpose for adding these chambers was to improve
the detector tr%gger, they are referred to collectively as the trigger
chamber. Each hemicylinder contains four layers of 32 sense wires
strung parallel to the incident e* and e- beams. The trigger chamber is
86 cm long; the inner and outer sense wire layers are at radii of 16.6
and 20.2 cm, respectively. The main drift chamber has 16 cylindrical
layers of sense wires at radii between 41 and 145 cm. Six layers are
parallel to the incident beams and the other ten are *3° relative to the
incident beams. Both the‘trigger chamber and the main drift chamber
have inherent resolution of ab;ut 0.2 mm at each layer; for this meas-
urement we analyzed the data as if the trigger chamber had a resolution
of 0.3 mm to allo@ for possible small misalignments amang the three
chambers.

Both the trigger chamber and main drift chamber reside in a uniform

4.6 k6 axial magnetic field. The rms momentum resolution of the trigger
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chamber-drift chgmber combination, measqfed on 14.5 GeV/c muons, is
0;096p1 (p measured in GeV/c) jf the track is consirained to pass
through_the Tumjnops regiop. It‘increases to 0.008p2 if, as in this
measurement, the’constraint cannot be made. The addition of the trigger
chamber improved the résolution for locating the 7 vertex by betuéen 30
to 502 over what it would have been with only the main drift chamber.

v .

To measure the 7 lifetime we reconstructed the vé?tex of three-
prong 7 decays and calculated the §Vight distance between the center of
the ]uminous region (IP) and the vertex projected along the 7 momentum.
Since the expected mean r flight distance (0.7 mm) is smaller than our
resolution, this measurement requires statistical averaging and a good
control of systematic errors to achieve the necessary precision.

The 7 leptons that we wished to study were pair produced in the
reaction
%)
and thus had an energy equal to the energy of the incident beams, in
this case 14.5 GeV. To identify events from reaction (1), we first
selecfed events with either four or six charged particles. Each event
was divided into two jets by the plane normal to the sphericity axis.®
We required that at )least one jet have exactly three charged particles
uifh'net'charge 1.

Four potential sources of background events in this data sample aré
beam gas intefactions. two-photon 7 pair production, -

ete” » ete 1tr", 2
hadron production,

e*e” = hadrons, (3}

and radiative Bhabha scattering,

ete” » ete ¥ ) : 4)
L ete,

where the photon conversion either was internal or occurred in the
0.09 radiation léngths of material betuween the IP and the main drift

chamber. To reduce backgrounds from beam-gas interactions and two-pho-

- ton 7 production, we required that the visible energy in charged parti-

cles be greater than 6.125 Ecn and that either there be an electron or
muon identified in the event or the visible energy in all particles QE

greater than 0.25 Ecm. To reduce backgrounds from hadron production we

" required the visible invariant mass of each jet to be less than 1.6

GeV/c? calculated ffom the charged pa;ticles and less than 1.8 GeVsc?
calculaied from all detected particles. Finally, to reduge background
trom radiative Bhabha scattering, ue required the invariant mass of each
three-prong jei.calculated assuming that each prong is an electron to be
greater than 0.3 GeVscZ. MWe also required the total energy measured by
either the tracking system or the Jead-liquid argon calorimeters to be
tess than 0.9 Ecn.

After these cuts, 284‘events containing 306 three-prong 1 decays
remained.v The number of these events and their properties, such as
total visible énergies. transverse momentabbetueen the two jets, jet
masses, and the ratio ;f four o six-prong events, are all consistent
with the events coming entirely from reaction (1). We uill estimate the
number of residuél background events in the final data sample later in
this Letter.

From this boint on in the analysis, each three-prong 7 decay was

treated as an independent event; IQEreduce the probability that any of

the tracks in an event scattered or was mismeasured, uwe applied the
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following additional cuts: Each track was required to have signais from
at least ten drift chamber layers, a x2 from a fit to its trajectory of
less than 40, a distance of closest approach to the IP transverse to its
trajectory of less than 5 mm,* and a measured momentum of greater than
500 MeVs/c. We also required the three tracks from a single decay to
appear to originate from a common point along the direction of the inci-
dent beams to within 5 ecm. These cuts left 126 three-prong 7 decays.

We found a vertex position for each of the remaining decays by var-
ying the paramefers of the particle trajectories in a least squares man-
ner so that the three tracks intersected at a common point. We elimi-
nated eight events‘because the x2 of the vertex fit was greater than 15
for 3 degrees of freedom. An uncertainty in the'position of the vertex
along the 7 direction of flight was calculated for each event and is
displayed in Fig. 1.5 For future use, the data are divided into two
data sets, one uith vértex uncertainties less than 4 mm, and the other
with vertex uncertainties betuween 4 and 8 mm. The 16 events with vertex
uncertainties greater than 8 mm contain negligible information on the 7
lifetime and are not used any further.

The 7 flight distance was calculated as the distance between the
vertex and the IP projected on the direction of the T momentum. The
location of the IP uas détermined by measuring the intersection point of
bt 3
;1abha scattering events in large blocks of experimsntal runs. We found
that its location was quite stable within a block pf runs. The rms beam
spreads were measured to be 0.30 mm in the vertical direction and 0.76
mm in the horizontal direction; these values are dominated by experimen-
tal resolutioniand the physical size of the beam, respectively.

Fig. 2 shous the 7 flight distance for (a) all data with vertex

-
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uncertainties less than 8 mm and for (b) the higher resolution data set
alone. Evidence for a non-zero 7 lifetime can be seen at this point.
In the full data sample there are 35 events with negative flight dis-
tances and 67 events with positive flight distances. In the absence of
systematic effects, the probability of a distribution this asymmetric
occurring for a zero 7 lifetime is about 0.2 7.

To convert the distributions in Fig. 2 to a most probable mean
flight distance, we performed a maximum likelihood fit to_the convolu-
tion of the flight distance gpectrum from a Monte Carlo simulation gen-
erated with zero 7 lifetime and an exponential decay distribution. The
Monte Carlo distribution uas derived from a simulation which generated
fake raw data. These data were then analyzed by the same analysis pro-
grams_used to analyze the real data. The simulation inciuded all impor-
tant effects such as Cculomb and nuclear scattering.® The two data sets
were fit simultaneously uith a common mean flight distance. The result
for the mean flight distance s (1.07 ¥ 0.37) mm, uwhere the error
reflects statistical uncertainties only.

To check for biases in the vertexing and fiftigg procedures, ue
generated Monte Carlo simulations for the expected 7 lifetime and for
four times the expected 7 lifetime, and analyzed them as if they were
data. 1n both cases the analysis yielded the input mean flight distance
within the statistical errors (less than 0.1 mm}. To verify that the
Monte Carlo programs can accurately simulate data, we created fake 7
decays out of hadronic events. The fake decays were created by select-
ing the three most energetic tracks within a jet and analyzing them as
if they were a 7 decay. The fake 7’s were required to have‘energy to

mass ratios of greater than 5, so that they would resemble real 7’s as
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closely as possible. The resultiﬁg mean flight distance was (0.45 ¥
0.11) mm compared to a ﬁonte Carlo simulation result of k0.34 011
mm. When the Monte Carlo simulation was run with zero Kg and D life-
tjmes. the resulting hgan flight distance was (0.11 * 0.13) mm. ffrom
these calculations we conclude that the Monte Carlo simulation agreeg

i th measureménts on the data to within 0.1 to 0.2 mm, and that it is
Iikeiy that a:substantiél part of the positive mean flight distance seen
in the hadronic datg comes from the decay of short—lived.partic]es.

The gylindrical symmetry of .the detector eliminated many sources of
systematic error. For example, a shift in the position of the IP would
not create a net effect in Ehe mean flight distance but uwould only
increase the width of the distribution. For this reason, ue made small
global adjustments in the tracking to compensate for chamber_misa]ign-
ments so that there was no azimuthal angle dependence tolthe apparent 1P
location. -

As a result of these and other s;udies §f the magnitude of possible
systematic errors, we estimate the’uncertainty in the mean flight dis-
tance due to systematic effects to be 0.3 mm.

Backgrounds from beam-gas intéractions and radiative Bhabha scat-
tering, reaction (4), were shouwn to be negligible, the former by an

.investigatfon of the vertex distribution along the_direction of the
incident beams, and.the latteﬁ by relaxing the cuts against that proc-
ess. From Monte Carilo simul;tions ue estimated that the contamination
from two-photon 7 production, reaction.(Z), was 2.5 events, and that the
contamination from hadronic events, reaction (3), was 5 events. These

backgrounds require an upward correction of 4% in the mean flight dis-

tance.

_8_
ﬁaking this correction and combining the statistical and systematic
err;rs in quadrature. we obtain a 7 lifetime of
Tr = (4.6 2 1.9)%10°13 sec. (5)

If the 1 couples to the charged weak current with the same sirength

as the u, then the 7 lifetime will be

my) S
Tr = [——] TuBe = (2.8 t 0.2)%x10°'3 sec, : (6)
mr

where Bg is the br#nchiné fraction for 7 » evv, 0.176 2 0.016.7 Thus
our result indicates that at the one standard deviation level the 71 gou—
pling to the weak chérged current is 0.66 to 1.02 times the expected
vaiue from 7-p universality.

This uork-ués‘supported primarily by the Department of Energy under
contract numbers DE-AC03-76SF00515, W-7405-ENG-48, and ‘
DE-AC02-76ER03064. Support for ipdividuals’came from the listed insti-
tutions plus Ecole Polytechnique, Palais;au, France (A. B. and l._V.).
Der Deutsche Akademische Austauschdienst, Bonn, permany (B. L:), The
Miller Institute for Basic RésearcH in Science, Berkeley, California (6.
H. T.), the Institute of High Energy Phys{cs, Academia S}nica. Beijing,

china (Y. W. and 6. 2.), and the National Science Foundation (C. Z.J.
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FIGURE CAPTIQONS

Distribution of vertex uncertainties in the direction of the r

momentum.

Flight distance distributions for events uwith vertex uncertainties

less than (a) 8 mm and (b) 4 mm.
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