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FOREWORD 

The mission of the Energy & Environment Divi­
sion is to research the complex energy issues that 
confront our nation. The research base is broad 
and is organized into five major programs: Chemi­
cal Process Research and Development, Solar Energy, 
Energy Efficient Buildings, Environmental Research, 
and Energy Analysis. The goal of these programs is 
to make key contributions to the solution of the 
critical problem of providing environmentally 
acceptable energy options for the future. Although 
researchers in each program use special expertise 
to conduct their studies, they are increasingly 
joining forces with the staff of other programs in 
the Division to investigate particular aspects of 
related problems. For example, the Windows and 
Daylighting Group in the Energy Efficient Buildings 
Program and the Passive Analysis and Design Group 
in the Solar Energy Program are jointly studying 
the effects of natural lighting on building energy 
efficiencies. 

The Chemical Process R&D Program is investi­
gating four major research areas: (1) bioconver­
sion of cellulose to liquid fuel, (2) production of 
synthetic fuels from fossil fuels, (3) electrochem­
ical energy storage, and (4) environmental protec­
tion from the hazards of synthetic-fuel production. 
The strong commonality of these research areas is 
the application of the principles of transport of 
mass and energy, chemical kinetics, thermodynamics, 
physical chemistry, and organic chemistry to 
develop approaches for solution of various aspects 
of energy-related problems. 

The objective of the Solar Energy Program is 
to advance the development and application of solar 
energy as a supplement to traditional, non­
renewable energy resources, thus decreasing the 
rate at which these resources are depleted. The 
Solar Program consists of a number of applied and 
basic research projects, including (1) active solar 
cooling of buildings, (2) passive solar heating and 
cooling, (3) the conversion of solar energy to 
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electricity, e.g., by means of the Small Particle 
Heat Exchange Receiver (SPHER), and (4) the photo­
chemical conversion of sunlight to energy. 

The efficient use of energy in buildings is 
the emphasis of the Energy Efficient Buildings Pro­
gram (EEB), which comprises the following related 
groups: (1) Building Envelopes, (2) Efficient Win­
dows and Daylighting, (3) Efficient Artificial 
Lighting, (4) Ventilation and Indoor Air Quality, 
(5) Building Energy Simulation using the DOE-2 com­
puter model, and (6) Building Energy Data Compila­
tion and Analysis. 

The objective of the Environmental Research 
Program is to study the hazardous effects of energy 
generation and use. The program is divided into 
seven major research areas that encompass transport 
and transformation, impacts, characterization, and 
abatement. These major areas are (1) Atmospheric 
Aerosol Research, (2) Laser Spectroscopy, (3) 
Combustion Research, (4) Oil Shale Research, (5) 
Lake Ecotoxicology and Acid Rain, (6) Instrumenta­
tion Survey, and (7) Trace Element Analysis. 

The Energy Analysis Program assesses economic 
and public policy and their relevance to the criti­
cal issues affecting national and regional energy 
supply and demand. The Program is organized into 
four study areas: (1) building energy use, (2) 
energy and peak demand forecasts, (3) international 
energy demand, and (4) energy supply. All of the 
research emphasizes the importance of energy policy 
relevance, quantitative analysis (often based on 
computer models), development of analysis tools, 
the potential for keeping the public informed, and 
the interdisciplinary nature of the research. 

The Energy & Environment Division has close 
ties with several departments at the University of 
California, Berkeley, in particular the Mechanical 
Engineering and Chemical Engineering departments 
and the multidisciplinary Energy Resources Group. 
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CHEMICAL PROCESS RESEARCH 
AND DEVELOPMENT PROGRAM 

INTRODUCTION 

The Chemical Process Research and Development 
Program has four main areas of application of chem­
istry and chemical engineering to problems related 
to production of unconventional fuels, their 
environmental impact, and energy storage. These 
areas are: 

a. Production of synthetic fuels, predominantly by 
coal liquefaction 

b. Processing of effluent gas and liquid streams, 
resulting from such synthetic fuels production, 
to provide acceptable waste or recycle streams 

c. Production of liquid fuels from biomass 

d. Electrochemical energy storage. 

Uniting all these projects is a common thread of 
transport process principles, chemical kinetics, 
thermodynamics, separation processes, and organic 
and physical chemistry. 

The first of these areas is focused on the 
liquefaction of coal. The objective is to selec­
tively hydrogenate and thus achieve a substantial 
conversion of coal to liquid at moderate tempera­
tures. Homogeneous metal~organic catalysts have 
interesting selectivities with respect to their 
ability to promote different types of hydrogenation 
and cracking involved in liquefaction. These are 
examined using model organic compounds in place of 
coal, initially, so that mechanisms and rates can 
be determined. Another aspect of this work 
involves exam~n~ng metal impurities in fossil 
fuels, especially crude petroleum and shale oil. 
These impurities have been shown to be metal­
organics. Their isolation and identification is 
thus of great practical interest in devising means 
to separate them from the fossel fuels. One 
approach taken to separate these impurities will be 
the use of metal-organic complexing. 

The second area involves research related to 
the development of novel and improved methods for 
processing synfuel condensate waters to make them 
suitable for recycle, thereby minimizing process 
water requirements. The main emphasis is on phy­
siochemical methods, particularly solvent extrac-

1-1 

tion and stripping, for the removal of organics 
from these waters. Identification of the contam­
inating organics is a difficult but necessary step 
to permit development of appropriate solvents for 
their removal. In addition, exploratory studies 
have successfully examined simultaneous solvent 
extraction in removal of ammonia and acid gases by 
stripping. 

The conversion of biomass to liquid fuels has 
been an area of considerable research and develop­
ment within the Chemical Process Program over the 
past several years. Two main approaches have been 
taken. The first involves the liquefaction of 
biomass and peat. A bench-scale continuous 
liquefaction unit has been developed to evaluate 
the process steps and to determine the relevant 
engineering parameters and optimal conditions for 
reduction of the biomass with synthesis gas or H2-
CO mixtures. Low-severity liquefaction has been 
examined for dewatering wet substrates, such as 
peat. Catalytic hydrogenation has been used to 
increase the value of the product oils. The second 
biomass liquefaction approach is the biological 
conversion of wood and agricultural residues to 
ethanol. An enzymatic hydrolysis of these cellulo­
sic materials has been developed to yield monomeric 
hexose and pentose sugars. These can be subse­
quently fermented to produce ethanol. Various 
high-rate fermentation processes have been 
developed, and novel processes for ethanol recovery 
which are less energy intensive than conventional 
processes are being examined. 

The electrochemical energy storage program 
provides research to develop advanced battery sys-. 
terns for electric vehicle and stationary energy 
storage applications. General problem areas 
include identification of new electrochemical cou­
ples for advanced batteries, determination of 
technical feasibility of the new couples, improve­
ments in battery components and materials, estab­
lishment of engineering principles applicable to 
electrochemical energy storage and conversion, and 
the assessment of fuel cell technology for trans­
portation applications. Major emphasis is given to 
applied research which will lead to superior per­
formance and lower life-cycle costs. 



CHEMICAL LIQUEFACTION OF BIOMASS 

Operation of the Continuous Bench-Scale Unit 
for Direct Liquefaction of Biomass* 

C. Figueroa and H. G. Davis 

There are several cogent reasons why a suc­
cessful biomass liquefaction process is needed. 
Long-range reasons stem from the fact that biomass 
is the ultimate organic feedstock after most fossil 
fuels have been exhausted. There are also more 
immediate reasons. 

In many parts of the world, various forms of 
biomass (wood or plants) can be grown on marginal 
land or are available as waste materials. Although 
some of these materials can be used directly as 
fuel, others are not suitable because of their high 
water content or low bulk density, or for other 
reasons. Solids are often difficult or incon­
venient to feed into a reactor, whether it is a 
gasifier, boiler, chemical unit, or carburetor. 
Solids are also costly to store and transport. 
Liquefaction offers a chance to dewater and concen­
trate the diluted calories of biomass into a dense 
material which can be pumped as a liquid. This 
primary crude liquid is then available as a boiler 
fuel, feed to a gasifier, or feed to a refinery 
producing automotive fuels, solvents, and chemical 
feedstocks. In every case, the biomass oil 
replaces petroleum or.natural gas, thereby reducing 
our dependence on imports. 

So far, emphasis has been almost entirely on 
methods of producing the crude liquid economically. 
Emphasis in the United States has been on producing 
crude biomass oil from a single feedstock, Douglas 
fir wood; liquefaction of Douglas fir is the sub­
ject of this report. Extension of the findings to 
other woods and other forms of biomass, agricul­
tural wastes, and energy plants should, however, be 
a relatively easy task. 

As of the beginning of FY 1981, there was only 
one operational unit for direct liquefaction, the 
Albany process development unit (PDU) operated for 
DOE by the Rust Engineering Division of 
Wheelabrator-Frye. Rebuilding and improving the 

*This work was supported by the Assistant Secretary 
for Conservation and Solar Energy, Office of Solar 
Applications for Industry, Biomass Energy Systems 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098 and was funded 
through Battelle Pacific Northwest Laboratory, Lead 
Laboratory for the u.s. Department of Energy, 
Biomass Energy Systems Division, Thermochemical 
Conversion Program under Contract No. DE-AC06-76LO 
1830. 
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LBL bench-scale continuous liquefaction unit (CLU) 
were completed early in the second quarter of FY 
1981. As of this writing, the CLU appears to be 
the only continuous direct liquefaction unit 
operating on biomass because the PDU was placed on 
stand-by condition in April 1981 after production 
of a sizable amount of oil by both the PERC (oil­
slurry/recycle) process and the LBL (water­
slurry/single-pass) process. While the CLU to date 
has operated only with water slurries of partially 
prehydrolyzed Douglas fir, there is no apparent 
reason why it cannot operate with water slurries of 
other biomass materials or of peat (low-rank fossil 
fuel). 

During FY 1981, Rust Engineering Co. made two 
lengthy runs using the PERC process. The final 
run, TR-12, was particularly satisfying operation­
ally, with excellent material balances and overall 
oil yields of about 53 weight percent from wood. 
Two somewhat less satisfactory runs, TR-10 and TR-
11, were made with the LBL process. It was shown 
that both water and oil slurries can be preheated 
to reaction temperature in a direct-fired tubular 
preheater under turbulent conditions. This was a 
highly significant finding with regard to future 
commercialization. 

Unfortunately, successful operation of the 
PERC process was reached at a very low feed concen­
tration of·wood flour, about 7.5 percent by weight 
in a slurry of recycle oil, recycle water, and 
catalyst (Na2C03) solution. The oil recycle ratio 
was approximately 19 to 1, and there was also a 
large recycle of water. Thus, development of a 
single-pass process, such as the LBL water-slurry 
process, remains an important objective. The 
results obtained with the CLU during the summer of 
1981 are described in this report. In two follow­
ing reports, we discuss the chemistry of the reac­
tion and the characterization of the products. 

ACCOMPLISHMENTS IN FY 1981 

In FY 1981, the LBL experimental program 
involved the rebuilding, operation, and maintenance 
of the continuous liquefaction unit. To support 
this program, we made an intensive effort to 
characterize both the oil and the water-soluble 
products of liquefaction. This study provided a 
much-improved knowledge of the chemical properties 
of the products. Most importantly, it resulted in 
advanced analytical techniques which enable us to 



follow quantitatively the effects of process 
changes on product quality. Batch liquefaction 
experiments were conducted in stirred autoclaves to 
screen ideas, to test thoughts on mechanism, and to 
determine the effect of process water recycle. 
Efforts to study the prehydrolysis step were 1n1-
tiated. The phenomenon of "solvolysis" (dissolu­
tion of wood by appropriate solvents) was further 
studied. The results obtained at the Albany PDU 
were followed and analyzed for ideas about the 
chemistry of the liquefaction process. 

Operation of the CLU 

In the initial efforts to operate the CLU, · a 
tubular reactor was employed (Fig. 1). Because of 
the small size of the equipment (the reactor was 
made of 1/4-in. I.D. tubing) and the flow regime, 
believed to be laminar, there was a serious problem 
of plugging. Runs were of short duration. Data 
from the runs that lasted long enough to be granted 
a run number are given in Table 1. The product 
collection system and reactor controls worked rea­
sonably well. Problems of plugging by the heavy 
oil product downstream of the reactor were solved, 
but it was finally concluded that the scale was too 
small for a tubular reactor to work reliably. 
Because the operation at Albany had shown that a 
tubular heater does work at a scale where turbulent 
flow conditions can be maintained, it seemed 
inadvisable to spend further time trying to make 
the tubular reactor work at bench scale. It was 
therefore replaced with a one-liter autoclave, 
installed on-line as a stirred back-mixed reactor 
(Fig. 2). The feed, product-recovery, and 
pressure-letdown systems remain essentially as they 
were. The runs since the changeover have been much 
more successful. Data are given in Table 2. Some 
characteristics of oil products are given in the 
reports which follow. 

Table 1. CLU: Summary of runs with tubular reactor. 

Run No. Date Total Temperature, PSIG 
duration, (OC) 

(hr) 

A 6/28/80 0.5 340 3000 

B 3/13/81 1. 0 345 3000 

c 5/6/81 2.0 350 3000 

D 5115/81 1.0 350 3000 

5/22/81 0.5 350 3000 

To off-gas recovery 

Slurry feed hold tanks (2) Hot-air recycle 

Low pressure 
pump 

High pressure 
Tubular 

Productcollectton 

Pressure 
let-down 
vessels 

Figure 1. Biomass liquefaction process 
unit, LBL Process. 

evaluation 

LOW PRESSURE 
FEED GAS SUPPLY 

(XBL 7910-4293) 

VENT 

Figure 2. Biomass continuous liquefaction unit. 
(XBL 817-1023) 

Before discussing the detailed results, how­
ever, we need to make some qualitative observa­
tions. There is clearly phase separation in the 
reactor. The ratio of water to crude, heavy wood-

Reaction Reason for 
time,a termination 
(min) 

18 Gas leak 

18 Reactor plug 

9 Reactor plug 

12 Reactor plug 

7 Reactor plug 

Comments 

After second attempt, 
7!80, decision 
made to rebuild. 

Yield of 
recovered oil 
26 wt %. 

Down-flow 
reactor plug 
in exit lines. 

aReaction time estimated as (reactor volume)/(3 x slurry feed rate). In Runs B through 1, evidence of 
intermittent plugging: pressure drop swung, at roughly 1-minute intervals, from a low range of 30 to 
100 psi to a high range of 80 to 300 psi. 
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Table 2. CLU: Summary of runs with back-mixed reactor. 

Run Date Total Temperature PSIG Reaction Si!.urry Gas Mass Recovered Reason ·for Comments 
No. duration, (OC) time,a feed feed recovery, oil yield, termination 

(hr) (min) ra~e, (1/min) (wt %) (wt %) 
(kg/hr) 

2 6/28/81 1.5 350 3000 13 1.8 1.8 Plug Plugging generally 
in exit lines 

3 7/1/81 350 3000 13 1.8 1.8 Plug where heavy oil 
congealed on 

4 717/81 2 350 3000 17 1.4 1.6 80 24 Plug cooling. Better 
control of line 

5 7/16/81 15 345 3000 18 1.3 1.6 92 20 Plug temperatures helped 
in later runs. 

6 8/4/81 5 354 3000 29 o.8 1.6 100 15 Gas leak Water completely 
vaporized; 
see text. 

8/24/81 10 350 3000 15 1.6 2.2 91 31 Off-gas 
line 
plugged 

9/2/81 24 330 3000 26 0.9 1.6 100 32 Voluntary 

9/25/81 4 350 3400 23 1.0 1.0 Check valves Feed gas switched 
not from H2:co = 1 to 
operating 100% CO for runs 

9 on. 

10 9/29/81 10 350 3400 21 1.1 1.0' 95 27 Feed line Outlet gas 
plugged composition: 

H2, 35%; co, 10% 
C02, 55%. 

aAverage residence time in CSTR assuming one-liter autoclave contains 350 g water ·+ oil at reaction conditions. 

Feed Slurry: Prepared 11/80 at Alb~ny PDU; about 20% solids+ wood-derived organics; pH (runs 2-8) 7-8; pH (runs 9-10) 8-9. 

oil product is 10 to or higher. To avoid a 
build-up of oil in the reactor and a resulting long 
residence time, violent 'agitatiqn is necessary. 
The object is to maintain an oil~in-water emulsion 
with the oil droplets small enough and weil enough 
dispersed to enable a uqiform mixture of oil and 
water to be withdrawn. 

It is also necessary tpat the exit port of the 
reactor enable the water phase and oil droplets to 
exit at rates proportional to th~ average oil con­
centration in the reactor. Failure to achieve 
these goals results in build-up of~oii in the reac­
tor. Although not necessarily harmfu~ to the qual­
ity of the oil, this makes it difficult to calcu­
late the oil residence time, 'It ~ay also lead to 
coking. 

Several observations maq~ us realize we were 
not achieving a uniform oil and water dispersion in 
the early runs. Most important, very little pro­
duct oil was obtained in samples collected at less 
than five hours after start, ~!though reactor turn­
over times are estimated to be less than one-half 
hour. Also, at run termination, the oil/water 
ratio in the reactor was greater than 1 to 10. A 
similar phenomenon was noted in LBL-mode run Tr-10 
at Albany, in which the reactor was the PDU 120-
gallon autoclave. Several changes in the stirring 
were made without solving the problem. Visual 
observation of stirring water-heavy oil and water­
sand mixtures led to the conclusion that a single 
propeller, pitched to throw oil upward, gave us as 
good or better stirring than any other turbine 
impeller or propeller type or combinations we exam­
ined. Starting with run CL-8, such a propeller has 
been used at maximum speed. The results indicate 
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at least areduction in oil build-up in the reac­
tor. 

Results of Tubular Reactor Runs 

Some data for the runs made with the tubular 
reactor in place are given in Table 1. These 
experiments were primarily useful in teaching us 
how to run a small-scale reactor. The conclusions 
can be summarized as follows: 

• Wood oil products similar to those made in 
the PDU (run TR-7) or in autoclaves can be 
made at 350oc outlet; minimum residence 
times should be greater than about 10 
minutes. 

• A downflow tubular reactor is less likely 
to plug rapidly than an upflow reactor. 

• Any downstream line that is below about 
70oc is also likely to plug with liquid 
product. Product cooling should be gra­
dual; air cooling is safer than use of a 
water condenser. 

Results of Back-Mixed Reactor Runs 

Runs CL-2 through CL-10 were carried out in 
the back-mixed continuous reactor. The first 
really successful run was CL-5 (July 16, 1981), and 
the first runs with improved agitation were CL-9 
(September 24, 1981) and CL-10 (September 29, 
1981). The results of individual runs were suffi­
ciently instructive to indicate that we should dis­
cuss them separately or in groups. 



CL-2 to CL-4 

In these runs, we mainly learned how to cope 
with the new mechanical and other operating prob­
lems of the revised reactor system. "Plugs" 
developed in feed lines from over-preheating, in 
take-off lines from congealed liquid product, or in 
valves from overheating. Once identified, these 
problems were controllable. Mass recoveries were 
poor because run times were short. However, oil 
samples were obtained, and it was possible to make 
comparisons with oil products made in the PDU or in 
the tubular-reactor runs. 

The overall run time was about 16 hours. Good 
samples were obtained, and the overall material 
balance was fair, about 92 percent. It was found 
that overly rapid release of pressure from the pro­
duct recovery vessels leads to a loss of oil pro­
duct by a foaming mechanism. Hence, in CL-5 a 
disproportionate amount of oil was contained in the 
8 percent overall loss, and the actual oil yield 
was higher than the 20 percent shown in Table 2. A 
series of improvements in the letdown procedure 
corrected the loss problem, especially from run 8 
on. 

CL-6 

Although CL-6 was a short run, aborted because · 
of a system gas leak, there were interesting 
results. The aqueous effluent was found to be very 
low in titratable anion and, therefore, in sodium 
salts in general. This suggested that little or no 
water had exited from the reactor as liquid; on the 
contrary, it had left almost totally as vapor, 
leaving the sodium salts behind. Calculation 
showed (Table 3) that at reaction conditions of 
3000 psig, 354oc, 0.8-kg/hr slurry feed, and 1.6-

1/min synthesis gas, total vaporization of water 
could indeed be expected. Further, the small 
amount of oil product obtained had the lowest 
molecular weight and was the most fluid of any wood 
oil we have seen. Presumably, we were only recov­
ering the vaporized lighter ends. Most oil 
remained in the reactor and coked. 

This was a good run at 350oc with synthesis 
gas and a moderate gas-to-slurry input ratio (1.72 
Mol per 100 g wood or wood hydrolysate). 

This was the best run to date. It showed us 
that, at the reaction times available in the CLU 
(the liquid space-time was 60 minutes and the 
residence time about 30 minutes), the 330°C product 
is heavy and viscous and probably underreacted. If 
these are undesirable qualities, the range of tem­
peratures which should be studied is fairly narrow, 
about 340-3600C, Because of the vaporization prob­
lem pointed out above, it is best to use 100 per­
cent CO rather than synthesis gas to raise the 
total pressure somewhat for temperatures above 
about 34ooc. These two steps reduce the ratio of 
fixed gas flow at reaction conditions to water flow 
and, therefore, the percentage of water which exits 
the reactor as vapor. 

CL-9,-10 

A single upward thrust propeller was used for 
stirring in these runs, and the feed gas was 100 . 
percent co. Shortly after the start of CL-9, the 
check vaives on the gas produce line were found to 
be stuck in the open position. The run was 
stopped, double check valves in series were 

Table 3. Vaporization of water from slurry reactor at 3000 psia. 

Water, Temperature, 
(OC) 

Vapor pressure 
(psia) 

Mols H20 vaporized per 
Mol fixed gasa (6 Mol/hr fixed gas, 1 kg/hr water feed) 

Vaporized 

Grams 

320 1540 1.1 - 1. 8 157 

330 1860 1. 6 - 2.7 232 

340 2120 2.4 - 4.3 362 

350 2410 4.1 - 8.1 6?0 

360 2708 9.3 - 20.8 1000 

370 3050 1000 

aBased for approximate calculation: Partial pressure fixed gas -
Low value Mol (H20)/Mol (fixed gas) = V.P. (H20)/partial pressure 
High value = Low value • Density (real water vapor)/density (H20, 
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Unvaporized 

Grams 

843 1190 

768 1200 

638 1050 

350 615 

0 0 

0 0 

3000 - V.P. (H20); 
(fixed gas. 
perfect gas). 



installed, and run CL-10 was started. With 100 
.percent CO as the gas feed, itwas imroediate1y 
apparent that the water-gas shift was occurring to 
a considerable ext·ent. Also, substantial amounts 
of formate ion were formed in the aqueous layer. 
Shortly after start-up, themolar gas composition 
lined out, at 10 percent CO, 35 percent H2, and 55 
percent C02. The pressure ratio H2•C02/(H20•CO) is 
estimated to be about 1, compared to an equilibrium 
constant at 35ooc of 20, so that water-gas shift 
equilibrium is approached but not reached. Some 
additional carbon dioxide, calculated for run 10 to 
be about 2/3 Mol/hour, is dissolved in the liquid· 
phases. This is significant in the material bal­
ance but not in the shift reaction pressure ratio. 

CONCLUSIONS 

• Operation of the CLU was achieved in a 
back-mix mode. Plugging problems were 
determined to be insurmountable in the 
tubular reactor under laminar flow condi­
tions. 

• Operation below about 3400 led to a heavy 
viscous oil product. The degree of shi-ft 
reaction was shown to be a function of the 
amount of alkaline catalyst (Na2C03) 
present in the feed slurry. Whether this 
was significant for reduction of wood-oil 
oxygen by CO remained an open question 
(see following reports). 

• At temperatures near 3600C, operation is 
made difficult by the high percentage of 
slurry water vaporized in the reactor at 
3000 psig. 

• The CLU i's available for 
with water slurries of 
biomass. 

PLANNED ACTIVITIES FOR FY 1982 

experimentation 
other forms of 

A partial factorial-designed set of experi­
ments has been set up for operation in FY 1982. 
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With reduced funding, it may not be possible to 
complete this set, and we plan to proceed along a 
path of selected experiments within the general 
pattern. Important variables include: 

1. Composition of process~· If, in the LBL 
process, little or no CO is used as reducing 
agent, perhaps an alternate reducing gas 
(H2) or an inert gas (C02 or N2) can·be 
used, or no gas, other than steam, .. may be 
needed. Since much CO is reacted by the 
water-gas shift, its replacement as 'process 
gas has great economic advantages. 

2. Slurry E!! (or sodium carbonate content). In 
FY 1981, although we showed that increased 
sodium carbonate led to increased shift 
reaction, we could detect little ·or no 
effect on the liquefaction reaction or pro­
duct. Lower carbonate content, which also 
has an economic advantage, will be tested. 

3.· Slurry concentration. In experiments to 
date, we have used slurry from a large batch 
prepared at the Albany PDU, with about 19 

·percent total wood solids. More concen­
trated slurries, up to 30 percent or more 
solids, will be prepared in a 10-gallon 
autoclave installed in FY 1981 for this pur­
pose. Again, the advantage of higher con­
centrations is economic. 

4. Other variables already under study. Reac­
tor temperature, total pressure, residence 
time, and process gas/wood ratio will be 
further studied. An important experiment 
will incorporate finely divided hydrogena­
tion catalyst with H2 as process gas. Use 
of a two-stage back-mixed reactor, or a 
back-mixed reactor followed by a tubular 
reactor, is an interesting possibility. 
However, this probably will be eliminated 
for budgetary reasons. 

5. Alternate feedstocks. At least one or two 
runs with a slurried alternate biomass form 
are planned. Available biomass forms 
include rice straw, rye-grass straw, sugar­
beet residues, and Jerusalem artichokes. 



Characterization of Products from Direct Biomass Liquefaction* 

L. L. Schaleger, D. Kloden, and H. G. Davis 

By the end of FY 1980, it was clear that oil 
made by the direct liquefaction of Douglas fir wood 
chips was very different from petroleum and from 
the coal liquefaction product. Although very low 
in the elements nitrogen and sulfur, wood oil con­
tains much oxygen, 8 to 20 percent by weight, and 
little or no hydrocarbon. It was known that a high 
percentage of the oil is aromatic and phenolic and 
that there are ketones and ethers present. Many 
individual compounds had been identified, but most 
of the work was highly qualitative. This group's 
objectives in FY 1981 included developing quantita­
tive methods of separating the product oil into 
fractions by polarity, determining molecular weight 
distributions, and identifying key components at 
least semi-quantitatively. The primary purpose of 
this effort was to develop methods of following the 
effects of liquefaction-process variables on pro­
duct characteristics. The methods should, of 
course, also permit a better understanding of the 
product and of the problems of further refining and 
end use. 

Some of the product was known to be water­
soluble and to exit the process dissolved in 
effluent water. It was also known that this was 
more significant in the water slurry, or LBL, pro­
cess than in the oil slurry, or PERC, process. 
Again, however, little that was truly quantitative 
was known, and it appeared to be important that the 
water-soluble products be identified for possible 
recovery or disposal. 

ACCOMPLISHMENTS IN FY 1981 

Characterization of Products from CLU and PDU Runs 

We have used 
niques, besides 
characterize the 
These include: 

several characterization tech­
the usual elemental analysis, to 
oil product of liquefaction. 

• GC-MS to identify key compounds and also 
compound types. 

• Liquid column chromatography by the SEsc1 
technique to separate the crude oil product 
into fractions according to polarity. 

*This work was supported by the Assistant Secretary 
for Conservation and Solar Energy, Office of Solar 
Applications for Industry, Biomass Energy Systems 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098 and was funded 
through Battelle Pacific Northwest Laboratory, Lead 
Laboratory for the u.s. Department of Energy, 
Biomass Energy Systems Division, Thermochemical 
Conversion Program under Contract No. DE-AC06-76LO 
1830. 
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• Gel-permeation chromatography, using HPLC 
instrumentation, to estimate molecular­
weight distribution of whole crude oil and 
of SESC fractions. 

• A specific column chromatographic technique 
devised2 to separate biomass oil products by 
acidity and molecular weight into several 
phenolic and non-phenolic fractions. 

Through the GC-MS technique, we have made 
credible identifications of all major and many 
minor gas chromatographic peaks in whole oil 
samples. This covers compounds boiling up to about 
300-350oc, perhaps 30 to 40 percent of the whole 
oil. Details of the procedure and identification 
are currently being prepared and will be presented 
in a later report. 

The SESC technique, originally developed for 
coal-derived liquids by Farcasiu1 and others at 
Mobil, has been especially useful in determining 
differences among various wood oil samples. The 
method we have adopted employs a specially prepared 
silica gel column. An oil sample (~ 2g), suspended 
with silica gel in hexane and/or benzene, is added 
to the top of the column. Sequential washings with 
nine solvents remove portions of the oil according 
to increasing polarity. After evaporation of sol­
vent, the recovered fractions are weighed, and a 
reasonably good material balance can be obtained. 
Generally, the recovery is 85 percent by weight 
plus, and recoveries of less than about 80 percent 
indicate the presence of fractions of extremely 
high polarity and/or of molecular weight above 
about 1500-2000. Some properties of typical eluted 
fractions are shown in Table 1. 

Table 2 shows data collected for a number of 
oil samples made in the CLU or PDU. Also included 
are average molecular weight results obtained by 
the gel-permeation technique (HPSEC). Considerable 
information, such as the following, can be deter­
mined from this table: 

• The two runs with the lowest proportion of 
F1-F5 are CL-8 and TR-10, which also had the 

Table 1. Molecular weights of CLU-6 SESC fractions by HPSEc.a 

F1, 2 F3 F4 F5 F6 F7-8 

LMW HMW 

(Mn)b 143 172 173 210 350 181 687 

(i1,)C 158 210 211 286 604 195 892 

(P.o.)d 1.10 1.22 1.22 1.36 1.73 1. 08 1. 30 

aEach number represents the average of 2-4 determinations made at two 
different wavelengths, 254 and 280 nm, and on different days. 
bNumber average molecular weight. 
cweight average molecular weight. 
dPolydispersity (= Mw/Mnl. 



lowest total recovery and probably the 
highest molecular weight (CL-8 not completed 
at this writing). The highest severity LBL 
run, CL-6, has the highest proportion of 
F1-F5, 100 percent recovery, and the lowest 
average molecular weight. As discussed 
above, we believe this sample was vaporized 
from the reactor, leaving heavy ends (F6-F9 
and residue) behind. 

• Oils from CLU runs made at 350oc begin to 
approximate the better quality PDU oils, 
TR-7 and TR-12. Differences in the F1 to F5 
distribution can be attributed to the much 
higher residence times in the PDU, espe­
cially in PERC mode runs such as TR-12 (oil 
recycle ratio about 19 to 1). 

• Unless we approach liquefaction as a simple 
dewatering operation leading to a heavy 
bitumen and a decantable water phase, the 
temperature range for study should be 340°C 
and up, or we will make large amounts of 
very polar, high-molecular-weight material. 

The HPSEC or gel-permeation molecular weight 
procedure has been useful in following the SESC 
fractions and in comparing the average molecular 
weights and polydispersities of oils made in vari­
ous ways. Typical results are shown in Tables 
and 2. The technique used gives a broad distribu­
tion rather than individual peaks. However, par­
ticular samples may show bimodal distributions. 
This is true of samples from PDU run TR-8, where 
the residual start-up anthracene oil gives a defin­
ite early peak. The SESC fractions F6 and F7-8 
show a high degree of polydispersity (.Table 1). In 
F6, a shoulder on the chromatogram cannot be 
resolved, but F7-8, at least for the'product of 
CL-6, is definitely bimodal. Typical HPSEC curves 
are shown in Figures 1, 2, and 3. Complete 
descriptions of the HPSEC and SESC procedures are 
given in the LBL Quarterly Reports.3,4 

Table 2. SESC fractionation of biomass oils. 

Sample 

CL4-3a CL5-3a CL-6a CL7-3a CL8-4b TR7b TR1Qb TR12b 

Reactor 345 350 354 350 330 -330 -330 >350 
temperature 

(OC) 
Fraction 

F1 

F2 3% 

F3 16 12 

F4 13 21 28 19 39 17 21 

F5 47 46 41 50 37 19 35 34 

F6 13 10 15 26 14 19 14 

F7 

F8 11 16 13 10 

F9 

% F1 - F5 65 73 84 72 45 75 59 73 

% TOTAL 89 99 100 94 83 99 88 89 

Mn 271 213 176 242 215 286 240 

M,. 483 319 232 384 306 467 370 

8Methanol-chloroform extract. 

bRaw oil. Note: Oil samples are generally about 98-99% soluble in the 
methanol-chloroform mixture. 
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Figure 1. HPSEC of biomass oil, exclusion limit 
1000. 
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Figure 2. HPSEC of CL6 SESC fractions, exclusion 
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Figure 3. HPSEC of CL5 oils, exclusion limit 1600. 
(XBL 8110-1420) 

Characterization of Water-Soluble Products 

Whether liquefaction is run in the LBL mode 
(water-slurry feed) or in the PERC mode (wet oil 
slurry plus aqueous catalyst), there is a large 
amount of aqueous effluent. In the LBL mode, a 
prehydrolysis step results in the solubilization of 
approximately 30 percent of the input solids. 
Thus, a substantial part of the overall liquefac­
tion process must take place within the aqueous 
phase. In fact, the aqueous streams of both the 
PERC and LBL modes contain fairly large amounts of 
organics which pose a difficult recovery or a seri­
ous disposal problem. For these reasons, we have 
undertaken an investigation of several aspects of 
the chemistry of the aqueous phase, including a 
study of the stoichiometry of prehydrolysis, a 
detailed examination of the acid-base chemistry of 
aqueous process effluent, and a preliminary study 
to speciate and quantify major constituents of the 
water phase. 

Prehydrolysis. Douglas fir wood has cellu­
lose, hemicellulose, and lignin contents of about 
41, 26, and 28 percent, respectively. The remain­
ing 5 percent includes uronic acid moieties, 
extractives, acetyl groups, and ash. Acid hydro­
lysis of wood chips of 1 1/4 inch nominal length at 
about pH 2.0 and 1800C for 45 minutes results 
mainly in the hydrolysis of the hemicellulose frac­
tion. Hydrolysis accompanied by vigorous agitation 
also causes near total breakdown of the fibrous 
character of the lignocellulosic residue. The 
resulting solids consist of small particles, half 
of which are less than 5 mm in diameter, and fri-
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able, partially hydrolyzed chips. These larger 
pieces are readily comminuted by passage through a 
disc refiner or colloid mill to give a slurry with 
a consistency similar to that of a milk shake. 
Slurries containing 20-30 percent total solids show 
little tendency to settle; they can be pumped into 
and through a liquefaction reactor. 

Hemicellulose is almost completely hydrolyzed 
under these conditions, but cellulose is only 
slightly hydrolyzed. The aqueous phase contains 
reducing sugars; formic, acetic, and levulinic 
acids, plus traces of other acids; sugar degrada­
tion products such as furfural; and other organics. 

Batch autoclave runs were made with the aque­
ous liquor and the washed solids from prehydrolysis 
treated separately with CO. Water-soluble products 
and oil were made from both substrates. However, 
the greater part of the oil is formed from the 
solids and the greater part of the water-solubles 
from the aqueous portion. Under the batch condi­
tions, roughly 20 percent of the water-soluble 
organics wound up as oil and about 45 percent as 
carboxylic acids, the remainder being other water 
soluble organics and a small amount of C02. About 
60 percent of the carboxylic acid product was 
already present in the prehydrolysate. The general 
conclusion is that 80 percent of the total oil pro­
duct comes from the solids and 20 percent from 
aqueous liquid, with about 70 percent of the 
water-solubles arising from aqueous liquid and 30 
percent from the solids. 

Acid-Base Titrations. In the Albany PDU 
operation, the aqueous effluent exits as two 
streams: an aqueous condensate, recovered by cool­
ing vapors obtained after the main pressure let­
down valve, and a liquid aqueous effluent collected 
with the wood-oil product. The condensate contains 
water-soluble, volatile, light organics, both 
acidic and nonacidic. The liquid effluent contains 
similar materials that are, on average, less vola­
tile and of higher molecular weight. Since the 
liquid aqueous effluent is recycled with the oil 
product in the PERC runs, samples of the PDU stream 
are likely to be quite high in organics. Since 
these are largely sodium salts of acetic and other 
acids, the specific gravity is high. Rust 
Engineering personnel report a range of about 1.15 
to 1. 25. 

A number of aqueous effluents have been 
titrated with aqueous sodium hydroxide to determine 
free acid and with hydrochloric acid to determine 
carboxylates. The general conclusion is that the 
acid plus anion content is substantial, about 0.2 
to 0.5 gram equivalent per kilogram for single-pass 
total aqueous effluent. Also, the yield of acid 
plus anion is a significant part of the total 
material balance, 4 to 10 percent or more of the 
dry wood feed. 

Samples of the two effluent streams from PDU 
run TR-12 (PERC mode)5 were titrated to pH around 
8-9 with 1N NaOH, then back-titrated with 1N HCL to 
determine total acid plus anion. As the overhead 
condensate contained no anion, the acid and base 
titers were nearly identical. As the liquid aque­
ous effluent was recovered with pH > 7, it con­
tained very little free acid. Figure 4 shows the 
results of potentiometric titrations of the anions 
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Figure 4. Results of potentiometric titrations of 
anions with HCl. 

(XBL 815-810) 

with HCl. 

Because the recycle ratio was high and most of 
the acids were retained in the slightly alkaline 
bottom water, the anion concentration increased to 
a high level. Total organic carbon was determined 
as 14.3 percent, and the sodium carboxylate content 
was about 35 percent. Nonacid organics, extracted 
with chloroform and recovered by evaporation, were 
1.3 percent, but much of this fraction was lost by 
failure to extract or by volatilization during eva­
poration. From the organic carbon and the elemen­
tal analysis of the acidic components, we estimate 
the total neutrals content at about 3 percent by 
weight. 

The curves for HCl titrations of both bottom 
and condensate waters ar~ "~i§'hown in Figure 4. 
Because the concentration of acids in the conden­
sate was low, we titrated a large sample; the 
amount of titrant was muitip'iJed by 5 before plot­
ting. Both curves in Figure 4'have ·been corrected 
for the excess 1N HCl required to reach the low 
values of pH near the end point. The half­
titration point of the upper curve (condensate 
water) is at about pH 4.65, roughly-equal to the 
pKa of acetic acid, 4.75. As expected, the small 
amounts of organic acid that rise with product 
vapor are simple, volatile carboxylic acids. 

The lower curve has a half-titration point at 
about 4 .• 15 and a very broad, straight region 
between about 4.9 and 3.5. This type of curve is 
typical of all those we have obtained with total or 
bottom water products from the CLU, the PDU, ·or 
both laboratory samples. It indicates that a sig­
nificant proportion of the acids present is much 
stronger than acetic acid, succinic acid, or their 
homologues. Such acids could be alpha-substituted 
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acids (e.g., glycolic acid, pKa = 3.8, citric, 
first ionization 3.1, etc.). A significant part of 
the strong acid component has now been shown to be 
formic (pKa = 3.75), including a high percentage of 
the total in the TR-12 recycle water. As of this 
writing, we are looking for an improved, quantita­
tive analytical procedure. However, single-pass 
water effluents from CLU runs appear to be 0.03 to 
0.2 in formate ion. Table 3 shows elemental ana­
lyses of some materials recovered from aqueous 
effluents. The water-soluble materials, whether 
acidic or neutral, have oxygen contents comparable 
to that of the original wood. 

Also shown in Table 3 are total organic carbon 
analyses and acid plus anion contents determined on 
several product waters. A very rough estimate of 
the non-acidic content of the waters can be made 
from the total organic carbon, the estimated per­
cent acid plus anion, and information about the 
equivalent weight and carbon analysis of the 
acid/anion fraction. This is generally more than 
we have been able to recover by extraction and eva­
poration. However, this was not surprising because 
many of the compounds are highly hydrophilic, 
highly volatile, or both. 

The equivalent weight of product carboxylic 
acids has been estimated in several ways: 

1. A sodium carboxylate solution (e.g., the 
bottom water from PDU run TR-12) is titrated 
to determine the equivalents present and 
then evaporated and weighed. Waters from 
several runs gave values from - 79 to -85. 
The highly concentrated TR-12 water was run 
twice, giving 78 and 85, with probable 
errors tending · to raise the result rather 
than lower it. 

2. The dried sodium carboxylate from TR-12 
water was analyzed for sodium. If one 
assumes one Na per carboxyl, the calculated 

Table 3. Liquefaction of Douglas fir wood: analyses of soluble organics in 
aqueous streams. 

Acids + Anionsa 

SAMPLE Total Organic wt% wt% carbon Estimated neutralsc 
Carbon, wt % wt % 

Batch, 0 min, 330°C 4. 70 4.6 2.2 5.0 

Batch, 60 min, 330°C 2.92 3-3 1.3 2.6 

Batch, 0 min, 360°C 2.72 2. 7 1.3 2.8 

Batch, 0 min, 340°C 5.6 2.6 
water recycled 

Continuous, 20 miD 1.60 1.54 o. 74 1.7 
3saoc, laboratory 

Water from wood 3-57 1.29 0.62 6.0 
used in continuous 
slurry run 

PDU-TR-10 1.96 2.Bob 1.34b 1.2 
Bottom water, LBL run 
no recycle 

PDU-TR-12 14.3 21 .ob 12.7 3.2 
Bottom water, PERC 
run, recycle 

PDU-TR-12 Condensed 3.56 0.43 0.21 6. 7 
overhead water 

8 From titration with equivalent wt = Bo, % C in acids = LIB, in neutrals = 50. 

bsample 7- Extracted acids (1.9% of sample) had C- 53.5, H- 6.6, 0- 39.7% 
Sample 6- Total acid from sodium salt had C- ~1.2, H- 6.9, 0- 45.9% 
Sample 7 - Extracted neutrals (0.6% of sample) had C - 56.6, H - 6.65, 0 -
36.7% ---



equivalent weight is 79. Extracted acids 
from run TR-10 were titrated with NaOH solu­
tion. The result obtained, 93, is expected 
to be high because of loss of volatiles in 
evaporation and light or dicarboxylic acids 
in the extraction. A value of 80 should be 
reliable to perhaps ! 5 for the overall 
aqueous carboxylic acid product. 

Major Components of the Aqueous Phase. 
Analysis by capillary GC-MS of ether, methylene 
chloride, or chloroform extracts of aqueous process 
waters reveals the presence of many of the same 
neutrals and phenols found in product oil. This is 
not surprisi~g because these oxygenated species all 
exhibit partial water solubility. However, a large 
part of the water-soluble organic fraction consists 
of carboxylic acids, a large number of which have 
been identified as their methyl esters by GC-MS. A 
list of some of the major acids that we have thus 
far been able to identify is given in Table 4. 

Table 4. Some acidic components of the water soluble product.a 

Monocarboxylic acids Dicarboxylic acids Oxo- or hydroxy-acids 

Acetic Succinic Levulinic 

Propionic Glutaric 2,3-Dihydroxybenzoic 

Butyric Methylsuccinic 4-0xohexanoic 

Isobutyric Adipic Glycolic 

Palmitic 2-Methylglutaric 

ardentifications were made by capillary GC-MS of the methyl 
esters. 

PLANNED ACTIVITIES FOR FY 1982 

In FY 1982, we plan to apply the techniques 
learned in FY 1981 to the.products now coming from 
the regular CLU runs. We anticipate some improve­
ment in analyses for specific acids such as formic 
and acetic, probably using HPLC techniques. We 
also expect to improve both the SESC and the HPSEC 
techniques. 
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Chemistry and Mechanism of Wood Liquefaction* 

H. G. Davis, L. L. Schaleger, and N. Yaghoubzadeh 

Two procedures for direct liquefaction of wood 
have been tested on a process development unit at 
DOE's Albany, Oregon, Process Development Unit 
(PDU). Extremely smooth operation at a production 
rate of about 50 gallons wood-oil product per day 
was achieved in February-March 1981 by the oil 
recycle or PERC process.1 Successful operation, 
however, required an extremely dilute slurry and, 
therefore, a very high recycle ratio of about 19 
parts of recycle to 1 part of net make. The feed 
slurry also contained two or three parts of water 
per part of wood-flour feed. Substantial quanti-

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Biomass 
Energy Technology Division of the u.s. Department 
of Energy under Contract No. DE-AC03-76SF00098 and 
funded through Battelle Pacific Northwest Labora­
tory, Lead Laboratory for the u.s. Department of 
Energy, Biomass Energy Technology Division, Thermo­
chemical Conversion Program under Contract No. DE­
AC06-76LO 1830. 
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ties of oil product were also made by the single­
pass water slurry, or LBL process. The PDU was not 
well-adapted to the water-slurry process, and there 
were operating problems involving phase separation, 
plugging, and coking. Also, there were indications 
that the chemistry might be different in the two 
processes. 

During 1981, the bench-scale continuous 
liquefaction unit (CLU) at LBL became operative; 2 
and successful runs, which throw light on these 
questions, have been made. Also, several batch 
autoclave tests bearing on the chemistry were made. 

The objective of this report is to clarify the 
stoichiometry of liquefaction, especially as it 
differs between PERC and LBL processes, and to dis­
cuss the role of reducing gases (CO, H2, or both) 
in the LBL process. 

Since the PDU was shut down and placed in 
stand-by condition in April 1981, the CLU is 
currently the only operational continuous unit used 



for biomass liquefaction. 

ACCOMPLISHMENTS DURING FY 1981 

Stoichiometry of PERC and LBL Runs 

The excellent material balances achieved by 
Rust Engineering Company in PDU run TR-12 enable us 
to make a much more satisfactory estimate of the 
stoichiometry of the PERC process than was previ­
ously possible.3,4 Carbon monoxide appears to react 
definitely as a reducing agent removing oxygen from 
intermediate products. As is well-known, it also 
reacts with water in the water-gas shift reaction 
to form C02 and H2• At the highest temperatures 
used in TR-12, the TR-12 stoichiometry may be com­
pared with an approximate stoichiometry for LBL 
process CLU run CL-11 (Table 1). Not shown in 
Table 1 is the amount of CO reacted to form H2 and 
C02 by the shift reaction, about twice as much as 
was used in reducing wood oil or about 1.1 to 1.2 
_w100 lb wood. 

In the LBL process, three major differences 
appear: 

1. The yield of water-soluble product is much 
higher and therefore the oil yields are 
lower; 

2. There does not seem 
utilization of CO 
tion); and 

to be 
(except 

much, if any, 
by shift reac-

3. It is difficult to get to as low an oxygen 
content as in the PERC process. 

All of the above might be expected when we 

compare a single-pass process, having residence 
times of the order of 15 to 30 minutes, with a 
recycle process, with average residence times for 
oil of the order of 300 minutes. Nevertheless, 
items (1) and (3), especially (1), are serious 
problems. 

Item (2), except as it may be a cause of the 
high residual oxygen content, is a net gain. If no 
CO is used, it should be possible to replace CO 
with H2 or even an inert gas. Indeed, runs in 
early FY 1982 indicate that H2 can replace CO in 
the LBL process, with no apparent difference in 
results. Since there is now no shift reaction, 
there is virtually no H2 utilization and, there­
fore, only minor process-gas cost. 

A comment must be made on the 43-percent-by­
weight oil yield shown by the LBL process. Actual 
recoveries in the CLU also have not been above 35 
percent thus far and have been quite variable, down 
from 35 percent. Because of the water dilution, 
there are probably losses in both the primary 
recovery and the final oil/water separation. The 
laboratory procedure for the latter involves a sol­
vent work-up ending in vaporization of solvent and 
final traces of water. Some volatile product is 
lost, perhaps 3 percent or more of the weight of 
the feed wood. The viscous product oil foams dur­
ing the pressure letdown required for primary 
recovery, and some may be lost, although efforts to 
strip oil from effluent gas have been unsuccessful. 
Because the oil certainly coats all available sur­
faces, small amounts may be lost through vent 
lines. Finally, coke formation, which has varied 
somewhat randomly from 0.3 to 10 percent by weight 
and therefore seems to be a function of operating 
problems rather than basic process chemistry, 
results in a loss of oil. It seems unlikely that 
the true total water-insoluble product, at 17 per-

Table 1. Stoichiometry comparison of PDU run TR-12 and LBL Process run CL-11 (Input and Yield in lbs). 

Input 

Wood 

c 
H 
0 

co 

c 
0 

Total input 

c 
H 
0 

PDU run TR-12 

Yield 

100 Oil 52 

51.0 c 41.0 78.8% 
5.8 H 4.3 8.2% 

43.0 0 6.4 12.3% 

16.8 C02 48.4 
(0.60M) (0.47M) 
7.2 c 13.2 
9.6 0 35.2 

Water 
solubles 8 

c 4.0 
H 0.6 
0 3.4 

H20 8.4 
(0.47M) 

H 0.9 
0 7.5 

Total yield 

58.2 
5.8 

52.6 
116.6 

c 
H 
0 

58.2 
5.8 

52.5 
116.5 

LBL Process run CL-11 

Input Yield 

Wood 100 Oil 42.8 (+ char) 

c 51.0 c 32.5 75.9% 
H 5.8 H 3.0 7.0% 
0 43.0 0 7.3 17.1% 

co :o.o C02 24.0 
(0.55M) 

c 6.5 
0 17.5 

Water 
solubles 24.0 

c 12.0 
H 1.8 
0 10.2 

H20 9.0 
(0.5M) 

H 1.0-
0 8.0 

Total input Total yield 

c 51.0 c 51.0 
H 5.8 H 5.8 
0 43.0 0 43.0 

99.8 99.8 
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cent oxygen, is much under 40 percent by weight. 

Mechanism of CO Reaction 

Paradoxically, while seemingly showing that CO 
is not used up as a wood-oil oxygen reducing agent, 
we have shown that the putative intermediate for 
this reduction, formate ion, is indeed formed and 
decomposed readily at operating conditions. Quali­
tative tests have indicated significant formate ion 
is present in all our slurry feeds and effluent 
waters. It must be concluded that formate is 
involved in the shift reaction but that its pres­
ence, formation, and decomposition do not guarantee 
that CO will reduce wood-oil oxygen. 

• A one-molar aqueous solution of sodium for­
mate was held at 350oc for 30 minutes under 
pressure of CO and steam (CO cold pressure 
BOO psig). The water-gas shift was 
catalyzed so that the final gas analysis was 
43 percent H2, 30 percent C02, and 29 per­
cent CO; there was a net conversion of 30 
percent of the formate to bicarbonate. 

• After similar treatment of 0.2~ sodium car­
bonate solution, the product mixture was 
found to be 75 percent formate and 25 per­
cent bicarbonate. Again, the gas analysis 
was much changed from the initial 100 per­
cent CO to 39 percent H2, 33 percent C02, 
and 28 percent CO, showing that the water­
gas shift had been catalyzed. 

• Two slurry liquefaction runs were made under 
much less severe conditions: 50 percent H2, 
50 percent CO, 34ooc, zero reaction time. 
In one, 10 percent sodium formate by weight 
of the slurry was added. Analysis of pro­
ducts showed that a fraction, probably about 
one-third, of the formate reacted. The 
final gas analyses were 46.8 percent H2, 
12.5 percent C02, and 40.7 percent CO in the 
runs without formate, and 51.2 percent H2, 
20.1 percent C02, and 28.7 percent CO in the 
runs with formate. The lower percentage of 
carbon monoxide in the second case shows 
increased catalysis of the shift reaction. 

The rapid interconversion of bicarbonate and 
formate under reaction conditions permits interpre­
tation of the differences between runs CL-7 and 
CL-10, both at 350oc. Between runs 7 and 10, addi­
tional sodium carbonate, about 0.08~/kg water 
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phase, was added to the slurry, and the reaction 
gas was changed from 50 percent CO and 50 percent 
H2 to 100 percent CO. Outlet gas analyses in runs 
7 and 10 were 54 and 35 percent H2, 31 and 55 per­
cent C02, and 16 and 10 percent CO, respectively. 

Clearly, the shift reaction was strongly 
catalyzed during run 10, and the excess carbonate 
was largely converted to formate ion. 

PLANNED ACTIVITIES FOR FY 1982 

The FY 1981 experience has already led to 
using H2 as a replacement for CO in the LBL pro­
cess. Further experiments are planned at a variety 
of slurry pH's and concentrations and over a range 
of temperatures and residence times. Elimination 
of all reducing gas will be tested. 

When hydrogen is used, the presence of a stan­
dard hydrogenation catalyst may be desirable. 
Experiments are planned with small amounts of very 
finely divided catalyst, e.g., molybdenum, nickel, 
iron, and chromium. 

An improved formic acid analytical technique 
is being developed. This should permit quantita­
tive comparison of the dependence of formate ion on 
the conditions of operation and thus throw further 
light on its production mechanism. 
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FUELS FROM BIOMASS BY BIOCHEMICAL PROCESSES 

Ethanol Production and Recovery from Biomass Sugars* 

H. W. Blanch, C. R. Wilke, B. L. Maiorella, and T. K. Murphy 

RECYCLE OF BY-PRODUCTS AND INHIBITION STUDIES 

Inhibition by secondary fermentation products 
may limit the ultimate productivity of new glucose 
to ethanol fermentation processes. New processes 
under development will selectively remove ethanol 
from the fermenting broth to eliminate ethanol 
inhibition effects. High productivities have been 
projected, but these projections neglect the possi­
bility that these processes may concentrate minor 
secondary products to the point where they become 
toxic to the yeast. 

Using a laboratory vacuum fermentation, 
Cysewski found that the buildup of some nonvolatile 
inhibitor(s) limited the ultimate productivity of 
the fermentation. 1 In the vacu-ferm process, the 
fermentation is conducted at reduced pressure, 
approximately 50 mm Hg. Ethanol is boiled off 
at/or 35oc as it is produced, maintaining the beer 
ethanol concentration at below 3.5 weight percent. 
Ethanol end-product inhibition is alleviated, and 
the specific ethanol productivity (g ethanol/g 
cells-hr) is increased. A concentrated glucose 
feed can be fully converted to ethanol. The pro­
duct leaves as a concentrated vapor stream, thus 
reducing distillation costs. Cells grow during 
fermentation but cannot escape the fermentor in the 
vapor product stream. Therefore, the yeast density 
increases, further increasing the fermentor produc­
tivity. 

Figure 1 shows the results of a continuous 
vacuum fermentation of a 334 g/1 glucose feed solu­
tion. Cell density and fermentor productivity 
increase for the first 40 hours of operation, with 
a maximum ethanol productivity of 44 g/1-hr, ten 
times the average for a conventional batch fermen­
tation. After 48 hours, however, the density of 
viable cells and, hence, the productivity sharply 
declined. The sharp decline in viable cells after 
two days is indicative of the buildup of some non­
volatile components to a level toxic to the yeast. 

To assess the potential effects of major by­
products on new fermentation processes, by-product 
production rates, and inhibition levels in continu­
ous fermentation with Saccharomyces cerevisiae have 

*This work was supported by the Director for Energy 
Research, Office of Basic Energy Sciences, u.s. 
Department of Energy under Contract No. DE-AC03-
76SF00098. 
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33.4% Glucose feed 
Oxygen bleed rate: 

0.12 VVM 

20 

L_ __ _L __ ~----~--~----~---L----L_~O 
0 20 40 60 80 

Time, hours 

Figure 1. Continuous vacuum fermentation (after 
Cysewski1). 

(XBL 761-6164) 

been determined for acetaldehyde; glycerol; formic, 
lactic, and acetic acids; 1-propanol; 2-methyl-1-
butanol; and 2,3-butanediol. 

The observed inhibition effects are well 
illustrated in the case of acetic acid, which 
inhibits in the range from 0.5 to 9 g/1, (Fig. 2).2 
Acetate is soluble in the lipids of the cell mem­
brane.3 Samson4 has shown that acetic acid (or 
sodium acetate) inhibits by chemically interfering 
with membrane transport of phosphate. Phosphate 
transport through the cell membrane is an activated 
transport process requiring the expenditure of ATP. 
Acetic acid interference results in an increase in 
the ATP requirement for this maintenance function. 
Typical of this type of inhibition, cell production 
(~) decreases while specific ethanol production (v) 
increases to make available sufficient ATP for cell 
maintenance. Chemical interference effects typi­
cally can occur at very low inhibitor concentra­
tions; and, where membrane disruption is involved, 
as in acetic acid attack, cell morphology is 
altered, with cells becoming irregular and 
elongated (Fig. 3). At sufficiently high inhibitor 
concentrations, cell growth is totally limited, and 
the culture dies. Production rates and inhibitory 
concentrations of the major fermentation by­
products are summarized in Tables 1 and 2. 
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Figure 2. Acetic acid inhibition of ethanol fer­
mentation. 
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Table 1. Products of the alcoholic fermentation of 
glucose by Saccharomyces cerevisiae. 

FROM SYNTHETIC MEDIA: 

Product 

Ethanol 

Carbon Dioxide 

2,3-Butanediol 

Acetoin 

Glycerol 

Acetic Acid 

Butyric Acid 

Formic Acid 

Lactic Acid 

Succinic Acid 

Acetaldehyde 

ADDITIONAL FROM MOLASSES MEDIA: 

Fused Oil: 1-Propanol 

2-Methyl-1-Butanol 

mM Product/100 mM Glucose 

177.0 

180.8 

0.48 

6.60 

0.69 

0.32 

0.42 

0.38 

0.26 

5. 0 

0.34 

-0.11 
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Figure 3. 
mentation . 

Yeast morphology with acetic acid fer­
(a) Normal (b) acetic acid. 

Table 2. By-product inhibition summary. 

By-product 

Ethanol 

Formic acid 

Acetic acid 

Lactic acid 

1-Propanol 

2-Methyl-1 -butanol 

2,3- Butanediol 

Acetaldehyde 

Glycero l 

Glucose 

Concentration at 
high inhibitiona 

(g/ 1) 

70 

2.7 

38 

12 

3.5 

90 

5.0 

450 

380 

a8o% reduction in cell mass. 

(XBB 814-3225A) 

Inhibition mechanism 

Direct inhibition of the 
ethanol production pathway 

Chemical interference with 
cell mai ntenance functions 

Chemical interference with 
cell maintenance functions 

Chemical interference with 
ce ll maintenance functions 

Chemical interference with 
cell maintenance func tions 

Chemical interference with 
cell maintenance functions 

Chemical interference with 
cell maintenance functions 

(Largely reconsumed) 

Osmotic pressure effects 

Osmotic pressure effects 



On the basis of these results, operating 
parameters for a scheme for continuous fermentation 
can be developed. A small "bleed" of fermentor 
liquid is removed to carry away nonvolatile inhibi­
tors. When the ratio of the bleed to feed rates is 
sufficiently large, long-term, stable, high­
productivity fermentation can be maintained 
(Fig. 4). 

ALTERNATIVE ETHANOL RECOVERY PROCESSES 

Introduction 

The goal of the work on alternative ethanol 
recovery processes is to develop methods of ethanol 
recovery that are energetically and economically 
preferable to distillation. The main rationale for 
seeking alternatives to distillation as a product 
recovery method lies in the hope of reducing the 
considerable energy cost of distillation in the 
case of ethanol-water. As shown in Table 3, the 
energy required to produce 95 weight percent 
ethanol by distillation is over forty times the 
reversible thermodynamic work required to com­
pletely separate a 5 weight percent ethanol solu­
tion into pure ethanol and water. This is due to 
the nature of the ethanol-water vapor-liquid 
equilibrium, particularly to the existence of the 
ethanol-water azeotrope. Operation at reduced 
pressure can reduce the energy requirement by 
altering the vapor-liquid equilibrium favorably, 
but the savings in energy is offset somewhat by 
considerable capital expense for compressors and 
other equipment. It should be noted that the 
energy cost of distillation increases greatly as 
the feed concentration of ethanol decreases. 
Therefore, the development of an economical ethanol 
recovery method for dilute feeds may enable con­
sideration of some ethanol production schemes that 
have been considered unfeasible because their pro-

Vacuum Fermentation 
334 g/1 Glucose Feed 

=-----~~----~----~------~--~0 
1.0 2.0 2.5 3.0 

Concentration Foetor, 1/Y = Feed 
Bleed 

"' "' 0 
:E 

Qj 
u 

Figure. 4. Vacuum fermentation, 334 g/1 glucose 
feed (after Cysewski1). 

(XBL 761-6167A) 
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Table 3. Energy requirements for ethanol recovery. 

Theoretical minimum 
(Complete separation of X = 0.02) 

Distillation, conventional £ 

(to azeotrope only) 
Distillation, vacuum 

(to azeotrope, calculated) 
Extraction 

(potential, calculated) 

Energy required 
(kJ/1) 

147 

6216 

3568 

1700 

ducts could not be purified economically by distil­
lation. 

This work has focused primarily on solvent 
extraction as an alternative recovery method. 
Analysis of conceptual designs indicates that this 
process has the potential for recovering ethanol 
using less energy than distillation, especially for 
dilute ethanol feed conditions. 

Several properties can be identified as desir­
able for a good extraction solvent for ethanol. 
The so1vent should have a high distribution coeffi­
cient, DE, defined as the ratio of the molarity of 
ethanol in the solvent to the molarity of ethanol 
in the aqueous phase with which it is in equili­
brium. If DE is too low, the required solvent 
flows will be too large to handle in a practical 
process. The separation factor, S, which is the 
ratio of DE to Dw (the distribution coefficient for 
water), should also be high. If not, little 
separation of ethanol from water is achieved. In 
water recycle systems, low toxicity is an addi­
tional solvent requirement. Others, depending on 
the process used, may include low water solubility, 
low volatility, and ease of emulsion breakup. 

In comparing the properties of available sol­
vents with these desirable properties, it is useful 
to first examine the distribution coefficient and 
separation factor data. Table 4 presents a summary 
of data for ethanol in various classes of solvents. 
These data include some references in the litera­
ture5,6 as well as those obtained using gas chroma-

Table 4. Properties of extraction 
ethanol at 25oc ([EtOH] = 1 

Alkanes 

Aromatics 

Esters and ketones 

Alkyl phosphates 

Chlorinated 
hydrocarbons 

Higher alcohols 

DE = 
EtOH ors;anic 
EtOH aqueous 

0.005 - 0.008 

0.02 - o. 1 

0.1 - 0.3 

up to 0.7 

0.1 - 0. 15 

0.2 - 0.8 

solvents for 
2!:!>· 

S = DE/Dw 

up to 300 

90 - 120 

10 - 20 

- 20 

75 - 170 

10 - 40 



tographic analysis of batch equilibrations in this 
work. It can be seen that, in general, the higher 
the separation factor, the lower its distribution 
coefficient. The separation factors in Table 4 are 
low. To produce azeotropic ethanol from 1~ solu­
tion requires that S be greater than 350. There 
are several approaches to improving the separation 
factor. One method employs a mixed solvent system 
to achieve better overall solvent properties than 
would be realized by using any single solvent. The 
use of TOPO, trioctyl phosphate oxide, in nonpolar 
diluents is an example of this approach. 

A second approach tested uses organic salts to 
salt ethanol into the solvent. Notable among these 
salts are those involving the large tetralkyl 
ammonium ions. It was reasoned that, by using 
salts of these ions, which would have very little 
water solubility but be soluble instead in an 
organic phase, an improved extraction solvent for 
ethanol might be devised. Table 5 shows some 
results of initial tests of this concept. While 
the effects in the cases of the ester solvents are 
small due to the small concentrations employed, at 
higher concentrations in triethyl benzene, tetrabu­
tyl ammonium benzoate clearly salts ethanol into 
the organic phase. The extra ethanol brought in is 
slightly more than 0.5 moles of ethanol per mole of 
salt. In the case of tetrabutyl ammonium iodide, 
however, salting out of ethanol is indicated, 
pointing to the importance of an anion in this 
interaction. This is confirmed by the work of 
Arnett et al.,7 who found, in a study of the hydra­
tion of ions in non-aqueous media, that the influ­
ence of the tetralkyl ammonium cation is small com­
pared to the anion effect. The salting out by 
iodide is in keeping with other evidence that, com­
pared to electrophilic sites, water is better able 
to compete with ethanol for nucleophilic sites in 
an organic medium. 

Another method involves altering the aqueous 
phase to increase the activity of ethanol and 
decrease the activity of water. This can be 
achieved simply by adding salt. The salting-out 
effect has been known for nearly a century and has 
been extensively studied by Furter and others,B 
especially with regard to vapor-liquid equilibria. 
It should be noted that the beneficial effects of 
salting out apply to distillation as well as to 
extraction for ethanol recovery. 

This leads to the concept of a salt-containing 
fermentation, because no salt is inexpensive enough 
to use without recovery or recycle. The specific 
salt used in this type of fermentation is impor-

Table 5. Salting ethanol into organic solvents. 

Solvent Salt [EtoHJaq•!i DE 

Dibutyl phthalate None 1.0 0.123 
Dibutyl phthalate TBA benzoate, 0.04!1 1.0 0.116 

Triethyl citrate None 1.5 0.072 
Triethyl citrate TBA benzoate, 0. 03)i 1.5 0.091 

Triethyl benzene None 1.0 0.097 
Triethyl benzene TBA iodide, sat. 1.0 0.088 
Triethyl benzene TBA benzoate, 0.18M 1.0 0.171 

TBA = tetrabutyl ammonium 
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tant. Results to date show that potassium chloride 
can be used at higher concentration levels (greater 
than 1M) than other salts before causing complete 
inhibition of fermentation. This is reasonable, 
considering the high potassium content of the yeast 
intracellular material (0.3~). However, even 
potassium chloride produces problems when used in a 
conventional yeast fermentation. 

The results of two sets of experiments involv­
ing continuous culture studies of the effect of 
potassium chloride on the fermentation of glucose 
by S. cerevisiae are shown in Table 6. The first 
set compares the fermentation of 20 g/1 glucose 
solution with that of a continuous fermentation of 
a 19.6 g/1 glucose solution containing 75 g/1 KCl. 
There is incomplete sugar utilization in the latter 
case at a dilution rate of 0.11 hr-1, while, in the 
absence of salt, the fermentation is essentially 
complete at the dilution rate of 0.15 hr-1. This 
is due to the slower growth of the yeast in the 
presence of 1.0~ KCl, reflected in the decreased 
cell mass. The ethanol yield is also decreased by 
almost 12 percent. 

The second set of experiments shows the effect 
of adding ethanol to the feed in each of the 
above-described fermentations. In the case of the 
fermentation without salt, adding 2.5 percent 
ethanol to the feed at a low dilution rate does not 
affect sugar utilization or cell yield. When 
ethanol is added to the salt fermentation, however, 
even at a dilution rate slightly less than one in 
which nearly complete sugar utilization was seen 
without ethanol, sugar utilization drops to less 
than 85 percent. More significant, however, is the 
decrease in ethanol yield that is observed with 
ethanol addition to the feed. While this does 
occur without salt in the feed, in the salt­
containing-feed case, the ethanol yield is reduced 
by mor~ than 50 percent. It seems likely that the 
sugar is metabolized to glycerol and other pro­
ducts, as reported by Watson9 for the case of a 
fermentation containing NaCl. As a result, an 
ethanol fermentation using potassium chloride does 
not appear feasible with this organism. Other, 
sait~tolerant, ethanol-producing organisms may give 
better results. Because the ease of separation of 
ethanol increases with salt concentration, it would 
be desirable to select an organism that could 
tolerate as high a concentration of salt as possi­
ble. In the case of 1~ KCl studied, the distribu­
tion coefficient Kn for ethanol between the aqueous 
beer and selected organic solvents was increased by 
a factor of 1.5. 

If water recycle or extractive fermentation is 
to be carried out, then obviously the toxicity of 
the solvent is an important consideration. A 
number of batch experiments to test solvent toxi­
city have been conducted using solvent at either 
saturation or one-tenth of saturation concentra­
tions. For any particular solvent, growth and 
ethanol production were inhibited to the same 
extent. Unfortunately, solvents with better dis­
tribution coefficients .and separation factors are 
also the most toxic. This leads to consideration 
of some process alternatives, which will be briefly 
discussed. It may be possible to remove the sol­
vent selectively, as would be done with other inhi­
bitors, if a toxic solvent is employed. Figure 5 



Table 6. Continuous fermentation with S. cerevisiae--effects of KCl and EtOH. 

KCl D Feed Feed Residual 
Cone. (hr-1) EtOH glucose glucose 
(M) (g/1) (g/1) (g/1) 

0 0.15 0 20.0 0.15 

0 0.06 0 20.0 0.10 

o. 11 0 19.6 6.10 

0.06 0 19.6 0.38 

0 0.24 24.7 19. 1 7.91 

0 0.06 24.7 19. 1 0.09 

0.06 27.6 19.0 2.9 

shows a process that could be used to employ a sol­
vent with a low distribution coefficient. The 
removal of ethanol from the solvent in a bed of 
absorbant would obviate the need to supply sensible 
heat to a large recirculating, low-volatility, sol­
vent stream. Alternatively, a low-boiling solvent 
could be considered, expan9ing the possibilities 
for solvent selection. A different approach to the 
solvent toxicity problem is illustrated in Fig­
ure 6. In this scheme, the fermenter beer is 
steam-stripped of ethanol, as in a conventional 
beer still; and ethanol is then selectively 
absorbed by the solvent. The steam is recycled 
back to the beer still but can first be rectified 
as needed to remove the solvent to the required 
level of concentration. For a low-volatility sol­
vent, this rectification need not consume much 
energy. 

PLANNED ACTIVITIES FOR FY 1982 

The study of solvent mixtures, including those 
involving organic salts, will continue with experi-
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Figure. 5. Extractive fermentation ·for ethanol 
production, Process B: low volatility, nontoxic 
solvent with low distribution coefficient. 

(XBL 815-5821) 

Product Product Yxs YE/g 
EtOH cell mass 
(g/1) (g/1) (g/g-hr) (g/g) (g/g) 

8.5 1.73 0.75 0.09 0.43 

8.3 1. 84 0.27 0.09 0.42 

5.0 0.55 1. 02 0.04 0.37 

7.4 0.75 0.56 0.04 0.38 

28.5 1.04 0.87 0.09 0.34 

30.8 1. 86 0.20 0.10 0.32 

30.5 0.57 0.26 0.04 0.18 
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mental investigations. In addition, calculations 
based on a molecular thermodynamic model of liquids 
will be used to correlate and predict ethanol dis­
tribution data. 

A separate analysis of the energy requirements 
and relative economics of the process alternatives 
is being developed. It will allow an optimization 
of the ethanol extraction process with regard to 
process type and solvent. 

Experimental investigation of the adsorption 
of ethanol has begun, using ion exchange resins of 
various forms and molecular sieves as candidate 
adsorbers. This work will continue, and the 
options for low-energy regeneration of such systems 
will be studied. 
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Production of Sugars from Cellulose* 

C. R. Wilke, H. W. Blanch, G. B. Dove, N. A. Hendy, A. Mancuso, 
S. T. Orichowskyj, J. M. Perez, A. F. Sciamanna, and D. F. Wiley 

ENZYME PURIFICATION AND KINETICS 

A kinetic model was developed for predicting 
the time course of enzymatic hydrolysis of rice 
straw with the cellulase complex derived from Tri­
choderma reesei, Rut-C30. This model incorporates 
the effects of substrate multiplicity, inhibition 
by the products of hydrolysis, and patterns of 
adsorption of enzyme components on cellulosic 
materials, using a shrinking sphere to model the 
sites available for adsorption. 

The multiplicity of substrate reactivity is 
represented by a substrate consisting of amorphous 
and crystalline fractions, whose hydrolysis 
proceeds at differing rates but with each propor­
tional to filter paper activity. The rate of 
hydrolysis of amorphous cellulose is found from 
initial rates and that of crystalline cellulose 
from hydrolysis rates at higher over-all conver­
sions, where conversion of the amorphous fraction 
is complete. Inhibition is treated as consisting 
of mixed inhibition of B-glucosidase activity by 
glucose and of competitive inhibition of the 
activity of the cellobiohydrolase-endoglucanase 
complex by cellobiose. Since the reaction is 
heterogeneous and the concentration of enzyme is 
high, Michaelis-Menten kinetics do not apply, and 
adsorption of cellulase on cellulose is modeled by 
a Langmuir isotherm to obtain an effective enzyme 
concentration, as shown in Figure 1. 

Results of this model are compared with exper­
iment in Figures 2 and 3. This model was also 
applied to prediction of hydrolysis of corn stover. 

*This work was funded by the Solar Energy Research 
Institute, Golden, Colorado, under Contract 
No. DR-0-9058-1 through the U.S. Department of 
Energy under Contract No.DE-AC03-76SF00098. 
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Figure 1. Adsorption isotherm for cellulase on 
cellulose. 
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Fractionation of the components of cellulase 
will extend this model to include the effects of 
relative concentrations of endoglucanase, cello­
biohydrolase, glucohydrolase, and 8-glucosidase, 
which constitute the complete system of enzymes 
responsible for saccharification. In this way, the 
optimum composition of enzyme solution may be found 
and parameters in the model estimated from the 
separate enzyme activities. 

Enzymatic hydrolysis of corn stover with cel­
lulase was evaluated for pretreated acid and for 
steam-explosive, decompression-pretreated material, 
producing 50 and 80 percent conversions to glucose, 
respectively. An algorithm was developed to evalu-
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Figure 2. Model performance for low substrate con­
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ate process design alternatives and experimental 
conditions. Results of this selection of alterna­
tives predict costs of 12 to 22 cents per pound of 
glucose produced and 10 to 15 cents per pound for 
these two pretreatments, for substrate costs of 0 
to 30 dollars per ton. Major costs are those of 
substrate and enzyme production. 

PRODUCTION OF CELLULASE BY TRICHODERMA REESEI 

Batch and continuous cultivation studies have 
been conducted using the hyperproducing Trichoderma 
reesei mutants QM9414 and Rut-C30. In batch pro­
duction, temperature and pH profiling of the QM9414 
strain has proved to be beneficial in raising the 
cellulase productivity. Although this technique 
does not greatly increase the final cellulase 
activity obtained, shorter fermentation times 
result in higher productivity. 

Temperature-pH profiling during batch growth 
of the Rut-C30 strain was not found to increase the 
concentration of cellulase and actually caused a 
slight decrease in productivity. Maximum cellulase 
production is obtained by maintaining the pH and 
temperature at constant levels of 5.0 and 28°C, 
respectively. In this manner, Rut-C30 produces 
approximately twice the cellulase activity of 
QM9414. 

In batch studies of Rut-C30, it has been found 
that the expensive medium constituent, proteose 
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peptone, can be replaced with relatively inexpen­
sive corn steep liquor (CSL). With an equal con­
centration of CSL and Solka Floc (2 percent in most 
trials), production of cellulase activity not only 
equaled that obtained when peptone was used, but 
increased approximately 20 percent. Further trials 
will continue to determine the optimum concentra­
tion of CSL, with respect to Solka Floc concentra­
tion, and to what extent the other constituents of 
the medium may be deleted when CSL is included. 

Consistent with the gains made with pH profil­
ing of QM9414 in batch production, two-stage con­
tinuous cellulase production with this strain 
occurred at different optimal conditions in each 
stage. The first stage operated at pH 3.75-4.25 
and the second stage at pH 5.0. 

However, in two-stage continuous production, 
Rut-C30 produces maximum cellulase when both stages 
are maintained at pH 5.0 and 28oc. Over a range of 
dilution rates, maximum productivity was obtained 
with the first stage operating at 0.046 h-1 and the 
second stage at 0.028 h-1. The dilution rate is 
especially critical in the second stage, with any 
increase in dilution rate giving a sharp drop in 
productivity, as shown in Table 1. 

Future work will include cell recycle to raise 
the cell mass in the second stage. This should 
provide higher dilution rates and thus give a 
higher productivity. 

ENZYME RECOVERY 

The economics of enzymatic hydrolysis of cel­
lulose to a sugar solution are greatly affected by 



Table 1. Enzyme productivity of Rut-C30 in two-stage 
continuous fermentation over a range of dilu­
tion rates, in international units/liter-hour. 

First stage Second stage 

Dilution rate Productivity Dilution rate Productivity 
(hr-1) (IU/1-hr) (hr-1) (IU/1-hr) 

0.038 95 0.023 81 

0.040 88 0.024 82 

0.046 97 0.028 92 

0.050 90 0.030 81 

0.053 64 0.032 67 

the recovery of enzyme. After the hydrolysis step 
has been completed, a considerable amount of enzyme 
remains adsorbed onto the residual solids. The 
product solution also contains a significant amount 
of enzyme that should be recovered for re-use. 
Various methods of recovering the Rut-C30 enzyme 
are presently under investigation. 

The recovery of enzyme can be enhanced by 
modifying its adsorption onto the solids. This can 
be achieved by altering the substrate, the enzyme, 
or the bulk solution. The addition of various 
nitrogenous salts can max~m~ze the fraction of 
enzyme that remains in solution. Urea was found to 
be the most efficient, retaining 65 percent of the 
available enzyme in solution. The feasibility of a 
process, in which urea would be added in solid form 
to the hydrolysis stage and then recovered as part 
of the bottoms leaving the ethanol distillation 
column, has been investigated. The optimum concen­
tration of urea in the hydrolysis stage would be 
approximately 1. OM. The s•Jgar/urea solution from 
hydrolysis would then have to be concentrated by a 
factor of 5 to 7 to yield a concentrated ethanol 
product from the fermentation stage. This would 
result in a urea concentration well above the limit 
of 1.0M, and s. cerevisiae would no longer be able 
to function -in a stable manner. No economical 
means of removing urea prior to fermentation has 
been found. 

In an alternative method, which has also been 
investigated, the hydrolyzed solids would be with a 
concentrated urea solution to remove adsorbed 
enzyme. After being washed with urea, the solids 
would be filtered and burned for power generation. 
The filtrate would enter an ultrafiltration unit 
where the enzyme would be concentrated and returned 
to the hydrolysis stage. The urea solution would 
be recycled for the washing of solids. This has 
been compared to the current process in which fresh 
solids are contacted counter-currently with the 
hydrolysis product solution. It was found that the 
savings over the counter-current process are 
exceeded by the expense of additional equipment and 
urea. 

A modification of the process employing the 
concentrated urea wash would recover the enzyme 
from the wash by precipitation with acetone as an 
alternative to ultrafiltration. It was found that 
the acetone precipitation is less economical than 
ultrafiltration. 
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These studies of enzyme recovery employing 
urea lead to the conclusion that the most economi­
cal method of removing enzyme from solution would 
be the present process of counter-current contact­
ing. Use of a concentrated urea wash would be 
three to four times more expensive when ultrafil­
tration is employed, while precipitation with 
acetone would be six to eight times more expensive 
than counter-current contacting. 

In the present scheme of counter-current con­
tacting, the cellulosic solids are milled and pre­
treated with sulfuric acid to break down the ligno­
cellulosic material. The solids are then contacted 
counter-currently with a hydrolysis product solu­
tion containing sugar and enzyme. The recovery of 
enzyme is governed by the ability of the solids to 
adsorb as much of the enzyme as possible. Pre­
treatment plays an important role in affecting this 
ability as well as in the extent of hydrolysis. 
Present work is concerned with the possibility of 
using steam explosion for pretreatment as an alter­
native to pretreating with sulfuric acid. Results 
of a preliminary enzymatic hydrolysis of a sample 
of steam-exploded wood showed better than 90 
percent carbohydrate conversion. Adsorption stud­
ies with steam-exploded corn stover are presently 
under way in an effort to optimize the conditions 
of enzyme recovery with respect to temperature and 
solids concentration. 

XYLOSE FERMENTATION 

The hemicellulose fraction of cellulosic 
biomass is predominately composed of the five­
carbon sugar xylose. Xylose represents approxi­
mately one-fourth of the total carbohydrate content 
of biomass. 1 Although many yeasts are capable of 
producing high yields of ethanol from glucose, they 
are not able to ferment xylose.2 Two species of 
bacteria, Bacillus macerans and Clostridium ther­
mohydrosulfuricum, which have the metabolic capa­
bility to produce ethanol from xylose, have been 
examined for their possible use in an economical 
industrial-scale process to convert biomass to 
ethanol. 

Bacillus Macerans 

To investigate the economic feasibility of 
producing ethanol from xylose with Bacillus 
macerans, the bacterium was grown in continuous 
culture on medium containing one percent xylose. 
At a dilution rate of 0.06 hr-1, a yield of 0.2 g 
ethanol/g xylose was obtained. By-products of the 
fermentation were predominately carbon dioxide and 
acetic acid. Dilution rates higher than 0.06 hr-1 
resulted in incomplete carbon utilization. During 
continuous culture studies, it was observed that 
small perturbations of the system, e.g., a small 
change in dilution rate or residual xylose concen­
tration, caused a cessation of growth and almost 
complete washout of the cells. The apparent 
unstable behavior of cultures of Bacillus macerans 
is believed to be the result of poor regulation 
within the cells during xylose metabolism. 

Because of the fairly low growth rate and the 
instability during continuous operation, experimen-



tal work with Bacillus macerans has been ter­
minated. 

Clostridium Thermohydrosulfuricum 

c. thermohydrosulfuricum is an extreme ther­
mophile that grows only under strict anaerobic con­
ditions. The high optimal growth temperature, 
65oc, is advantageous because it facilitates subse­
quent product-purification steps. In addition, 
contaminants in an industrial-scale fermentation 
with this bacterium are unlikely because very few 
organisms grow at 65oc. 

c. thermohydrosulfuricum strain 39E has been 
shown to pr~duce 0.39 g of ethanol per gram of 
xylose ferment~d in the absence of substrate and 
end-product inhibitions.3 The theoretical maximum 
yield is 0.51 g ethanol/g xylose. 

The organism appears to have complex nutri­
tional requirements because growth does not occur 
in mediums deficient in amino acids and vitamins. 

The objectives of the work being done with 
this organism are: 
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The results of a typical batch fermentation 
are shown in Figure 4. The minimum specific growth 
rate and the maximum specific productivity of 
ethanol were 0.40 and 0.34 hr-1, respectively. 
Because of end-product inhibition by ethanol, the 
yield was only 0.32 g ethanol/g xylose. By­
products of the fermentation were acetate and lac­
tate. 

To overcome the problem of ethanol inhibition, 
cultures were transferred serially into a medium 
containing increasing concentrations of ethanol • 
The ethanol concentration was increased by 2 g/1 
between transfers, and the highest concentration in 
which growth was observed was 40 g/1. Figure 5 
compares the effects of ethanol on the growth of 
the parent and adapted strains. As can be seen, 
the adapted strain is much more capable of tolerat­
ing high ethanol concentrations than the parent 
strain. 

The yield of ethanol from xylose by the 
adapted organism is presently being determined. It 
is hoped that the organism will be able to produce 
a fairly high concentration of ethanol (30 g/1) at 
a high yield (0.40 g ethanol/g xylose). 

Future work will include a mutation and selec­
tion program aimed at eliminating the production of 
acetate and lactate to help improve the ethanol 
yield. In addition, batch experiments will be per-



formed ln medium supplemented with economic sources 
of amino acids and vitamins, such as corn steep 
liquor, a by-product in corn milling. 
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OIL SHALE AND PETROLEUM-RELATED RESEARCH 

Molecular Substituent Parameters Applied to the Specification of 
Inorganic Arsenic and Organoarsenic Compounds in 
Shale Oil and Oil Shale Kerogen by HPLC-GFAA* 

R. H. Fish, F. E. Brinckmant, and C. S. Weisstl: 

The molecular characterization, or chemical 
speciation, of metal and metalloid species at trace 
levels has provided valuable information in the 
areas of the aquatic chemistry of trace metals, the 
microbial transformations of trace metals, the 
biochemistry of trace metals, and the chemistry of 
controlled release biocides containing metals. 
This information is not obtainable by total trace­
metal analysis. 

A widely used method for trace-metal specia­
tion is the chromatographic separation of the 
metal-containing compound, with element-selective 
detection in either on-line or off-line modes. 
This technique is capable of characterizing trace­
metal species in the presence of numerous other 
interfering compounds that may prohibit the use of 
many, if not all, direct spectroscopic identifica­
tion techniques. Thus, chromatographic separations 
with element-selective detection have been and will 
be used extensively to characterizei trace-metal­
containing compounds in the variety of complex 
matrices generated from energy-related processes. 
In general, both gas and liquid chromatographic 
systems are used. Element-selective detectors are 

*The work at LBL was supported by the Assistant 
Secretary for Fossil Energy and the Assistant 
Secretary for Oil, Gas and Shale Technology, and 
the Bartlesville Energy Technology Center of the 
u.s. Department of Energy under Contract No. DE­
AC03-76SF00098. 

tNational Bureau of Standards. 

fNRC-NBS Postdoctoral Research Associate 1980-1982. 
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preferably used on-line, thereby minimizing sample 
handling, analysis time, and the time needed to 
optimize the chromatographic system. The element­
selective detectors include emission and atomic 
absorption spectroscopy, and electrochemical and 
radioactivity detectors. The technique relies upon 
the elution of the trace-metal-containing compound 
with a retention time different from all other com­
pounds containing the trace metal under investiga­
tion, as determined by an authentic standard. 

Gas chromatographic retention has been related 
to volatility, and that relationship has provided a 
useful index of retention, the Kovats Index. 1 In 
speciation studies involving liquid chromatographic 
separations, it would be useful to have a rational 
system based on thermodynamic properties, with due 
consideration of kinetic rates on the chromato­
graphic time scale, in order to 

a. Predict the retention of a sought-after com­
pound, 

b. Predict the possible structure(s) of 
unknown compounds from the experimentally 
determined retention times, 

c. Predict the possible co-elution of interfer­
ing compounds, and 

d. Optimize chromatographiC systems for the 
desired separation. 

The relationship between structural substi­
tuent parameters and chromatographic retention has 



------------------

provided a starting point for such a system and has 
been applied to the separation of many organic com­
pounds. 

The electronic structural substituent parame­
ter, o, is based on the ionization of a derivable 
compound with respect to its parent compound. The 
determination of o is based on Equation 1. 

po = log Kx - log KH (1) 

where Kx is equal to the ionization constant of the 
derivative compound, and KH is the ionization con­
stant of the parent compound. The constant was 
first introduced by Hammett4 in 1935, based on ben­
zoic.acid as the parent compound, with meta and 
para derivatives. In 1953, Jaffe et. al3 published 
values for aromatic phosphonic acids. +n 1956, 
Mastryukova and Kabachnik4 published o¢ values for 
the aqueous ionization of a large variety of sub­
stituted phosphorous acids. 

The first application of thermodynamic princi­
ples to the chromatographic retention of organome­
tal molecules involved the separation of di- and 
triorganotins by ion-exchange chromatography with 
atomic absorption detection. Jewett and Brinck­
mann5 demonstrated a linear relationship between 
the logarithm of the chromatographic capacity fac­
tor k' and the o¢ molecular substituent parameter, 
with a correlation coefficient of 0.992, based on 
23 individual k' values for five trialkyltin com­
pounds, separated in water as the R3Sn+ cations. 

ACCOMPLISHMENTS DURING FY 1981 

Chromatographic Retention and Molecular 
Substituent Parameter Relationships 

The calculation of the zo¢ values for the 
arsenic compounds chromatographed is simply the 
linear sum of the o¢ parameters of the individual 
molecular substituents which replace the ionic oxy­
gen substitutents in the parent compounds. The 
method for calculating the zo¢ values is presented 
in Table 1; the parent compound is taken as the 
trisubstituted form of arsenic whose zo¢ value is 
designated as o, where A = B = C = o-. The ionic 
form of the derivative compound is very important 
because simple monoprotonation of the compound con­
tributes -0.39 o¢ unit to the total Zo¢ value of 
the derivative. In most cases, the ionic form of 
the derivative was determined by considering the 
pKa of the compound with respect to the pH of the 
eluting solvent. For dimethylarsinic acid and the 
diphenylarsinic acid, the neutral forms were con­
sidered in an attempt to obtain the best fit of the 
data. Considering the pKa's of these compounds, t~ 

ascribe these as neutral forms is not entirely 
satisfactory; however, there might be some nonaddi­
tive electronic effects due to the presence of two 
organic substituents on the central arsenic atom. 

The separation of the arsenicals, using the 
HPLC-GFAA system, is shown in Figure 1. The non­
response of the UV absorbence detector is to be 
noted with the exception of the chromophore 4-
aminophenylarsonic acid. The histogrammic output 
of the GFAA signal results from the discrete sam-
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Table 1. The calculation of the Loeb for organoarsenic acids. 

A 0 
' ~ 

Eo~ Parent Compound As = 0 

B 

Substituent (Ref. 1) 

-o- 0.00 

-OH -0.39 

-Ph -0.48 

-CH3 -0.96 

Substituents 

Molecular Ion ! !l_ f A + B + C = Eo<j> 

HAs042- o- o- OH 0 + 0-+ (-0.39) =.-0.39 

H2As04- OH OH o- (-0.39) + (-0.39) + 0 = -0.78 

Ph-As03H- Ph OH o- (-0. 48) + (-0.39) + 0 = -0.87 

CH3As03H- CH3 OH o- (-0.96) + (-0.39) + 0 = -1.35 

( CH 3) 2As02- CH3 CH3 o- (-0.96) + (-0.96) + 0 = -1.92 

(CH3l2As02Ho CH3 CH3 OH (-0.96) + (-0.96) + (-0.39) = 2.00 

pling of the HPLC effluent limited by the drying, 
charring, atomization, and cooling cycle of the 
graphite furnace at approximately 45-second inter­
vals.6 

The relationship between the natural logarithm 
of the chromatographic capacity factor for the 
arsenic compounds and the calculated Zo¢ values for 
these compounds is · presented in Figure 2. The 
relationship is linear, with a correlation coeffi-

uv 

AA 

0 20 40 

min 

1 Me 2As(O}OH 

2 Ph 
2

As(0)0H 

3 MeAs(O)(OH)0-

4 (4-NH
2

Ph)As(0)0-

5 PhAs(O)(OH)O-

6 As(0)(0H)022-

60 

Figure 1. UV and arsenic-specific AA chromatograms 
for an aqueous solution containing five organoar­
senic acids and arsenate (as numbered) are com­
pared. Complete separations of this and similar 
mixtures of other arsenicals were effected in com-
parable analysis times. 

(XBL 8112-13100) 
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-2.4'' -2.0 -1.6 -1.2 -0.8 -0.4 
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0 •0.4 

Figure 2. The linear regression between ln k' and 
Eo¢ obtained on a weak anion exchange column 
(WAX) is shown for the following arsenicals: 

1 • Me2As(O)OH 7. MeAs(O)(OH)O-
2. Pe2As(O)o- 8. (4-NH2Ph)As(O)(OH)O-
3. Ph2As(O)OH g. PhAs(O)(OH)O-
4. Me2As(O)o-, 10. AsO(OH)2o-
5. BuAs(O)(OH)o- 11. As(O) (OH)022-
6. EtAs(O)(OH)O- 12. (4-N02Ph)As(0)022-

The black circles indicate estimated ln k' for 
alternate choices of protonated or deprotonated 
arsenic species not acceptable in the fit shown. 

(XBL 8112-13103) 

cient of 0.971 based on 111 data points. Similar 
linear relationships also were obtained using dif­
ferent nonlinear convex and concave HPLC elution 
gradients. This linear relationship provides a 
method for predicting the retention time of a 
sought-after compound based on the calculated Ea¢ 
value and for optimizing the desired separation by 
changing the chromatographic system to achieve the 
needed change in retention time for the difference 
in Ea¢ values of the compounds to be separated. 

Application to Oil Shale Kerogen and Shale 
Oil. Elemental analysis of sedimentary deposits 
has shown the enrichment of a number of elements, 
including As, in the carbonaceous deposits of coal, 
black shale, petroleum, and asphalt over average 
crystal abundances.7 In general, both coal and oil 
shale contain higher concentrations of these ele­
ments than petroleum. The increased used of coal 
and oil shale as alternatives to petroleum will 
cause the redistribution of arsenic contained in 
these matrices, depending upon the form of arsenic 
originally present, the type of process used to 
convert these materials to conventional liquid 
fuels, and their final use. 

The association of arsenic with sulfide depo­
sits in coal, particularly pyrite, has been 
reported,8 although no analogous conclusions have 
been given for arsenic in oil shale. The accumula­
tion of arsenic by modern-day algae may indicate 
the manner of enrichment of arsenic in oil shale 
(the fossilized remnants of ancient algal mats) by 
initial bioaccumulation and the subsequent metamor­
phosis of arsenic.9 

The partitioning of arsenic during simulated 
in-situ oil shale retorting has shown that a signi-

1-25 

ficant quantity of arsenic is distributed to the 
product oil and the retort waters. 10 The applica­
tion of the weak anion exchange separation of 
arsenic-containing compounds to a number of retort 
waters generated during oil shale retorting has 
been performed8 and is illustrated in Figure 3a. 
The chromatogram reveals the presence of arsenate, 
phenylarsonic acid and a neutral arsenic-containing 
compound. 

The origin of these organoarsenic compounds is 
not clear. It is possible that they are syn­
thesized during the retorting process by the reac-

L -2 Spiked With As Stds 

II~ .ill 1.1 II, II ll1 
L-2 (1:10 dilution} 

0 

Figure 3a. The separation of arsenicals in a pro­
cess water generated by a simulated in-situ retort­
ing process (Lawrence Livermore National Laboratory 
L-2). 

uv 
X 0.5~ 

PhAs(O)(OH)O-

AA 

0 20 40 

(XBL 8112-13101) 
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min 
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Figure 3b. The separation of arsenicals in a 
methanolic extract of ground oil shale (National 
Bureau of Standards). 

(XBL 8112-13102) 



tion of alkyl halides with arsenate, according to 
the Meyer reaction. 11 It is.also conceivable that 
these organoarsenicals were initially present in 
the oil shale, being liberated,during the retorting 
and partitioned into the retort waters. To inves­
tigate this possibility, ground oil was extracted 
with methanol, using a Soxlet apparatus. Figure 3b 
shows the separation of arsenic-containing 
compounds in this methanol extract, indicating the 
presence of a neutral arsenic-containing compound, 
phenylarsonic acid, and arsenate. At the present 
time, the identification of phenylarsonic acid is 
only tentative because of interference from a less 
ionic form of arsenate found in methanolic solu­
tions, as previously reported.6 This less ionic 
form of arsenate is probably the dimethyl ester of 
arsenate, which has a LO~ value of -0.24. It is 
therefore predicted to elute from the column with a 
retention time similar to phenylarsonic acid. A 
recent report on the hydrolysis of arsenate tries­
ters indicates that the first.and second hydrolysis 
steps are very rapid when conducted at pH -12.12 In 
the present work, the hydrolysis rate does not 
appear to be as rapid on the , chromatogr~phic time 
scale, possibly due to the lower pH (7.1 to 8.1) of 
the eluting solvent, the ammonium carbonate buffer, 
and the presence of the column substrate. Prelim­
inary hydrolysis experiments of the methanol oil 
shale extract indicate the presence of phenylar­
sonic acid, but more extensive kinetic experiments 
and the use of an alternate measurement method are 
now necessary to confirm and quantitate phenylar­
sonic acid. 13 

PLANNED ACTIVITIES FOR FY 1982 

The correlation of the linear sum of the 
appropriate structural substituent parameter with 
the logarithm of the chromatographic capacity fac­
tor for organoarsenicals (cr~) has been found to be 
linear. This enables prediction of: the retention 
time of a sought-after compound, the possible 
structure(s) of unknown compounds from experimen­
tally determined retention times, and the possible 
co-elution of interfering compounds. In addition, 
this relationship can be used to optimize diverse 
chromatographic systems, including ion exchange and 
solvophobic mechanisms, for a desired separation. 
The analysis of a methanol oil shale extract has 
demonstrated the utility of structural substituent 
parameters as a diagnostic tool in the liquid 
chromatographic speciation of trace metals. and 
metalloids in complex matrices commonly associated 
with energy-related processes. 
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Speciation of Vanadyl Porphyrins and Non-Porphyrin Compounds in 
Heavy Crude Oils by HPLC-GF AA and the Competitive Equilibria 

Between Vanadyl Porphyrins and Multidentate Ligands* 

R. H. Fish, J. J. Komlenic, and T. Vermeulen 

The identification of vanadyl porphyrin and 
non-porphyrin compounds in heavy crude oils is man­
datory if methods for vanadium removal are to be 
implemented. The use of high-performance liquid 
chromatography for the separation of the above­
mentioned compounds and graphite furnace atomic 
absorption for detection (HPLC-GFAA) of vanadium 
(318.4 nm) compounds will be discussed. 

The removal, with multidentate ligands, of 
vo2+ ion from etioporphyrin represents a novel 
approach for the possible future utilization of 
polymeric multidentate ligands for removal and 
recovery of vanadium from heavy crude oils. 

ACCOMPLISHMENTS DURING FY 1981 

Speciation Studies of Vanadium 
Compounds in Heavy Crude Oils 

We have initiated speciation studies on heavy 
crude oils (Cerro Negro, Wilmington, and Prudhoe 
Bay) by the HPLC-GFAA combination and have demon­
strated the usefulness of this technique to iden­
tify known vanadyl complexes and as a tool to 
fingerprint the oils. 

Figure 1 demonstrates the potential nature of 
the HPLC-GFAA combination with known compounds 
(visible detector at 400 nm, GFAA detector at 
318.4 nm for vanadium) using a solvent system of 30 
percent chloroform in hexane to 70 percent chloro­
form in hexane for 20 minutes and held at 70 per­
cent chloroform to 30 percent hexane for 10 minutes 
(flow rate 2.0 ml/min). 

Figure 2 demonstrates the fingerprint of a 
pyridine extract of Cerro Negro heavy crude oil 
(Venezuelan) at 400 nm (visible detector) which was 
extracted to isolate the vanadyl porphyrins. 1 The 
separation was not maximum, however, fully demon­
strating the complexity of vanadyl porphyrins in 
heavy crude oils. Both Wilmington and Prudhoe Bay 
oils had their own fingerprints, with Wilmington's 
similar to Cerro Negro and Prudhoe Bay's different 
from the other two. We are presently trying to 
maximize our separations by changing the visible 
wavelength detector to define various porphyrin 
substitutions. 

*This work was supported by the Assistant Secretary 
for Fossil Energy, the Assistant Secretary for Oil, 
Gas, and Shale Technology,, and the Bartlesville 
Energy Technology Center of the u.s. Department of 
Energy under Contract No. DE-AC03-76SF00098. 
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Figure 1. Potential nature of HPLC-GFAA combina­
tion with known compounds. 
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Figure 2. Fingerprint of a pyridine extract of 
Cerro Negro heavy crude oil. Column conditions: 
0-100% CH2Cl2 in hexane over 30 min., 100% Ch2Cl2 
in hexane 15 min.; flow rate: 2.0 ml/min. 

(XBL 8112-13182) 



Competition Experiments Between Vanadyl 
Etioporphyrin and Multidentate Ligands 

We have initiated our competition experiments 
by analyzing the equilibrium mixtures using HPLC­
GFAA as well as multicomponent UV-VIS analysis with 
a microprocessor. 

Figure 3 shows a competition experiment with 
the following equilibrium: 

EtioVo + TPPH2 "" TPPVO + EtioH2 
( 1) 

as analyzed by HPLC-GFAA. Using this technique we 

Figure 
EtioVo 
TPPH2, 
CH2Cl3 
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VOEtio 
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OL---------------------------~ 

3. Competition experiment with equilibrium: 
+ TPPH2"" TPPVO + EtioH2. Mixture: VOTPP, 

VOEtio, EtioH2; column conditions: 40-50% 
in hexane over~min.; flow rate: 2.0 

(XBL 8112-13183) 
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can make an instantaneous analysis of vanadyl por­
phyrins and free bases, i.e., EtioH2 or EtioVo. 

By multicomponent analysis of this equilibrium 
with both a Cary 219-Apple II and H.P. 8550 UV-VIS 
instrument, we infer a definite shift to the right, 
i.e., TPPVO is favored. We are evaluating both 
methods for future competition experiments. 

PLANNED ACTIVITIES FOR FY 1982 

It is hoped that the HPLC-GFAA combination 
will help facilitate both the speciation and iden­
tification work. The vanadium chemistry is focus­
ing on new multidentate ligands, and we ·have syn­
thesized a number of new ligands and their vanadyl 
complexes, for example, compounds ~ and 1· 

r-8YOH HO"r?\i 
~c~ _Ac.J-9 

I "'(g)N:::r \ H H 

0 
2 

Compound ~ is presently being tested in competition 
experiments. 
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Reactions of Inorganic and 
Organoarsenic Compounds with Substituted Catechols* 

R. H. Fish and R. J. Tannoust 

Heavy crude oils will have a significant role 
in meeting future energy needs for the United 
States. These energy sources, however, are not 
without their economic and environmental problems. 
For example, heavy crude oils are extremely high in 
transition metal content, 1 e.g., V, Cr, Fe, Ni, 
etc.; and shale oils are high in arsenic.2 These 
metals can affect subsequent catalytic hydropro­
cessing and can plug catalyst pores, as well as 
react chemically with active sites or support 
material.3 

Thus, it is extremely important to remove and 
recover these metals to alleviate not only economic 
refining problems, but also some of the environmen­
tal problems, related to the health of workers and 
the contamination of air and water resources, 
caused by these crude and shale oils. For these 
reasons, we have embarked on a comprehensive pro­
gram to study innovative ways to remove and recover 
transition metals and arsenic compounds from heavy 
crude oils and shale oils. 

ACCOMPLISHMENTS DURING FY 1981 

The initial stages have been directed toward 
obtaining: (a) total metal content analysis of 
various heavy crude oils, shale oils, and coal 
liquids; (b) speciation or molecular characteriza­
tion studies of these materials by high performance 
liquid chromatography in combination with graphite 
furnace atomic absorption detection4; and 
(c) coordination chemistry of arsenic with mul­
tidentate ligands capable of being placed in a 
polymeric backbone for future percolation column 
studies.5 

For over forty years,6,7 it has been known 
that catechol derivatives can coordinate a wide 
variety of metals including arsenic. Thus, we 
thought that catechols with functional groups, 
which would permit future attachment to a polymeric 
support for use in a percolation-type column, would 
be important ligands to react with the arsenic com­
pounds we identified previously.4 Recent studies by 
LBL scientists have confirmed the utility of 
catechol derivatives in sequestering metals such as 
iron.8-10 

The following multidentate ligands, 1-6, were 
reacted with methyl and phenylarsonic acid, while 
compound l was reacted with arsenate (Chart 1). 

*This work was supported by the Assistant Secretary 
for Fossil Energy, the Assistant Secretary, Oil, 
Gas, and Shale Technology, and the Bartlesville 
Energy Technology Center of the u.s. Department of 
Energy under Contract No. DE-AC03-76SF00098. 
tucB-LBL Undergraduate Special Research Topic Stu­
dent, 1981-82. 
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Chart 1. Multidentate ligands used in synthesis 
reactions with arsonic acids and arsenate. 
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The reaction of compounds 1-6 provided the 
five-coordinate organoarsenic compounds (Eq. 1), 
several of which were a mixture of cis and trans 
isomers as determined by 1H nuclear-mignetic reBO: 
nance spectroscopy. 

Synthesis of Five-Coordinate Organoarsenic Catechol ales 

~: 
0 @ ~~ II 

+ RAs(OH)2 ~ t,. 
X 2-3h X X 

cis 
+ 3H20 

R= Me,@ ~{:I§Jx 
X 

trans 

X R %cis %trans 

3-CH3 CH3 -50 -50 

Ph -10 -90(?) 
, I I 

CH3 100 3,3 -fi-N(CH2l2N-C 
I H H II 

0 0 

0 
Ph 100 

II 
4-CH30C- CH3 100(?) 

Ph 5 95(?) 

Arsenate, Aso43-, reacted with 3,4 LICAM to 
give an encapsulated arsenic atom (Eq. 2). This 
octahedrally coordinated arsenic anion is optically 
active (d,1 enantiomers), and represents the first 
such metal compound of this new class of ligands to 
be isolated and characterized. 

These compounds (Eqs. 1 and 2) were character­
ized by nuclear magnetic resonance spectroscopy, 
mass spectrometry, infrared spectroscopy, and ele­
mental analyses. Figures 1 and 2 provide the high 
field nmr spectrum and electron impact mass spec­
trum, respectively, of the phenylarsonic acid-3-



Six-Coordinate Arsenic Tricatecholote Anion 

~H 
3 ~H + NaH2As04 

X 

methylcatechol derivative and clearly demonstrate 
the use of these techniques in the structural elu­
cidation of these compounds. 

PLANNED ACTIVITIES FOR FY 1982 

We hope to synthesize polymeric derivatives of 
the substituted catechols and verify, in column 
experiments with the speciated inorganic and 
organoarsenic compounds, that these polymeric 
catechols are potentially capable of removing these 
arsenic compounds from complex matrices, such as 
shale oil and retort waters. 
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Homogeneous Catalytic Hydrogenations of Model Synthetic Fuel Compounds* 

R. H. Fish, G. A. Cremer, T. Vermeulen, and A. Thormodsen 

Pettit and his co-workers recently demon­
strated. the use of carbon monoxide and water as a 
reducing agent for the hydroformylation of olefins 
and the use of carbon monoxide, water, and hydrogen 
in the reduction of nitroarenes.1-3 In Pettit's 
studies, the compounds responsible for these cata­
lytic reactions were transition metal carbonyl 
hydrides that had been generated catalytically 
under the reaction conditions (Eq. 1). 

_ -C0
2 

M (CO) + OH- + M (CO) 1COOH----+ H2M (CO) 1 (1) 
X y X Y- +H 0 X Y-

2 

These results prompted us to study the utili­
zation of these reagents for the reduction of 
polynuclear aromatic and polynuclear heteroaromatic 
nitrogen compounds. The importance of studying 
these types of polynuclear compounds and reducing 
agents stems from the need to learn more about the 
basic aspects of coal liquefaction and the 
hydroprocessing of coal liquids and shale oils.4 
Additionally, it is well known that homogeneous 
catalytic reductions proceed at lower temperatures 
and pressures and give higher regioselectivities 
when compared to their heterogeneous counter­
parts.5,6 

ACCOMPLISHMENTS DURING FY 1981 

Utilization of Carbon Monoxide and Water 
or Carbon Monoxide and Hydrogen as a 
Reducing Agent for Model Fuel Compounds 

We wish to demonstrate the potential of carbon 
monoxide and water or carbon monoxide and hydrogen 
as reducing agents for polynuclear aromatic and 
polynuclear heteroaromatic nitrogen compounds 
(Chart 1), using transition metal carbonyl com­
pounds as homogeneous catalysts. Table 1 provides 
the results for the reaction of a wide variety of 
transition metal carbonyl compounds in the reduc­
tion of anthracene to 9,10-dihydroanthracene under 
water-gas shift (wgs) conditions (CO, H20, base). 
Clearly, only manganese, cobalt, and iron carbonyls 
(substituted phosphine analogs) reduce to any 
extent, while the carbonyls of Ru, Rh, W, Os, Re, 
and Mo all produced hydrogen and carbon dioxide but 
no 9,10-dihydroanthracene. 

These results can be rationalized partially by 
the fact that the latter transition metal carbonyl 
hydrides are unstable under the reaction conditions 

*This work was supported by the Director, Office 
of Energy Research, Office of Basic Energy Science, 
Chemical Sciences Division, and the Assistant 
Secretary for Fossil Energy, Office of Coal 
Research, Liquefaction Division, of the u.s. 
Department of Energy through the Pittsburgh Energy 
Technology Center under Contract No. DE-AC03-
76SF00098. 
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Chart 1. Polynuclear aromatic and polynuclear 
meteroaromatic .nitrogen c·ompounds reacted under 
water-gas shift or synthesis-gas conditions. 
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Table 1. Reduction of anthracene, under water-gas 
shift conditions, with transition metal car­
bonyls as catalysts.a 

% Product 
Catalysts Temp (OC) 9,10-dihydroanthraceneb,c 

Fe(C0)4Bu3P 200 8 

Mn2(C0)8(Bu3P)2 200 13 

Mn2 (C0)8(Bu3P)2 180 8 

Co2(CO) 6(</> 3P) 2 160 3 

W(C0)6 200 - d 

Re2(C0)10 200 - d 

Os3CC0)12 200 - d 

RuC12( C0)2(<f> 3P) 2 180 - d 

Rh6(C0)16 180 d 

Mo(C0) 5Bu3P 180 - d 

asolvent THF (12 ml), 0.2 m KOH (3ml), Pco 350 psi, 
5 hr, 1 mmole of 1, 10:1 substrate to catalyst ratio 
in a 45 ml Parr mini-reactor. 
brhe product percentage was found by area ratios of 
starting material and product using a HP 5880A capil­
lary gas chromatograph with digital integrati9n 
[12m x 0.1 mm OV 101 at 600 (100/min)] and flame ion­
ization detection. 
cThe product was isolated by column chromatography on 
Florisil (benzene) and identified by GC-EIMS and by 
nuclear magnetic resonance spectroscopy (250 MHz, 1H). 
dA mass spectral analys~s of the gases identified both 
H2 and C02. 



and undergo reductive elimination of hydrogen, 
rather than hydrogen transfer to the polynuclear 
aromatic substrate, i.e., k2 > k1 (Eq. 2), 

+Ar -H2 
M (CO) 1 + ArH2 +---k H2M (CO) 1 --+ M (CO) 1 (2) 

X y- l X y- k
2 

X Y-

In view of these discoveries, we decided to 
learn more about the parameters of this reaction, 
using Mn2(C0)8(Bu3P)2 as the catalyst. The reac­
tion of carbon monoxide and deuterium oxide (D20) 
with anthracene provided only 9,10-
dideuteroanthracene,7 and this result strongly 
indicates that the hydrogen comes exclusively from 
water. In addition, the presence of added deu­
terium gas (D2) provided no deuterium incorpora­
tion, thereby eliminating a mechanism which 
includes oxidative addition of H2 to any coordina­
tively unsaturated manganese species that might be 
formed3 and supports the facile reaction (Eq. 1) of 
hydroxide ion on coordinated CO as the major reac­
tion pathways to the carbonyl hydrides. Several 
control experiments verified that the reduction 
product, 9,10-dihydroanthracene, did not undergo 
exchange of hydrogen for deuterium under the reac­
tion conditions (Table 1). 

In an experiment to elucidate the stereochem­
istry of the anthracene reaction, we reacted an 
analog, 9,10-dimethylanthracene, with 
Mn2(C0)8(Bu30)2 under water-gas shift conditions 
(1800, 5 hrs, 350 psi CO, 0.2 !:! KOH in THF, 
sub/cat = 20), to provide a 30 percent yield of cis 
and trans-9,10-dihydro-9,10-dimethylanthracene and 
in a--ritio--of 53%:4% (Ref. 8). The mechanistic 
implication of this resuit s,trongly suggests a 
free-radical process for this reaction. A similar 
result was recently reported by Halpern et al.9 for 
the reaction of 9,10-methylanthracene and Mn2(C0)1o 
and by Taylor and OrchinlO with C02(C0)8 under syn 
gas conditions (C02, H2 1:1, ·200°). We also found 
that, in the absence of aqueous base and in the 
presence of hydrogen, i.e~, synth~sis-gas condition 
(CO/H2 = 1), better yields of r~duced polynuclear 
aromatic products could be obtained. 

From the results, it is evident that bent 
polynuclear aromatic compounds are extremely 
unreactive under either W~SS. or.syn-gas conditions, 
when compared to anthracene, a linear polynuclear 
aromatic compound. 11 

It is important that polynuclear hetero­
aromatic compounds, specifically with nitrogen as 
the heteroatom, be studied because they are highly 
prevalent in all coal and o~l shale products.12 We 
found an increase in reactivity for the polynuclear 
heterocyclic nitrogen compounds, under either wgs 
or syn-gas conditions, compared to their carbon 
analogs, e.g., acridine was more reactive than 
anthracene. Table 2 summarizes our results with a 
variety of polynuclear heteroaromatic nitrogen com­
pounds. 

PLANNED ACTIVITIES FOR FY 1982 

Relevant conclusions from these studies sug­
gest that the homogeneous catalytic hydrogenations 
of polynuclear heteroaromatic nitrogen compounds, 
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under water-gas shift or synthes~.s-gas conditions, 
are more favorable than the polynuclear aromatic 
compounds. The high regioselectivity, as shown by 
the ease with which a nitrogen heterocyclic ring 
gets hydrogenated in preference to a benzene ring, 
strengthens the above conclusions. This result is 
consistent with the lowered aromaticity of the 
nitrogen heterocyclic ring versus their carbon 
analogs, which provides a lower activation energy 
for hydrogenation. 13 

The overall observed relative reactivities 
under either water-gas shift or syn-gas conditions 
is: 

acridine >> anthracene > quinoline > phenanthridine 

5,6-benzoquinoline > 7,8-benzoquinoline 

~ pyrene > > > phenanthrene 

This order, while qualitative, is still signi­
ficant because these polynuclear compounds are 
present in coal, coal liquids, and shale oil. This 
is the first logical explanation for compound reac­
tivity under catalytic hydrogenation conditions in 
these complex matrices. 

Finally, the fact that Fe, Mn, and Co car­
bonyls give reduced products, while other transi­
tion carbonyls are unreactive, implies important 
mechanistic differences. In addition to the insta­
bility factor for several of the transition car­
bonyl hydrides in our studies, we found a pro­
nounced carbon monoxide inhibition on the catalytic 
hydrogenation reactions, especially with the 
ruthenium carbonyls and report these results in 
future papers. 14 We are continuing to pursue this 
important area of fossil energy research. 15 
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Table 2. Reduction of polynuclear heteroaromatic nitrogen compounds under water-gas shifta 
(WGS) and syn-gas (SG) conditionsb with transition metal carbonyls as catalysts. 

Substrate Catalyst Sub/Cat Temp. (OC) Time(hr) Conditions Products (%)d 

Acridine Fe(Co) 5 c 10 180 2 WGS 9, 1 0-dihydro­
acridine ( 100) 

Acridine Mn2(C0)8(Bu3Pl2 10 200 2 WGS (38) " 

Acridine Mn2(C0)8(Bu3Pl2 20 200 2 SG (100) " 

Acridine Co2(C0)6(<i>3Pl2 20 200 2 SG ( 100) " 

5,6-benzo- Mn2(C0)8(Bu3Pl2 20 200 2 SG 1,2,3,4 
quinoline tetrahydro-

5,6-benzo­
quinoline ( 7) 

5,6-benzo- Mn2(C0)8(Bu3Pl2 20 200 5 WSG (4) " 
quinoline 

5,6-benzo- Fe(C0)4(Bu3Pl 10 180 5 WSG (1)" 
quinoline 

5,6-benzo- Co2(C0)6(<i>3Pl2 20 200 2 SG (8) " 
quinoline 

Quinoline Fe(C0)5 10 180 2 WGS 1,2,3,4-

Quinoline 

Quinoline 

Quinoline 

Mn2(C0)8(Bu3Pl2 

Mn2(C0)8(Bu3Pl2 

Co2(C0)6(<I>3Pl2 

7 ,8-benzo- Mn2(CO)s(Bu3P) 2 
quinoline 

7,8-benzo- Mn2(CO)s(Bu3Pl2 
quinoline 

Phenanth- Mn2(COls(Bu3Pl2 
ridine 

Phenanth- Mn2(CO)S(Bu3Pl2 
ridine 

Phenanth­
ridine 

20 200 

20 200 

20 200 

20 200 2 

20 200 2 

20 200 2 

20 200 2 

20 200 2 

WGS 

SG 

SG 

SG 

WGS 

WGS 

SG 

SG 

tetrahydro­
quinoline ( 0) 

(4) " 

(33) " 

(70) " 

1 ,2, 3,4 
tetrahydro-
7,8-benzo­
quinoline (2) 

No Product 

9,10-dihydro­
phenanthridine ( 1) 

(11) " 

(21) " 

aReaction run in THF (12 ml) with 0.2M KOH (3 ml), 350 psi CO. 
b350 psi H2 and 350 psi CO in THF ( 15-ml). ' ' · 
csoo psi co. 
doetermined by capillary GC using a digital integrator (HP 5880A). Isolated by column chroma­
tography (Florisil) and identified by GC-MS and nmr spectroscopy (250 mHz, 1H). 

1. GC-EI mass spectral analysis showed m/e 182 
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COAL-RELATED RESEARCH 

Processing of Condensate Waters from Coal Conversion* 

C.J. King, D. H. Mohr, P. D. MacKenzie,]. D. MacGlashan, C. L. Munson, andR. E. Thompson 

Coal gasification and liquefaction processes 
produce lar~e volumes of condensate waters, formed 
as reactor effluents are cooled. These waters typ­
ically cont~in large quantities of ammonia (0.5 to 
2.0 percent), neutralized by near-equivalent 
amounts of C02 and H2S. There are often high con­
centrations of dissolved organics, reflected by a 
high chemical oxygen demand (COD). Condensate 
waters from oil-shale retorting and thermal pro­
cessing of biomass have similar characteristics. 

Conventional biological treatment has been 
problematic for these waters, with a large degree 
of dilution often being required to achieve stable 
operation and with removals of COD often not 
exceeding 60 to 70 percent. Ammonia stripping, as 
conventionally practiced or as implemented in the 
u.s. Steel or Chevron processes for isolation of 
ammonia as a separate, salable product, requires a 
large amount of steam, typically in the range of 
0.08 to 0.25 kg per kg of condensate water. The 
principal objective of the present work is, there­
fore, to develop solely physicochemical processing 
methods which will allow recycle of the processed 
water as cooling-tower make-up without an excessive 
energy requirement for processing. Emphasis is on 
solvent extraction and stripping, and combinations 
of those steps. 

Our work to date has focused upon four dif­
ferent areas: 

1. Analysis of individual components contri­
buting to the chemical oxygen demand (COD) of typi­
cal condensate waters; 

2. extraction with novel solvents that will 
allow more complete COD removal and/or lower energy 
consumption; 

3. interpretation of rates of stripping of 
NH3, C02, and H2S from samples of real condensate 
waters; and 

4. innovative combinations of extraction and 
stripping that have potential for substantially 
reducing the energy consumption for removal and 
isolation of NH3. 

*This work was supported by the Assistant Secretary 
for Environment, Office of Environmental Progress, 
Environmental Technology Division of the u.s. 
Department .of Energy under Contract No. DE-AC03-
76SF00098. 
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Results through 1980 are described in the FY 
1979 and FY 1980 annual reports. Phases of the 
project already completed concern: (a) extracta­
bility of phenols with conventional solvents, such 
as diisopropyl ether (DIPE) and methyl isobutyl 
ketone (MIBK);1,2 (b) the effect of pH and tempera­
ture upon extractability;1,2 (c) recovery of resi­
dual dissolved solvent through vacuum stripping,2 
and (d) relation of observed stripping rates of 
NH3, C02, and H2S to molecular-thermodynamic 
theory.3 

ACCOMPLISHMENTS DURING FY 1981 

Several samples of condensate water were 
obtained from the slagging fixed-bed gasifier at 
the Grand Forks Energy Technology Center (GFETC). 
This water had not been exposed to air and was sam­
pled and stored under N2 in the absence of light 
and in a cold room. Samples were obtained, both 
unchanged in pH and reduced to pH 2 by the addition 
of sulfuric acid. Aliquots of these samples were 
analyzed quantitatively by a gradient-elution 
high-performance liquid chromatography (HPLC) tech­
nique, using a water/methanol gradient with a C-18 
~-Bondapak column. For qualitative identification 
of individual peaks, both combined gas­
chromatography/mass-spectrometry (GC/MS) and co­
chromatography tests with known compounds were 
used. 

Analyses of initial results and data reported 
in the literature strongly suggested that a consid­
erable fraction of the COD is associated with sub­
stances that have low volatility and/or are poorly 
extracted in the standard initial methylene 
chloride extraction step in GC/MS analysis. For 
this reason, a new technique of solvent replacement 
was developed. Isopropanol (HPLC grade) is added 
to an initially aqueous sample of condensate water, 
which is then heated to evaporate the mixed 
isopropanol/water solvent. Repeated addition of 
isopropanol and evaporation leads to a final sample 
that is a concentrate of original solutes in 
isopropanol. This technique was also applied to 
individual fractions obtained from HPLC fractiona­
tion of the condensate water. The procedure is 
described in more detail elsewhere.4 There are 
three principal requirements for the solvent­
replacement procedure to work: (1) there must be a 
large enough concentration of the solute(s) to be 
identified in the original water, (2) the solute(s) 
must be soluble in isopropanol, and (3) the 
solute(s) must be sufficiently less volatile than 
isopropanol so that it is retained. 



By use of the solvent-replacement technique 
and GC/MS analysis, members of the family of 
hydantoin compounds were identified in a condensate 
water for the first time. Most prevalent among 
these is 5,5-dimethyl hydantoin: 

H 
I 

N 

c c 
II\ I,, 

0 N 0 
I 
H 

HPLC analyses of three different GFETC 
condensate-water samples at three different ages 
are shown in Table 1. In all cases, the pH of the 
sample was unchanged from the value in the original 
condensate water, about 8.5. The compounds are 
divided into three categories: monohydric phenols 
and their derivatives (nos. 1-7), dihydric phenols 
(nos. 8-11), and hydantoin compounds (nos. 12-16). 
There is a substantial difference in relative 
amounts of hydantoins between samples and, in the 
case of the third sample, the relative proportion 
of dihydric phenols. 

Preliminary tests have been made to ascertain 
whether these differences among analyses stem from 
different water compositions at the time of initial 
sampling or from different ages of waters. Over an 
age period of 150 to 515 days, the measured COD of 
the 6/80 sample did not change significantly within 
a standard deviation of less than 2 percent. Indi­
vidual component analyses for monohydric phenols, 
dihydric phenols, and hydantoins did not change 

Table 1. HPLC analyses of GFETC gasifier condensate waters (all 
concentrations expressed in ppm, w/w). 

Date of Sample: 

Sample Age at Analysis: 

Components: 

1. Phenol 
2. Cresols 
3. C2 Monohydric Phenols 
4. o-Methoxy Phenol 
5. p-Hydroxy Acetophenone 
6. Acetophenone 
1. 2-Naphthol 

8. Pyrocatechol 
9. 4-Methyl Catechol 

1 0. Resorcinol 
11, Hydroquinone 

12. 5,5-Dimethyl Hydantoin 
13. 5-Methyl, 5-Ethyl Hydantoin 
14. 5,5-Diethyl Hydantoin 
15. 5-Methyl Hydantoic Acid 
16. 5-Methyl Hydantoin 

Measured COD: 

Fractions of Measured COD 
Accounted for by: 

Components 1-7 
Components 8-11 
Components 12-16 

All Identified Components 

6/80 

6 months 

5028 
3238 

456 
259 

48 
20 
20 

973 
613 

62 
33 

1755 
365 
270 

99 
136 

35,810 

0.621 
0.092 
0.112 

0.825 

6/10/81 

6 weeks 

7405 
4267 

473 
448 

33 

848 
497 

28 
25 

294 

128 
41 

46,650 

0.661 
0,059 
0.014 

0.734 

9/30/81 

40 hours 

3528 
2422 

434 
165 

3 

38 
21 

2 
1 

293 

23,510 

0.685 
0.005 
0.019 

0.709 
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significantly over the same period, except that the 
concentration of phenol itself may have decreased 
by up to 10 percent. For the June 10, 1981, sam­
ple, the COD and analyses for components in all 
three classes appeared to be stable over an age 
period from 40 to 132 days. Over an age range from 
40 hours to 33 days, the measured COD and concen­
trations of Components 1-11 in the Sept. 30, 1981, 
sample appeared not to change. However, the meas­
ured concentrations of 5,5-dimethyl hydantoin 
increased from 293 ppm at 40 hours age to 407 ppm 
at 24 days age and to 456 ppm at 38 days age. For 
all three sampling dates, analyses of samples which 
had been lowered in pH to 2 or less at the time of 
sampling gave concentrations of Components 1-11 in 
good agreement with measurements of samples 
unchanged in pH, but showed lower concentrations of 
5,5-dimethyl hydantoin (653 vs 1755 ppm, 150 vs 294 
ppm, and 233 vs 293 ppm for the three samples and 
ages reported in Table 1). Increasing the pH of 
one of the acidified waters back to 8.5 caused the 
level of 5,5-dimethyl hydantoin to increase signi­
ficantly, and acidifying one of the unchanged-pH 
waters did not bring about any detectable signifi­
cant change in the 5,5-dimenthyl hydantoin level 
over time. Further tests are needed to establish 
the chemistry of hydantoin compounds and short-term 
aging effects in these waters more clearly. As is 
shown in Table 1, the components identified so far 
account for 71 to 83 percent of the measured COD of 
GFETC gasifier condensate water. 

Extraction of Condensate Waters 

Components 1-7 in Table 1 are relatively easy 
to extract and would be removed by common solvents, 
such as DIPE and MIBK. 1,2 Components 8-11 are more 
difficult to extract but can be removed by MIBK at 
sufficiently high solvent/water phase ratios, 
except at high pH. 1,2 The hydantoin compounds have 
very low activity coefficients in water, and prel­
iminary tests show that they are not extracted well 
by common solvents used for extraction of phenols. 

Removals of COD by extraction with MIBK and a 
mixture of 25 percent w/w trioctyl phosphine oxide 
(TOPO) in MIBK were reported in Table 2 of the 
FY 1980 Annual Report. Refinements in the tech­
nique for measuring COD increase the removals 
reported in that table by about 2 percent. Meas­
urements of COD removal from the June 10, 1981 
GFETC sample at 133 days age by one stage of MIBK 
extraction, followed by a stage of MIBK extraction 
at pH 3, show 88.5 percent removal of COD, about 2 
percent higher than found for the June 1980 sample 
at ages of 136 and 498 days. Similar measurements 
for the Sept. 30, 1981, GFETC sample showed 93 per­
cent removal of COD at a sample age of 40 hours, 
and 88.6 percent COD removal at 24 days. 

In another series of tests with the June 1980 
sample at 198 days age, four successive extractions 
at pH 2 with 25 percent TOPO in MIBK gave cumula­
tive removals of 89.0, 92.2, 93.5, and 94.5 
percent, respectively. 

These results indicate that it is possible to 
achieve relatively high removals of COD by 
solvent-extraction procedures, although acidifica­
tion is necessary to get the highest removals with 



the solvents studied so far. There may also be an 
effect whereby aging decreases the extractability 
of COD, as shown by the extraction results for the 
Sept. 30, 1981, sample at ages of 40 hours and 24 
days. 

Extraction of Phenols.with TOPO 

Reexamination of the exp~rimental conditions 
for the extractions of phenol from synthetic aque­
ous solutions by 25 percent w/w TOPO in diisobutyl 
ketone (DIBK), given in Table 3 of the FY 1980 
Annual Report, showed that complete phase separa­
tion had not been achieved in the cases of higher 
stoichiometric ratios of TOPO to phenol and higher 
values of the equilibrium distribution coefficient' 
(Kn). Repetition of these experiments gave values 
of Kn increasing to 812 at the highest 
stoichiometric ratio (9.9), at 20-25oc. 

Table 2 shows values of Kn measured for 
extraction of phenol and the various unalkylated 
di- and tri-hydric phenols from water into 25 per­
cent w/w TOPO in DIBK, with the initial molar ratio 
of TOPO to the phenolic compounds being 2.50 and 
the temperature being 30oc in all cases. From the 
results it is apparent that TOPO is a strong 
extractant for all the phenols and that it is pos­
sible to fractionate effectively among the isomers 
by TOPO extraction. 

The effect of temperature upon Kn was investi­
gated for extraction of phenol and of pyrocatechol 
from water into 25 percent TOPO in DIBK, with the 
objective of exploring the possibility of solvent 
regeneration through back-extraction at higher tem­
perature. Values of Ko ranged from 462 to 148 for 
phenol and from 250 to 69.4 for pyrocatechol, over 
a temperature range of 22.5 to 6ooc. 

Combined Stripping and Extraction for 
Removal and Isolation of NH3 

At typical pH values of condensate waters (8 
to 9.5), NH3, C02, and H2S are all ionized to a 
large extent. Since only the un-ionized species is 
volatile, the ionization suppresses the volatili­
ties of these compounds over aqueous solution and 

Table 2. Extraction of various phenols from water into 
25 percent w/w TOPO in DIBK, and into pure DIBK, 
at 30oc and an initial molar ratio of TOPO to the 
phenolic compound of 2.50. 

Solute 

Phenol 

Pyrocatechol (1,2-dihydroxybenzene) 
Resorcinol (1,2-dihydroxybenzene) 
Hydroquinone (1,2-dihydroxybenzene) 

Pyrogallol (1,2,3-trihydroxybenzene) 
Phloroglucinol (1,2,3-trihydroxybenzene) 
Hydroxyquinol (1,2,4-trihydroxybenzene) 

Kna 

TOPO/DIBK 

462 b 

203 
98.3 
34.9 

53-7 
20.9 
24.3 

DIBK 

46.2 b 

6.94 
4.25 
2.05 

0.57 
0.30 
0.13 

aKD = wt. fraction of solute in solvent phase t wt. fraction 
of solute in aqueous phase, at high dilution and at equili­
brium. 

bphenol extraction at 22.5oc. 
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thereby considerably increases the steam require­
ment for removal of these substances by stripping. 
If NH3 and the acid gases are to be isolated from 
one another, as is needed for sale of an NH3 pro­
duct, more complex stripping-process configurations 
are required, and the steam requirement becomes 
still greater. 

Following a concept originally proposed by 
Cahn et al.5 in the context of liquid-membrane 
processes, we are exploring selective extraction of 
ammonia (or acid gases) as a means of lowering (or 
raising) the pH and thereby making the acid gases 
(or ammonia) more volatile so that stripping can be 
carried out with a lesser amount of steam. 
Stripping and extraction would be carried out 
simultaneously to derive the synergistic effects of 
the one separation process upon the other. This 
approach also isolates the ammonia and acid 'gases 
from one another. The loaded extraction solvent 
then must be regenerated in some manner. One pos­
sible means of regeneration would be heating the 
solvent sufficiently to enable the extracted 
ammonia (or acid gases) to be stripped or distilled 
from it without excessive energy consumption. If 
there can be a substantial temperature difference 
between the initial extraction-plus-stripping 
column and the regeneration column, the energy 
requirements for steam to both columns and heating 
of the solvent between columns can be less than for 
stripping alone. 

Initial explorations, described in the FY 1980 
Annual Report, established that a liquid-ion­
exchanger solvent is needed to achieve sufficient 
extraction of one of the solutes. For several rea­
sons, extraction of ammonia and stripping of acid 
gases appears to be the more favored combination, 
requiring a liquid-cation exchanger. We have car­
ried out experiments with two such exchangers, di-
2-ethylhexyl phosphoric acid (D2EHPA) and dinonyl 
naphthalene sulfonic acid (DNNSA). Both_have been 
used commercially in the hydrometallurgical indus­
try. 

Because sulfonic acid is the stronger acid, 
DNNSA gives greater equilibrium distribution coef­
ficients for NH3. Both extractants exhibit phase 
settling problems under some conditions, but DNNSA 
has a somewhat lesser tendency toward poor set­
tling, presumably because of the greater hydrocar­
bon weighting in the molecule. However, D2EHPA 
gives values of Ko that should be effective for the 
process needs and provides satisfactory phase set­
tling if operating conditions are controlled care­
fully. 

In qualitative and semi-quantitative experi­
ments, regeneration of loaded extractant has been 
attempted through heating and stripping with either 
steam or nitrogen. At temperatures below 150°C, 
ammonia is not removed effectively from DNNSA; and 
at temperatures above 15ooc, a solid is formed from 
DNNSA. Proximate analysis of the solid reveals 
that it is relatively enriched in oxygen compared 
to DNNSA; it also contains substantial nitrogen 
when it is formed from DNNSA laden with NH3. It 
thus appears that regeneration of NH3 from DNNSA 
will be incomplete, slow, or impossible. Regenera­
tion studies with D2EHPA have not encountered this 
problem, and we have successfully removed NH3 com-



pletely, or nearly completely, from D2EHPA by a 
procedure of nitrogen stripping at a temperature of 
approximately 200°C and atmospheric pressure. 

Finally, we conducted preliminary batch strip­
ping experiments, similar to those performed in 
earlier work,3 in the presence and absence of a 
second phase consisting of 7.4 percent D2DHPA v/v 
in a C12 alkane diluent. In one experiment, a 5:1 
volumetric solvent:water ratio was employed, giving 
an initial stoichiometry of 0.43 moles NH3 per mole 
D2EHPA. The aqueous phase initially contained 0.9 
percent w/w NH3, supplied as a nominal (NH4)2C03 
reagent. Nitrogen stripping readily removed all 
the C02 from the solution, and about 95 percent of 
the original NH3 remained in the solvent phase. 
The rate of C02 removal was not determined quanti­
tatively but appeared to be substantially faster 
than for stripping in the absence of the solvent. 

PLANNED ACTIVITIES FOR FY 1982 

We shall continue studies of aging phenomena 
and hydantoin and dihydric phenol levels in gasifi­
cation condensate waters. Efforts will continue to 
identify those substances contributing to the 
unidentified portion of the COD, including solutes 
of high molecular weight. 

Experimental studies are continuing with MIBK, 
higher ketones, TOPO, and other candidate solvents 
to monitor removal of COD and specific compounds in 
condensate waters. These measurements will be fol­
lowed by conceptual design calculations to assess 
the relative attractiveness and effective process­
ing sequences for these and other candidate sol­
vents. Other factors, such as rate of extraction 
and settling properties, will be evaluated and 
measured as needed. 

Studies of extraction of phenols from syn­
thetic solutions using TOPO/diluent solvents will 
be directed toward solvent regeneration. Distilla-
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tion and back-extraction after a temperature change 
will be among the methods of regeneration con­
sidered. Co-extraction of water along with the 
phenols will also be examined. Similar studies 
will be made for any other solvents where such data 
appear to be critical. 

In work with combined stripping and extraction 
using liquid-ion exchangers, we shall carry out 
quantitative measurements of stripping rates and 
solvent regenerability and shall also endeavor to 
elucidate the mechanism of slow settling and to 
develop effective means for overcoming it. Other 
effective liquid ion exchangers will also be sought 
and considered. 
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A Kinetic Study of Reactions Involving Ferrous Nitrosyl Complexes* 

D. Littlejohn, S. Lynn, and S. G. Chang 

Efficient techniques for removing NOx and S02 
from power plant flue gases are needed to meet air 
quality standards. One promising method for remov­
ing NO, which is only weakly soluble in aqueous 
solutions, is the formation of nitrosyl complexes 
from chelated metal ions. 1 Some metal chelates 
react rapidly and reversibly with NO. The nitrosyl 
complexes cari react with the absorbed S02 to form a 
variety of products.1-8 

Although a number of studies have been made of 
ferrous nitrosyl complexes,9-11 little work has 
been done on the kinetics of the formation of these 
complexes12-14: 

kl 
Fe (II) (L) + NO(aq) - Fe(II)(L)NO(aq) ( 1) 

k_l 

where L represents the ligand that is complexed to 
the ferrous ion. A study indicates that, in one 
case, the forward rate constant is quite rapid, 
exceeding 108 M-1sec-1 for the Fe(II)(EDTA)NO com­
plex. This value was obtained indirectly and can 
be considered only an estimate. 

Since no comprehensive study of the kinetics 
of ferrous nitrosyl complexes has been done, we 
have started a systematic study of the kinetics and 
spectra of these complexes with different ligands. 
We have investigated the kinetics of the following 
complexes: Fe(II)(H20)5NO, Fe(II)(citrate)NO, 
Fe(II)(acac)2NO, and Fe(II)(EDTA)NO. 

ACCOMPLISHMENTS DURING FY 1981 

Spectra 

The prepared complexes were transferred under 
oxygen-free conditions to an evacuated 10-cm cell 
with Pyrex windows. The spectra of the complexes, 
obtained with a Cary Model 219 double-beam spectro­
photometer, were taken from 800 nm to 300 nm. 

Kinetic Studies 

The kinetics of the ferrous nitrosyl complexe~ 
were investigated with a temperature-jump apparatus 
similar to that described by Czerlinski and 
Eigen. 15 A temperature jump of about 80C was 
created by discharging a 0.25-mfd capacitor, 

*This work was supported by the Morgantown Energy 
Technology Center under Contract No. 81MC14002 
through the Assistant Secretary for Fossil Energy 
of the U.S. Department of Energy under Contract No. 
DE-AC03-76SF00098. 
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charged to 20 kV, through a cell with a volume of 
approximately 1.4 cm3. The discharge time is 
dependent on the ionic strength of the solution16 
but is generally less than 10 microseconds. 

Results and Discussion 

Spectra. The spectra for the complexes stu­
died, shown in Figure 1, were taken at 25oc. The 
spectra are for Fe(II)(H20)5NO at pH 0.6, 
Fe(II)(citrate)NO at pH 5.1, Fe(II)(acac)2NO at pH 
7.0, and Fe(II)(EDTA)NO at pH 3.7. The spectra of 
the complexes without NO are also shown (dashed 
lines). 

Kinetics. All the ferrous nitrosyl complexes 
investigated in this study displayed a single 
exponential relaxation in response to the jump in 
temperature. Consequently, the rate constants can 
be determined from the equation 

1/T = k -1 
+ k1([Fe(II)(L)] + [NO]) (2) 

where T is the relaxation time obtained from photo­
[Fe(II)(L)] graphs of the oscilloscope traces and 
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is the concentration of the ferrous ion complex 
that is not bound to nitric oxide. 

The nitric oxide concentration in solution was 
determined from the nitric oxide pressure over the 
solution and the Henry's constant for nitric oxide. 
The Henry's law coefficient of 1.9 x 10-3M atm-1 
given by Armor17 was used, with correction made for 
ionic strength and temperature. 

The data were analyzed by assuming a value for 
Keq where 

K = k 1/k 1 eq - (3) 

and calculating the concentration of Fe(II)(L) that 
should be present. Values for the rate constants 
k1 and k_1 are obtained from a least-squares fit to 
the reciprocal relaxation times and the calculated 
values of ([Fe(II)(L)] + [NO]). From these values 
of k1 and k-1• a value for Keq is calculated. If 
the calculated value of Keq differs significantly 
from the value assumed, the calculations are 
reiterated until convergence is obtained. 

Fe(II)(H20)5NO. A plot of 1/T vs 
([Fe(II)(H20)5] + [NO]) is shown in Figure 2. The 
points are the average of the values of 1/T 
obtained from each run, and the line is a least­
squares fit to all values of 1/T obtained. The 
values corresponding to the line are: k~ = 7.1! 
1.0 x 105 _t!-1 sec-1, k_1 = 1.5 ! 0.6 x 10 sec-1, 
and Keq = 470 ! 200 _t!-1. These values are in good 
agreement with those given by Kustin et al. 12 and 
Hikita et al. 13 

Fe(II)(citrate)NO. A plot of 1/T vs 
([Fe(II)(citrate)] + [NO]) is also shown in Figure 
2. It was found that values of [Fe(II)(citrate)] 
greater than approximately 3.5 x 10-3 M gave 
erratic and inconsistent relaxations, possibly due 
to interaction between complex molecules or forma­
tion of different types of complexes at high con-

0 o~--L---~2--~--~4--~--~6~--L-~8~--L-~10 

[Fe(l!) (ligand)]+ [NO]x 103 M 

Figure 2. A plot of [Fe(II)(ligand)] + [NO] vs 
reciprocal relaxation time for Fe(II)(citrate)NO 
and Fe(II)(H20)5NO. 

(XBL 817-6133) 
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centrations. The least squares fit to the values 
of 1/T obtained gave the following values for the 
rate and equilibrium constants: k1 = 4.4 ! 0.8 x 
105 M-1sec-1, k_1 = 660! 240 sec-1, and Keq = 670 
! 200 M-1. 

Fe(II)(acac)2NO. The relaxation times of 
Fe(II)(acac)2NO were much longer than those of the 
other complexes studied. A plot of 1/T vs 
([Fe(II)(acac)2] + [NO]) is shown in Figure 3. A 
least-squares fit to the data provided the follow­
ing results: k1 = 400! 300 M-1sec-1, k_1 = 24! 
2 sec-1, and Keq = 17! 14 ~-1.-

Fe(II)(EDTA)NO. The relaxation times due to 
the jump in temperature were too fast to be meas­
ured with the present system. 

An upper limit of 10 microseconds was esta­
blished for the relaxation time. The limiting fac­
tor in the present experimental setup is the length 
of time it takes to discharge the capacitor through 
the solution. Teramoto et al. 14 obtained a value 
of about 1 x 106 M-1 for the equilibrium constant 
for the formation of Fe(II)(EDTA)NO, while the 
values of ~H and ~S for the formation of 
Fe(II)(EDTA)NO published by Hishinuma et a1.18 
yield a value of about 1 x 107 ~-1 for the equili­
brium constant. These results indicate that the 
equilibrium constant is very high, and essentially 
all the Fe(II)(EDTA) complex will be bound to 
nitric oxide. Because the concentration of 
Fe(II)(EDTA) will be small compared to that of 
nitric oxide, Equation (2) can be approximated as 

( 4) 

The lowest concentration of nitric oxide used 
in the experiments with EDTA was 1.6 x 10-3M· 
Using the upper limit of as 10 microseconds and 
Teramoto's value of 1 x 106 tl-1 for Keq• and Keq = 
k1/k_1, one obtains a value of about 6 x 107 
tl-1sec-1 for the lower limit of k1 and a value of 
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about 60 sec-1 for the lower limit for k-1· The 
lower limit for k1 is in good agreement with the 
value of k1 = 1.7 x 108 M-1sec-1 obtained by 
indirect means by Teramoto et al. 14 

PLANNED ACTIVITIES FOR FY 1982 

Values for the rate and equilibrium constants 
for the formation of Fe(II)(H20)5NO determined in 
this study are in good agreement with those deter­
mined by other groups. 12 

While Fe(II)(EDTA)NO may be of value in wet 
flue gas denitrification systems, other compounds 
may be of equal or greater value. A study19 indi­
cates the Fe(II)(NTA)NO also binds NO rapidly and 
efficiently. NTA has the advantage of being less 
expensive than EDTA. Another important considera­
tion is the ability of the nitrosyl complexes to 
regenerate the metal chelates in a scrubber system 
by reacting with absorbed S02. 

Further studies are planned on ferrous 
nitrosyl complexes with other ligands. In addi­
tion, the temperature-jump system has been modified 
to operate at temperatures other than room tempera­
ture. This will enable us to obtain thermodynamic 
data on the ferrous nitrosyl complexes. 
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The Thermodynamics and Kinetics of the 
Coordination of NO to Fe(II)NT A in Aqueous Solutions* 

N. -H. Lin, D. Littlejohn, S. Lynn, and S. G. Chang 

One approach for simultaneous removal of NOx 
and so2 from power-plant flue gas is based on 
absorption of the relatively insoluble NO in aque­
ous solutions after oxidation of NO by 03 to N02 or 
by addition of metal chelates in solutions.1 These 
metal chelates have the ability to form complexes 
with NO and thus promote absorption of NO. Once in 
solution, NO can react with absorbed S02 to produce 
various products, such as N2, N20, NH20H, NH2HS03, 
and NH4HS04.2-8 A few ferrous and cobalt chelates 
have been known to bind NO reversibly in aqueous 
solution and have been proposed as additives in a 
power-plant flue-gas wet scrubber. 1,9 Identifying 
an efficient metal chelate for maximum absorption 
of NO requires knowledge of the thermodynamics and 
kinetics of the reversible binding of NO to various 
metal chelates; however, little is known of this. 
This report discusses the enthalpy, entropy, and 
equilibrium constants of the coordination of NO to 
Fe(II)NTA in an aqueous solution. The formation 
and dissociation rate constants of this reaction 
have also been measured to determine whether the 
chemical reaction rate or the mass transfer rate of 
NO is the rate-limiting step in an absorption tower 
of a power-plant flue-gas wet scrubber. 

ACCOMPLISHMENTS DURING FY 1981 

Thermodynamic Studies 

Our experimental setup was similar to that of 
Hishinuma et al.9 The experiments were carried out 
by bubbling a mixture of NO and N2 of known NO con­
centration through a NaOH solution to absorb N02 
impurity in the gas. This N02-free mixture of NO 
and N2 gas was then bubbled through the Fe(II)NTA 
solution, and the NO concentration in the outlet 
gas was measured with a Thermoelectron Model 14A' 
chemiluminescent NOx analyzer. 

Kinetic Studies 

The spectrum of the Fe(II)(NTA)NO complex was 
determined with a Cary Model 219 double-beam spec­
trophotometer. The kinetics of the formation and 
dissociation of the Fe(II)(NTA)NO complex were 
investigated using the temperature-jump technique; 
these experiments were performed in an apparatus 
similar to that described by Czerlinski and 
Eigen. 10 A temperature increase of approximately 
soc in less then 10 microseconds was created by 

*This work was supported by the Morgantown Energy 
Technology Center under Contract No. 81MC14002 
through the Assistant Secretary of Fossil Energy of 
the U.S. Department of Energy under Contract No. 
DE-AC03-76SF00098. 
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discharging a 0.25-microfarad capacitor charged to 
20 kV through a cell, with cell volume of 1.4 cm3. 

Results and Discussion 

The coordination of NO to NTA can be expressed 
by the following reaction: 

nNO + Fe(II)NTA Fe(II) (NTA) (NO) 
n 

(a) 

The equilibrium constant of this reaction can be 
written as 

= 
[Fe(II)(NTA)(NO)n] 

[NO]n[Fe(II)NTA] 

[Fe(II)(NTA)(NO)n] 
=--------------------=-------~ 

[NO]n {[Fe(II)NTA]0 - [Fe(II)(NTA)(NO)n]} 

Equation (1) can be rearranged to become 

[Fe(II)NTA] 0 
- 1 = [Fe(II)(NTA)(NO)n] n n 

KH PNO 

(1) 

(2) 

where [Fe(II)NTA]o is the initial concentration of 
Fe(II)(NTA), [Fe(II)(NTA)(NO)n] is the concentra­
tion of the NO adduct obtained by graphically 
integrating the outlet NO concentration, PNO is the 
partial pressure of NO in the gas, and H is the 
Henry's constant for solubility of NO in water. 

Figure 1 is a log-log plot of 

{[Fe(II)(NTA)]o/[Fe(II)(NTA)(NO)nJ} - 1 

versus 1/PNO at various temperatures. The slope of 
these lines is one, indicating that the value of n 
is one in Fe(II)(NTA)(NO)n. The equilibrium con­
stant at 40, 50, and 6ooc was calculated from Equa­
tion (2) and is 8.73 x 105, 4.65 x 105, and 2.55 x 
105 M-1 respectively. The enthalpy and entropy of 
the formation of Fe(II)(NTA)NO were obtained from a 
van't Hoff plot (Fig. 2) and are ~Ho = 
-11.94 kcal/mole and ~so = -11.08 e.u., respec­
tively. 

Figure 3 shows the effect of pH on the molar 
ratio of absorbed NO to total ferrous ion at 6ooc. 
This ratio was not affected by pH between 9 and 4 
and decreased substantially below pH of 4. 
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The spectrum of the Fe(II)(NTA)NO complex, 
recorded from 800-300 nm, shows an increasing 
absorption toward the blue end of the spectrum, 
with local absorption maxima at 600 nm, 440 nm, and 
340 nm. 

The relaxation time obtained from the tem­
perature jump can be related to the forward and 
reverse rates of the complex formation by the equa­
tion10 

The relaxation time was too rapid to be observed 
with the present setup. A conservative upper limit 
of 10 microseconds can be assigned toT. The major 
experimental limitation in obtaining a shorter 
relaxation time is the length of time it takes to 
discharge the capacitor through the solution and 
the low signal-to-noise ratio due to the small 
change in absorption with temperature of the 
Fe(II)(NTA)NO complex. 

An equilibrium constant for Fe(II)(NTA)NO 
of 2 x 106 M-1 at 25oc was obtained by extrapolat­
ing the data illustrated in Figure 2. With an 
upper limit for the relaxation time of 10 
microseconds and the lowest NO concentrations 
of 1.4 x 10-3 M, lower limits for k1 = 7 x 107 
~-1sec-1 and k_,-= 35 sec-1 at 250C were obtained. 
The lower limits obtained for k1 did not exhibit 
any pH dependence over the range of pH 5-7. The 
lower limit of k1 determined for Fe(II)(NTA)NO 
is consistent with the value of k1 obtained 
by indirect means for a similar complex Fe(EDTA)NO 
(Ref. 11)--k1 = 1 x 108 M-1 sec-1--and is much 
faster than that observed for the Fe(H20)5NO 
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complex12 __ k1 = 6.2 x 105 M-1sec-1. 

PLANNED ACTIVITIES FOR FY 1982 

It has been suggested1 that Fe(II)EDTA can be 
an effective binding reagent/additive for NO in wet 
simultaneous flue gas desulfurization and denitrif­
ication scrubbers. The equilibrium constant of the 
reaction of NO with Fe(II)EDTA to form 
Fe(II)(EDTA)NO (Ref. 9) is about a factor of 2 
larger than that with Fe(II)NTA to form 
Fe(II)(NTA)NO at a typical wet scrubber tempera­
ture, T = 5ooc. However, NTA is less expensive 
than EDTA. The rate of binding of NO to form 
nitrosyl ferrous complexes by both · Fe(II)NTA and 
Fe(II)EDTA is probably within the same order of 
magnitude and is much faster compared with the mass 
transfer rate at typical wet scrubber conditions. 



Determining the rate of regeneration of these metal 
chelates by investigating the kinetics of the reac­
tion of Fe(II)(NTA)NO and Fe(II)(EDTA)NO with 
absorbed so2 in aqueous solutions is important for 
assessing whether NTA or EDTA is an optimum chelat­
ing agent. 
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Kinetics of Reactions in a 
Wet Flue Gas Simultaneous Desulfurization and Denitrification System* 

S. G. Chang, S. Lynn, D. Littlejohn, and N. -H. Lin 

Power-plant flue gas contains several hundred 
ppm NOx and hundreds or thousands ppm S02. Most 
NOx is in the form of NO. Several processes still 
in the development stage are based on using NOx as 
an oxidizing agent for S02 in aqueous solution to 
simultaneously control the emission of both S02 and 
NOx in the flue gases. These processes can be 
divided into two different types: one is classi­
fied as an oxidation-absorption-reduction technique 
and the other as an absorption-reduction technique. 

Both types of process are being developed 
mainly in Japan and have not approached the stage 
of commercial use.1,2 Part of the reason for this 
is that, because these processes are recent 
developments which have not been tested exten­
sively, the chemistry involved in these systems is 
not yet well understood. 

*This work was supported by the Morgantown Energy 
Technology Center under Contract No. 81MC14002 
through the Assistant Secretary of Fossil Energy of 
the u.s. Department of Energy under Contract No. 
DE-AC03-76SF00098. 
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ACCOMPLISHMENTS DURING FY 81 

We have reviewed the literature and will dis­
cuss the kinetics and mechanisms of reactions 
involved in both types of process. 

Oxidation-Absorption-Reduction Processes 

This type of process is based on injecting a 
gas-phase oxidant, such as 03 or Cl02, into the 
flue gas to selectively oxidize the relatively 
insoluble NO to the more soluble N02. Nitrous and 
nitric acids are produced in the aqueous phase 
after N02 and/or N203 are absorbed into solution; 
and sulfur oxyacids, such as sulfite/bisulfite or 
pyrosulfite, are formed if so2 dissolves in the 
solution. Interaction among oxides of nitrogen, 
nitrogen oxyacids, sulfur oxyacids, oxygen, and 
trace metal ions such as Fe(III) or Mn(II) can take 
place in a flue gas wet scrubber. Identifying all 
reactions involved in this complex system is impos­
sible. However, important reactions must be iden­
tified and characterized in order to improve the 



performance of a scrubber. 

Several Japanese processes,1,2 such as the 
Ishikawajima, Chiyoda, or Mitsubishi processes in 
which the NO in the flue gas is oxidized to N02 by 
03 and subsequently passed to a N02/S02 absorber, 
have shown that a major fraction of the absorbed 
NOx is in the form of nitrogen-sulfur complexes, 
which are the compounds produced in the reaction 
between nitrite and sulfite ions. 

We have reviewed the literature3 and found 
that many concurrent and consecutive chemical reac­
tions can occur as a result of the interaction 
between nitrite and sulfite ions. We will summar­
ize the kinetic results of these reactions and 
present the results of model calculations that give 
the concentration profile of species produced in 
this system as a function of reaction time. The 
effects of temperature, pH, and concentrations of 
reactant will be demonstrated. 

Review of Previous Kinetic Studie.s 

Nitrous acid and sulfite react to form nitro­
sosulfonic acid, which then continues along one or 
more of three reaction paths: 

1. Further sulfonation to produce hydroxylamine 
disulfonate and amine trisulfonate. These 
sulfonates can hydrolyze to form sulfuric 
acid and reduced nitrogen species. The 
latter can undergo further reaction with 
bisulfite and nitrite. 

2. Hydrolysis to form sulfuric acid and hyponi­
trous acid. The latter decomposes to pro­
duce nitrous oxide. 

3. Reaction with nitrous acid to yield sulfuric 
acid and nitric oxide. The extent to which 
these three different paths will contribute 
to the system depends on the pH, tempera­
ture, and concentration of nitrite and sul­
fite species. It is believed that process 1 
favors a neutral or mildly acidic solution; 
processes 2 and 3 are expected to become 
increasingly important as the pH of the 
solution decreases. A summary of reactions 
that can take place as a result of interac­
tion between sulfite and nitrite ions is 
shown in the following reaction scheme. 

(K112) (IIS03) 
Sui fnmic ;:aciJ 

~I\ 
t·m4 + l!so.; Nz t + Hso4 
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Chemical Kinetics Modeling 

The concentration profiles of HADS, HAMS, HA, 
ATS, ADS, SAM, NH4, N2, and sulfate as a function 
of time resulting from the reaction of sulfite and 
nitrite ions in aqueous solutions was calculated at 
various conditions (Figs. 1-3). A CHEMK software 
package developed by Systems Applications, Inc., 
San Rafael, California, was used for this computa­
tion. The following assumptions were made in this 
calculation: 

1. Gas dissolution and liberation rates are 
much larger than chemical reaction rates. 

2. Any reaction involving HN03, 
N02(£), N203(£), and N204(£) is neglected. 

NO(£), 

3. The equilibrium is maintained all the time 
for reactions 1 through 7. The rate constant of 
the 14 reactions was adjusted to satisfY the 
equilibrium condition. 

4. Oxidation of NO to N02 (both in gas phase 
and aqueous solution) is discounted. 

Figure 1 (at Pso2 = 1000, PNo = 450 and 
PNo~ = 50 ppm, pH = 5, T = 3280K, and gas-to-liquid 
rat~o, G/1 = 75) demonstrates that the removal 
efficiency of NO is only about 10 percent, although 
N02 can be removed nearly completely because NO 
alone cannot be converted into nitrous acid. The 
major product is HADS within the initial 1-1/2 
hours; the concentration of HAMS and sulfate 
increases, and the HADS concentration decreases as 
the reaction time continues. If the reaction is 
continued, the final products will be NHz, N2, and 
sulfate. Because we disregard the react~on of HAMS 
and HA with HN02 and the hydrolysis of nitrosul­
fonic acid, no N20 is formed. 

so. 1000 ppm} 
NO 450 Botch lo" 
N02 50 

328 K 

162 ~~~75 
Hso; 

NO(g) 

S04 
HAMS 
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§ 

SO,!g) e 
N2(g) 10"21 
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10-e 

Time {minutes) 

Figure 1. The concentration profile of species as 
a function of reaction time in a batch reactor (pH 
= 5 and temp. = 328 K) at the following initial 
conditions: Pso2 = 1000, PNo = 450, and PNo2 = 50 
ppm. The gas-to-liquid ratio, GIL, is 75. 

(XBL 8011-6246) 
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Figure 2. The concentration profile of species as 
a function of reaction time in a batch reactor (pH 
= 5 and temp. = 328 K) at the following initial 
conditions: Pso2 = 1000, and PNo = PNo2 = 250 ppm. 
The gas-to-liquia ratio, GIL, is 75. 

(XBL 8011-6247) 

The effect of the oxidation of NO to N02 on 
the reaction is illustrated in Figure 2. the 
result indicates enormous improvement in NOx remo­
val efficiency. The concentration of HADS, HAMS, 
ATS, etc., species is larger (compared to Figure 1) 
because of the larger concentration of 
nitrite/nitrous acid in the solution. HS03 is also 
consumed at a lerger rate. 

The effect of the pH of the solution on the 
reaction is shown in Figure 3. The reactions speed 
up at a lower pH (between pH= 5 and 3), and NOx is 
reduced at a larger rate. The concentration of 
HAMS is larger than HADS after about 20 minutes. 
Similarly, larger concentrations of HA, SAM, N2, 
and NH4 are observed at a given time. These are 
due to the fact that the hydrolysis reaction is 
acid-catalyzed, and therefore low pH conditions 
would favor the formation of hydrolysis products. 

Absorption-Reduction Processes 

This type of process is based on the addition 
of metal chelates such as Fe(II)EDTA in aqueous 
solution to promote absorption of NO in solu­
tions. 1,2 These metal chelates can bind NO to form 
nitrosyl metal chelates that can react with 
absorbed so2 in aqueous solution to produce reduced 
nitrogen species and sulfate while metal chelates 
are regenerated. 

Identification of an efficient metal chelate 
for optimum absorption of NO requires knowledge of 
the thermodynamics and kinetics of the coordination 
of NO to various metal chelates. Knowledge is also 
needed on the kinetics and mechanisms of the reac­
tion between nitrosyl metal chelates and absorbed 
so2 in solution to calculate the regeneration rate 
of metal chelates and to control the products of 
reaction by adjusting the scrubber operating condi-
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Figure 3. The concentration profile of species as 
a function of reaction time in a batch reactor (pH 
= 3 and temp. = 328 K) at the following initial 
conditions: Pso2 = 1000, PNo = PNo2 = 250 ppm. 
The gas-to-liquid ratio, GIL, is 75. 
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tions. Not much of this information is available 
in the literature, although several ferrous and 
cobalt chelates have been used as additives for 
testing in bench-scale wet flue gas simultaneous 
desulfurization and denitrification scrubbers. 

Equilibrium Constants, Enthalpy, and Entropy of 
the Coordination of NO to Metal Chelates 

Complexes of NO have been known for centuries. 
Many studies have determined the structure of these 
complexes, yet few have derived their thermodynamic 
properties and reaction kinetics. Hishinuma et 
al.q and our group5 have recently determined the 
equilibrium constants, enthalpy, and entropy for 
the coordination of NO to Fe(II)EDTA and Fe(II)NTA. 
Both groups performed their experiments by bubbling 
a mixture of NO and N2 of known NO concentration 
through a metal chelate solution and then measuring 
the NO concentration in the outlet gas with a NOx 
analyzer. NO absorption was carried out until the 
NO concentration in the outlet gas became equal to 
that in the inlet gas, i.e., until equilibrium was 
reached. The experiments were performed at several 
temperatures to evaluate enthalpy and entropy of 
the reaction. The results of this study are shown 
in Table 1. 

We recently determined the equilibrium con­
stant for the coordination of NO to Fe(II)(H20)5, 
Fe(II)(citrate), and Fe(II)(acac)2 using a 
temperature-jump apparatus.6 The source of the 
temperature jump is a high-voltage d.c. power sup­
ply connected to a capacitor through a solenoid 
switch. After the capacitor is charged, the switch 
is disconnected. By closing a variable spark gap, 
the energy stored in the capacitor can be 
discharged through a cell containing the reaction 
under study. A temperature jump of 8°C occurs 
within several microseconds. The temperature jump 



Table 1. Kinetic and thermodynamic data for reversible NO coordination to ferrous 
chelates. 

k1 k_1 K t.H t.S 

Ferrous Chelates (]1-1sec-1) (sec-1) (M-1 at 2980K) (kcal/mole) (e.u.) 

Fe(II)(H20)s(NO) (7.1~1.0)x105 (1.5~0.6)x1o3 (4.7~2.0)x102 

Fe(II)(citrate)(NO) (4.4~0.8)x105 (6.6~2.4)x102 (6.7~2.0)x102 

Fe(II)(acac)2(NO) (4.0~3.0)x102 24~2 

Fe(II)(NTA)(NO) l7x107 l35 

Fe(II) (EDTA) (NO) l6x107 l60 

induces a change in the concentration of reactants 
and products as the reaction shifts to a new 
equilibrium. The shift is monitored by a photomul­
tiplier that responds to changes in absorption of a 
nitrosyl ferrous chelate. The results are 
displayed on an oscilloscope, which is triggered by 
the closing of the spark gap. 

The c'oordination of NO to metal chelates can 
be written as 

kl 
M(chelates)+NO ~ M(chelates)(NO) 

k_l 
(1) 

The reciprocal of the relaxation time equals the 
forward rate constant times the sum of the final 
equilibrium concentrations of M(chelates) and NO 
plus the backward rate constant. When the recipro­
cal of the relaxation time is plotted against the 
final concentrations of M(chelate) + NO, the slope 
of the curve gives the forward rate constant (k1) 
and the point of interception gives the backward 
rate (k_1). The results are summarized in Table 1. 

By comparing the equilibrium constants of 
reactions listed in Table 1, it is obvious that 
Fe(II)(EDTA) and Fe(II)(NTA) have much larger 
absorption capacities for NO than Fe(II)(H20)s, 
Fe(II)(citrate), and Fe(II)(acac)2. 

Formation and Dissociation Rate 
Constants of Nitrosyl Metal Chelates 

The absorption rates of NO in an aqueous solu­
tion of Fe(II)EDTA were measured by Teramoto et 
al.7 and Sada et a1.,8 using a stirred vessel with 
a free flat gas-liquid interface. The forward rate 
constants of the complexing reaction were derived 
on the basis of the theory of gas absorption. The 
results are given in Table 1. 

With a temperature-jump technique, we have 
directly measured the formation and dissociation 
rate constants6 of Fe(II)(H20)sNO, 
Fe(II)(citrate)NO, Fe(II)(acac)2NO, Fe(II)(EDTA)NO, 
and Fe(II)(NTA)NO (Table 1). Values for the rate 
and equilibrium constants for the formation of 
Fe(II)(H20)sNO determined in this study agree well 
with those determined by Kustin et al.9 The for­
ward and reverse rate constants for the formation 
of Fe(II)(citrate)NO are somewhat smaller than the 
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17'!:14 

2.14x106 -11.94 -11.0 

1.15x107 -15.8 -20.7 

values for the Fe(II)(H20)sNO complex, and the 
equilibrium constant is larger. The kinetics for 
the formation and dissociation of the 
Fe(II)(acac)2NO complex are much slower than for 
any other complex studied. 

For both Fe(II)(EDTA)NO and Fe(II)(NTA)NO, the 
relaxation times due to the temperature jump were 
too fast to be measured. However, an upper limit 
of 10 sec was established for the relaxation times 
for both complexes. Using this value with the 
equilibrium constants determined for Fe(II)(EDTA)NO 
and Fe(II)(NTA)NO by Hishinuma et al.4 and our 
group, respectively,5 we calculated the lower lim­
its of forward and reverse rate constants (Table 
1). 

Kinetics of Reactions of NO and S02 
in Aqueous Solutions Containing Me~al Chelates 

Under 02-free conditions, NO and S02 can react 
with metal chelates such as Fe(II)EDTA in aqueous 
solution to form Fe(II)(EDTA)NO and 
Fe(II)(EDTA)(SO~) respectively. However, when both 
NO and S02 are nubbled into an aqueous solution 
containing Fe(II)EDTA, species such as N20, sulfa­
mate, disulfamate, dithionate, and sulfate are pro­
duced.10 The kinetics and mechanisms of reactions 
involved in this NO-S02-metal chelates-£·H20 system 
have not been characterized yet. Teramoto et al.7 
have recently proposed the following reactions that 
could take place in this system: 

Fe(II)EDTA +NO~ Fe(II)(EDTA)(NO) 

Fe(II)EDTA +SO~-~ Fe(II)(EDTA) (SO~-) 

'"'""'""'t' :,;: 'T'"'::~:eoi-:::ol 
(7) 

(6) 

(4) 

Fe (II) (EDTA) 

so2-
3 Fe( II) (EDTA) (NO) 

I (8) 

NO 

(2) 

I 



They suggested that reactions 5-7 are slow compared 
to reaction 8, and the activation energies of reac­
tions 5 and 8 are larger than those of reactions 2 
and 4. From the absorption rate study using a 
stirred vessel, they derived the forward rate con­
stant of reaction 4 as 1.4 x 108 M-1 at 25oc. The 
rate constants of other reactions,- the rate law, 
and the products of all reactions involved have not 
yet be.en reported. 

We are investigating the kinetics of aqueous 
reactions between Fe(II)(NTA)NO and sodium sulfite 
under well-controlled conditions. Our preliminary 
results indicate that the reaction rate is first 
order with respect to the concentration of 
Fe(II)(NTA)NO and first order with respect to the 
concentration of SO~. The major nitrogen product 
is N20. The rate constant is about 2.15 x 103 
M-2sec-1 at 2ooc. Work is in progress to determine 
the temperature and ionic strength dependence of 
the reaction and to identify all products for mass 
balance. 

We are also studying the kinetics of the reac­
tion between Fe(II)(NTA)(SO~) and NO. 

Conclusion 

Considering the current lack of understanding 
of the chemistry involved and the present elemen­
tary stage of development for this type of process, 
J• Ando10 suggested that this wet simultaneous 
S02/NOx removal technique may be economically com­
petitive with the sequential installation of NOx 
control by selective catalytic reduction (SCR) fol­
lowed by so2 control by flue-gas desulfurization. 
Further research to identify a more effective metal 
chelate and to characterize important reactions 
involved could make this type of process an effec­
tive and economic scrubber for S02/NOx control in a 
power plant. 

PLANNED ACTIVITIES FOR FY 1982 

The important reactions involving HN03, NO, 
and N02 with S02 in aqueous solution will be iden­
tified. These reactions will be included in a 
chemical reaction modeling scheme for an 
oxidation-absorption-reduction process. 

The kinetics and mechanisms of reactions 
between nitrosyl metal chelate and sulfite ions 
will be investigated. The products of this reac-
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tion will be identified. These studies will make 
it possible to assess the economic feasibility of 
an absorption-reduction process. 
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ELECTROCHEMICAL ENERGY STORAGE RESEARCH 

Applied Battery and Electrochemical Research Program* 

E. J. Cairns and F. R. Mclarnon 

LBL has lead miss~on responsibility for 
management of the Applied BatterY a~d Electrochemi­
cal Research Program, which provides supporting 
research for the Department of Energy (DOE) Elec­
trochemical Systems research programs. The general 
objective of this program is to help provide 
advanced electrochemical systems that can satisfy 
stringent performance and economic requirements for 
electric vehicle and stationary energy storage 
applications. The specific goal of the program is 
to identify the most prom~s~ng electrochemical 
technologies and transfer them to industry and/or 
another DOE program for further development and 
scale-up. 

General problem areas addressed by the program 
include identification of new electrochemical cou­
ples for advanced battlbries, qetermination of 
technical feasibility of new couples, improvements 
in battery components, and 'establishment of 
engineering principles applicable to batteries and 
electrochemical processes. Major emphasis is given 
to applied research which will iead to superior 
performance and lower life-cycle costs. The pro­
gram is divided into three major areas: Explora­
tory Battery R&D, Engineering~Science Research, and 
Materials Research. 

The LBL scientists who participate in the pro­
gram are E.J. Cairns and·f.R. McLarnon, Energy and 
Environment Division, and ~.c.- DeJonghe, J.W. 
Evans, R.H. Muller, J.·s. Newman, P.N. Ross, and 
c.w. Tobias of the Materials a~q Molecular Research 
Division. 

ACCOMPLISHMENTS DURING FY 1981 

LBL monitored 35 research subcontracts during 
FY 1981 and conducted a vigorous in-house research 
program. The in-house work, '!pevelopment of Elec­
trochemical Synthesis and Energy Storage," is sum­
marized in the 1981 Materials and Molecular 
Research Division Annual Report and on page 1-50 to 
1-52 of this report. 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Energy Systems Research, Energy Storage Division of 
the u.s. Department of Energy under Contract No. 
DE-AC03-76SF00098. 
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Exploratory Battery R&D 

1. Management responsibility for the ambient­
temperature Zn/NaOH/Fe(CN)6 hybrid redox 
system was transferred to Sandia National 
Laboratory for further development and 
scale-up. 

2. The high-temperature Ca/molten-salt/FeS2 
system was shown to have adequate, but not 
superior, performance, and no further 
development work is planned at this time. 

3. 

4. 

Work continued on the high-temperature, sol­
id-state Li/Lii•Al20~ system, the intermedi­
ate-temperature Na/B Al203/S(AlCl~ - Cl) 
system, and the ambient-temperature L~/S02/C 
system. Reversible chemistry was esta­
blished for the Li/S02/C cell. 

Exploration 
tempereature 
initiated. 

of the new intermediate­
Na/B" - Al203/NaN03 system was 

Engineering-Science Research 

1. Structural, optical, thermodynamic, and 
electrical studies of battery electrodes in 
ambient-temperature Zn/NiOOH, Fe/NiOOH, 
Al/air, and redox systems continued. 

2. Investigations of new electrode/electrolyte 
formulations and novel separators for the 
Zn/NiOOH battery continued. 

3. Studies of transport processes and measure­
ments of transport properties in Zn/halogen 
flow systems were initiated. 

4. Calorimetry provided extremely accurate 
measurements of thermal-energy generation 
rates in high-temperature Li/FeS cells. 

5. Measurements of composition profiles in 
Li/FeS and Zn/NiOOH systems lacked suffi­
cient accuracy to warrant continuing 
efforts. 

6. Investigations of new components for pho­
toelectrochemical energy storage cells were 
initiated. Amorphous boron photoelectrodes, 
photointercalation compounds, and antimony 
redox couples were being studied. 



Materials Research 

1. NASICON (Na1+xzr2SixP3-xo 12 ) ceramic elec­
trolyte was shown to be unstable in molten 
Na at 300oc, and no further development work 
for high-temperature applications is 
planned. Instead, efforts will be focused 
on materials research and electrochemical 
compatibility of new compositions. 

2. A novel technique to fabricate thin-walled 
S"-Al203 tubes by a tape-wrapping process 
was shown to be feasible and potentially 
competitive with conventional methods. 

3. Electric.al properties of fast Li ion­
conducting glasses (o300 ~ 10-2 ohm-1cm-1) 
in the system Li20-(LiCl)2-B203 have been 
measured and correlated with glass composi­
tion and structure. 

4. New ceramic systems, including several 
NASICON-like structures, have been found to 
display fast-ion conduction. 

5. Work on intermediate-temperature LiN03-KN03 
molten salt electrolytes, novel all-solid 
composite microstructure electrodes (e.g., 
Li alloy dispersed in a metallic matrix), 
and ternary lithium-metal oxide positive 
electrodes has continued. 

6. It was demonstrated that the polymer film 
polyethylene-oxide/lithium-trifluoracetate 
is, in fact, a solid electrolyte that con~ 

ducts Li ions Co14o ~ 10-4 ohm-1cm-1). 
Small quantities of water vapor absorbed by 
the films increase their ionic conductivi­
ties by two orders of magnitude to values in 
agreement with prior measurements. 

7. Work on novel Li and Na ion-conducting 
branes continued. 

mem-
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PLANNED ACTIVITIES FOR FY 1982 

The scope of LBL's management responsibilities 
will be expanded to the role of Lead Center for the 
Technology Base Research (TBR) Project. The TBR 
Project includes four major elements: 

1. Electrochemical Systems Research 

a. Exploratory Battery R&D 
(included in FY 1981 responsibilities) 

b. Metal/Air Systems 
(managed by Lawrence Livermore National 
Laboratory). 

2. Supporting Research 

a. Engineering-Science Research 
(included in FY 1981 responsibilities) 

b. Materials Research 
(included in FY 1981 responsibilities) 

c. Molten Salt Cell Research 

d. Systems Analysis 

3. Fuel Cells for Transportation Application 
(managed by Los Alamos National Laboratory). 

4. Electrolytic Processes 

New research projects planned for FY 1982 
include: 

1. Research on rechargeable ambient-temperature 
lithium cells. 

2. Application of transformation toughening to 
improve the stability of S"-Al203 ceramic 
electrolytes. 

Investigation of 
clic complexes 
air electrodes. 

transition-metal macrocy­
as catalysts for fuel cell 



Battery Electrode Studies* 

E. J. Cairns, F. R. McLarnon, M. Katz, K. Miller, and J. Nichols 

The purpose of this research is to study the 
behavior of electrodes used in secondary batteries 
and to investigate practical means for improving 
their performance and lifetime. Systems of current 
interest include ambient-temperature rechargeable 
cells with zinc electrodes (Zn/NiOOH,_ Zn/AgO, 
Zn/Cl2, Zn/Br2, Zn/Air, and Zn/Fe(CN)6), and 
rechargeable molten salt cells (Li-Al/FeS, Li­
Al/FeS2, Li-.Si/FeS, Li-Si/FeS2, and Na/ S"­
Al203/NaCl-AlCl3-SCl4). The approach used in this 
investigation is to study the life- and 
performance-limiting phenomena under realistic cell 
operating conditions. 

ACCOMPLISHMENTS DURING 1981 

Investigations have centered on the zinc elec­
trode, which exhibits satisfactory performance in 
rechargeable alkaline cells (Zn/NiOOH, Zn/AgO) but 
has an inadequate cycle life. The short lifetime 
and continual capacity loss of the zinc electrode 
are closely related to a phenomenon known as shape 
charge, the redistribution of active material over 
the face of the electrode as the cell is cycled. 

Computer-Control of Electrode 
Performance Experiments 
(by M. Katz, E. Cairns, and F. McLarnon) 

A computer-controlled testing system1 for 
cycle-life testing of battery electrodes has been 
implemented. Eight modular-design current con­
trollers were built and tested to verify indepen­
dent control of up to eight channels from a single 
power supply. A variety of cycling regimes, 
including constant-current, constant-potential, 
constant-power, pulsed-power, etc. , have been 
tested, and extensive data treatment and display 
capabilities are available. 

Experiments have been planned to establish the 
effect of various charging techniques on the 
behavior of Zn/NiOOH cells discharged under EPA 
urban driving profiles, an example of which is 
shown in Figure 1. Typical test data for a 2.3 A­
hr Zn/NiOOH cell cycled under a 10 Hz (9/1 off/on) 
pulsed charging regime are displayed in Figure 2. 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Energy Systems Research, Energy Storage Division of 
the U.S. Department of Energy under Contract No. 
DE-AC03-76SF00098. This project is part of a 
larger effort, "Electrochemical Synthesis and 
Energy Storage," which is reported in the Materials 
and Molecular Research Division 1981 Report. 
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Figure 1. EPA urban driving profile with power 
requirement scaled to a 2.3 A-hr cell. 

(XBL 821-1769) 

Zinc Electrode Research 
(by J. Nichols, E. Cairns, and F. McLarnon) 

Researchers have recognized2 the need for 
reduced solubility of the zinc species in alkaline 
electrolyte to reduce shape change and improve the 
lifetime of Zn/NiOOH cells. The focus of this pro­
ject is to identify candidate electrolytes and 
characterize the effect of lowered zinc solubility 
on the cycle-life performance of Zn/NiOOH cells. 

The tri-electrode.cell case1 was redesigned to 
reduce machining costs and assure uniform electrode 
spacing (<2 percent thickness variation across the 
electrode). Cells were cycled to test Zn electrode 
fabrication techniques and practical cell cycling 
regimes. These electrodes were successfully photo­
graphed by x-ray transmission at 60 KeV, 200 mAs, 
and a 100 em target distance with a 2.5 mm Al 
filter; Zn geometric distribution was then measured 
to calculate shape charge rates, ranging from 0.6 
to 1.0 percent/cycle, over 87 and 25 cycles, 
respectively. Five-hour charge rates and three­
hour discharge rates were employed; typical 
charge/discharge curves are shown in Figure 3. 

Capacity loss of the zinc electrode is shown 
to correlate with the loss of ZnO material that 
occurs each cycle, as shown in Figure 4. It is 
necessary to overcharge the Zn electrode each cycle 
to accommodate the inefficiency of the NiOOH elec­
trode, and the repeated overcharging results in a 
gradual conversion of excess ZnO material to Zn 
metal. 

A literature search has revealed several elec-
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Figure 2. Charge/discharge curves for a 2.3 Ah 
Zn/NiOOH cell cycled with 10 Hz pulsed-current 
charging (9/1 off/on) and EPA power-profile 
discharging (Fig. 1). 

CHARGE: 

Solid Curves: measurements at current-on 
time 

Dotted-dashed curves: measurements at 
current-off time 

VCEL: NiOOH electrode vs. Zn electrode 
REF-: Hg/HgO reference electrode vs. Zn 
electrode 
+REF: NiOOH electrode vs. Hg/HgO refer­
ence electrode 
Dashed lines: open-circuit values of REF­
and +REF. 

DISCHARGE: 

Triangles: at base load (0.049 W) 
Squares: at peak load (7.28 W) 
Dots: at intermediate load (2.90 W) 
Other notation as in charge portion of 
this figure. 

(XBL 821-1768) 

trolytes with reduced hydroxyl-ion concentration, 
reduced zinc species solubility, and sufficient 
conductivity to warrant cycle testing to measure 
the shape charge rates. SAM, SEM, and Electron 
Microprobe analysis is underway to elucidate Zn 
electrode morphology and determine the distribution 
of various elemental species in the electrode. 

Mathematical Modeling of the Zinc Electrode 
(by K. Miller, E. Cairns, and F. McLarnon) 

It has been found that two factors limiting 
cycle life of zinc batteries are shape change,3-5 
the redistribution of active material over the face 
of the electrode, and passivation,6,7 caused by the 
formation of an oxide layer on the surface of the 
electrode. Two one-dimensional models have been 
proposed to account for these phenomena.4,5 The 
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purpose of the present study is to develop a two­
dimensional mathematical model to account for 
changes in current density, electrode overpoten­
tial, and species concentrations both parallel to 
and normal to the electrode surface. The.aim is to 
predict the degree of shape change and passivation 
as the electrode is cycled. 

Experiments will be designed to test and ver­
ify the modeling results. Preliminary work is 
under way. 

PLANNED ACTIVITIES FOR 1982 

Cycle-life testing of Zn/NiOOH cells will be 
continued, and work on rechargeable molten-salt 
cells will begin. 
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SOLAR ENERGY PROGRAM 

INTRODUCTION 

During FY 1981, the Solar Energy Program at 
Lawrence Berkeley Laboratory (LBL) has continued to 
focus on applied research that will extend the 
technology base for a broad range of solar energy 
applications and on preliminary development of new 
approaches to solar energy conversion. 

A major effort has been the research on "pas­
sive" approaches to solar heating and natural cool­
ing, where careful considerations of architectural 
design, construction materials, incident solar 
energy, environmental energy flows, and natural 
daylighting are used to moderate a building's inte­
rior climate and reduce the use of non-renewable 
energy. Experimental and analytic studies of 
natural convection heat transfer processes that 
take place within buildings and between the inte­
rior of a building and the environment are used to 
determine natural ventilation rates, interzone heat 
transfer, and heat transfer to and from storage 
masses located within a building. Computer models 
of convective and other basic heat-transfer 
processes are being developed, verified, and then 
incorporated into building energy analysis computer 
programs that are in the public domain. The 
resulting computer models are used as a tool to 
examine the energy consumption impacts of using 
passive heating and cooling design strategies in 
residential and commercial buildings. To determine 

- the potential for radiative cooling of buildings in 
various parts of the country, spectral infrared sky 
measurements were taken in previous years; the 
analysis of these data and the study of correla­
tions with other sky parameters continued 
throughout FY 1981. In addition, a broader based 
technology assessment of passive cooling resources 
was initiated, involving other laboratories as well 
as LBL. Daylighting effects have become an 
integral part of our building energy studies. 
Experimental measurements of daylighting levels in 
scale models of buildings are used to conduct 
dynamic simulations of the interaction of the day­
lighting system with the electric lighting and aux­
iliary heating and cooling equipment in commercial 
buildings. The result is a true measure of the 
energy benefits of daylighting designs. A further 
passive task involved the design of freeze protec­
tion techniques for passive thermosiphon solar hot 
water systems, based on detailed thermal analysis 
of candidate freeze protection strategies. The 
analysis was followed by construction of the most 
promising thermosiphon system and the design and 
construction of a test facility for experimental 
verification; testing was initiated near the end of 
FY 1981. 

LBL is also engaged in research activities for 
the "active" solar cooling of buildings. New 
advanced thermodynamic cycles being studied have 
the potential for increasing the efficiency of 
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solar-fired absorption air conditioners by at least 
a factor of two compared to the current state of 
the art. An air conditioner based on one of these 
advanced cycles, the double-effect regenerative 
absorption cycle, has been designed, and fabrica­
tion was nearly completed by the end of FY 1981. 
The testing of an earlier model, a modified 
single-effect absorption air conditioner that will 
constitute the core of the double-effect regenera­
tive machine, was completed in FY 1981. In paral­
lel with the experimental work, a methodology was 
developed for analysis of the performance and 
economics of solar cooling systems, to establish 
realistic cost and performance goals for all solar 
cooling systems under development in the national 
DOE program. 

Installation of a 25-ton solar absorption air 
conditioner system in LBL Building 71, as part of 
the Federal Buildings Demonstration Program, will 
enable LBL engineers to gain first-hand experience 
with one of the new solar cooling units developed 
in the DOE solar R&D program. The design of this 
system in FY 1981 will be followed by its construc­
tion and installation in FY 1982. 

In both active and passive solar space condi­
tioning, LBL staff members are providing technical 
support to DOE/Headquarters and the DOE/San Fran­
cisco Operations Office in developing program 
plans, evaluating reports and proposals, and tech­
nical monitoring of R&D activities by other con­
tractors. In a closely related effort, LBL has 
been providing technical support for the U.S.-Saudi 
Arabian SCLERAS solar cooling program, which con­
sists of field tests in Phoenix of four of the most 
advanced solar cooling systems developed to date by 
the DOE R&D program. 

Measurement of solar radiation continued to be 
an important part of the LBL solar energy program. 
Special instruments (circumsolar telescopes) previ­
ously developed at LBL continued to be used in a 
systematic program to measure solar and circumsolar 
radiation (the radiation from near the sun result­
ing from the scattering of sunlight by small parti­
cles in the atmosphere). These measurements pro­
vide an important ingredient in predictions of the 
performance of solar collector systems that use 
mirrors or lenses to focus and concentrate the sun­
light. The measurement program was accompanied by 
detailed analyses of the data collected over the 
past few years and by study of correlations between 
the circumsolar radiation levels and various 
environmental, seasonal, and location-dependent 
parameters. 

A promising new method for converting and 
using concentrated solar energy is being pursued at 
LBL. It involves the use of very small (sub-



micron) particles suspended in a gas stream to 
absorb the solar energy and transfer the heat to 
the gas stream. A solar thermal receiver using 
this technique has been designed, and fabrication 
was underway at the end of FY 1981. Plans call for 
the test of this receiver during FY 1982 at one of 
the country's solar thermal test facilities. 

Another project based on the properties of 
particles of small dimension was initiated at a low 
level of effort in FY 1981. This project is 
exploring the use of holographic or diffractive 
optical elements for solar energy conversion or 
control (e.g., window) systems. 

One of the more basic solar research projects 
involves biological energy conversion techniques, 
using one of the simplest biological energy con­
verters known: the pigmented protein bacter­
iorhodopsin. This research project is attempting 
to elucidate the molecular details of how this pro­
tein uses sunlight to produce an electrical current 

across bacterial membranes. Such understanding 
should ultimately lead to the production of novel 
photoelectric cells and solar batteries. 

As part of the DOE Appropriate Energy Technol­
ogy program, LBL continued to conduct energy and 
economics analysis to determine the effectiveness 
of the program. In addition, a technology assess­
ment was carried out for the projects involving the 
use of wind energy. 

Finally, FY 1981 constituted a peak year for 
the LBL solar energy R&D activities because it is 
anticipated that the severe DOE cutbacks in the 
national solar energy program for FY 1982 will 
adversely affect the LBL solar program. The cir­
cumsolar radiation measurement project and the 
appropriate energy technology project are being 
cancelled by DOE in FY 1982, and most of the other 
projects are expected to receive substantial budget 
reductions. 

Passive Research and Development* 

R. C. Kammerud, J. W. Place, M. R. Martin, P. H. Berdahl, D. Elmer, B. Andersson, 
F. S. Bauman, W. L. Carroll, A. J. Gadgil, A. Mertol, S. U. Choi, M. B. Curtis, E. Ceballos, 

M. Tavana, T. L. Webster, M. W. Nansteel, C. C. Conner, P. Coutier, M. Fontoynont, 
E. F. Altmayer, G. Schiller, V. Horan, H. Michaels, and N. A. Friedman 

The amount of conventional fuel used to heat, 
cool; and light buildings is determined by (1) the 
interaction of the building with its environment, 
(2) the thermal gains associated with the activi­
ties occurring within the structure, and (3) the 
operating characteristics of the equipment used to 
convert conventional fuels to end-use energy. 
Traditionally, the building design process has not 
adequately accounted for the combined influence of 
these three factors on building energy consumption. 
By integrating these energy issues into the design 
process, significant reductions in the fuel used to 
provide a comfortable environment can be realized. 
This requires that the designer be sensitized to 
energy as an element of design; he or she must also 
have access to information on techniques for prop­
erly controlling the interactions of the building 
with the environment and managing the energy flows 
within the structure. 

Passive heating, cooling, and lighting stra­
tegies integrate the energy control and management 
schemes into the building design, taking into 
account the design parameters of the building and 
the environmental conditions to which the structure 
is exposed. In this context, the passive program 

*This research was supported by the Assistant 
Secretary for Conservation and Renewable Energy, 
Office of Solar Heat Technologies, Passive and 
Hybrid Solar Energy Division, of the u.s. Depart­
ment of Energy under Contract DE~AC03-76SF00098. 
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at Lawrence Berkeley Laboratory is directed at 
theoretical and experimental investigations of the 
thermal performance implications of passive design 
strategies, with emphasis on passive and hybrid 
cooling of commercial buildings. The specific 
objectives of the program are the following: 

1. Develop analytic descriptions of the thermal 
processes which occur within a building or 
between a building and the environment. These 
heat transfer algorithms are based on empirical 
data and/or analysis from first principles. 

2. Develop and test advanced passive/radiative 
cooling system components and evaluate other 
passive heating and cooling systems. 

3, Evaluate the effectiveness of passive systems 
in reducing energy consumption for space heat­
ing, space cooling, domestic hot-water heating,. 
and lighting in the United States and identify 
effective criteria for passive system design 
optimization. The strategy used to meet these 
objectives consists of coordinated experimental. 
and theoretical tasks leading to advanced 
energy analysis capabilities which can be used 
in passive system design and evaluation. 

To date, the emphasis has been on the develop­
ment and testing of techniques for predicting 
(1) the "resource" for passive systems and (2) a 
building's response to that resource. In this con-



text, the term "resource" implies the naturally 
occurring potentials of the environment to provide 
heating and lighting (~s a result of solar gains) 
and cooling (via radiation to the sky, conduction 
to the ground, and ventilation/evaporation with 
ambient air). These potentials are being investi­
gated in projects in the following areas: convec­
tion and natural ventilation, radiative cooling, 
natural lighting, passive building energy analysis, 
and passive domestic hot water. Accomplishments 
and future plans in each of these areas are 
described below. 

ACCOMPLISHMENTS DURING FY 1981 

Convection Research 

This project consists of both experimental and 
analytic studies of natural convection heat 
transfer processes which take place within build­
ings and between the interior of a building and the 
environment. The objective of the project is to 
develop technically sound predictive capabilities 
for (1) natural ventilation rates, (2) interzone 
heat transfer, and (3) heat transfer to/from 
storage masses located within a building. The ana­
lytic work attempts to develop and apply detailed 
numerical models for convection phenomena in order 
to develop simplified descriptive algorithms to 
represent the heat transfer process. The experi­
ments provide guidance for the development of the 
numerical model and produce data for validation of 
the numerical model and the algorithms. 

During FY 1981, the experimental work con­
sisted of measuring the convective heat transfer 
between two enclosures separated by a doorway. The 
data were collected in a small-scale experiment for 
a range of Rayleigh numbers extending from 1010 to 
more than 1011. It was observed that, for the same 
boundary conditions, the heat transfer rate is 
relatively insensitive to the horizontal extent of 
the doorway and is determined largely by the height 
of the opening relative to the height of the enclo­
sure. Based on these experiments and previously 
published results, a correlation was developed 
which led to the identification of an algorithm 
describing the coupling between enclosures1: 

(
Ha\0.45 

h = 1. 44 "H) 

where h is the interzone heat transfer coefficient 
(W/m2 oc), ~Tis the temperature difference between 
the two endwalls (OC), H is the height of the 
enclosure (m), and Ha is the central aperture 
height (m). 

A detailed numerical model which solves the 
governing Navier-Stokes equations describing lam­
inar convective heat and mass transfer in enclo­
sures was validated using data from earlier LBL 
experiments.2 This computer code was then applied 
to examine the variability of surface convection 
coefficients in an enclosure as the temperature 
distributions on the bounding surfaces are altered. 
This study showed that the coefficients deviate 
dramatically from the constant or simple 
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temperature-dependent values normally used in the 
building sciences and that the true variations have 
a substantial impact on the calculation of energy 
consumption in buildings. 

The numerical model was extended to turbulent 
flow by addition of a model for turbulent dissipa­
tion. This new capability allows examination of 
wind-driven natural ventilation rates and heat 
transfer from surfaces under forced or natural ven­
tilation. 

Radiative Cooling 

Infrared radiative cooling systems are com­
posed of a radiator surface exposed to the sky and 
a means for transporting heat from the building's 
interior to the radiator surface. The performance 
of these systems may be predicted if we know the 
intensity of infrared radiation produced by the 
atmosphere as a function of both zenith angle and 
wavelength. 

To obtain data on which estimates of cooling 
system performance can be based, an experimental 
program was carried out in 1980 to measure the sky 
radiance at several u.s. locations. The measure-
ments included the spectral composition of the sky 
radiance as a function of zenith angle and· local 
climate variables such as drybulb and dewpoint tem­
peratures.3 

During FY 1981, the spectral radiometer data 
were analyzed to establish a correlation between 
the nighttime clear-sky infrared emissivity and the 
weather variable to which it is most sensitive, 
dewpoint temperature. The results are shown in 
Figure 1 in comparison with earlier experimental 
results; the correlation is based on data obtained 
from Tucson, Arizona, Gaithersburg, Maryland, and 
St. Louis, Missouri, compr~s~ng 2,945 individual 
measurements. The apparent discrepancy between the 
LBL correlation and that of Clark and Allen at low 
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previous investigators. 
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dewpoint temperatures was resolved by Clark,4 who 
noted that their results closely approach the LBL 
values when accurate on-site temperature measure­
ments are used. Although the sites from which the 
data were collected do not encompass all the cli­
mate types experienced in the United States, the 
fact that the observed clear-sky data from three 
diverse locations fall along the same straight line 
encouraged the belief that this may be a general 
result for midlatitude climates. 

Under conditions of low clouds (below about 
2 km), the apparent absolute sky temperature Tsky 
has been given as5 

where Tair is the ambient air temperature, Tc is 
the temperature of the cloud base, and fw 
represents the fraction of blackbody radiation in 
the 8- to 14-micron (atmospheric window) region and 
is equal to 0.3 ± 0.1. Data from the infrared 
spectral sky radiometers have been used to support 
this equation. The 11-micron effective sky tem­
perature is used as a best estimate of the cloud 
base temperature, since the atmosphere is most 
highly transparent in this part of the spectrum. 
For the purpose of displaying this data, it is 
convenient to plot the sky temperature depression 
(~Tsky = Tair- Tsky) as a function of the cloud 
temperature depression (aT0 = Tair ~ T0 ). In terms 
of these variables, the equation for the sky tem­
perature reads 

A plot of oTsky vs. aT0 is shown 
agreement is good for a value of fw 
on a typical lapse rate of 50C/km, 
points in Figure 2 represent cloud 
of zero to 4 km. 

in Figure 2; 
= 0.32. Based 

the measured 
base altitudes 

Figures 3 and 4 show the results of spectral 
infrared sky emissivities for clear sky conditions 
(558 hourly readings) and all sky conditions (879 
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Figure 2. Sky temperature depression vs. cloud 
temperature depression. 
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hourly readings), respectively. The examples shown 
here are for Gaithersburg, Maryland, and represent 
data taken during August 1979 in the 8- to 14-
micron waveband. Average hourly sky radiances 
expressed as emissivities are shown for zenith 
angles of 0, 20, 40, 60, and 80 degrees. The 
remaining curve is a weighted average of the angu­
lar values which represent the 8- to 14-micron 
emissivity seen by a horizontally exposed radiator. 

For clear skies, the emissivities are nearly 
independent of time of day, provided the 
corresponding hourly average dewpoint temperatures 



are also independent of time of day. The clear-sky 
emissivities show a tendency to be slightly larger 
at night due to the development of nighttime tem­
perature inversions, which cause the atmosphere to 
have a higher radiative temperature compared to the 
~ir temperature near the ground. The difference 
between the clear-sky plots and those for all sky 
conditions is due to clouds. For this particular 
month, clouds occurred more frequently from 1600 to 
2200 hours than during the rest of the day, reduc­
ing the radiative cooling potential during this 
interval. Monthly summaries similar to these exam­
ples are being published for all six stations at 
which infrared sky measurements were taken over a 
two-year period. This level of detail will be 
important when designing systems for radiative 
cooling to be used at a specific location. 

Building Energy Analysis 

This project consists of the development, 
experimental verification, and application of com­
puter programs which predict the energy consumption 
of passively heated and/or cooled buildings. 
Energ~ analysis activities are carried out using 
BLAST ; LBL has contributed several passive solar 
system models to this program in recent years. 
This program performs thermal load calculations, 
air handling system simulations, and central energy 
plant analysis; it is therefore appropriate for 
application to both residential and commercial 
buildings. 

During FY 1981, BLAST-3.0 development was com­
pleted and the program was released into the public 
domain. Table 1 summarizes the analysis capabili­
ties which relate to passive heating and cooling. 
BLAST-3.0 simulation results were compared to 
experimental data collected from a full-scale mas­
sive structure located in an environmental chamber 
at NBS.7 Owing to its use of a new thermal balance 
load calculation technique, BLAST gave unusually 
accurate results in simulating the thermal behavior 
of the structure. Figure 5 shows a comparison of 
BLAST predictions with the measured heat fluxes, 
surface temperatures, and cooling loads; the agree­
ment is shown to be very good. 

Applications of BLAST-3.0 to both residential 

Table 1. BLAST-3.0 capabilities. 

Passive Analysis 

Direct Solar Gain 
Solar Walls (a la Trombe/Morse Walls) 
Suns paces 
Natural Lighting 
Direct Ventilation Cooling 
Ground Coupling 
Roof Ponds/Roof Evaporation 

Load Control Analysis 

Solar Shading 
Solar Control Glazing 
Movable Insulation 
Thermal Mass 
Economizer Systems 
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Figure 5. Comparison of BLAST prediction (see 
text) with NBS measured results: night cooling 
test, NBS massive structure. 
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and commercial buildings have been carried out. In 
the residential studies, it was shown that the 
large expanses of south glazing needed for direct­
gain heating h~ve a substantial influence on the 
summertime cooling energy consumption. Considering 
both·heating and cooling, total energy consumption 
of direct-gain systems using unmanaged south double 



glazing is relatively insensitive to the glazed 
area in most u.s. climates. However, unmanaged 
east and west glazing is notably detrimental to 
overall performance owing to its serious impacts on 
cooling energy consumption. These results imply 
that a more integrated heating and cooling design 
approach is mandatory if appreciable energy bene­
fits are to be realized.8 

An examination of the energy consumption 
impacts of residential building orientation was 
completed.9 It was confirmed that the location of 
glazing on the east and west facades of a building 
does not substantially alter heating season perfor­
mance but can be very deleterious to cooling season 
energy consumption. In many climates, north orien­
tation of glazing is not substantially inferior to 
south orientation; in fact, in extreme southern 
climates, north orientation is preferred, because 
(1) cooling is the dominant energy consumer and 
(2) north glazing receives less solar radiation 
than south glazing, even when the south glazing has 
a substantial overhang. Figure 6 shows some 
results from the orientation studies for a moderate 
u.s. climate (Nashville) and a very warm climate 
(Miami). In both cases, east and west orientations 
show the highest combined heating and cooling 
loads. In Nashville, south orientation shows the 
lowest combined loads; this advantage is more pro­
nounced farther north. In Miami, because of dom­
inant cooling loads, northern orientations produce 
the lowest loads. 

Ventilative cooling of residential buildings 
was studied in order to examine the influence of 
the amount of thermal mass on cooling season per­
formance and to determine the most desirable con­
trol strategy in a variety of climate types. It 
was found that relatively low air volumes (20 air 
changes per hour) are required to obtain nearly 

% GREA TE A THAN SOUTH 

II 

Orientation of Large Glazing Area 

Orientation of Large Glazing Area 

Figure 6. Combined heating and cooling loads in 
Miami and Nashville. 

(XBL 827-879) 
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maximum effectiveness; i~ is interesting to note 
that this air exchange rate can frequently be 
accomplished with natural ventilation systems, such 
as cross ventilation using windows and the prevail­
ing winds. It was also shown that, for some cli­
mates, night ventilation is a very effective cool­
ing strategy if substantial amounts of exposed 
thermal mass are l ocated in the building. 10 

Commercial building studies were initiated 
during FY 1981. A completed study focused on the 
interaction between the mechanical systems in a 
commercial building, the environment, and the 
energy demands of the occupied spaces. This demon­
strated that the passive design process for commer­
cial buildings cannot be based on the substantial 
existing residential experience . In commercial 
buildings, the thermal load is only loosely coupled 
to the energy consumption of the mechanical sys­
tems; the dominant thermal load does not neces­
sarily correspond to the dominant energy end use. 
For example, in many buildings the heating load is 
smaller than the cooling load, but space heating is 
the dominant consumer of energy at the building 
boundary. This substantially complicates the 
selection of appropriate passive heating and/or 
cooling approaches for commercial buildings and 
implies that the selection must be based on a 
comprehensive examination of the anticipated fuel 
consumption profiles for the building. It is 
necessary to provide the designer with a new level 
of technical design information regarding energy 
use patterns for the commercial sector. 

In preparation for comprehensive studies of 
passive strategies in commercial buildings, a day­
lighting measurement facility was designed, built, 
and tested. The facility will be used to gather 
illumination data from scale models of commercial 
buildings; the data will be input to BLAST in order 
to perform total energy analyses of naturally 
lighted buildings. Future work on this project 
will provide information regarding the cooling load 
reductions and/or heating load increases that 
accompany reduced electric energy consumption for 
lighting. 

Domestic Hot Water 

The goal of the hot water project was t o 
develop and test passive solar water heater con­
cepts, with the focus on thermosiphons. For domes­
tic hot water and other low-temperature applica­
tions, thermosiphons offer significant advantages 
over active systems in terms of simplicity, relia­
bility, and cost. Furthermore, the widespread use 
of thermosiphons in other countries is evidence of 
the market potential of this concept. The major 
limitation to the use of conventional thermosiphons 
in the U.S. is the vulnerability in almost all c li­
mates to freezing of the potable water in the low­
mass collector. Current methods of freeze­
protecting thermosiphons, such as drain-down, tend 
to compromise the basic attributes of the thermosi­
phon concept, i.e., simplicity and reliability. 

The major thrust of the hot water project has 
been to carefully quantify the performance of ther­
mosiphons using a non-freezing collection fluid 
which transfers heat to the potable water through a 



heat exchanger. Specific objectives of the project 
are to 

1. Quantify the performance of thermosiphons with 
heat exchangers relative to systems without 
heat exchangers. 

2. 

3. 

Quantify the 
thermosiphons 
tanks. 

performance differences 
using horizontal and 

between 
vertical 

Develop and 
cepts and 
provide the 
design. 

test various heat exchanger con­
quantify the performance of each to 
basis for optimizing heat exchanger 

4. Investigate the significance of reverse flow in 
these systems and the need for using one-way 
valves. 

5. Develop simplified design tools and application 
guidelines to foster implementation of these 
systems. 

During FY 1981, a detailed computer program 
was written for simulating the daytime collection 
and nighttime reverse-flow losses of a thermosiphon 
water heater with a simple heat exchanger in the 
storage tank. Simulations were made with the com­
puter program to determine the performance effects 
of heat exchanger capacity, tank stratification, 
tank elevation relative to collector, and system 
resistance (collector and connecting tube diameter 
and length).10 

A simplified computer program was developed to 
simulate annual performance at hourly time incre­
ments using Typical Meteorological Year (TMY) 
weather tapes. The predictions of the simplified 
model agree with those of the detailed analysis to 
within 5 percent. Both the detailed and simplified 
analyses agree to within 5 percent with the data 
reported in the literature for non-heat-exchanger 
configurations. 

A detailed analytical model was developed for 
the simple heat exchanger inside the tank. Perfor­
mance was found to be sensitive to the tank tem­
perature, collection fluid temperature, and flow 
rate. The detailed heat exchanger model was used 
to generate an algorithm which was incorporated 
into both the detailed and simplified system­
simulation computer programs. 

A residential-scale thermosiphon test facility 
was constructed with the following capabilities: 

1. Solar collectors powered by electric resistance 
heaters that are controlled to simulate daily 
solar radiation cycles. 

2. Structure capable of orienting the storage tank 
vertically or horizontally and at various 
elevations relative to the collector. 

3. Experimental tank capable of accepting various 
heat exchanger configurations and provision for 
obtaining detailed tank temperature profiles. 

4. Sixty-channel data acquisition system with out­
put to magnetic tape. 
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A data reduction program was written that can read 
magnetic data tapes and generate temperature plots 
and performance reports. 

PLANNED ACTIVITIES FOR FY 1982 

Convection Research 

The emphasis of the convection project during 
FY 1982 will be on (1) consolidation of existing 
analysis capabilities by thorough verification of 
the convection analysis and (2) applications lead­
ing to an improved characterization of surface con­
vection coefficients in terms of the boundary con­
ditions on surface temperatures. The zone coupling 
algorithm developed in FY 1981 will be further 
tested in order to define its limits of applicabil­
ity. During the latter portions of the year, stu­
dies of wind-driven natural ventilation will be 
initiated; it is anticipated that this will lead to 
algorithms describing the ventilation rate as a 
function of environmental conditions and building 
design parameters. 

Radiative Cooling 

The sky radiometer data analysis will be con­
cluded and the results published. A radiative 
cooling-assembly test facility will be used to 
examine the cooling performance of assemblies using 
existing radiator and glazing/wind-screen materi­
als; both blackbody and selective radiator surfaces 
will be tested. Finally, advanced radiator materi­
als will be tested to determine whether they can 
produce more cooling power. 

Building Energy Analysis 

The focus of these activities will be on the 
application of BLAST to study the energy consump­
tion impacts of the various passive cooling and 
cooling load control options. These studies will 
be used to estimate the relative impacts of the 
individual cooling technologies in various climates 
across the nation. In conjunction with personnel 
at the Los Alamos National Laboratory, we will 
further analyze the thermal performance results in 
order to estimate the economic impacts of the cool­
ing technologies. In the daylighting area, the 
illumination measurements and their analysis and 
the associated thermal analysis will be extended to 
a variety of design concepts in order to character­
ize system performance. 

Domestic Hot Water 

This project will be concluded with the publi­
cation of the results of the proof-of-concept 
experiments. 
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Active Solar Cooling* 

M.A. Wahlig, K. Dao, M. L. Warren,]. E. Rasson, R. A. Armer, H. Angerman,t and A. Heitz t 

This project has three major tasks: 
(1) research and development (R&D) of improved 
absorption cycles for active solar cooling and 
heating, (2) performance and economic analysis of 
active solar cooling and heating systems to estab­
lish cost/performance goals for the R&D program, 
and (3) technical support activities for the active 
solar cooling program. 

The objective of the R&D activity is to 
achieve a significantly higher conversion effi­
ciency than is possible using other approaches for 
solar cooling and heating of buildings. Because 
practical temperatures range up to about 3500F for 
solar collectors used in residential and commercial 
building applications, absorption-cycle cooling 
systems have been selected for investigation. 
Being essentially heat pumps, absorption-cycle 
chillers can be used for heating as well as cooling 
if the refrigerant fluid does not freeze in the 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Solar Heat Technologies, Active Heating and Cooling 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098. 
t Employees of Keller and Gannon, a subsidiary of 
Lester B. Knight and Associates, Inc. 
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outdoor coil during heating applications. We res­
trict our fluid choices to those for which this 
heating option is available. 

The R&D program consists of four phases, each 
successive phase leading closer to the final 
machine. The first phase was successfully com­
pleted some time ago. 1 By modification of a conven­
tional gas-fired ammonia/water absorption chiller, 
we demonstrated the capabili:y of our analysis 
techniques to predict accurately the performance of 
single-effect, absorption-cycle chillers under 
operating conditions appropriate for solar-powered 
cooling. 

In the second phase, a completely new solar 
single-effect chiller2 was fabricated, using the 
experience gained during the first phase. Testing 
of this chiller has just been completed. Evalua­
tion and recommendations concerning this chiller 
are summarized later in this report. 

The third phase investigates the performance 
improvement obtained by adding a unique second 
boiling effect to the single-effect chiller tested 
in the second phase. The basic concept of the 
resulting double-effect regenerative (or cycle 2R) 
cycle has been described previously.3 Fabrication 
of the major components of the 2R chiller4 has now 



been completed, and testing is expected to start by 
mid-FY 1982. 

The fourth phase of the R&D activities inves­
tigates a new concept in refrigeration absorption 
cycles, having still higher efficiency and yet 
requiring less heat exchanger area and thus having 
a potential for lower cost. The basic concept of 
this single-effect regenerative cycle (which we 
call cycle 1R) has also been described previously.5 
The success of the cycle 1R chiller depends on our 
experience gained from developing the cycle 2R 
chiller. Locating a refrigerant-absorbent fluid 
pair with suitable properties at 3000F or higher 
should further increase the efficiency of the 1R 
chiller. 

The objectives of the performance and economic 
analysis activities are to establish 
cost/performance goals for active solar cooling and 
heating systems and to identify those R&D direc­
tions that have the greatest probability of attain­
ing these goals. The desired cost/performance 
goals are those that will result in significant 
market penetration of active solar cooling systems, 
starting in the late 1980's and continuing through 
the 1990's. A methodology has been developed to 
derive these goals, and preliminary solar cooling 
system and subsystem goals have been calculated. 

The technical support activities provide 
assistance in the active solar cooling program area 
to the DOE San Francisco Operations Office (SAN) 
Conservation and Solar Division and to the DOE 
Headquarters (HQ) Active Heating and Cooling Divi­
sion, Office of Solar Heat Technologies. These 
activities include program planning, technical mon­
itoring and evaluation of ongoing projects, includ­
ing site visits and review of progress reports, 
coordination of review of unsolicited proposals, 
assistance in the preparation and evaluation of 
responses to program solicitations, and coordina­
tion of related activities by other organizations. 

Finally, a related activity, the LBL solar 
controls program, had as its objective the use of 
the LBL solar controls test facility to evaluate 
experimentally the relative performance of dif­
ferent solar heating control strategies for a 
variety of input meteorological conditions and out­
put load demands, and the carrying out of theoreti­
cal studies of collector and load loop performance 
in support of the experimental work. Work on the 
LBL controls test facility was concluded early in 
FY 1981, and the results of theoretical analysis 
have been presented. 

ACCOMPLISHMENTS DURING FY 1981 

Absorption Chiller R&D 

Testing of the Single-Effect Chiller. The 
testing of the single-effect ammonia/water chiller 
has been successfully completed. Most of the per­
formance goals have been achieved as summarized in 
Table 1. 

The chiller has been tested for about 300 
hours of run time, from which about 70 performance 
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Table 1. Single-effect chiller test results. 

Realized Goal 

Hot water input temperature, OF 220 216 

Condenser/absorber inlet 
cooling air temperature, OF 

95 95 

Leaving chilled water 
temperature, OF 

52 45 

Capacity, tons 3 3 

Coefficient of Performance, COP 0.67 0.70 

Condenser/absorber fan power, HP 3/4 3/4 

Condenser/absorber fan air 
flow rate, CFM 

6800 6800 

Make-up solution pump power, HP 1/2 0 

data sets have been collected. A complete report 
on the performance of the chiller and its com­
ponents will be issued shortly. 

Initial analysis of the data indicated that 
the absorber was the poorest performer of the 
chiller components. Its overall heat-transfer 
coefficient was only 80 Btu/hr-ft2_oF of tube area 
as opposed to the expected value of 140. This led 
to a high absorber temperature and, therefore, a 
higher chilled water temperature. Other contribu­
tions to the high (520F) chilled water temperature 
included: 

• An unexpected pressure drop of 10 psi across 
the pipe fittings at the outlet of the gen­
erator (manufacturing error); 

• A 20-percent lower-than-expected heat 
transfer coefficient of the condenser; and 

• A 35-percent lower-than-expected heat 
transfer coefficient of the evaporator. 

Evaluation of the Single-Effect Chiller. The 
major results of the single-effect chiller tests 
are as follows: 

1. The concepts of heat recuperation incorporated 
into the chiller worked as expected, increasing 
the COP to the 70-percent range. 

2. 

3. 

4. 

The concept of power recuperation from the weak 
solution worked reliably: the solution driven 
pump had no failures during any of the runs. 

The concept of self-powered operation 
more refinement: the vapor-driven pump 
work well because of vapor absorption 
valve switching lines. 

needed 
did not 
in its 

Heat transfer coefficients were usually 20 per­
cent lower than design calculation predicted, 
possibly because of higher fouling factors. 
Keeping the tubes very clean and rust free 
might well restore the higher heat-transfer 
coefficients. 



5. The generator outlet pressure can be eliminated 
by reconnections. 

6. The poor heat transfer of the evaporator 
occurred largely at its outlet, where most of 
the liquid had been evaporated. By rerouting 
the last tubings of the evaporator, the poor 
overall heat-transfer coefficient should be 
improved. 

7. The absorber needs a better design than the 
conventional finned tubes. 

Eliminating the obvious shortcomings, such as 
rust, dirt, and bad connections, should reduce the 
chilled water temperature to 480F. To further 
lower the chilled water to 450F, a better absorber 
design must be used or the hot water input must be 
raised to 2250F. 

Fabrication of the 2R Chiller. The following 
components of the 2R chiller have now been fabri­
cated: 

• Boiler, as shown in Figure 1 
• Recuperator 
• Generator 
• Preheater 
• Multistage pump 

The installation of the testing facility for 
the 2R chiller and the fabrication of the remain ing 
chiller components are underway. Testing of this 
chiller is scheduled to begin in mid-1982. 

Figure 1. Multi-stage boiler of the 2R chiller. 
In each turn of the coil, the so lution boils at a 
different pressure. Vapors are taken off at the 
larger short-tube segments welded to the coil; for 
further boiling, solutions are expanded to the next 
pressure stage through the small v-shaped tubings. 
Hot water from the solar collectors flows inside 
the inner tube of the coil. 

(CBB 818-8154A) 
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Candidate Fluids for the Cycle 1R Chiller. 
Under DOE contract and LBL guidance, SRI Interna­
tional conducted a literature search during FY 1981 
and followed up with experimental measurements of 
the properties of absorbent and refrigerant fluids 
previously identified by LBL to be candidates for 
high temperature (260 to 3600F) operation of a 
cycle 1R chiller. These measurements should be 
completed during the first half of FY 1982 . 

Performance and Economic Analysis 

The principal accomplishments during FY 1981 
have been development of preliminary 
cost/ performance goals for active solar 
cooling/heating systems, preparation of a back­
ground report describing a methodology for develop­
ing cost/performance goals, work with other con­
tractors performing systems analysis work to define 
realistic buildings and active solar cooling sys­
tems for simulation, completion of the analysis of 
experimental results from the controls test facil­
ity operation and reporting the results, completion 
of the theoretical analysis of the interaction 
between the solar heating system and the building 
response, and reporting the results. 

Cost Goal Methodology. A consistent methodol­
ogy has been developed by which general solar cool­
ing market-capture goals can be and have been 
translated into specific cost and performance goals 
for solar cooling systems and subsystems.6-9 The 
preliminary results indicate that realistic 
cost/performance goals can be established for 
active solar cooling systems. This methodology for 
establishing cost goals and developing cost and 
performance improvement pathways to reach those 
goals is not limited to active solar coo ling appli­
cations; it could be used equally well for other 
technologies, such as passive cooling and heating. 

A market-penetration scenario was postulated, 
beginning with commercial introduction of active 
solar cooling sys tems in 1986 and attaining a 20-
percent annual market share of the entire national 
cooling capacity by the year 2000. The shape of 
this postulated market-penetration curve was based 
upon the actual penetration curve achieved by heat 
pump sales in the United States during the period 
1953 to 1970. This is typica l of historic early­
market penetrations achieved by major HVAC pro­
ducts. In general, air conditioning demands are 
expected to grow significantly over the next 20 
years, driven by population shifts to the "sun 
belt" regions of the country . It is estimated that 
over 90 percent of the new construction in this 
region will have central air conditioning. Energy 
conservation and passive cooling measures are 
expected to reduce significantly the sensible cool­
ing and heating loads. However, the substantial 
latent (i.e., humidity) cooling loads in all build­
ings and internal heat gains in commercial build­
ings will remain and will require the use of 
mechanical cooling systems. 

The annual energy used for cool i ng of build­
ings in the year 2000 was estimated by accounting 
for the expected mix of building types, regional 
differences in building stock and cooling loads, 
and residential and commerc i al bui lding energy 



requirements. An estimated annual energy displace­
ment of 0.14 quad of conventional energy sources by 
solar in the year 2000 (for new residential, new 
multifamily, retrofit residential, and commercial 
market sectors) would result fro~ a 20-percent 
penetration by solar cooling of the annual pro­
jected air conditioning market by the year 2000. 

Certain cost and economic performance goals 
must be achieved by the solar industry before 
market demand will rise to a level that will pro­
duce the desired market penetration. Marketing 
studies10 indicate that, for heating and air condi­
tioning products, the relationship between market 
penetration and payback period is as shown in Fig­
ure 2. The payback period, the number of years for 
the undiscounted fuel cost savings to equal the 
incremental cost to produce those savings, is 
related to a real return on investment. Postulat­
ing market penetration goals per year necessary to 
achieve a 20-percent annual penetration by the year 
2000, the corresponding payback and return on 
investment goals as a function of year of purchase 
have been calculated and are shown in Figure 3. 

Annual system simulations of the thermal per­
formance of active solar Rankine and absorption 
cooling/heating systems have been conducted using 
TRNSYS. 11,12 These calculations have been made for 
residential solar cooling/heating systems in four 
cities (Fort Worth, Phoenix, Miami, and Washington, 
D.C.) and for commercial solar cooling-only systems 
in three cities (Fort Worth, Phoenix, and Miami) 
which are representative of the cooling market. 
Three types of systems were evaluated: residential 
3-ton absorption (ARKLA), commercial 25-ton absorp-
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commercial 25-ton Rankine 

It is assumed that a solar cooling or 
cooling/heating system is cost-effective when the 
incremental solar system cost is equal to or less 
than the present value of the energy savings. A 
standard economic analysis is used to calculate the 
present value of the fuel saved by an active solar 
system over the life of system (20 years), assuming 
a given internal real rate of return on the initial 
investment. The present value is based on the 
modified uniform present worth, which is a function 
of the fuel escalation rates and the expected real 
return on investment. Details of the analysis are 
presented elsewhere.6,7,9 

Combining these calculations of the incremen­
tal solar-system cost as a function of real return 
on investment with the real return on investment 
goals as a function of year (as contained in 
Fig. 3), incremental system cost goals as a func­
tion of year have been generated for residential 
solar cooling systems and are displayed in Fig­
ure 4. Similar analysis has been performed for 
commercial cooling systems. 

System and Subsystem Costs. The total solar­
cooling-system cost goals for different locations 
can, in turn, be subdivided into subsystem cost and 
performance goals. It is anticipated that the 
major reductions in subsystem costs will be 
achieved by technical improvements in subsystem 
performance, such as increasing chiller efficiency 
to reduce the size of collector arrays, by volume 
production economies, and by development of pack­
aged and standardized subsystems to reduce system 
engineering and installation costs. Preliminary 
system and subsystem cost estimates for a residen­
tial system are shown in Figure 5. These values 
are based on estimates of current subsystem costs 
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plus realistic expectations for subsystem cost and· 
performance improvements. Similar analyses have 
been made for commercial absorption and Rankine 
systems. 

Technical improvements in subsystem perfor-
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mance are anticipated. For the residential 3-ton 
absorption chiller and for the commercial 25-ton 
absorption chiller, the current coefficient of per­
formance of about 0.7 should stay relatively con­
stant until the development and introduction of 
double-effect absorption chillers in these sizes, 
at which time the COP should increase to about 1.3. 
For the commercial 25-ton Rankine chiller, the 
current coefficient of performance of about 0.7 
should increase gradually to about 1.5 if the 
operating temperature is increased to about 5000F. 

The collector array is one of the major cost 
items of any active solar cooling system. The key 
to cost-effective cooling systems is reducing the 
collector array costs. For the high-temperature, 
high-COP future scenario, either evacuated tubes 
with reflectors or cylindrical trough collectors 
will likely be used. Collector manufacturing costs 
of $150/m2 ($14/ft2) have been projected13 for eva­
cuated tube concentrating colle~tors. 

Current chiller technology, with a COP of 0.7 
and the distinct advantage of operating at tempera­
tures below 2QOOF, could be adequate if very low 
cost, good-performance collectors could be 
developed. As Figure 5 shows, "very low cost" can 
be seen to require collector costs of about $6/ft2. 
"Good performance" in this context means an effi­
ciency of about 40 to 50 percent at a typical 
absorption chiller driving temperature of about 
1850F. Work underway at Brookhaven National 
Laboratory14 is directed toward the development of 
solar collectors that might possibly meet these 
types of cost and performance requirements. 

Controls Test Facility and Analysis. During 
FY 1981, work was completed on analyzing and 
reporting the results of experiments run on the LBL 
controls test facility. 15-17 The modeling of the 
thermal behavior of a residential building, a fan 
coil heat-delivery system, and a bimetal thermostat 
to simulate the effects of heat input from an 
active solar space heating system on room air tem­
perature dynamics has been completed.18 

Technical Support Activities 

Overall Solar Cooling Program Planning and 
Review. The following activities occurred during 
FY 1981: 

• Prepared several revised versions of the 
Multiyear Program Plan for Rankine and 
absorption solar cooling systems. 

• 

• 

• 

Prepared documents on the key accomplish­
ments (and their significance) of the active 
solar cooling R&D program and the controls 
R&D program, and also on the risk/payoff 
aspects of the cooling program. 

Participated in major program planning and 
review meetings for the DOE Active Heating 
and Cooling Division, in Washington, D.C., 
and at the Belmont Conference Center. 

Made presentations and joined discussions on 
the solar absorption and Rankine cooling 
program at DOE/HQ. Had meetings with DOE/HQ 
program managers at HQ, at SAN, and at LBL. 



• In connection with the Annual Active Solar 
Heating and Cooling Contractors' Meeting, 
LBL participated in the planning, reviewed 
the cooling contractors' papers for the 
proceedings, made the absorption and Rankine 
cooling overview presentation,19 and chaired 
the cooling session. Similarly, LBL parti­
cipated in the planning and gave an overview 
presentation for the May 1981 Solar Cooling 
Workshop and participated in some of the 
follow-up debriefings. 

Technical Monitoring. The following are some 
of the major FY 1981 activities by LBL in providing 
technical monitoring and evaluation of solar cool­
ing projects by outside (non-LBL) contractors: 

• Conducted 18 site visits and project reviews 
covering 11 different DOE contractors; 
reviewed 25 final reports and phase reports, 
and 3 follow-on proposals; and assisted 
DOE/SAN in specifying Statements of Work for 
several of these contractors. 

• 

• 

• 

Interacted with many of the solar cooling 
contractors at 13 SAN and LBL meetings with 
individual contractors. In addition, 
numerous technical discussions with contrac-
tors took place by phone and by mail. 

Prepared and sent to DOE/SAN monthly summary 
reports on all the DOE solar absorption and 
Rankine cooling projects. 

Assumed responsibility for technical moni­
toring of systems analysis projects related 
to active solar cooling. 

Proposals for New Work. During FY 1981, LBL 
conducted the review of three unsolicited proposals 
and sent results to DOE/SAN with recommendations 
for action. LBL also reviewed proposals submitted 
in response to a solar cooling RFP issued by the 
American Samoa Energy Office. 

Coordination Activities. During FY 1981, LBL 
staff members in the course of coordinating activi­
ties related to the solar absorption and Rankine 
cooling program: 

• 

• 

• 

Had frequent interactions with the NASA/MSFC 
(Manned Space Flight Center, Huntsville, 
Alabama) group responsible for management of 
the Honeywell solar Rankine cooling project 
and the Operational Test Sites (OTS), 
including several meetings at SAN and six 
joint field visits to OTS by LBL and MSFC 
staff. 

Held a number of meetings to insure coordi­
nation of the DOE solar cooling R&D program 
and the SOLERAS joint U.S.-Saudi Arabian 
solar cooling program, which consists of 
four solar cooling field experiments at 
sites in Phoenix. The SCLERAS contractors 
are all also participants in the DOE cooling 
R&D program. 

Participated as a member of the Heat Pump 
Integration Task Force, chaired by John Ryan 
of DOE/HQ, including presentation of an 

• 

• 

• 

• 

• 

• 

overview paper on the solar cooling program 
at the initial meeting in June 1981 at 
McLean, Virginia, and participation in 
follow-up working group meetings at Chicago 
in August and at DOE/HQ in September 1981. 

Had cooperative interactions with Gas 
Research Institute (GRI) staff members 
involved with gas/solar projects. 

Participated in negotiations to establish a 
joint U.S.-Greek project in solar heating 
and cooling, held in Athens during October 
1980. 

Had several discussions with members of the 
DOE/HQ and the SERI International Programs 
Offices concerning the on-again, off-again 
joint u.S.-Mexican project on solar refri­
geration. 

Participated in reviews of the DOE solar 
desiccant cooling program at SAN in June and 
August and in Chicago in September 1981. 

Joined in meetings at SAN and LBL and other 
locations with staff members of ORNL and 
other DOE laboratories involved in activi-
ties closely related to solar cooling. 

Participated in several meetings per month 
at SAN to coordinate LBL's technical support 
with SAN's program management responsibili­
ties for the solar cooling program. 

PLANNED ACTIVITIES FOR FY 1982 

Absorption Chiller R&D 

The major absorption chiller R&D activity in 
FY 1982 will be debugging and testing the 2R 
chiller. Because this is the first chiller of its 
kinq ever built, significant operational 
difficulties may be encountered and would have to 
be overcome before meaningful performance data can 
be obtained. 

The level of effort spent on the cycle 
analysis and design of the 1R chiller depends on 
the progress of the 2R chiller testing. Ideally, 
work on a first practical design of the 1R chiller 
should be underway by the end of FY 1982. 

Measurements by SRI International of proper­
ties of candidate new-fluid pairs for the 1R 
chill~r should be completed during FY 1982. 

A complete report on the testing, performance, 
and evaluation of the single-effect chiller will be 
published in FY 1982. 

Performance and Economic Analysis 

Activities during FY 1982 will be directed 
toward research into intelligent methods of con­
trolling active solar cooling and heating systems 
and the documentation of the performance of dif­
ferent types of active cooling/heating systems and 
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the resulting cost/performance goals. Efforts are 
currently underway to obtain more realistic 
systems-analysis models of the thermal performance 
of the cooling systems and better estimates of cost 
and performance projections• We will continue to 
work during FY 1982 with other · systems analysis 
contractors to develop realistic models of active 
solar cooling systems and to develop in-house capa­
bilities for systems simulation and economic 
analysis for active solar cooling.20 We will also 
continue to coordinate the systems-analysis activi­
ties of other organizations to determine the 
research requirements by which a broad spectrum of 
solar space conditioning systems might attain their 
respective cost performance goals. 

Technical Support Activities 

It is anticipated that the technical support 
activities in FY 1982 will be similar to those car­
ried out in FY 1981. The planning activities will 
shift from emphasis on solar cooling system 
integration to a more generic long-term R&D pro­
gram, consistent with new Administration guide­
lines. Documentation of cooling program accom­
plishments and research · needs will be prepared 
because much of the existing cooling program is 
expected to be phased out. 

Site visits to solar cooling contractors and 
review of progress and phase reports will continue 
as long as the cooling contracts are active. 
Unsolicited proposal reviews will continue to be 
conducted as received. 

Finally, the critical coordination activities 
with other organizations involved in similar pro­
grams will continue to be pursued diligently. 
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Appropriate Energy Technology* 

F. B. Lucarelli, J. D. Kessel, H. R. Clark, J. M. Kay, and J. Linse 

In 1977, the Energy Research and Development 
Administration (ERDA), since incorporated into the 
Department of Energy (DOE), established an 
appropriate technology small grants program. The 
purpose of the program is to fund projects that 
design, manufacture, and/or demonstrate small-scale 
energy technologies which conserve depletable fos­
sil fuels or use renewable energy resources. DOE 
makes the grants available annually on a competi­
tive basis to small businesses, individuals, 
nonprofit organizations, public agencies, and 
Indian tribes. The maximum grant award is $50,000. 

The grants cover a complete spectrum of 
small-scale energy technologies, including solar 
active and passive systems, wind machines, biomass 
conversion systems, energy conservation devices, 
recycling methods, aquaculture systems, hydroelec­
tric devices, and geothermal heating systems. 

ACCOMPLISHMENTS DURING FY 1981 

Energy Impact Analysis 

Because of the diverse array of technologies 
and end-use applications of DOE-funded appropriate 
technology projects, DOE has been unable to assess 
the program's energy savings potential, an assess­
ment that is necessary to compare the program with 
other DOE programs. To obtain this information, 
DOE asked LBL to assess the program's energy sav­
ings potential and cost-effectiveness. 

We began our analysis in 1979, assessing the 
energy savings potential of 20 projects from Region 
IX. 1 We completed the analysis in 1979 and found 
that most of these projects could save a signifi­
cant amount of energy either directly, from the 
original project, or indirectly, from demonstration 
and commercialization effects. However, the sample 
was small and specific only to Region IX; there-

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
State and Local Programs, Small Scale Technology 
Branch of the u.s. Department of Energy under Con­
tract No. DE-AC03-76SF00098. 
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fore, we could not extrapolate 
estimate the energy savings 
national grants program. 

our findings 
potential of 

to 
the 

In 1981, we evaluated a sample of 57 projects 
funded in FY 1979.2 The 57 projects were selected 
from eight of the ten Federal regions and cover the 
full range of technology categories funded: wind, 
biomass, solar, geothermal, hydro, and conserva­
tion. 

The analysis was conducted in 4 steps: 

1. Evaluation of project energy savings, 

2. Assessment of economic feasibility, 

3. Estimation of replication potential, and 

4. Extrapolation of sample energy savings to 
estimate program energy savings. 

The results of the study include the develop­
ment of procedures for evaluating energy savings 
from appropriate technology projects, the calcula­
tion for the sample projects of energy savings, and 
an estimate of program energy savings. 

Technology Assessment Study 

We also assessed the technical and economic 
feasibility of small wind-energy systems in the 
u.s.3 The projects apply wind systems in the agri­
cultural, residential, and industrial sectors for 
pumping water, generating electricity, and heating 
water. Electric projects range in size from 1 to 
35 kW. For this study, we assessed each project 
for technical performance, economic feasibility, 
and physical infrastructure requirements. The 
report discusses near-term applications of small 
wind systems and the physical infrastructure 
requirements that can make feasible a larger array 
of small wind-energy applications. 

Development of Methods for Evaluating 
Small Energy Systems 

Methods have been developed to evaluate the 



energy impacts and cost-effectiveness of small 
energy systems in the following categories: wind­
electric, hydroelectric, geothermal-direct utiliza­
tion, active and passive solar systems, anaerobic 
digestion, and conservation-weatherization. A 
report is being issued discussing these methods of 
project analysis.4 

PLANNED ACTIVITIES FOR FY 1982 

The Appropriate Energy Technology Program is 
being phased out by DOE, and LBL will have no 
further involvement. 
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Energy Conversion by the Retinal Protein, Bacteriorhodopsin* 

L. Packer, A. T. Quintanilha, R. J. Mehlhorn, I. Fry, J. Herz, E. Lam, and S. Tristam-Nagle 

Biological energy-conversion schemes hold con­
siderable promise for harnessing solar energy. Our 
research is concerned with one of the simplest bio­
logical solar-energy converters known: bacteriorho­
dopsin (bR). This pigmented protein is found in 
the cell membranes of certain salt-requiring bac­
teria including Halobacterium halobium. Our 
research program is attempting to determine the 
molecular details of how this protein utilizes 
light from the sun to produce an electrical current 
across the bacterial membranes. We anticipate that 
such understanding will ultimately lead to the pro­
duction of novel photoelectric cells and solar bat~ 
teries. 

Bacteriorhodopsin is the only protein in the 
purple membrane of Halobacterium halobium. The 
retinal chromophore is covalently attached to a 
lysine amino acid side chain of the protein by a 
protonated Schiff base linkage. In the presence of 
light, bR functions as a proton (H+) pump and gen­
erates both pH gradients and electrical potentials 
across the membrane. Following a flash of light, 
the chromophore undergoes a photocycle in which 
several intermediates are identified by distinct 
absorption bands. For the M412 intermediate, reso­
nance Raman studies show that the Schiff base is 
not protonated. This suggests that the chromophore 
is directly involved in the proton pumping process. 

Information on whether other protonatable 

*This work was supported by the Office of Energy 
Research, Office of Basic Energy Science, Division 
of Biological Energy Research of the u.s. Depart­
ment of Energy under Contract No. DE-AC03-
76SF00098. 
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amino acid residues of the protein participate in 
the mechanism of H+ uptake, translocation, and 
release is very important in correlating the pho­
toreaction cycle with molecular models of photo­
chemical conversion. 

The photocycle in bR is initiated after 
absorption of visible radiation (Amax = 570 nm) by 
the retinal chromophore in an all-trans configura­
tion. The initial steps of the photocycle involve 
the isomerization of the chromophore to 13-cis 
retinal. The deprotonated Schiff base forms wit~ 
half-life (t112> of about 50 ~sec. Proton release 
from the extracellular surface of the protein 
occurs in this time range. Later, the deprotonated 
species decays ,with a t112 of 3-5 msec, restoring 
the original all-trans form of the chromophore. 
During this tim~rotons are taken up from the 
cytoplasmic surface of the protein (for a review, 
see Reference 1). To assess significant structural 
features of the protein important for the photocy­
cle, we have used chemical modification of amino 
acid side chains, low temperature, and detergent 
effects on purple membranes. Reconstituted bR con­
taining synthetic membranes have also been used to 
derive information on proton pumping activity. 

ACCOMPLISHMENTS DURING FY 1981 

Chemical Modification Studies 

Last year, we reported2,3 our results with 
modification of carboxyl and guanidinium groups, 
suggesting that a charge-transfer complex essential 
for reprotonation of the Schiff base may exist 
between these two types of groups. The interaction 



betwee~ carboxyl groups and 
g~oup of lysine also appeared to 
H movement.+ Tyrosines were 
involved as H donors for Schiff 
and for the release of H+ at the 
face of the purple membrane. 

at least one amino 
be important for 
also found to be 
base reprotonation 
extracellular sur-

During FY 1981, we have continued and extended 
studies on modification of tyrosines, lysines, and 
arginines (Figure 1). The results can be summar­
ized as follows: 

a. Tryosine: Tetranitromethane modification of bR 
shifted the absorption maximum to 530 nm; the 
reaction was found to be light-dependent at pH 
6.0 and to probably involve only one residue.4 
The decay of the M412 intermediate was unaf­
fected by nitration, whereas the t112 of the 
rise kinetics was accelerated by more than 50 
percent. Chymotrypsin digestion showed that 
most of the 3-nitrotyrosine eluted with the 
larger of the two protein fragments containing 
residues 72-248. Circular dichroism (CD) stu­
dies showed that the nitrated purple membranes 
had lost the negative band at 575 nm, charac­
teristic of exciton coupling in native purple 
membranes. Extensive cross-linking of bR with 
glutaraldehyde prior to nitration did not 
prevent the blue-shift of the absorption max­
imum to 530 nm nor the loss of exciton coupling 

in the CD spectrum. These studies demonstrate 
that modification of a tyrosine other than 
tyrosine 26 (see Reference 5) also leads to a 
blue shift in the spectral properties of the 
Schiff-base-linked retinal and that this effect 
is not due to a disruption of the lattice 
structure of bR. Tyrosine 185 appears at 
present to be the most likely candidate. This 
residue may be sterically restrained because of 
its location next to proline 186·, which may 
explain the large increase in the amount of 
13-cis retinal induced by 3-nitrotyrosine for­
mation of a residue in the large chymotrypsin­
cleaved fragment. 

b. Lysine: At pH 8.8, with a molar ratio of (the 
modifier) fluorescamine to bR of 170, about 6 
residues of lysine were modified, whereas 
arginines were not affected at all. Except for 
the appearance of the fluorescamine peak at 394 
nm and some broadening of the chromophore peak 
at 570 nm, the absorption spectrum of bR was 
not significantly changed after modification.6 
CD studies indicated a loss of exciton coupling 
between bR molecules, and rotational diffusion 
studies suggested a slight increase in the 
mobility of the chromophore after modification. 
However, the spectral changes accompanying the 
light-to-dark adaptation (Amax changes from 570 
nm to 560 nm) of purple membranes were not 

EXTRACELLULAR SPACE 
ILE 

CYTOPLASM 

Figure 1. Schematic representation of how the amino. acids of bacteriorhodopsin 
traverse the membrane. Specific amino acids which have been chemically modified 
are highlighted. The diagram also shows positions where the protein can be 
cleaned with papain, trpsin or chymotrypsin. 
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prevented by fluorescamine treatment. Our 
findings clearly demonstrate thatL unlike what 
has been previously suggested,! exciton cou­
pling between neighboring bR molecules in the 
purple membrane- is not requir.ed for light-to­
dark adaptation. 

c. Arginine: At pH 8.2, 2,3-butanedione reacted 
slowly with all the arginine residues found in 
bR except two; there was no shift of the 570-
nm chromophore Amax• Scatchard and Hill plots 
of 2,3-butanedione treatment of bR indicated 
that onlB 7 arginines were available for modif­
ication. A quantitative analysis of the inhi­
bition of photocycling activity revealed that a 
specific pair of arginines must be modified to 
cause a marked slowdown (maximal 33-fold) of 
M412 decay and a small (1.7 x) inhibition of 
the M412 rise kinetics. The pH dependence of 
M412 decay and of the H+ uptake kinetics sug­
gested a direct involvement of arginines in the 
reprotonation of the Schiff base. We showed 
that the 2,3-butanedione modification, known to 
raise the pK of arginine, also leads to a 
raised pK for M412 decay: this is exactly what 
one would expect if arginine donated its proton 
to the Schiff base. Alternatively, as found in 
other enzymes,9 the role of two ·specific 
arginines may be to regulate structural changes 
during cycling due to their electrostatic bind­
ing to negatively charged groups. 

Low Temperature Studies 

To elucidate the role of tyrosine residues in 
the blue-shift of Amax and the light-driven proton 
pumping of bR, the photochemical reactions of:. 
tyrosine-iodinated bR (tyr-I-bR) were investigated 
by low temperature spectroscopy.10 When bR con­
taining all-trans retinal absorbs light, it goes 
through sever~ntermediates: bath-, lumi- and 
meta-trans bR. 11 

After from 4 to 5 of the 11 tyrosine residues 
of bR were iodinated, the meta-intermediate of the 
photocycle of tyr-I-bR in 75 percent glycerol solu­
tion became so stable that its decay could be 
observed by a conventional spectrophotometer, even 
at room temperature. In the dark and at -650C, it 
was stable for several hours. 

Four different kinds of bathe-intermediates 
were formed by irradiation with green · light 
(500 nm) at -110oc. As in native bR, these bathe­
intermediates were also formed by irradiation at 
-60°C. Using·the difference spectra between meta­
intermediates and tyr-I-bR, the absorption spectra 
of four kinds of tyr-I-bRs, bathe-intermediates, 
and meta-intermediates were estimated. The absorp­
tion maximum of each was at shorter wavelengths 
than that of its corresponding type in the native 
bR system. 

These results indicate that at least two or 
more tyrosine residues·have some role in the blue 
shift in Amax for tyr-I-bR and, therefore, that 
tyrosine residues may be important in determining 
the color of native bR. 
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Effects of Non-Ionic Detergents 

Treatment of purple membranes with the non­
ionic detergents, Triton X-1 00 and 13-
octylglucoside, caused a blue shift of the chromo­
phore absorption peak of bR. This effect was maxi­
mal at detergent concentrations where the exciton 
band in the CD spectrum of the chromophore was 
abolished or drastically reduced. The detergent­
induced blue shift was also observed in 
g~utaraldehyde-treated purple membranes, but the 
detergent effects on the CD spectrum were prevented 
by the cross~linking treatment. 12 

13-octylglucoside caused a · 2- to 3-fold 
increase in the tryptophan fluorescence of either 
native or cross-linked purple membranes. Treatment 
of native 1or cross-linked purple membranes with 
either deter~ent also.caused the chromophore to be 
susceptible ~o bleaching. 

Photocyele kinetics of detergent-solubilized 
purple membr,anes showe9 that the blue-shifted form 
of the chromdphore after solubilization was still 
converted to a 412-nm absorbing species after a 
laser flash. With native or cross-linked purple 
membranes, detergents caused both an acceleration 
in the rise and a slowing of the decay of the 412-
nm intermediate. Both processes became biphasic 
after detergent treatment at pH 7.0. As the pH is 
increased from 5.5 to 9.5, the percentage of the 
slow phase in the decay increased linearly while 
the t112 of decay increases logarithmically. With 
native purple membranes, both rise and decay of the 
412-nm intermediate become biphasic as the pH 
increased beyond 8.5. 

Our results suggest that non-ionic .detergents 

a. Affect retinal-apoprotein interactions, and 

b. Cause changes in the protein structure that 
result in the alteration of pK(s) of amino 
acid residues which participate in photocy­
cling. 

White Membrane Studies 

The discovery by Professor Y. Mukohata13 of 
Osaka, Japan, of a mutant species of Halobacteria 
which forms a "white membrane" has enabled us to 
venture into an exciting and new field of bR stu­
dies. The white membrane forins a patch which 
apparently contains the apoprotein portion of bR 
but totally lacks retinal; a purple membrane can be 
formed by the addition of all-trans retinal. In 
collaboration with Professor Mukohata, we have iso­
lated and purified "white membranes" and have ini­
tiated a series of studies on the reconstitution 
with several retinal analogues. Chemical modifica­
tion prior to reconstitution is currently being 
used to identify steric and ionic constraints in 
the mechanisms of both reconstitution and photocy­
cling. 

Discussion 

At this stage of the investigation, it seems 
clear that some tyrosine residues in bR not only 
may be involved as proton donors and acceptors to 



the retinal Schiff base,2 but also may be responsi­
ble for the red shift in the Amax for absorption of 
retinal, when bound to bacteriorhodopsin. It 
appears likely that the structural location of 
tyrosine 26, and possibly 185, in the bR molecule 
may allow specific interactions with the retinal 
chromophore that leads to a Amax = 570 nm. Our 
low-temperature studies confirm the idea that some 
of the tyrosines in bR are important in determining 
'·max for this retinoprotein. The fact that iodina­
tion of 4 to 5 of the 11 tyrosines produces spec­
tral evidence for four different kinds of batho­
and meta-intermediates in the photocycle suggests 
that a few tyrosines may play a role in the blue 
shift of Amax in the modified bR. 

Whereas exciton coupling was lost after nitra­
tion of tyrosine 185 and Amax was shifted to 
530 nm, after' fluorescamine modification of six 
lysines in the protein, exciton coupling was also 
lost, but no change was observed in Amax• Since, 
in the latter case, the light-to-dark adaptation of 
bR was unaffected, we conclude that exciton cou­
pling is not a requirement for the mechanism of 
light or dark adaptation of bR. 

Furthermore, a specific pair of arginines may 
be directly involved in the reprotonation of the 
Schiff base or in the regulation of structural 
changes in bR during proton translocation. 

Detergents have provided us with a mechanism 
for affecting retinal-apoprotein interactions 
without chemically modifying the protein. As in 
the case of certain modifications, these interac­
tions have resulted in pK shifts of amino acid 
residues which seem to participate in photocycling. 

The foregoing studies have clearly demon­
strated the critical role that bacteriopsin and, in 
particular, certain specific amino acids play in 
both the spectral and CD characteristics as well as 
in the complex kinetics of photocycle intermediates 
and H+ pumping activity of bR. 

PLANNED ACTIVITIES FOR FY 1982 

Chemical Modification Studies 

White membranes are the material ~ excel­
lence for chemical modification investigations of 
the role of the protein structure and different 
types of retinal analogues in the energy conversion 
process. We intend to pursue in depth the modifi­
cation of tyrosine since it appears to be the most 
probable donor and/or acceptor of protons. Our 
recent discovery of the nitration of a single tyro­
sine4 requires further study; the residue needs to 
be carefully identified and its effect on the pho­
tocycle and electrochemical activities thoroughly 
investigated. · 

Site-specific modifications of carboxyl and 
amino groups will be used to label the protein with 
nitroxide spin-probes. Since these probes provide 
us with information on the viscosity and polarity 
of their micro environment, they will be used to 
study conformation changes in bR during photocy­
cling, H+ pumping, and light-to-dark adaption. The 
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steric effects 
the protein will 
the changes in 
probe(s). 

of modification of other groups in 
also be investigated by measuring 

the local environment of the spin 

Electrical versus Electroneutral Steps 
in the Photocycle of Bacteriorhodopsin 

The findings that transmembrane and surface 
electrical potential changes are associated with 
the photocycle in bR14,15 raises several fundamen­
tal questions: (i) Which steps of the photocycle 
are related to charge movements in the protein? 
(ii) Where do these charge displacements occur? 
(iii) How do they affect the kinetics- of the 
cycle? 

To answer these questions, we will make use of 
several strategies: 

a. Chemically modified bR will be used to identify 
those protein residues which are involved in 
charge displacements. 

b. White membranes and different 
will be used to study the 
interactions essential for 
charge displacements. 

retinal analogues 
retinal-apoprotein 

H+ pumping and 

c. Absorption, resonance-Raman, and low-
temperature spectral studies will be used to 
clarify the effects of the charge displacements 
on the vibrational modes of the retinal. On a 
molecular level, this will help to clarify 
where in the chromophore the electrical fields 
exert their strong effects. 

White Membrane Vesicles Regenerated with All­
trans Retinal 

These vesicles exhibit full pH gradients when 
only 10 percent of the bR has been reconstituted, 
but maximum electrical gradients (~~) are not 
observed until 100 percent reconstitution has been 
achieved. Enzymatic iodination of extracellular 
tyrosine residues caused an abolition of light­
dependent~~' with a significant increase in the 
magnitude of the pH gradient. These are very 
interesting findings which warrant further study. 

The effects of other chemical modification 
protocols will be studied. Among these are treat­
ments of vesicles with permeable and/or side­
specific carboxyl, arginine, and lysine specific 
reagents. We wish to learn about specific struc­
tural features of bR that are required for chromo­
phore regeneration and for the generation of~ph 
and/or ~~. Because of the low time resolution of 
our measurements (~s for photocycle and ms for ~ph 
and (~~), the possible occurrence of rapid but 
transient signals cannot be tested. We are there­
fore seeking to develop more permeable ionic spin 
probes. 
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Measurement and Analysis of Circumsolar Radiation* 

D. F. Grether, D. B. Evans, A. J. Hunt, S. G. Kanzler, M. Harms, and M.A. Wahlig 

This project provides measurements and ana­
lyses of the solar and circumsolar radiation for 
application to solar energy systems that employ 
lenses or mirrors to concentrate the incident sun­
light. Circumsolar radiation results from the 
scattering of direct sunlight through small angles 
by atmospheric aerosols (dust, water droplets, or 
ice crystals in thin clouds, etc.). The solar 
energy system will typically collect all of the 
direct solar radiation (originating only from the 
disk of the sun) plus some fraction of the circum­
solar radiation. The exact fraction depends upon 
many factors but primarily upon the angular size 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Solar Electric Technologies, Photovoltaic Energy 
Systems Division of the u.s. Department of Energy 
under Contract No. DE-AC03-76SF00098. 
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(field-of-view) of the receiver. A knowledge of 
the circumsolar radiation is therefore a factor in 
predicting or evaluating the performance of concen­
trating systems. 

The project employs unique instrument systems, 
called "Circumsolar Telescopes," that were designed 
and fabricated at LBL. Each system has a "scanning 
telescope" mounted on a precision solar tracker. 
The telescope is mechanically scanned through an 
arc of 60, with the sun at the center of the arc. 
A digitization of the brightness of the sun or cir­
cumsolar radiation is taken every 1.5' of arc, with 
a complete scan taking one minute of time. One of 
the auxiliary instruments is a pyrheliometer, hav­
ing a fixed field of view (typically 5 to 60) and 
used to provide an estimate, called the "normal 
incidence" reading, of the direct solar radiation. 
The telescope and pyrheliometer have matched, ten-



position filter wheels: one open or "clear-filter" 
position, eight interference filters that divide 
the solar spectrum into eight intervals of roughly 
equal energy content, and one opaque filter to mon­
itor detector noise. The data are recorded on mag­
netic tape, with one tape holding one week's data 
per telescope. 

The telescopes have been operated primarily at 
locations for which the instruments can play a dual 
role: (1) characterization of a region or climate 
and (2) prov~s~on of site-specific data for pro­
posed or actual concentrating solar energy systems. 
The data are used at LBL and other DOE-supported 
institutions, such as Sandia Laboratories and Jet 
Propulsion Laboratory (JPL) to evaluate the perfor­
mance of concentrating systems. 

A secondary purpose of the project is to 
relate the data to the atmospheric processes that 
attenuate the solar radiation available to terres­
trial solar energy systems. 

ACCOMPLISHMENTS DURING FY 1981 

Measurement Program 

Altogether, there are four circumsolar tele­
scopes. An instrument at the JPL Parabolic Dish 
Test Facility at Edwards, California, was operated 
for the entire year. In addition to providing 
specific data for the test facility, this telescope 
also provided climate characterization data for the 
Mojave desert area. A second telescope, located at 
the Advanced Components Test Facility at Atlanta, 
Georgia, was supported through March. The opera­
tion of this instrument was terminated in April 
because of reductions in the project's budget; the 
telescope was returned to LBL in August. The third 
telescope was refurbished at LBL during the year, 
with plans for subsequent relocation of the instru­
ment at Barstow, California, the site of the 10 MWe 
Central Receiver Pilot Plant that is currently 
under construction. Sandia National Laboratories, 
Albuquerque, continued to have the fourth instru­
ment available for measurements in conjuction with 
tests at the Central Receiver Test Facility. 

Systematics of Clear-Filter Data 

Sufficient data are now available to investi­
gate systematic behavior of the circumsolar radia­
tion over a multi-year period. For present pur­
poses, a given measurement of the telescope can be 
considered to consist of the circumsolar ratio, 
taken as a measure of the level of circumsolar 
radiation, and the NI reading (for Normal 
Incidence) of the pyrheliometer. The circumsolar 
ratio is defined as 

R = C/(C + S), 

where 

C = circumsolar (from the edge of the sun out to 
3°) radiation, and 

S = direct solar (coming from the disk of the 
sun) radiation. 

By the design of the telescope, 

NI"" C + S 

Thus, the circumsolar ratio is approximately the 
same as the fractional overestimate that a 
pyrheliometer would make in estimating the direct 
solar radiation. 1 This overestimate is on the same 
order as, but somewhat greater than, the error made 
by a pyrheliometer in estimating the solar radia­
tion available to a solar energy conversion facil­
ity that concentrates the incident solar radiation. 

It had been observed previously1 that there is 
a correlation between NI and R for any given month. 
Consider the middle of the day, defined as the 
period from three hours after sunrise to three 
hours before sunset. During this period the air 
mass (the amount of atmosphere between the earth 
and the sun), and thus the attentuation of the 
direct sunlight by the normal atmospheric consti­
tuents, is relatively constant. For very clear 
skies, NI will be about 1000 watts/m2. As NI 
decreases due to increasing amounts of scattering 
and absorption by atmospheric aerosols or thin 
clouds, the circumsolar level increases in a sys­
tematic way. Any given value of NI is associated 
with a fairly narrow range of circumsolar ratios. 
The question addressed this year was whether or not 
the relationship changes with time and, if so, 
whether there is a seasonal effect. 

The data for a given month were first 
separated into bins, each 200 watts/m2 wide in NI. 
For each bin, the mean value of the circumsolar 
ratio· was calculated. Shown in Figure 1 are the 
results for two of the NI bins: 700-900 w/m2, which 
corresponds to moderately clear skies; and 300-
500 w/m2, which corresponds to hazy skies. In both 
graphs, the solid curve represents the average 
annual behavior; the same curve is displayed for 
each year. For the moderately clear sky case, a 
definite seasonal pattern is present, with winter 
peaks in the mean circumsolar ratio of 5 to 10 per­
cent, and summer minima of about 2 to 3 percent. 
Any algorithm intended to predict the circumsolar 
ratio based on pyrheliometer readings must clearly 
take into account the seasonal dependence. On the 
other hand, the data for hazy skies show large 
fluctuations about an average circumsolar ratio of 
approximately 30 percent but no apparent seasonal 
dependence. 

Colored Filter Data 

Further progress was made this year in analyz­
ing the colored filter pyrheliometer data for 
application to wave-length selective systems, such 
as concentrating photovoltaic devices. The first 
step in the analysis had been to characterize the 
transmission function (transmission vs. wave 
length and time) of each filter over an approxi­
mately three-year period of use. The filters are 
of the interference type (multi-layered dielec­
trics) and are subject to degradation. The func­
tions were constructed from a combination of: 
(1) spectrophotometer measurements of the transmis-
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Figure 1. The mean monthly value of the circumso­
lar ratio, as defined in the text, plotted from May 
1976 through December 1979 for Albuquerque. The 
data are limited by the criterion that the Normal 
Incidence (NI) value of the pyrheliometer be 
between certain values as indicated on the graphs. 
The solid curve represents the average annual 
behavior of the data points. 
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sion of the filters.made at the beginning and end 
of the measurement period, · (2) evidence for the 
degradation of the filters as obtained from meas­
urements for clear sky conditions, and (3) an 
atmospheric transmission computer model. Details 
are given elsewhere.2,3 

Given a knowledge of the filter transmission 
functions, the second step was to invert the 
pyrheliometer readings to obtain the spectral dis­
tribution of energy in the sunlight. Because the 
transmission of any given filter has a complex 
dependence on wave length, the inversion cannot be 
carried out exactly, and an estimation method must 
be used. The method involves calculating an effec­
tive transmission over a nominal pass band for each 
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filter.2 The energy content of the solar spectrum 
within the nominal pass band is obtained (i.e., the 
inversion is carried out) by dividing the 
pyrheliometer reading by the effective transmis­
sion. Some monthly average results for two of the 
filter bands for the Mojave desert area (China Lake 
and then Barstow) are shown in Figure 2. A given 
data point is the ratio of the monthly total energy 
content for the indicated band to the monthly total 
for the clear ("no") filter case. Thus, the figure 
shows the relative amount of energy in a given part 
of the solar spectrum and its dependence on time. 
For the 0.38-0.46 ~m band, there is an obvious 
seasonal dependence, with winter minima and summer 
maxima. This behavior is to be expected because, 
in winter, the atmospheric path is longer and 
relatively more of the short-wave radiation is 
absorbed by.the atmosphere. For photovoltaic dev­
ices the plot for the 0.72-0.85 ~m band is of more 
interest because the peak efficiency of typical 
(e.g., silicon) solar cells lies in this wave­
length region. The data show little if any sea­
sonal dependence (note that the graph has a 
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Figure 2. The relative amount of energy in the 
indicated portions of the solar spectrum for the 
Mojave Desert area (China Lake and Barstow). The 
data are from July 1976 through December 1979. 
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suppressed zero). Thus, the preliminary indication 
is that it may not be necessary to have extensive 
wave-length-dependent measurements in order to 
evaluate properly the expected performance of pho­
tovoltaic devices if monthly totals, as opposed to 
hourly values, are being used in the evaluation. 

PLANNED ACTIVITIES FOR FY 1982 

As a consequence of budget reductions for the 
DOE Solar Program, this project is unfunded for FY 
1982. Plans call for the refurbished telescope 
(see Measurement Program above) to be moved to Bar­
stow and to be operated as part of the technical 
evaluation of the performance of the pilot plant. 

work 
data. 

If a modest level of support is available, 
will continue on the analysis of the existing 
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Support for SOLERAS Solar Cooling Engineering Field Tests* 

M.A. Wahlig and F. H. Salter 

LBL provides technical consulting and manage­
ment services to support the Solar Energy Research 
Institute's overall management of the SCLERAS Solar 
Cooling Engineering Field Tests. These field tests 
are part of the Urban Solar Applications Program 
within the Joint United States--Saudi Arabian Pro­
gram for Cooperation in the Field of Solar Energy 
(SCLERAS). 

The objective of the Solar Cooling Engineering 
Field Tests is to bring solar cooling one step 
closer to commercialization on a competitive basis 
with conventional cooling systems. To meet this 
objective, modifications were made to systems 
developed under the National Solar Cooling Program 
to advance overall system performances, while at 
the same time lowering system design, installation, 
and maintenance costs. 

The engineering field test is defined as the 
fabrication, installation, operation, and evalua­
tion of a complete solar cooling system on an 
operational building for the purpose of verifying 
such predicted system parameters as thermal perfor-

~'This work was supported by the Solar Energy Re­
search Institute, through the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098, under 
an agreement with the United States-Saudi Arabian 
Joint Commission on Economic Cooperation. 
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mance, cost effectiveness, reliability, maintaina­
bility, and installation ease. The engineering 
field test is expected to approximate the condi­
tions to which a fully marketable solar cooling 
system would be subjected. 

With the above in mind, two absorption and two 
Rankine solar cooling systems were installed in 
Phoenix, Arizona, in the winter/spring of 1981. 
Phoenix was selected for these installations 
because its climate is similar to the climate in 
parts of Saudi Arabia. Three of the four systems 
have air-cooled chillers to better adapt the system 
to the limited water availability in Saudi Arabia. 

ACCOMPLISHMENTS DURING FY 1981 

Installation designs were completed early in 
FY 1981, and the following systems were installed 
in Phoenix. 

• Carrier Corporation installed a 15-ton 
water-cooled absorption cycle chiller at 
BDP-Day and Night Air Conditioning. The 
building is a high-bay structure of concrete 
block with a small office area, which is to 
be cooled, , and a large warehouse area. 
Powered by about 1400 ft2 of tracking para­
bolic trough collectors, the absorption unit 
is designed to deliver 47 kW of cooling to 



• 

• 

the offices. Storage for the system con­
sists of a large 2500-gallon tank for heat 
storage and a small thermal ballast tank 
which helps prevent excessive chiller 
cycling. 

Carrier Corporation's second project is a 
10-ton, air-cooled absorption cycle chiller 
at Sigler-Faigen. The building is a high­
bay, concrete-block building combining 
office space, showroom space, and a ware­
house area. Powered by about 1000 ft2 of 
tracking Fresnel-lens collectors, the 
absorption unit is designed to deliver 36 kW 
of cooling to a computer room facility. 
Storage for the system includes a large 
4000-gallon cold-storage tank for twenty­
four-hour cooling and a small thermal bal­
last tank. 

Honeywell, Inc. installed a 14-ton air­
cooled Rankine cycle unit'at an Arizona Pub­
lic Service building. The building is a 
single-story brick structure consisting 
entirely of office and lab space. The sys­
tem is powered by 2400 ft2 of evacuated­
tube-type collectors and is designed to 
deliver 46 kW of cooling, about one-half of 
the entire building load. Gear reduction 
enables the Rankine turbine to drive a con­
ventional Trane reciprocating compressor. 
An induction motor with clutches on each end 
is mounted between the gear box and the 
compressor to permit the following modes of 
operation: 

a. Compressor driven by turbine with excess 
energy converted to electrical power, 

b. Compressor driven by turbine with addi­
tional power supplied by the induction 
motor as needed, 

c. Compressor driven by induction motor, 

d. Induction motor driven by turbine to 
generate electricity. 
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No storage tanks are used with this system 
because all excess energy is converted to 
electrical power, utilizing the electrical grid 
as the storage system. 

• United Technologies Research Center 
installed an 18-ton air-cooled Rankine 
cycle unit at Hamilton Test Systems. The 
building is a single-story office structure 
with extensive external shading provided by. 
overhangs and greenery. Powered by 1300 
ft2 of tracking parabolic-trough collec­
tors, the system is designed to deliver 60 
kW of cooling to the building. Storage for 
the system consists of a 2000-gallon cold 
tank and a 1500-gallon hot tank. In this 
system, a small high-speed centrifugal 
compressor is directly driven by the Rank­
ine turbine. 

During FY 1981, 
of these projects was 
areas: 

LBL's activities in 
primarily in the 

support 
following 

• Complete critical design reviews, 

• Review final construction plans and 
specifications, 

• Factory visits to inspect equipment 
prior to shipment, 

• Frequent site visits to follow and 
report on construction progress, 
start-ups, and acceptance tests, 

• SOLERAS-DOE design review meeting, 

• Dedication of projects. 

PLANNED ACTIVITIES FOR FY 1982 

LBL's contract expired at the end of FY 1981. 
However, LBL may be involved in a final series of 
start-ups and acceptance tests after various im­
provements are made to the four systems in the 
spring of 1982. 



LBL Building 71 Solar Cooling Project* 

F. H. Salter 

This active solar cooling project is part of 
the Department of Energy (DOE) Solar in Federal 
Buildings Program. The purposes of this program 
are to demonstrate the Federal Government's confi­
dence in the solar industry and to stimulate growth 
and technical improvements in solar technology 
through the installation and demonstration of a 
variety of commercially applicable solar energy 
systems in buildings owned or occupied by the 
Federal Government. The program provides technical 
and financial assistance through interagency agree­
ments to Federal agencies for design, acquisition, 
construction, and installation of solar heating and 
cooling equipment projects. 

LBL Plant Engineering Department is responsi­
ble for project engineering and contract adminis­
tration for this project. LBL's duties include: 
preparing the project proposal, preliminary 
engineering, conceptional design, design criteria, 
selection of an outside A/E for final engineering 
and preparation of plans and specifications, 
engineering and administrative support for the A/E, 
periodic review of the final design, administration 
of the bid process and subcontract negotiations, 
construction supervision, acceptance testing, and 
extended field testing of the system. The LBL 
Active Solar Research Group provides technical 
assistance and review of the project. 

Overall administration of this project is pro­
vided by the San Francisco Operations Office of the 
Department of Energy (DOE/SAN). DOE/SAN has sub­
contracted technical management of this project to 
Energy Technology Engineering Center (ETEC). 
Approval of the final design by DOE/SAN and ETEC is 
required prior to release of construction funds. 

ACCOMPLISHMENTS DURING FY 1981 

An intragovernmental order to proceed with the 
design of the project was received in January 1981. 
LBL developed preliminary engineering and design 
criteria for the project. Interactive Resources of 
Richmond, California, was selected in July 1981 to 
provide final engineering. The design was about 70 
percent complete by the end of FY 1981. 

Scope of Project 

The Solar Cooling System will provide substi­
tute capacity for the existing Building 71 
chilled-water system by installing the new chiller 
next to and in parallel with the existing electric 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Solar Heat Technologies, Active Heating and Cooling 
Division of the u.s. Department of Energy under 
Contract No. DE-AC03-76SF00098. 

chillers·, which will be retained for backup. The 
system will consist of roof-mounted collectors, 
storage tanks, and a nominal 25-ton lithium-bromide 
chiller package and associated pumps, piping, insu­
lation, valves and fittings, controls, and instru­
mentation. The chiller package will be supplied by 
Arkla and will be field-tested in the Solar Cooling 
System. Because more than 25 tons of cooling are 
continuously required at ~uilding 71, the solar 
chiller will operate at full load for an average 
6 hours per day. 

The following table summarizes design param­
eters: 

Chiller Capacity 22 tons 

Chiller COP 0.73 

Average Operation 6 hr/day (at 22-ton loading) 

Generator Entering Water Temp. 1800F (adjustable 170oF to 2000F) 

Leaving Chilled Water Temp. 

Entering Condenser Water Temp. 

Maximum Storage Temp. 2500F 

Collector Area 6000 ft2 (gross area) 

Collector Type evacuated tube collector 

Storage Tank 2500 gallons 

Thermal Ballast Tank 500 gallons 

Expansion Tank 500 gallons 

The collector.array will utilize stationary mount, 
concentrating (CPC reflector), and vacuum-tube 
receiver solar collectors to accomplish the 2500F 
maximum-design temperature. The collector design 
will emphasize simplicity and durability to m~n~m­

ize maintenance. This is essential to this project 
because access to the collectors will be restricted 
due to roof radiation during operation of the 
Building 71 accelerator. Because fluid will be 
contained in continuous copper tubing, glass tube 
breakage will not disrupt system operation, and 
tube replacement can be scheduled for periods when 
the accelerator is not operating. Further relia­
bility will be accomplished by using high quality 
"Pyrex-type" evacuated tubes that are less prone to 
breakage. The collectors will have no cover glass, 
making tube replacement easier. 
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PLANNED ACTIVITIES FOR FY 82 

Final approval of the plans and specifications 
of the Building 71 Solar Cooling System was given 
by ETEC and DOE in December 1981. 



Remaining Project Schedule. 

Advertise for bids 
Early February 1982 

Construction contract signed by all parties 
Early May 1982 

Construction complete 
September 1982 

Acceptance test complete 
October 1982 

Final construction status repo~t 
November 1982 

Field Tests 

This project has been approved for inclusion 
in the National Solar Data Network and will have 
instrumentation installed and data processed by 
Automation Industries, Inc. - Vitro Laboratories 
Division. 

DevelQpment of a 30-kW High Temperature 
Solar Recei~er Using Small Particles as the Heat Exchanger* 

A. J. Hunt, M. I)e!ringer, D. B. Evans, L. Hansen, P. G. Hull, and D. Paydarfar 

The solar resource is distinguished from trad­
itional energy sources by two main features. 
First, sunlight arrives on earth as pure radiant 
energy, with no conductive or convective heat 
transfer. Second, sunlight is characteristic of a 
source with much higher - temperature than other 
present-day energy supplies. Because of these 
differences, we must independently evaluate the 
techniques of heat exchange and energy conversion 
used with solar energy and not simply adopt the 
technology developed over the last century for 
using conventional energy sources. The work 
described here utilizes a novel approach to match 
the unique characteristics of concentrated sunlight 
to the requirement of heating a gas. 1,2 

The purpose of this work·is to develop a new 
type of solar thermal receiver that utilizes con­
centrated sunlight to heat a·gas to high tempera­
ture to operate a turboelectric generator or to 
supply industrial process heat. The Small Particle 
Heat Exchange Receiver (:SPHER) uses a very small 
mass of ultrafine carbon particles suspended in a 
gas to absorb sunlight and transfer the heat to the 
gas. The concentrated sunlight, provided by a para­
bolic dish or system of mirrors, passes through a 
window into a chamber containing the absorbing 
suspension. Because the particles are very small, 
they are not significantly affected by gravita­
tional or inertial forces; they are effectively 
part of the gas. An extremely small mass of these 
particles proVides a large_ ·surface area for solar 
energy collection and heat·exchange. The particles 
heat until they react chemically with the gas or 
vaporize. The particles may be used in a once­
through fashion because of the very low mass of 
carbon required. 

*This project was supported by the Solar Thermal 
Test Facilities Users Association, a non-profit 
corporation which manages ,high temperature solar 
thermal testing for the u •. s. Department of Energy, 
under contract DE~AC03-76SF00098.-
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Major advantages of this receiver are high 
efficiency, low pressure loss, simplicity, and 
light weight. Other benefits of this approach are 
a lower chamber temperature for a given output-gas 
temperature and freedom from cycling and lifetime 
problems experienced in other heat exchangers. The 
SPHER concept is suitable for a wide range of sizes 
and a variety of applications. 

ACCOMPLISHMENTS DURING FY 1981 

.This year, the ·project moved from conceptual 
studies and experimental investigations to a solar 
proof-of-concept. In an agreement with the Solar 
Thermal Test Facilities Users Association, we 
undertook the design and construction of a 
receiver3 capable of heating ambient air to approx­
imately 8Qooc with a power conversion capability of 
30 kW. The system consists of two major com­
ponents, the particle generator and the receiver, 
and it also includes instrumentation and an air 
supply system. It is planned to test the receiver 
in 1982 at the Advanced Components Test Facility 
(ACTF) on the campus of the Georgia Institute of 
Technology. The development work performed in FY 
1981 on the major components is summarized below. 

Particle Generator 

The function of the particle generator is to 
provide a sufficient flow· of absorbing particles to 
insure that more ~han 90 percent of the radiant 
energy entering the receiver is 'absorbed·directly 
in the gas-particle suspension. The particle gen­
erator was developed in two stages. A laboratory 
version of the generator was built to demonstrate 
that an adequate particle flow could be produced to 
reach the 30-kW power rating. After the laboratory 
generator was developed sufficiently to achieve the 
output required, a new generator suitable for solar 
testing was designed. 



The generator produces particles by pyrolysis 
of acetylene gas injected with a carrier gas 
(argon) into a heated tube. A laboratory generator 
was constructed using a downward flow through a 
heated quartz tube, as is illustrated in Figure 1. 
Through a series of experiments and modifications, 
the output of the generator was increased until a 
problem was encountered with carbon build-up on the 
gas injector. The gas injection port was 
redesigned to provide cooling for the tip, and a 
further series of experiments resulted in a maximum 
particle production rate of about 25 mg/sec. This 
was in excess of the calculated requirement of 16.1 
mg/sec for the 30-kW receiver. 

After the successful scale-up of the labora­
tory generator, a new generator was designed that 
was capable of being transported to a remote site 
and of being operated on the tower of the solar 
receiver test facility at Georgia Institute of 
Technology. This field version of the generator 
also incorporated design changes to further 
increase the output and to simplify its operation. 
A stainless-steel reactor tube was used instead of 
quartz, and the reaction zone was lengthened to 
enhance the particle production. The field genera­
tor was constructed and underwent preliminary tests 
at the end of the fiscal year. 

The output of the particle generator is moni­
tored by measuring the opacity of the particle 
suspension with the transmissometer diagramed in 
Figure 1. It consists of an extinction tube 
equipped with a series of baffles to isolate the 
end windows and provide a known extinction path 
length. A helium-neon laser beam is passed through 
the tube, and the transmitted light is measured by 
a detector. To determine the absorption capability 
of the particles, the particle mass loading must 
also be determined. This was measured by weighing 
the particles deposited on a filter from a known 
volume of gas, as illustrated in Figure 1. 

Samples of the particles, taken on Nucleopore 
filters at all stages of work, were examined with a 
scanning electron microscope to determine their 
average size and state of aggregation. The results 
of an examination of the residual gas using mass 
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Figure 1. Schematic drawing of the particle gen­
erator and measurement apparatus. 
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spectrometry indicated the residual gas consisted 
mainly of hydrogen and acetylene. 

Receiver Design 

The receiver provides containment for the 
gas-particle mixture while it is being heated. It 
consists of a window, an open volume in which the 
sunlight is absorbed, and a gas injection and 
exhaust system. Because the SPHER is basically 
different from traditional heat exchangers, a new 
set of criteria had to be developed to guide its 
design. The size of the receiver is dictated by 
the density of the absorbing particle suspension 
and the allowable flux density on the walls. Con­
siderable effort went into the design to minimize 
the radiant flux density incident on the receiver 
walls. 

The dimensions of the receiver were dictated 
by the beam geometry at the ACTF and the desire to 
maximize the power conversion ability without 
requiring an excessive scale-up of the particle 
generator. The completed receiver will be capable 
of operating at power levels significantly higher 
than 30 kW by using a particle generator with a 
larger capacity. The size of the receiver to 
obtain a specific absorption within its volume is 
inversely proportional to the rate of particle pro­
duction. Because there is a capital cost associ­
ated with the size of the chamber and an operating 
cost to supply the absorbing particles, the size of 
future direct absorption receivers will be deter­
mined by minimizing the sum of the capital equip­
ment and operating costs. 

The shape of the receiver chamber was deter­
mined by positioning the walls at locations to 
minimize incident flux density. Because the flux 
density is a function of both the collector field 
geometry and the absorption occurring in the 
chamber, a new method to predict the flux was 
developed based on measurements of the collector 
system.4 The measurement was made by placing a 
small aperture at the planned location of the 
receiver window. Then the flux density was deter­
mined with a scanning calorimeter bar over a plane 
at a distance behind the aperture that is large 
compared to the size of the opening. These data 
provide detailed information about the angular dis­
tribution of flux and are used with an analytic 
method to calculate the flux density on an arbi­
trary surface. The calculation (implemented on a 
large-scale computer) also determines the effect of 
the absorbing suspension. Figure 2 is a map of the 
flux density in a vertical plane above the focus of 
the ACTF. Figure 3 is a cross-sectional view of 
the receiver. The window at the bottom admits the 
solar flux into the inner region. Comparing Fig­
ures 2 and 3 indicates the strong influence of the 
flux density pattern produced by the concentrator 
on the shape of the absorption chamber (A in Figure 
3). 

Figure 3 illustrates the main features of the 
SPHER design. The gas-particle mixture is routed 
into the nozzle ring B. A total of 18 nozzles (C) 
direct the gas flow from the nozzle ring into the 
chamber to cause a significant swirling motion. 
This circular motion organizes the flow in the 
chamber and reduces the possibility of hot spots 
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Figure 2. Measured lines of constant flux density 
inside the SPHER for no absorption. The distances 
on the axes are measured in inches from the focal 
point. Flux density contours run from 8 W/cm2 to 
48 W/cm2 (nearest the focus) in intervals of 4 
W/cm2. 
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Figure 3. Sectional view of th~ ~PHER absorption 
chamber: (A) absorption chamq~r, (B) nozzle ring, 
(C) gas injectors, (D) window, (E) exhaust tube, 
(F) spring leg supports,. (G) bellows assembly, (H) 
outer skin, {J) location of radiation shielded 
thermocouple. 
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originating from axially nonuniform flux distribu­
tions. The gas-particle mixture circulates cycloni­
cally to the axis near the window (D), where the 
exit tube (E) is located. A unique aspect of the 
design involves the transparent quartz tube that 
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penetrates the high-flux region. The tube acts as 
a·n exhaust port and insures that the gas-particle 
mixture passes through the maximum flux density 
region before leaving the receiver. The use of a 
quartz tube provides a refractory exhaust pipe that 
does not interfere with the flux distribution 
because it is transparent. 

The nozzle ring and absorption chamber are 
supported by a set of flexible spring legs (F) 
mounted to a rigid toroidal tube that carries the 
weight of the receiver. A bellows assembly (G) 
near the top of the receiver reconciles the thermal 
expansion of the interior of the chamber with the 
cool outer skin (H). A thermocouple equipped with 
multiple heat shields is located in the exhaust 
tube at location J. The region between the absorp­
tion chamber (A) and the outer skin is filled with 
compressible high-temperature insulation to m~n~m­

ize the heat losses from the absorption chamber. 

To minimize costs, no "super" alloys were used 
in the construction of the receiver or generator. 
The lining of the receiver is stainless steel, 
fabricated mostly from sheet metal stock. An air 
induction system based on the Coanda effect is used 
to produce the inlet gas flow because of its ease 
of control and operation. 

PLANNED ACTIVITIES FOR FY 1982 

The construction of the SPHER will begin in 
October of 1981. The receiver will be fabricated 
largely by the sheet metal section of the LBL 
mechanical shops. The construction will be com­
pleted in December and the receiver moved to 
laboratory facilities at LBL for initial check-out. 
The air supply and measurement system will be 
tested, the particle generator connected to the 
receiver, and the instrumentation completed. A 
2.2-kW xenon arc lamp will be used for low-power 
testing and system check-out. Laboratory flow 
tests are scheduled for the beginning of December 
and will continue into 1982. The receiver will be 
moved to the Georgia Tech facility in the spring or 
summer of 1982 for solar testing and evaluation. 
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Diffractive Solar Collection Systems* 

D. B. Evans and A. J. Hunt 

The purpose of this project is to investigate 
solar collector systems based on the diffraction of 
light. Present solar collection systems rely on 
reflection or refraction of sunlight. The tech­
nique proposed here is based on the use of diffrac­
tive optics, in particular Holographic Optical Ele­
ments (HOE's), to intercept sunlight and diffract 
it toward an energy conversion or storage device 
(e.g., photovoltaic cell, solar thermal receiver, 
or thermal mass). 

HOE's can be made by exposing a dye-sensitized 
emulsion to the interference between two beams of 
coherent light. 1 The characteristics of the HOE 
are determined by the position and strength of the 
optical elements used to form the beams. A simple 
point focus HOE can be made by interfering a 
plane-parallel wave front with a coherently related 
spherical wave front originating from a point 
source. Diffractive optical elements can be used 
instead of conventional optics to concentrate, 
spectrally separate, or redirect sunlight. Because 
of the unique diffractive properties of HOE's, many 
effects occur that cannot be achieved with geometr­
ical optical systems. For example, the diffraction 
characteristics may be used to focus and guide 
differing wavelengths of light to photocells with 
matching spectral responses. Theoretical efficien­
cies for the conversion of light to electricity can 
exceed 50 percent for an array of photocells with 
graded band-gap energies. In daylighting applica­
tions, holographic coatings may be placed on win­
dows to guide sunlight deep within a room to pro­
vide task lighting to areas of the building that 
would not otherwise receive natural lighting. 

Other fascinating possibilities open up when 
the unique properties of HOE's are applied to solar 
collection optics. Multiple holographic exposures 
can be superimposed on an emulsion or arranged 
side-by-side in narrow strips to successively 
refocus the moving image of the sun onto a station­
ary receiver. Using these techniques, sunlight 
might be focused onto a fixed receiver throughout 
the day without the need for moving parts. There 
are, however, potentially significant restrictions 
on the efficiencies attainable using refocusing 
techniques. 

In addition to being technically feasible, 
solar HOE's have the potential for low cost, mass 
production procedures. Once a "master" hologram 
has been produced with the proper characteristics, 
it can be duplicated by contact-printing tech­
niques. An even lower cost device may be made by 
embossing plastic films with metal masters. 

*This project was supported by the Director's Dis­
cretionary Fund through the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098. 

ACCOMPLISHMENTS DURING FY 1981 

During the past year, the LBL Solar Group has 
been investigating diffractive collector concepts 
as part of an overall program to study the optical 
properties of matter of small dimensions. This 
diffractive work can be divided into three areas. 
The first area involves basic studies of the gen­
eral characteristics of holographic optical ele­
ments when considered for solar applications. 
Topics of interest in this area include the impact 
of the wavelength-dependent nature of diffractive 
systems on solar designs and the significance of 
traditional concepts such as flux concentration 
when viewed in a diffractive context. The second 
area of the program has centered around more 
detailed analytical calculations of the performance 
of specific concentrating HOE's. An ultimate goal 
is to develop a set of computer-assisted design 
tools for solar holographic systems. An interest­
ing by-product of this branch of the research has 
been the production of computer-generated HOE's 
using LBL's computer-graphics facilities. The 
final area of the research has been the development 
of a complementary experimental program. This 
experimental effort not only provides validation of 
our analytical techniques but also has been geared 
toward developing laboratory techniques for charac­
terizing the true efficiency of HOE's in solar 
applications. 
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Analytical Studies 

To gain an understanding of perhaps the sim­
plest type of concentrating HOE, analytical studies 
during FY 1981 began with a detailed analysis of 
the geometry and spatial distribution of interfer­
ence fringes for holograms whose image is a 
coherent point source oft6ight. For this type of 
HOE, the position of the n interference fringe is 
determined by the relation: 

n = ~ (p- z- x sin~), 
A 

where A is the wavelength of light, ~ is the angle 
(assumed to lie in the x-z plane) of the reference 
beam with respect to a normal to the hologram 
plane, z is the closest distance from the point 
source to the hologram plane and p is the distance 
from the point source to a point P(x,y) on the 
hologram plane. It follows that the fringe spatial 
frequency in the plane of the hologram is given by 

A computer analysis based on the preceding 
equations was performed to quantify the relation­
ship between various geometrical factors and the 



fringe spatial frequency distributions characteris­
tic of sample concentrating HOE's. A result of 
particular interest from this analysis is the rapid 
increase in fringe spatial frequency as the refer­
ence beam angle, ~. is increased. It was found 
that beam angles as small as 30 can be expected to 
result in fringe spatial frequencies as large as 
2000 lines/mm. This result is significant in that 
it dictates rather stringent resolution require­
ments for emulsions used to produce off-axis HOE's. 

Computer-Generated HOE's 

As a next step in the understanding of the 
basic focusing HOE, the same relations given above 
were used to make several computer-generated HOE's. 
For computational purposes, the hologram plane was 
represented as a finely spaced grid of points. 
Hologram transmission values for each point on the 
hologram plane were then calculated and plotted on 
film, using a high resolution microfilm output dev­
ice, the Dicomed D48. Figure 1 shows a magnified 
representation of a typical computer-generated HOE. 
Based on the fringe spatial frequency analysis, 
HOE's produced were limited to the on-axis (~ = 0) 
type to keep the resulting fringe spatial frequen­
cies within the resolution limits of the graphics 
device (- 200 lines/mm). Despite the limited reso­
lution capabilities of the Dicomed, the computer­
generated HOE's exhibited good focusing capabili­
ties, although diffraction efficiency was low. 

An interesting feature of the HOE's produced 
by this technique is what appear to be spurious 
images on the hologram itself. A closer investiga­
tion reveals that this effect is due to quantiza­
tion errors inherent in the finite mesh technique 
used to produce the HOE's. An analysis of this 
effect in terms of its Fourier-transformed image 
indicates that this "optical noise" is potentially 
separable. Based on this analysis, we are 

Figure 1. Magnified image of a computer-generated 
HOE. 

(XBL 822-8119) 

2-30 

currently investigating techniques for making 
high-quality optical copies of these computer­
generated HOE's by spatial filtering of the Fourier 
transform of the image. 

Computer Reconstruction of Holographic Images 

The techniques used in producing computer­
generated HOE's have been extended to provide a 
simulation of the complete holographic process, 
including image reconstruction. As described in 
the previous section, the resultant interference 
intensity at each point on the holographic plane is 
represented by a value on a fine mesh grid. Using 
a suitable model for the hologram of interest, the 
intensity at each point on the mesh is related to a 
corresponding value of transmission for the holo­
gram at that point. This resulting transmission is 
then used to calculate the interference contribu­
tion from that point on the hologram to each point 
on a corresponding grid mesh representing the image 
plane. The contributions from all points on the 
hologram are then summed to give the total inten­
sity at each image plane point. Global parameters, 
such as spot size and efficiency, can easily be 
calculated by numerical integration of the inten­
sity distribution over an appropriate area of the 
image plane. 

Figure 2 illustrates the results of this tech­
nique for the case of an on-axis, point-source HOE. 
The resultant intensity in the image plane is plot­
ted logarithmically as a function of position along 
a line through the focus in the HOE's image plane. 
The fine structure evident in this plot is a result 
of the finite mesh used on the hologram plane and 
illustrates the need to use the smallest possible 
mesh when detailed intensity behavior on the image 
plane is to be studied. These small-scale pertur­
bations can be neglected when efficiency integrals 

I 

1.008E•0111 

1.008E-0 I 

,ft 

~ I~ I Ullll\, I~ ~ 1ft 
) 

~~~ ~~~~ 
I.OOIIJE-04 

I.IIKNE-05 

1 .000E·OO 

.000£-07 

-499.0G!I -399.28 -299.<49 -199.60 -99.81!1 e.ee 99.81 199.61 299.41 399.28 499.111 

Cl£ LNJT : .IIE-eG t£TERS 

Figure 2. Intensity distribution of a computer­
reconstructed image, as described in the text. 

(XBL 824-9221) 



are being evaluated, as long as their scale is 
truly small with respect to the given area of 
integration. This condition may be met by proper 
selection of the hologram mesh size. 

The LBL Experimental Program 

In an effort parallel to the theoretical 
analysis described above, an experimental program 
has been conducted to more fully understand the 
practical aspects of the utilization of HOE's for 
solar applications. One aspect of this experimen­
tal program involves the production and characteri­
zation of optical HOE's as validation of our 
analysis techniques. To date, a number of point 
focus HOE's have been made using high-resolution 
silver halide emulsions. Some of these HOE's were 
constructed to match as closely as possible the 
geometric configurations in our theoretical ana­
lyses. The reconstruction intensity distributions 
of these test HOE's have been measured and will be 
compared with computer predictions. In addition to 
the validation effort, efficiency measurements are 
being made on the test HOE's to gain a practical 
understanding of the dependence of HOE efficiency 
on various physical parameters, such as exposure 
and development conditions. 

PLANNED ACTIVITIES FOR FY 1982 

The computational techniques currently being 
used are strictly applicable only to the case of 
thin holograms and are inconvenient to modify for 
different construction geometries and/or holo­
graphic models. During FY 1982, these calcula­
tional techniques will be reorganized into a logi­
cally modular structure using an operator represen­
tation of the holographic process based on the 
theories of Nazarthy and Shamir.2 Using this 
theoretical structure, each element of the holo­
graphic system can be represented as a discrete 
operator whose detailed specification may be 
changed as required. Effects due to finite beam 
size, apertures, and the modulation transfer func­
tion of the holographic medium can then be included 
as additional optical operators. The ability to 
include these effects is imperative for the study 
of HOE's illuminated by non-ideal sources such as 
the sun itself. 

The feasibility of extending our analyses to 
thick or volume holograms will also be addressed. 

In considering the three-dimensional nature of the 
volume hologram, a much more complex mathematical 
theory is required, primarily to account for the 
depletion of the incident beam as it propagates 
through a highly efficient diffractive medium. A 
potential technique involves the Fourier decomposi­
tion of a focusing HOE into a series of constant­
frequency gratings each of which may be described 
by a generalized coupled-wave theory.3-5 

In future years, we plan to extend our experi­
mental program to the characterization of the 
effects of reconstruction wave length and beam 
geometry and to a study of the relationship between 
holographic concentration and field of view in real 
HOE's. The plan is to develop an operational 
definition of solar holographic efficiency, while 
exploring laboratory techniques to measure that 
efficiency. In pursuing this goal, we plan to use 
the facilities of local holographies companies 
while we expand our own laboratory measurement 
capabilities at LBL. 
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ENERGY EFFICIENT BUILDINGS PROGRAM 

INTRODUCTION 

In 1981, 35 percent of United States resource 
energy was consumed by the building sector. In 
contrast, the energy burned as gasoline represents 
only 14 percent of our energy use. With the scar­
city of fuel and the attendant rise in fuel prices, 
it has been necessary to make radical design 
changes in automobiles and buildings to enhance 
their efficiency at the lowest possible cost and 
without compromising their previous level of ser­
vice. For new automobiles, Congress mandated a 
factor-of-two improvement in efficiency. For 
existing buildings, research has shown that present 
resource energy use can be similarly reduced by 50 
percent through careful retrofitting. In the case 
of new construction, houses and commercial build­
ings are already being designed to use only half 
the energy of their pre-1975 counterparts, but our 
research findings suggest that, to minimize life­
cycle cost, we should--and can--further reduce this 
figure to 10 percent in the case of residences and 
to 20 percent in the case of commercial buildings. 

The aim of the Energy Efficient Buildings Pro­
gram is to conduct theoretical and experimental 
research on various aspects of building technology 
that will permit such gains in energy efficiency 
without decreasing occupants' comfort or adversely 
affecting indoor air quality. To accomplish this 
goal, we have developed five major research groups 
whose activities are regularly reported in techni­
cal and scientific journals, presented at interna­
tional conferences, and disseminated in the form of 
Lawrence Berkeley Laboratory (LBL) reports. 

A brief overview of the scope and objectives 
of each group follows. 

ENERGY PERFORMANCE OF BUILDINGS (EPB) 

The EPB Group studies the energy flow through 
all elements of a building. In this framework, the 
parameters tested are air infiltration rates, ther­
mal characteristics of structural elements, and the 
behavior of the interface between dissimilar 
materials. From an analysis of overall perfor­
mance, we are able to recommend cost-effective 
solutions for reducing infiltration and thermal 
losses, either by retrofitting existing buildings 
or by improving design features for new construc­
tion. This research is conducted in the laboratory 
and in the field; also, EPB maintains a research 
house in Walnut Creek, Calif., and has recently 
started infiltration measurements in a Berkeley 
apartment house and in a high-rise dormitory at the 
University of California Berkeley campus. 

EPB has also developed a public-domain micro­
computer program, CIRA (Computerized Instrumented 
Residential Audit), which is designed to speed and 
improve the accuracy of residential audits. It 
automatically provides the homeowner with a 
tailored list of retrofit options, ordered by 
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return on investment, and a corresponding set of 
energy labels for the house. 

BUILDING VENTILATION AND INDOOR AIR QUALITY 

One of the more obvious means of improving the 
energy efficiency of a building is to reduce air 
infiltration/ventilation. Lowering this air­
exchange rate, however, can seal in indoor­
generated pollutants and enable them to build up to 
potentially harmful levels. In this program, our 
goal is to furnish a scientific basis for setting 
energy-efficient ventilation standards and develop­
ing system designs that promote energy efficiency 
while taking into account the comfort, he&lth, and 
safety of building occupants. Project activities 
in support of this goal include: (1) development 
of new methodologies for measuring indoor air­
quality parameters; (2) laboratory studies of emis­
sions from building materials, soil, combustion 
appliances, and household products that may affect 
indoor air quality; and (3) field monitoring of 
indoor air quality in different types of buildings 
(e.g., schools, office buildings, residences) under 
a variety of ventilation conditions. Integrally 
related to this work is the investigation of 
prevention and control strategies for indoor air 
pollution that do not sacrifice energy efficiency. 
In this connection, we perform laboratory and field 
tests of various ventilation systems, including 
those that incorporate heat recuperation, which can 
provide the necessary level of ventilation while 
recovering a substantial portion of the energy that 
would normally be lost in the exhaust air stream. 
This recuperated heat can be used to preheat either 
incoming air or domestic hot water. 

Although the group was founded to study the 
hazards of reduced ventilation, it has become evi­
dent that indoor air-quality problems occur more 
generally in "tightened" buildings and, indeed, 
that indoor air (which after all is only outdoor 
air with some additional pollutants) needs as much 
attention and monitoring as outdoor air. Specifi­
cally, we have found that throughout the building 
stock, there are houses that have unacceptably high 
levels of radioactive radon gas, formaldehyde, and 
combustion products. In these cases the problem is 
to remove the sources of contamination and, only 
then, to reduce the ventilation. 

BUILDING ENERGY SIMULATION GROUP 

The Building Energy Simulation Group is 
responsible for developing, improving, documenting, 
and validating the computer program, DOE-2, which 
has been designated the national program for cal­
culating voluntary building-energy-performance 
standards. DOE-2 can also be used by architects 
and engineers as a means of designing buildings to 
improve their energy efficiency and minimize their 



life-cycle costs. DOE-2 is systematically updated 
to incorporate the latest energy-conserving design 
features (e.g., passive and active solar, thermal 
storage, natural ventilation, daylighting, and eva­
porative cooling). 

WINDOWS AND DAYLIGHTING 

The Windows and Daylighting Group focuses on 
developing the technical basis for understanding 
the energy-related performance of windows. If the 
flow of heat and light through windows and 
skylights can be properly filtered and controlled, 
these building elements can not only outperform any 
insulated wall or roof component, but can also pro­
vide net energy benefits to the building. Our 
investigations are designed to develop the capabil­
ity of accurately predicting fenestration perfor­
mance. We develop analytical models and experimen­
tal procedures for determining the thermal and 
solar-optical properties of glazing materials; we 
also conduct materials-science studies to charac­
terize a new generation of thin-film coatings and 
other advanced optical technologies that may some­
day replace conventional glass and plastic glaz­
ings. The first generation of windows incorporat­
ing transparent heat mirrors (R 4.5 windows) is now 
reaching the market five years after initial 
development within our program. 

The DOE-2 building-energy analysis model has 
been modified to enable us to calculate daylighting 
effects and is being used for extensive parametric 
studies to determine total building energy use and 
peak loads as functions of climate, orientation, 
and window properties. Our daylighting studies now 
utilize a recently completed 24-foot-diameter sky 
simulator for testing scale models under carefully 
controlled conditions. Data from outdoor model 
tests and daylighting resource studies are still 
being collected and analyzed. Computational pro­
cedures will be validated with our Mobile Window 
Thermal Test (MoWiTT) facility, now nearing comple­
tion. This unique facility combines the accuracy 
and control of laboratory testing with the realism 
and complexity of dynamic climatic effects. It 
should, for the first time, enable controlled meas­
urement of the interaction between fenestration 
systems and the building HVAC system. 

LIGHTING 

The research of the Lighting Group is divided 
into four major categories: technical engineering, 
building applications, visual impacts, and health 
impacts. 

The Technical Program is concerned primarily 
with developing new concepts for converting electr­
ical energy into visible light. Areas of interest 
include mechanisms for reducing the ultra-violet 
self-absorption in gas-discharge lamps. In addi­
tion, the search for high-frequency ranges of 
optimum excitation of the plasma gas holds the 
promise of more reliable and inexpensive electron­
ics and more efficient conversion of energy into 
light. 

The Buildings Applications 
trates on the effect lighting 

Program concen­
controls have on 
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energy savings, glare reduction, sun control, visi­
bility, and aesthetics. 

The Visual Impacts Program focuses primarily 
on establishing lighting conditions that enhance 
productivity in a cost-effective manner. It also 
seeks to determine any undesirable visual effects, 
such as excessive fatigue, associated with the use 
of modern office equipment operating in an advanced 
lighting environment. 

The Health Impacts Program extends artificial 
lighting research to a wider class of human activi­
ties. Here, conditions can be varied, and nonsub­
jective responses to lighting can be measured by 
sensitive medical instruments. 

Facilities for the Technical Program are 
located at LBL; the Visual Impacts Program is 
located at the University of California, Berkeley, 
School of Optometry; and the Health Impacts Program 
is located at the Medical Center on the San Fran­
cisco Campus of the University of California. 

The Lighting Group's successes include advanc­
ing the development of high-frequency solid-state 
"ballasts" (actually high-frequency power supplies) 
for fluorescent lamps and several energy-efficient 
light bulbs to replace the familiar incandescent 
electric lamp. A two-year test of solid-state 
ballasts in a large office building showed an elec­
tricity savings of 40 percent, which, if scaled to 
the entire country, represents an annual savings of 
four billion dollars. The energy-efficient light 
bulbs show savings of up to two-thirds, represent­
ing a potential national annual savings of perhaps 
an additional four billion dollars. 

BUILDINGS ENERGY DATA 

The Buildings Energy Data (BED) Group compiles 
and evaluates data on end uses of energy and the. 
costs and performance of energy-efficient technical 
measures, from both direct field measurements and 
secondary source. Using these data, we prepare 
estimates of "least-cost technical potentials" for 
improving energy efficiency in new and existing 
homes and commercial buildings, often as a coopera­
tive effort with utilities or state agencies. 
Individual conservation (or solar) measures can be 
catalogued in order of increasing unit-cost of con­
served energy ($/MBtu or ~/kWh) with careful atten­
tion paid to the interactions among conservation 
and solar measures that affect certain end uses 
(notably heating, cooling, and water heating). 
Using this technique, we create, in effect, a "sup­
ply curve of conserved energy," comparable to the 
supply curves for other market commodities that 
show the expected levels of production as a func­
tion of unit price. The national energy savings 
that might be achieved as a result of our research 
are discussed in detail in the BED section of the 
text. 

RELATED BUILDINGS RESEARCH IN OTHER PROGRAMS 

Closely related research on energy-efficient 



buildings and appliances is carried on in other 
programs within the Energy and Environment Division 
and is reported in other chapters of this annual 
report. Specifically , the Energy Analysis chapter 
reviews eight studies related to building-energy-

performance standards and labels , appliance energy 
performance, rating systems for auditors and 
appraisers, and energy and peak-power modeling. The 
Solar Energy chapter summarizes the research of the 
Passive Solar Analysis and Design Group. 

ENERGY PERFORMANCE OF BUILDINGS (EPB)* 

J. W. Adams, R. C. Diamond, D. J. Dickerhoff, J. B. Dickinson, J. Y. Garnier, 
D. T. Grimsrud, R. D. Lipschutz, M. P. Madera, M. H. Sherman, 

B. V. Smith, and R. C. Sonderegger 

The aim of our group is to provide fundamental 
data on the energy performance of buildings. Our 
results will form the basis of design and construc­
tion guidelines for new buildings and will also 
help the formulation of retrofit strategies for 
existing buildings. Our two primary research areas 
are air infiltration and wall thermal performance. 
These studies involve work in the field, in the 
laboratory, in our research house, and on computer 
models. A third research area concerns development 
of an instrumented residential-energy audit that 
will be field-validated in FY 1982. 

Air Infiltration 

Air infiltration typically accounts for one­
third of the annual space-heating load of residen­
tial buildings in the United States. This energy 
loss can be reduced substantially in new structures 
by changeD in design and construction techniques 
and, to a lesser degree, in existing structures by 
careful repair and maintenance. Our work in this 
area concerns measuring, modeling, and reducing air 
infiltration. Our objectives are to provide design 
guidelines for architects and engineers and to 
develop construction quality standards for optimal 
air leakage in U.S. buildings. A major achievement 
of this program has been the development of a new 
model that identifies a single parameter--the 
"effective leakage area"--for scaling infiltration 
rates in different types of buildings. This param­
eter can serve as a powerful design tool for archi­
tects and builders in reducing infiltration in new 
structures. In addition, we are demonstrating 
techniques to reduce air leakage in existing struc­
tures. In order to quantify the energy-conserving 
potential of infiltration reduction measures in 
residential housing, we have participated in three 
field studies over the past year in widely 
separated parts of the United States. These stu­
dies included fan pressurization, leakage area and 
tracer gas decay infiltration measurements, "house 
doctoring" (infiltration reduction), and utility 
energy-consumption data analysis. 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings and Community Systems, Buildings Division 
of the U.S. Department of Energy under Contact No. 
DE-AC03-76SF00098. 
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Walls 

Conduction of heat through a building's walls 
accounts for much of the energy load during the 
heating season. Although much information is 
available on the steady-state thermal performance 
of walls in a laboratory environment , very little 
information is available concerning actual perfor­
mance of walls in situ. Existing field measure­
ments do indicate, however, that steady-state wall 
resistances can show significant degradation when 
compared with standard calculations. The goal of 
our walls research is to develop a complete metho­
dology for determining the dynamic performance of 
walls. The methodology contains two relatively 
independent constituents: (a) a measurement 
apparatus capable of both controlling and measuring 
instantaneous, dynamic heat flows and surface tem­
peratures on both sides of an arbitrary wall and 
(b) a calculation procedure capable of interpreting 
heat flows and surface temperature s in terms of 
physical wall parameters. Once complete, this sys­
tem for the characterization of the dynamic thermal 
performance of walls can be used in the field to 
measure a wide variety of wall constructions and 
placements to determine their behavior and assess 
their impact on overall energy consumption. 

Computerized, Instrumented Residential 
Analysis (CIRA) 

Government officials, architects, energy audi­
tors, engineers, and contractors all need to know 
projected energy use in a given house; and some­
times they may need to maximize energy savings in 
an existing house within the constraints of a 
budget. Several paper-and-pencil procedures exist 
to do both of these tasks. Unfortunately, these 
procedures always require lengthy calculations. 
Computer programs developed to ease this task often 
require strict adherence to a particular format or 
the knowledge of a special language. 

Two recent trends appear particularly promis­
ing as ways for lessening the burden of calculating 
energy use in buildings: the introduction of micro­
computers and the development of user-friendly pro­
grams. Microcomputers have become cheaper than 
cars, and many different brands are capable of run­
ning the same wide selection of programs. User­
friendly programs do not require the user to 



describe a building in some rigid format or special 
language. These programs ask questions in plain 
English and suggest possible answers; the user 
selects the appropriate answer. 

Computerized, Instrumented, Residential 
Analysis (CIRA), a user-friendly program developed 
for microcomputers, couples the state of the art in 
interactive features with the latest developments 
in simplified computer models of building energy 
analysis. For the novice, CIRA will provide 
exhaustive explanations of everything it needs; for 
the experienced user, the questions and responses 
are more terse. 

ACCOMPLISHMENTS DURING FY 1981 

Air Infiltration 

MITU. For model validation work, we have been 
taking measurements in occupied houses over a rela­
tively long per iod of time. Because these pro­
cedures necessarily inconvenience occupants, we 
sought and found a solution in the MITU--a mobile 
infiltration test unit that simulates a house and 
can be moved to different locations to study the 
effect of different micro-climates on air infiltra­
tion rates (see Figure 1). The test unit was 
designed and built to simultaneously monitor air 
infiltration, surface pressures, and weather data 
for extended periods of time. 1 By moving the MITU 
to different locations, we can study the effect of 
the leakage area and its distribution on 
infiltration rates and local terrain and shielding. 
The data from MITU have been used to test our 
predictive model of air infiltration discussed 
below. Comparisons of infiltration predicted by 
our model and measurements of infiltration in MITU 
are shown in Figure 2. Surface pressure and infil­
tration measurements are continuing in different 
terrain and shielding situations. 

Models. Infiltration losses have had no sin-

Figure 1. Mobile Infiltration Test Unit in the Reno, 
Nevada, test site. 

(CBB 814-3957) 
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gle unified parameter that can be used for model­
ing, unlike conduction losses where thermal resis­
tance is employed . We have developed a model that 
uses the effective leakage area for characterizing 
infiltration losses. Effective leakage area is 
determined from a fan pressurization test of the 
structure. In addition to this parameter, the 
model uses the height of the structure, the 
inside-outside temperature difference, the terrain 
class, the shielding class, and wind speed to 
determine infiltration rates. The mode l can 
predict the impact of retrofits or other changes in 
the building envelope on air infiltration, using 
measurable performance changes effected in a few 
parameters. Figures 3 and 4 show comparisons of 
predictions of the model and measurements of infil­
tration in houses in Ohio and New York. 

AC Pressurization. A technique for examining 
the low-pressure leakage function of a residence 
using an oscillating pressure source was extended 
by developing improved instrumentation and simpli­
fying the analysis procedures. The advantage of 
this method is the use of the low-pressure range 
where natural infiltration occurs. However, the 
method is independent of weather interactions. A 
second version of this equipment has been built and 
will soon be field tested. 

Field Studies. A major part of the program 
this year has been our work with several state 
utilities and local builders in measuring air leak­
age in houses. These are discussed in more detail 
below under "Field Measurements and Data Analysis." 

Collaborative Activities . Our group was 
active this year in contributing infiltration­
related work to national projects. We have contri­
buted to the work of the ASTM infiltration stan­
dards committee that has produced standards E741 
Tracer Gas I nfiltration Measurements and E779 Air 
Leakage by Fan Pressurization and to the ASHRAE 
Technical Committee 4.3 and assisted in writing 
Chapter 22, "Infiltration and Ventilation," for the 
ASHRAE 1981 Handbook of Fundamentals. 
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in MITU. 
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draft of a framework for a construction quality 
standard for air leakage in residential buildings 
was prepared and circulated to professional groups 
for discussion and review. The draft proposes 
using the newly developed infiltration model to 
develop a verifiable standard for ventilation in 
new buildings. Included in the report is a survey 
of the average infiltration during the heating sea­
son for 300 houses throughout North America. 
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Field Measurements and Data Analysis 

In cooperation with the Rochester Institute of 
Technology (RIT) and the Rochester Gas and Electric 
Company, under a cost-sharing contract from the 
New York State Energy Research and Development 
Agency, our group analyzed utility data from three 
groups of tract houses in Rochester, New York. One 
group of houses built by Ryan Homes before 1976 
was not considered energy-efficient. Houses in 
the other two groups, built by Ryan and Schantz 
Homes after 1976, incorporate energy-efficient 
features. Researchers from RIT measured these 
houses for leakage area, using an EPB blower door. 
We analyzed both leakage area measurements and 
utility data and found a 45 percent reduction in 
specific leakage area and a 31 percent reduction in 
energy consumption between the pre- and post-1976 
houses. 

EPB worked with the Bonneville Power Adminis­
tration (BPA) on two projects in Midway, Washing­
ton, and Eugene, Oregon. Under the terms of the 
Pacific Northwest Electric Power Planning and Con­
servation Act of 1980, BPA is required to implement 
a region-wide program of least-cost conservation 
measures. The two joint projects are part of BPA's 
research efforts to determine what conservation 
measures are most cost-effective and lead to the 
greatest infiltration reductions. At Midway, we 
performed house-doctoring infiltration reduction on 
12 of 18 houses being monitored for energy consump­
tion. Six of the houses received 22 person-hours 
of work each, while a second group of six received 
only 10 person-hours each. Leakage-area measure­
ments were made on the two groups of houses before 
and after the retrofits. The first group showed a 
reduction in average leakage area of 27 percent; 
the reduction in the average of the second group 
was 20 percent.2 

The Eugene houses built by Modena Homes, Inc. 
are Arkansas-style homes with a continuous vapor 
barrier, high levels of insulation, double-glazed 
windows, and furnace ducts located in the heated 
space of the building. We performed both leakage-



area and tracer gas decay infiltration measurements 
in 12 of these houses, as well as measuring indoor 
air quality. We found an avera~e ~pecific leakage 
area for the 12 houses of 2.8 em /m and an average 
heating season infiltration rate of 0.34 air 
changes per hour. Infiltration rates measured by 
tracer gas decay ranged from 0.08 to 0.27 air 
changes per hour. Theoretical rates were calcu­
lated using the infiltration model developed by 
EPB. The ratio of the average of the geometric 
means of the measured rates to the theoretical 
rates was 0.90.3 

Walls 

Before FY 1981, this project focused on the 
design, construction, and debugging of our proto­
type apparatus, the envelope thermal test unit 
(ETTU 1.1). Having completed this task, we began 
in early FY 1981 to develop a model of dynamic wall 
performance using laboratory measurements from ETTU 
1.1 to help validate the model. 

This mode~characterizes the dynamic thermal 
performance with a small number (ten or fewer) of 
physically interpretable parameters, which we call 
STPs (simplified thermal parameters). The first 
and most important of the STPs is the steady-state 
c onductance , which is sufficient to describe a 
massless (i.e., purely resistive) wall. The second 
STP, the time constant, is required to determine 
any of the dynamic properties of the wall. These 
two, steady-state conductance and time constant, 
are sufficient to describe the dynamics of a homo­
geneous wall (a wall made of a single layer of 
material). The remaining simplified thermal param­
eters are called surface storage factors; they 
determine the deviation from a homogeneous wall 
under dynamic conditions. There is one surface 
storage factor per side for each order of the 
model; the higher the order of the model, the 
greater the ability of the model to predict the 
high frequency behavior of wall, but at the cost of 
more parameters. 

As we made measurements with ETTU 1.1 , we 
gained much experience about the entire measurement 
procedure. As a consequence, we were able to 
design and build a field version of the apparatus, 
ETTU 1.2 (Figure 5), which is smaller, lighter, 
easier to handle, and more responsive than the pro­
totype version. During the middle of FY 1981, in 
parallel with the modeling effort,5 ETTU 1.2 was 
constructed and debugged. 

During the latter part of FY 1981, ETTU 1. 2 
was calibrated and used on several walls in the 
laboratory. After the laboratory testing phase was 
complete, ETTU 1.2 was taken to the field and used 
repeatedly to measure two stud cavity walls in a 
ranch style house.6 To ascertain the effects of 
field measurements on ETTU, we disassembled ETTU 
1.2 and, after checking it over, reassembled and 
calibra ted it. 

Computerized Instrumented Residential 
Analysis (CIRA) 

Over the past year, the 
work was the development 

main thrust of our 
of simplified energy-

3-6 

Figure 5. ETTU 1.2 and data-processing equipment 
in ETTU trailer. 

(CBB 816-5845) 

calculation algorithms suitable for microcomputer 
applications. Another area of concern was the 
development of a truly interactive building­
description method for data entry. Both data entry 
and energy calculations are described below. 

Data Entry. In developing CIRA, much effort 
was devoted to facilitating the tedious process of 
entering the appropriate building data. Prominent 
among the features that distinguish CIRA from other 
computer programs are the following. 

Friendliness: The user does not have to l earn a 
special language and does not have to remember 
any commands. CIRA does the work by asking 
about wall areas and types, heating system 
specifications, passive solar features, etc.; 
the user simply answers the questions 
displayed on a screen. 

Helpfulness: If the CIRA novice does not understand 
some of the questions, such as 

"Terrain Class •..•. ?", 

he or she can call for help with a simple 
keystroke, to which the computer responds with 
a more detailed explanation of the question, 
together with examples when appropriate. 

Multiple choice: If the user understands the ques­
tion, such as "Window Glazing •..•. ?", but does 



not remember the possible answers, another 
keystroke displays a list of options in multi­
ple choice style, in this case 

S:Single Pane 
D=Double Pane 
T=Triple Pane 

This list will appear automatically whenever 
more than two invalid answers are given. 

Dynamic defaults: Frequently, the user may not know 
the answer to technical questions, such as the 
R-value of a wall or the solar-gain factor of 
a window. What is, for example, the R-value 
of a 2-ft X 6-ft frame wall whose cavity is 
insulated with 4 inches of Vermiculite and one 
inch of exterior insulating sheathing? CIRA 
provides the answer, in this case R-16.8, at 
the touch of another special key. We call the 
values provided by this keystroke dynamic 
defaults: "defaults," because they step in 
when the user doesn't know the answer, and 
"dynamic," because they usually depend on the 
user's answers to one or more previous ques­
tions. Beyond the lay user, the professional 
can use dynamic defaults to avoid leafing 
through voluminous handbooks in search of the 
heat-loss factor for a basement, for example. 
If asked for help at this point, the computer 
will describe what method it uses to arrive at 
a particular default value. 

Editing: Often, the user may want to alter previous 
input, correct mistakes, or re-use a house 
entered earlier, changing only details such as 
floor area, the city where it is located, and 
the window size. By another simple keystroke, 
the computer enters an editing mode and 
displays the desired questions and the answers 
previously given on the screen, along with a 
request for the new answers. The computer 
even keeps track of things the user may forget 
in the process: when changing the city from 
Denver to San Francisco, for example, the user 
will be reminded that he or she may also want 
to change the altitude. 

The computer accepts entries on a wide variety 
of house components and related features: 

• Walls, windows, doors 
• Roof and subfloor 
• Active and passive solar features 
• Heating and cooling system 
• Information on how the house is 

oriented and shielded 
• Occupant behavior related to energy use 
• Prices for the various fuels used. 

Some of these entries may require the use of 
specialized instrumentation, such as: (1) a solar­
siting meter to measure the degree of obstruction 
to solar radiation by trees and adjacent buildings, 
(2) a combustion-efficiency meter to measure fur­
nace efficiency, (3) a blower door to pressurize 
the house, and (4) a few smoke sticks to find the 
air leaks. Most of these instruments can be found 
in the kit of a "house doctor," who searches a 
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house for hard-to-spot energy leaks and fixes the 
most conspicuous leaks during a visit. CIRA was 
designed with the house-doctor approach in mind. 
The measurements performed by the house doctor feed 
directly into CIRA which translates them into prac­
tical retrofit recommendations. Because of dynamic 
defaults, however, these measurements and the 
attendant instruments are not indispensable; CIRA 
can function as a "stand-alone" diagnostic program. 
After all questions about the house have been prop­
erly answered, the computer will automatically pro­
vide monthly and yearly heating and cooling energy 
consumptions or, on request, recommend several com­
binations of energy-saving measures suitable for 
low, medium, and high budgets. Every combination 
(e.g., storm windows, elimination of air leaks, 
basement insulation) is chosen to produce the 
highest energy savings for a given budget. 
Interest and inflation rates, maintenance costs of 
the installed measures, and projected period of 
occupancy are taken into account. 

Energy Calculations. To calculate the energy 
consumed for any given house, CIRA uses heating and 
cooling algorithms developed at Lawrence Berkeley 
Laboratory, Princeton University, National Bureau 
of Standards, Los Alamos National Laboratory, and 
the University of Wisconsin.7 

To speed up the energy predictions, some of 
the calculations, such as air infiltration, total 
solar radiation distribution and degree-day coeffi­
cients, are made in advance for "standard condi­
tions." In an actual application, the precalcu­
lated values are corrected to reflect the building 
and site characteristics under consideration. 

Highlights of the heating and cooling algo­
rithms are listed below. 

• Variable-base degree-days calculated from 
monthly temperatures using an empirical corre­
lation formula. 

• The concept of an effective outdoor night-and­
day temperature that is a function of outdoor 
temperature, solar and other internal gains, 
sky radiation losses, thermostat setbacks, and 
house thermal time constant. 

• The calculation of effective conductances for 
below-ground walls and floors. 

• The concept of an effective leakage area and a 
leakage distribution of the house that, 
together with terrain information, is used to 
correct the pre-calculated air infiltration 
values for standard condition.8 

• 

• 

The use of solar apertures and information on 
overhangs to compute monthly average solar 
gains. Solar apertures are calculated on the 
basis of window, wall, and roof types and 
dimensions. 

The calculation of output capacities and sea­
sonal efficiencies of heating and cooling 
equipment as functions of indoor and outdoor 
temperature and of part-load. 

In a previous paper,9 we described some 



aspects of a similar calculation procedure. The 
method described here is a continuation of that 
work. Algorithms for treating overhangs, radiation 
loss to the sky, and HVAC equipment efficiencies 
have been added. Moreover, dynamic degree-days 
have been improved to become variable-base degree­
days correlated to outdoor temperature. 

For each month, an energy balance is calcu­
lated separately for day and night. First, a 
heat-transmission coefficient is calculated to 
determine how much heat the house loses per month 
and per degree of temperature difference· between 
indoors and outdoors. To this coefficient is added 
the effect of infiltration, computed on a monthly 
basis using a method developed at Lawrence Berkeley 
Laboratory. This method uses information on the 
leakage area of the house, the type of terrain on 
which it is located, and the type of shielding sur­
rounding the house, all of which are part of the 
information requested by CIRA. For terrain and 
shielding classes, CIRA will display descriptive 
tables on request. Leakage area is generally meas­
ured with a so-called "blower door," a fan-like 
device that creates an over- or under-pressure in 
the house and measures the amount of air-flow 
through the fan necessary to reach several special 
levels of pressure. Alternatively, the leakage 
area can be estimated from information on the air 
tightness of windows, walls, doors, and all other 
building components. As usual, dynamic defaults 
are available to provide what the user may not 
know. 

As with most other aspects of heating and 
cooling energy requirements, air infiltration 
depends on the local temperatures and wind speeds. 
The user, however, never need be concerned with 
such detail. Only the name of the nearest city in 
CIRA's files is required to obtain information 
about local weather patterns because the program 
will prompt for it and display the available 
options. 

Solar gains are computed by taking into 
account weather-averaged solar radiation in the 
city chosen by the user; the shading effects of 
trees, nearby buildings, and overhangs; and the 
optical characteristics of windows and walls. The 
shading effects of overhangs and the reflection of 
glazed surfaces are modeled by using correlation 
methods developed at Los Alamos National Labora­
tory. The solar gains, together with other inter­
nal gains and radiation losses to the sky, are used 
to compute an effective outdoor temperature, which 
is usually higher than the monthly average tempera­
ture. The monthly values of effective outdoor tem­
perature, indoor thermostat setting, and heat­
transmission coefficient are used to compute 
monthly heating and cooling loads for day and 
night. These loads are corrected if night and day 
thermostat settings are different. Seasonal heat­
ing and cooling efficiencies are figured for each 
month based on: (1) heating and cooling loads, 
(2) specifications of the heating and cooling 
equipment, (3) part-load efficiencies, and (4) 
ambient-dependent output capacities. Finally, 
heating and cooling loads and efficiencies are com­
bined to arrive at monthly energy consumptions for 
heating and cooling. 
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Viewing the Results. After the short time 
required to digest the input data and to perform 
the heating and cooling calculations, CIRA displays 
monthly values and yearly totals (or means, where 
appropriate) of several quantities, such as: 

• Daily and nightly heating and cooling 
energy consumption 

• Daily and nightly heating and cooling 
loads 

• Air infiltration 

• Solar gains 

• Dollar expenditures for heating and 
cooling 

• Average and effective daily and nightly 
outdoor temperatures 

These results can be displayed either in tabu­
lar form or graphically, depending on the user's 
wishes. By pressing the appropriate key indicated 
by a menu displayed at the top of the screen, the 
user may also plot any arithmetic combinations of 
these figures (e.g., the sum of daily and nightly 
heating and cooling expenditures). For users with 
special needs, CIRA can be easily modified to 
display other types of output, for example, 
infrared radiation loss to the sky or the percent 
change in energy consumption for every percent 
change in infiltration, in solar gains or in simi­
lar parameters. 

Discussion. This methodology has been applied 
to the Hastings Ranch house and compared to the 
predictions obtained with DOE-2.1, the U.S. Depart­
ment of Energy's building simulation program, for 
seven U.S. cities representing a wide variety of 
climatic conditions: Washington, D.C., Albuquerque, 
Minneapolis, San Francisco, Boise, Seattle, and 
Portland, Oregon. The results of the comparison 
for heating loads with a 2.8°C (5°F) thermostat 
setback are shown in Figure 6 with monthly heating 
loads predicted by CIRA plotted on the ordinate and 
those predicted by DOE-2.1 plotted on the abscissa. 
The scales for both axes are logarithmic due to the 
large range of loads computed for the different 
cities: over 10-to-one for cooling and 20-to-one 
for heating. The solid line indicates the locus of 
perfect correspondence; the dashed lines indicate 
±20 percent discrepancy. 

The outliers at the low end of the scale are 
caused by a peculiarity of CIRA: although DOE-2.1 
calculates both heating and cooling loads for every 
month, CIRA calculates only that load that it esti­
mates is likely to be higher. In a few cases, this 
criterion of advance choice fails. Of course, CIRA 
could calculate both heating and cooling loads for 
each month and then, having compared the two, use 
the one that is higher. However, this would entail 
a doubling of the calculation time, presently five 
seconds for a yearly calculation. 

For this figure, the difference between CIRA 
and DOE-2.1 predictions is 6.5 percent 8.5 per­
cent. Percentages are based on the average DOE-2.1 
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predictions. The systematic discrepancies that 
seem to correlate with the cooling season and ther­
mostat setbacks could be traced to a variety of 
causes, such as the treatment of thermal mass or 
solar gains. However, rather than refining the 
model much further using DOE-2.1 as a reference, 
future research will concentrate on the comparison 
of CIRA with actual data. 

PLANNED ACTIVITIES FOR FY 1982 

Air Infiltration 

We plan to continue validation and extension 
of the LBL residential infiltration model. The 
primary tool we shall use is the Mobile Infiltra­
tion Test Unit (MITU) described above. From field 
measurements of MITU, we plan to improve our 
descriptions of shielding and terrain classes and 
include effects from mechanical ventilation, heat­
ing systems, and chimneys or stacks. 

Field measurements of residential infiltration 
using the Averaging Infiltration Monitor (AIM) will 
be started. Present infiltration measurement tech­
niques generally omit occupant effects in charac­
terizing the infiltration of a house. The AIM 
measurement, obtained over a two- or three-week 
period, is an average of total ventilation rates 
for a house. Therefore, the effects of typical 
occupant behavior are included in the infiltration 
value obtained with this unit. 

The major new direction of this work will be 
the investigation of air infiltration and air leak­
age in multi-family dwellings. We shall develop 
measurement capabilities (AC pressurization and 
multi-zone infiltration) to investigate total 
building infiltration as well as air leakage 
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between contiguous spaces in the building. A 
future goal of this work is the extension of the 
LBL infiltration model to multi-zone buildings. 

With completion of the field testing of ETTU 
1.2 and the validation of the model of STPs, the 
effort on the walls project will be somewhat 
reduced. ETTU 1.2 will be used as a field instru­
ment to measure existing walls of different types 
and conditions to gain an understanding of the 
degradation of wall performance with aging. 

Although ETTU 1.1 is inappropriate for use as 
a field device, it will be used as a laboratory 
apparatus to measure walls having unusual thermal 
properties. We plan, for example, to measure 
hollow-core masonry walls and cavity walls with 
reflective foils that have been carefully con­
structed in the laboratory to insure that their 
physical properties are well known. 

To support both these efforts, we plan to use 
numerical modeling techniques to mathematically 
describe the wall/ETTU systems we will be using. 

Computerized Instrumented Residential Analysis 

In the year ahead, we plan to add an economic 
optimization module to CIRA that automatically 
determines the most cost-effective energy-saving 
retrofits for a given house. That is, for a given 
budget, what is the most energy-saving combination 
of retrofits or what is the highest retrofit budget 
for which the dollar savings still exceed the 
expenditures (including maintenance costs)? CIRA 
will answer both of these questions in a mostly 
automated process consisting of two stages: the 
selection of retrofits and their economic optimiza­
tion. 

Retrofit Selection. The retrofit selection 
will occur as follows: CIRA scans an extensive list 
on a disk containing several hundred retrofit 
options and their respective costs per unit, as 
well as their figures of thermal merit (typically, 
added thermal resistance, decreased solar gain, 
decreased leakage area, improved efficiency). CIRA 
will display only those items appropriate to the 
structure in question: cellulose insulation for 
cavity walls, but not for solid masonry walls, and 
sliding storms for double-hung windows, but not for 
casement windows. 

This reduced selection of retrofits is shown 
on the screen for each house component (walls, win­
dows, etc.). Costs for do-it-yourself and contrac­
tor installation are displayed for each retrofit 
selected. At this stage, the user may discard any 
unacceptable item (for example, aluminum insulating 
blinds in the bedroom). 

At the end of this retrofit selection process, 
the computer determines the best combination of 
retrofits for the whole house, within the con­
straint of one or more given budgets. This process 
involves multiple yearly energy calculations, and 
may take from a few seconds to a few minutes, 
depending on the size and complexity of the house, 



the climate, and the number of retrofits involved. 
Dollar and energy savings are shown for each combi­
nation of retrofit options, based on the expected 
period of occupancy for the house under considera­
tion. 

Preliminary output for an arbitrary house is 
shown in Figures 7 and 8. Figure 7 gives the cumu­
lative dollar savings from a series of retrofit 
measures in their optimum sequence and the cumula­
tive investment in these measures. Three break 
points are marked: after point A, the next retrofit 
costs more then it saves; at point B, cumulative 

CIRA ranked retrofits (20 year horizon) 
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savings are equal to cumulative costs (the measures 
up to this point are listed in Table 1); and at 
point c, savings are a maximum. Figure 8 shows the 
percentage of energy savings given by each level of 
investment for the same measures. The size of the 
investment and dollar savings depend upon a number 
of economic variables, such as current and future 
interest rates. The values can be varied to suit 
the homeowner's circumstances, such as access to 
low interest financing. On request the program 
will display monthly payment schedules for bank 
loans covering the cost of the retrofits and the 
tax credits and deductions available. 
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Table 1. Costs and savings from an optimized series of retrofit measures for 
an Albuquerque house. Discount rate is 4% real, and horizon 20 
years. 

Net Life 
Cost Savings 
($) ($) 

Interior magnetic insulating panel on east-side WINDOWS 
Interior magnetic insulating panel on back-yard WINDOWS 
Reduce gas orifice on furnace HVAC-SYS 

32.00 
32.00 
50.00 

174.08 
174.08 
144.50 

Interior magnetic insulating panel on front WINDOWS 
Interior magnetic insulating panel on west-side WINDOWS 
Thermally activated flue damper on Furnace HVAC-SYS 
Electronically activated flue damper on furnace HVAC-SYS 
Winter interior glass storm on east-side WINDOWS 

26.80 
25.20 
65.00 

130.00 
71.50 

76.38 
46.12 
97.50 

135.20 
56.49 

Winter interior glass storm on back-yard WINDOWS 71.50 51.48 
Inside drapes on back-yard WINDOWS 111.00 65.52 
Inside reflective drapes on back-yard WINDOWS 
Winter interior glass storm on front WINDOWS 
Inside drapes on east-side WINDOWS 

123.00 
52.00 

117.00 

61.50 
15.08 
30.42 

Triple glaze on back-yard WINDOWS 
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BUILDING VENTILATION AND INDOOR AIR QUALITY RESEARCH 

COMBUSTION~GENERATED POLLUTANTS 

The Effects of Ventilation on Residential Air Pollution 
Due to Emissions from a Gas-Fired Range*t 

G. W. Traynor, M. G. Apte,]. F. Dillworth, and C. D. Hollowell 

Laboratory measurements have clearly indicated 
that, during the operation of combustion appli­
ances, a wide range of pollutants are emitted, such 
as carbon monoxide (CO), carbon dioxide (C02), 
nitrogen oxides (NOx =NO+ N02), sulfur dioxide 
(S02), formaldehyde (HCHO), and respirable 
particulates. 1-4 Field studies have shown that the 
use of unvented combustion appliances may cause 
elevated indoor concentrations of many of these 
pollutants.5-7 Obviously, many factors can affect 
the indoor pollutant concentrations from combustion 
appliances. One important factor is ventilation 
achieved by infiltration, a mechanical ventilation 
device, and/or natural ventilation, i.e., the open­
ing of doors and windows. 

ACCOMPLISHMENTS DURING FY 1981 

This study investigates the effect of infil­
tration and. two types of mechanical ventilation on 
indoor CO, co2, and NOx concentrations from a gas­
fired range: spot ventilation and whole-house ven­
tilation. A range hood was used to evaluate spot 
ventilation; and an extensively ducted ventilation 
system, with three exhaust sites and five inlet 
sites which incorporated an air-to-air heat 
exchanger,8 was used to evaluate whole-house venti­
lation. Results obtained in these studies are com­
pared to those derived from an indoor air quality 
model. 

All measurements were made at an unoccupied, 
one-story 107-m2 (1150-ft2), experimental research 
house with a volume of 260 m3 Figure 1 shows the 
floor plan of the house, the air sampling sites, 
the location of the range and range hood, and the 
location of the exhaust and supply sites for the 
whole-house ventilation system. The air sampling 
sites were located 1.5 m above the floor. The 
range hood was located 0.64 m above the range, and 
the exhaust and supply sites of the ventilation 
system were located in the ceiling. The fireplace 
and all furnace ducts were sealed, and no mixing 

*This work was supported by the Director, Office of 
Energy Research, Office of Health and Environmental 
Research, Human Health and Assessments Division of 
the U.S. Department of Energy under Contract No. 
DE-AC03-76SF00098. 

tCondensed from Traynor, G.W., et al., (1981), The 
Effects of Ventilation on Residential Air Pollution 
Due to Emissions from ~ Gas-Fired Range, Lawrence 
Berkeley Laboratory Report LBL-12563. 
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fans were used. For all experiments reported, 425 
liters (15 ft3) of natural gas were burned with the 
oven set at 18ooc (350°F), and the two top burners 
set on high flame. A water-filled pot was placed 
on each burner. The mean burn time was 35 ± 1 
minute. We compared the results of these experi­
ments with those derived from a previously pub­
lished indoor air quality model4 and assessed the 
effectiveness of the two types of mechanical venti­
lation. 

Figure 2 compares the measured and model­
derived CO concentration for an infiltration-only 
experiment. (Note that although the concentration 
profile modeled represents the whole-house average, 
the kitchen was the only room actually monitored 
during range operation.) It was expected that the 
concentrations in the living room would be near the 
modeled level and that the concentration in the 
bedroom would be below the modeled level while the 
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range was in operation, due to .incomplete mixing in 
this time period. When the house air was well 
mixed, as evidenced by the uniform levels of CO 
throughout the living space, the average indoor 
concentration of CO predicted by the model corre­
lated well with measured values (see Figure 2) and 
probably would correlate well before the house air 
is mixed, although our data do not show it because 
the living room and bedroom were not monitored dur­
ing combustion. 

Figure 3 shows the measured and modeled con­
centrations of CO for an experiment where whole­
house mechanical ventilation was used with the gas 
range in operation. Although the air-exchange rate 
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was almost triple that of the experiment depicted 
in Figur~ 2, the CO peak derived from the model was 
reduced by only 20 percent. This phenomenon occurs 
because the initial rise in indoor pollutant levels 
is relatively independent of the air-exchange rate 
which, over time, plays an increasingly greater 
role. 

Figure 4 compares NOx concentrations measured 
in the research house with those derived from the 
mod~l for an experiment with whole-house mechanical 
ventilation. Figure 5 shows the measured NOx con­
centrations when a range hood was used during gas­
stove operation. As is evident, while this spot 
ve.ntilation increased the air-exchange rate to 
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about twice that obtained with whole-house ventila­
tion (see Figure 3), it reduced NOx levels in the 
kitchen to about one-sixth of those observed in the 
whole-house ventilation experiment. Measurements 
from six experiments showed that the range hood 
reduced the average source strengths of the CO, 
C02, and NOx by 60 to 87 percent. Macriss and 
Elkins 9 using N02 at comparable range hood flow 
rates, reported reductions of 40 to 50 percent. 
This disparity is probably due to an important 
difference in the criterion used to determine range 
hood effectiveness. Theirs was based on the reduc­
tion of the ratio of N02 levels in the kitchen to 
N02 levels in the whole house whereas ours was 
based on the reduction in source strength. 

PLANNED ACTIVITIES FOR FY 1982 

Research in FY 1982 will concentrate on two 
areas. First, further characterization of indoor 
combustion sources will be made. Specific atten­
tion will be given to unvented portable kerosene 
heaters, wood and coal stoves, and cigarette smok­
ing. Second, further field work will be conducted 
in occupied and unoccupied dwellings to test the 
effects of appliance use patterns and occupant 
behavior on indoor air pollution. Pollutant mixing 
processes will also be studied. 
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Pollutant Emission Rates from Indoor Combustion Appliances 
and Sidestream Cigarette Smoke*t 

]. R. Girman, J. R. Allen, M. G. Apte, C. D. Hollowell, V. M. Martin, and G. W. Traynor 

Indoor combustion appliances and tobacco smok­
ing are primary sources of air pollution in many 
residential settings. Gas-fired stoves and 
unvented space heaters, both kerosene- and 
natural-gas-fired types, emit potentially harmful 
pollutants such as carbon monoxide (CO), carbon 
dioxide (C02), nitric oxide (NO), nitrogen dioxide 
(N02), sulfur dioxide (S02), formaldehyde (HCHO), 
and respirable particulates. Sidestream tobacco 
smoking emits CO, C02, NO, N02, respirable particu­
lates, and a wide range of organic compounds. The 
degree of the indoor air pollution and, therefore, 
the degree of health risk to occupants from these 
sources depends on the type and amount of pollu­
tants entering the occupied space and the type and 
rate of removal processes occurring, e.g., natural 
infiltration, mechanical ventilation, and chemical 
reactions. 

Calculating emission rates of these 
combustion-generated pollutants is an essential 
step in assessing the degree to which these pollu­
tant sources affect indoor air quality. In this 
paper, we report the pollutant emission rates 
derived from our studies of a gas-fired stove, 
gas-fired unvented space heater, kerosene-fired 
unvented space heater, and sidestream cigarette 
smoke. These experiments were carried out in an 
environmental chamber under controlled ventilation, 
and our Mobile Atmospheric Research Laboratory1 was 
used to measure gas-phase pollutant concentrations. 

ACCOMPLISHMENTS DURING FY 1981 

Figure 1 illustrates typical pollutant concen­
tration profiles for unvented gas-fired space 
heaters, and Table 1 lists their emission rates, 
based on a study currently in progress. These 
appliances are used principally in the southern and 
southwestern states. As indicated in Table 1, 
eight heaters have been tested, ranging in size 
from 12,700 to 42,200 kJ/hr (12,000 to 40,000 
BtuH); 02 consumption rates are included in this 
table since there is some concern about its deple­
tion in environments where these heaters are used. 
The NOx emission rates from these unvented gas­
fired space heaters, which average 12 ~g/kJ of N, 

*This work was supported by the Director, Office of 
Energy Research, Office of Health and Environmental 
Research, Human Health and Assessments Division of 
the U.S. Department of Energy under Contract No. 
DE-AC03-76SF00098, and by the Directorate for 
Health Sciences of the U.S. Consumer Products 
Safety Commission under Contract No. CPSC-IAG-81-
1375. 

"t-Condensed from Girman, J. R., et al. ( 1981), Pollu­
tant Emission Rates from Indoor Combustion Appli­
~ and Sidestream Cigarette Smoke, Lawrence 
Berkeley Laboratory Report LBL-12562. 
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Figure 1. C02, CO, NO, and N02 emissions from a 
31,700-kJ/hr (30,000-BtuH) unvented gas-fired space 
heater operated in a 27-m3 environmental chamber 
without mechanical ventilation (0.5 ach). 
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are lower than those of the kerosene space heater 
or of the gas-fired stove. On the other hand, fuel 
consumption rates must also be considered when com­
paring different appliances. The HCHO emission 
rates from these unvented heaters averaged 0.81 
~g/kJ,which is lower than that associated with 
gas-fired stoves. CO emissions were found to be 
much more variable than those of other pollutants. 
Five heaters had low CO emission rates (less than 
30 ~g/kJ), while the other three heaters had much 
higher rates. Even in the same heater, CO emission 
rates were highly variable during repetitive tests. 
C02 emission rates and 02 consumption rates were 
relatively constant from heater to heater and test 
to test. 

The variability of CO emissions prompted a 
series of tests on the sensitivity of emission 
rates to adjustments of the air shutter. All 
unvented gas-fired space heaters had previously 
been tuned with a portable CO analyzer and 
inspected visually for flame cha1·acteristics. With 
adjustment of the air shutter as the only variable, 
tests were run on heater 30D by combusting five 
cubic feet of natural gas in ten minutes under 
identical ventilation conditions (0.4 ach) and 
measuring peak CO, N02, and NO concentrations. The 
results of these tests are shown in Figure 2. This 
plot is similar to an emission vs air/fuel ratio 
plot with the X-axis representing the percent open­
ing of the air shutter. When the air-shutter open­
ing is increased from 21 percent to 32 percent, the 
CO emissions increase by a factor of nine. This 
increase of 21 percent to 32 percent in the air­
shutter opening occurs with less than a 10-degree 
rotation of the shutter, a small adjustment that 
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Table 1. Pollutant emission rates from well-tuned, unvented gas-fired space heaters operated at 
full input. 

N02/NO 
No. of co C02 02 HCHO N(NOx) Volumetric Particulatesb 

Heatera ach Tests ]Jg/kJ ].lg/kJ j.lg/kJ ]Jg/kJ ].lg/kJ Ratio J.lg/kJ 

120 0.43 3 114 50,000 -67,400 4.20 10 1. 46 0.30 

200 0.71 3 29 50,100 -71,700 0.61 14 0.39 0.039 

300C 0.59 25 49,900 -72,900 0.59 14 0.37 0.006 

16A 0.53 165 51,500 -71,900 0.55 12 0.85 0.049 

40A 0.39 2 63 51,000 -68,900 0.96 14 0.84 0.009 

20M 0.38 2 14 50,100 -73,700 0.91 11 0.53 0.079 

30M 0.56 11 52,600 -73,700 0.43 12 0.34 0.064 

40M 0.74 2 13 54,600 -71,300 0.61 12 0.35 0.024 

a Fuel consumption in thousands of BtuH, e.g., 40 = 40,000 BtuH = 42,200 kJ/hr. 

bMass of particulates from 0.0056 to 0.562 ].liD based upon electric mobility analysis and 
assuming a particle density of 2.0 g/cm3. 

cThis heater was subjected to extensive tuning and can be considered to be optimally tuned. 
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underscores the sensitivity of CO emissions to tun­
ing. 

Additional tuning tests were conducted on the 
300 to investigate the effect of 02 depletion on CO 
emissions. By varying the ventilation rate, 
steady-state 02 levels of 20 percent or 18 percent 
could be achieved. At 20 percent 02, the steady­
state concentration of CO in the chamber could be 
varied from 4 to 90 ppm by changing the air-shutter 
opening from 0 to 47 percent open. At 18 percent 
02, the steady-state concentrations of CO could be 
varied from 7 to 153 ppm by adjusting the air­
shutter opening over the same range. This test 
demonstrated that steady-state 02 concentrations 
alone are poor predictors of steady-state CO con­
centrations. 

Conversely, NOx emissions are not as sensitive 
to tuning. However, in the excess air regime (air 
shutter open more than 21 percent), the N02 to NO 
ratio appears to be extremely sensitive to tuning, 
increasing from 0.3 at a 21-percent opening to 

Figure 2. Peak NOx and CO concentrations and the 
N02-to-NO volumetric ratio vs air shutter opening 
for a 31,700-kJ/hr (30,000-BtuH) unvented gas-fired 
space heater after combusting 5 ft3 of natural gas 
in a 27-m3 environmental chamber ventilated at less 
than 0.5 ach. 

(XBL 8110-1376A) 



greater than 300 at a 42-percent opening. Thus, 
although NOx emissions are not very sensitive to 
tuning, the fraction of NOx in the form of N02 is 
very dependent upon the state of tune. 

This heater, 30D, as previously tuned and 
tested, was one of the highest CO-emitting heaters; 
after applying the results of the tuning curve, 
however, it was one of the four lowest CO-emitting 
heaters. Given the unlikelihood that extensive 
tuning of this nature would be routinely performed 
in the field, all other unvented heaters used for 
this experiment were left as tuned previously 
(using a portable CO analyzer and observing flame 
characteristics). 

Three of these heaters (20M, 30M, 40M), all 
from the same manufacturer, were the lowest CO 
emitters, as well as being among the lowest 
emitters of HCHO and NOx• Furthermore, emission 
rate tests showed that these heaters were rela­
tively insensitive to tuning. This insensitivity 
is illustrated by the results in Table 2, which 
compares emission rates from the 30D and 40M 
heaters under two conditions, one with the air 
shutter fully opened and one with the shutter fully 
closed. The heaters from this manufacturer incor­
porate a very different burner design compared to 
those of the other two manufacturers. Instead of 
having many small circular ports in a flat, rec­
tangular burner that produce many small 
"flamelets," this burner has relatively few slots 
cut across a cylindrically-shaped burner which pro­
duce a softer "feathered" flame. It is likely that 
this burner design accounts for both the lower 
emission rates and their insensitivity to tuning. 

Table 2. Comparison of pollutant emission rates of two poorly 
tuned, unvented gas-fired space heaters operated at 
full input. 

N02/NO 
CO C02 02 HCHO N(NOxl Volumetric 

Heatera ach JJ g/kJ )Jg/kJ ]Jg/kJ )Jg/kJ )Jg/kJ Ratio 

300 

40M 

300 

40M 

0.44 517 43,500 -57,900 20.2 

0.37 8 59,100 -59,100 0.49 

0.41 159 52,500 -70,800 1.35 

0.40 35 49,000 -67,200 0.29 

aFuel consumption in thousands of BtuH, e.g., 
BtuH = 42,200 kJ/hr. 

3 289 

12 0.31 

11 0.65 

10 0.56 

40 40,000 
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CONCLUSIONS 

These data on pollutant emission rates 
obtained from combustion appliances and sidestream 
cigarette smoke in an environmental chamber, com­
bined with data on source usage, provide important 
information for determining the impact of 
combustion-generated pollutants on indoor air qual­
ity under a wide variety of environmental condi­
tions. Other necessary parameters for these deter­
minations are the ventilation rate, reactive decay 
constants, indoor volume, and outdoor pollutant 
concentration. 

Our laboratory studies have shown that 
unvented combustion appliances and tobacco smoking, 
in particular, produce enough pollutants to be of 
concern, both in single-room environments and, 
based on calculations, in residential-sized build­
ings. While our findings suggest that both 
unvented heaters and sidestream cigarette smoke can 
pose a health risk in spaces where ventilation is 
reduced, in the case of unvented gas and kerosene 
space heaters, the N02 emissions are high enough to 
warrant concern, even under relatively high venti­
lation conditions. 

The burner design of one manufacturer of an 
unvented gas-fired space heater appears to reduce 
pollutant emissions significantly and is insensi­
tive to tuning as well, indicating that improve­
ments in burner design should be pursued. Of 
course, other techniques for reducing or alleviat­
ing the effect of pollutant emissions from these 
sources should also be developed. 

Finally, if we are to determine the degree to 
which occupants are at risk from exposure to 
combustion-generated pollutants, we need informa­
tion on (1) occupant usage patterns and (2) 
specific characteristics of the environments where 
these heaters are used. Such data are not 
presently available. A survey of this type should 
be supplemented by field studies to measure pollu­
tant concentrations in a variety of indoor environ­
ments and over a wide range of usage patterns. 

PLANNED ACTIVITIES FOR FY 1982 

The group is extending its measurements pro­
gram beyond characterization of emission rates from 
gas stoves. Measurements of emission from unvented 
gas appliances will be performed, as well as more 
extensive measurements than heretofore of emissions 
from unvented kerosene-fueled space heaters. In 
addition, consideration is being given to a proto­
col for characterizing emissions from wood-burning 
stoves. 



ORGANIC CONTAMINANTS/PASSIVE MONITORS 

Organic Contaminants*t 

R. R. Miksch, C. D. Hollowell, and H. E. Schmidt 

A significant amount of energy is consumed 
while heating or cooling outside air as it enters 
an office building. Recent construction practices 
have incorporated energy conservation strategies 
that minimize the amount of outdoor air used for 
ventilation. In a number of new office buildings 
occupants have registered complaints of poor indoor 
air quality. 1,2 As of July 1981, the National 
Institute of Occupational Safety and Health (NIOSH) 
had conducted more than eighty investigations of 
closed office spaces where occupants complained of 
eye, nose, and throat irritation, as well as 
drowsiness and headaches .• 3 In the majority of 
these investigations, however, traditional indus­
trial hygiene tests have failed to identify any 
etiological agent(s) according to established 
industrial occupational health criteria. 

One of several hypotheses is that exposure to 
organic contaminants contributes to poor indoor air 
quality. Preliminary data suggest that workers in 
office environments are exposed to a broad spectrum 
of compounds present at very low levels relative to 
permissible exposures but high levels relative to 
outdoor air. In this paper, preliminary data on 
the identities and relative amounts of organic con­
taminants in representative office spaces are dis­
cussed, as well as potential sources in new and 
aged building materials, wet-process photocopiers, 
smoking, and building maintenance products. 

ACCOMPLISHMENTS DURING FY 1981 

By sampling air using the porous polymer 
Tenax-GC and subsequently thermally desorbing 
trapped organic contaminants, the problems associ­
ated with traditional charcoal hygiene tests were 
largely overcome. Figure 1 shows typical compara­
tive gas chromatograms of equal size air samples 
taken simultaneously outside and inside a closed 
office space. Organic contaminants are greater in 
number and concentrations indoors than outdoors, as 
indicated by the sizes and number of peaks. For a 
few samples, comparison of the peak areas with 
those of external standards indicated that the 
largest peaks corresponded to air concentrations of 
a few tenths of a milligram per cubic meter. 

*This work was supported by the Assistant 
for Conservation and Renewable Energy, 
Building Energy Research and Development, 
Systems Division of the U.S. Department 
under Contract No. DE-AC03-76SF00098. 

Secretary 
Office of 
Building 

of Energy 

t-Condensed from Miksch, R.R., Hollowell, C.D., and 
Schmidt, H.E. (1981), Trace Organic Contaminants in 
Office Spaces, Lawrence Berkeley Laboratory Report 
LBL-12561. 
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Samples were analyzed by gas chromatography­
mass spectrometry (GC-MS) to establish identities. 
Generally, the largest peaks fell into one of three 
classes of compounds, the largest being aliphatic 
hydrocarbons, including straight-chain, branched­
chain, and derivatives of cyclohexane. These 
hydrocarbons are derived petroleum distillate-type 
solvents. The second largest class was alkylated 
aromatic hydrocarbons, predominately toluene but 
also including xylenes, trimethyl- and other sub­
stituted benzenes, and even methyl- and dimenthyl­
napthalenes. These compounds are either solvents 
themselves or constituents of naphenic-type, 
petroleum solvent mixtures. The third class 
observed was chlorinated hydrocarbons, predomin­
ately tetrachloroethylene, 1,1,1,-trichloroethane, 
and trichloroethylene. Miscellaneous other com­
pounds observed were ketones, aldehydes, and ben­
zene. 

Indoor 

Outdoor 

0 10 20 30 40 

Time (minutes) 

0 0 50 100 150 

Temperature 

Figure 1. Comparative gas chromatograms for equal 
size air volumes sampled using the polymer Tenax-GC 
inside and outside an office where IAQ complaints 
were registered. 

(XBL 808-1727) 



s~veral sources of organic contaminants in 
closed office spaces are (1) new building materi­
als, (2) aged building materials, (3) wet-process 
photocopiers, (4) tobacco smoke, and (5) building 
maintenance products. The impact of each of these 
sources was estimated by considering a hypothetical 
office with dimensions of 100 X 100 X 10 ft con­
taining 40 workers and using the well-mixed tank 
ventilation model of Turk.4 Table 1 summarizes the 
source characteristics, and Figure 2 displays expo­
sure patterns predicted by the ventilation model 
for various source-generation patterns. 

New building materials are a source of organic 
contaminants because they contain residual solvents 
and other compounds remaining after the process of 
manufacture. Qualitative GC-MS analysis of the 
headspace vapor standing over representative build­
ing materials revealed a great number of compounds, 
predominantly toluene and aliphatic hydrocarbons. 
Ketonic solvents and specialty compounds such as 
butylated hydroxytoluene (BHT) were seen. 

Because residual solvents in new building 
materials will diminish with time as the material 
"dries out," a trial calculation was performed to 
estimate how long this process might take for 
wall-to-wall carpeting in the model office space. 
Using the following assumptions, we calculated that 
(1) the emission rate decays exponentially with 
time; (2) the emission rate initially is 1 
mg/ft2-hr; and (3) the initial solvent load of the 
carpet is 10 g/ft2 with a half-life of 300 days, or 
ten months. The generation pattern will appear 
constant relative to a daily time frame, and the 
concentrations and cumulative workday exposures 
will be inversely proportional to the ventilation 
rate, as shown graphically in the top third of Fig­
ure 2. For the assumed initial emission rate, the 
nominal organic contaminant concentrations and 
cumulative exposures are 3.6 mg/m3 and 29 mg-hr/m3 
at 1.0 air change per hour (ach) and 18 mg/m3 and 
144 mg-hr/m3 at 0.2 ach. 

Among aged building materials, wood and other 

Table 1. Characteristics of sources of organic contaminants in a typical office 
space.a 

Source 

New building materials 

Aged building materials 

Wet-process photocopiers 

Smokers 

Building maintenance 
products 

Nominal 
emission rate 
(g/hr-office) 

10b 

low 

Generation 
pattern 

Continuous 

Continuous 

workday 

workday 

episodic 

Major known 
types of organic 

contaminants emitted 

aliphatic hydrocarbons 
aromatic hydrocarbons 
ketones 
esters 
(formaldehyde) 
many miscellaneous 

formaldehyde 

aliphatic hydrocarbons 

formaldehyde 
acrolein 
nicotine 
(total particulates) 
many miscellaneous 

aliphatic hydrocarbons 
aromatic hydrocarbons 
formaldehyde 
amines 
chlorinated hydrocarbons 
many miscellaneous 

aThe typical office being considered had dimensions of 100 x 100 x 10 ft with 
an occupancy of 40 workers. 

bEmission rate calculated assuming 1.0 mg/ft2 for wall-to-wall carpeting after 
several months. 

CEmission rate calculated assuming one wet-process photocopier using 1000 g of 
fluid per week. 

dcalculated from data in Weber et al.5 

eEmission rate calculated assuming 100 g of product (floor detergent or dust­
ing fluid) applied in 1 hr. 
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Figure 2. Behavior of mean pollutant exposure lev­
els for different generation patterns predicted by 
the well-mixed tank model of Turk.4 
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products containing urea or formaldehyde are the 
only well-documented cases where a pollutant, in 
this case formaldehyde, is emitted. These products 
are probably not used extensively in new office 
buildings. Observed formaldehyde levels are low2,3 
and can be reasonably accounted for by smokers (see 
below). Although aged building materials probably 
do not generate significant quantities of organic 
contaminants in most office buildings, they may 
still affect indoor air quality by adsorbing and 
desorbing organic contaminants generated from other 
sources. 

Newer, inexpensive wet-process photocopiers 
can use toner and developer fluids that are very 
nearly pure petroleum distillate solvents. In the 
model office with one photocopier operated during 
the workday, the estimated nominal emission rate is 
25 g/hr. As shown in the center of Figure 2, at 
1.0 ach the petroleum distillate solvent equili­
brates during the workday at a mean concentration 
of approximately 9 mg/m3. The cumulative workday 
exposures are 173 mg-hr/m3 and 67 mg-hr/m3 for 0.2 
and 1.0 ach, respectively, with an exposure ratio 
of 2.6. 

Tobacco smoke can be a major source of organic 
pollutants in office spaces, but their effect is 
difficult to quantify. Data from Weber et al.,5 on 
irritating components of passive smoke show 5.3 mg 
of formaldehyde, 2.3 mg of acrolein, 21.1 mg of 
total particulate matter, and 1.25 mg of nicotine 
generated per cigarette. If it is assumed that 
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during the workday in the model office 10 of the 40 
workers smoke 20 cigarettes, then, theoretically at 
1.0 ach, the concentrations of these pollutants 
will equilibrate at 0.38, 0.16, 1.5, and 0.1 mg/m3, 
respectively. The first two values are higher than 
observed values. 

Building maintenance products comprise a very 
broad category, and organic contaminants emitted 
include most solvents and many specialty compounds. 
The generation pattern is episodic in that products 
are applied over relatively short time intervals. 
The lower third of Figure 2 shows the episodic 
application of 100 g of maintenance product 
(e.g., dust remover containing aromatic hydrocar­
bons) over one hour at the beginning of the work­
day. At ventilation rates of 0.2 and 1.0 ach, 
respectively, the peak exposures are 32 mg/m3 and 
21 mg/m3 and the cumulative exposures are 137 and 
36 mg-hr/m3. (The ratio of the latter two values 
is 3.8.) The exposures could be reduced to zero by 
conducting maintenance activities immediately after 
the workday. 

CONCLUSIONS 

Occupants of new office buildings are exposed 
to elevated levels, relative to outdoor air, of a 
large variety of organic contaminants that are 
judged incapable of inducing adverse health effects 
by existing hygiene criteria. However, the cri­
teria may be inadequate, given that (1) additive 
or synergistic effects are not adequately 
addressed; (2) the criteria are generally based on 
acute exposure studies whereas here the exposure is 
chronic; (3) the population at risk is more 
diverse, including women and elderly workers; and 
(4) annoyance from odorant effects is not con­
sidered. 

Several sources considered here (new building 
materials, photocopiers, tobacco smoke, and build­
ing maintenance products) are of roughly equal mag­
nitude with respect to emissions of organic contam­
inants. Implementation of control strategies must 
consider the nature and generation pattern of each 
source. For new building materials, further 
research may define an acceptable waiting period 
prior to occupancy or a period of high ventilation 
rates while they "dry out." Workday pollution from 
photocopiers and tobacco smoke may be reduced by 
increased ventilation, but not as efficiently as by 
source removal. Episodic pollution from building 
maintenance products can be reduced by increased 
ventilation, but a better strategy is to offset 
product use from the workday period. 

PLANNED ACTIVITIES FOR FY 1982 

For the near future, experimental work on 
organics other than the aldehydes has been 
suspended, primarily because of funding limita­
tions. However, considering the importance of 
organics, the group anticipates work in this area 
at some time in the future and is maintaining an 
active relationship with those working on organics, 
particularly our collaborators at the University of 
California, Berkeley. 
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A New Passive Monitor for Determining Formaldehyde in Indoor Air*t 

K. L. Geisling, J. R. Girman, R. R. Miksch, S.M. Rappaport, and M. K. Tashima 

Recent concern that exposure to low levels of 
formaldehyde (HCHO) may pose a health hazard1 has 
prompted many investigations of HCHO levels in 
homes and office buildings. A serious obstacle in 
these investigations has been the lack of a simple, 
accurate, and inexpensive system for sampling HCHO 
in air. Bubbling air through water or aqueous 
solutions of sodium bisulfite (NaHS03) is presently 
the most common method for monitoring HCHO. How­
ever, sampling systems that employ bubblers have 
many disadvantages: (1) the systems are large and 
bulky, making them difficult to transport from one 
sampling site to another; (2) bubbler systems 
employ pumps, with some type of flow control sys­
tem, that require frequent calibration and are sub­
ject to breakdown; (3) during the long sampling 
periods required to determine low levels of HCHO, 
refrigeration is necessary to prevent loss of sam­
ples through evaporation; and (4) samples must 
also be refrigerated during shipping and storage to 
prevent evaporation. In general, bubbler systems 
are unwieldy, difficult to operate, expensive, and 
unreliable. 

We have developed a passive sampler that col­
lects HCHO under the principle of diffusion and 
consists of a glass-fiber filter treated with 
sodium bisulfite CNaHS03) contained in a glass 
vial. Formaldehyde diffuses through the vial and 
reacts with the NaHS03 to form a stable addition 
product. If the concentration at one end of a dif­
fusion path is maintained at zero, Fick's First Law 
of Diffusion yields an expression relating the 
quantity of a gas transferred through the diffusion 

*This work was supported by the Director, Office of 
Energy Research, Office of Health and Environmental 
Research, Human Health and Assessments Division of 
the U.S. Department of Energy under Contract No. 
DE-AC03-76SF00098. 

tcondensed from Geisling, K.L., et al. (1981), A 
New Passive Monitor for Determining Formaldehyde in 
Indoor Air, Lawrence Berkeley Laboratory Report 
LBL-12560. 
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path to the ambient concentration of the gas and 
the time of exposure. The rate at which the device 
samples a contaminant species from ambient air is 
obtained from this expression. The constants in 
the expression are the cross-sectional area of the 
diffusion path and the diffusion coefficient. The 
sampling rate of a passive sampler based on diffu­
sion requires no correction for temperature and 
pressure variations over the typical range of con­
ditions encountered in indoor air quality audits.2 
Passive sampling devices based on the laws of per­
meation and diffusion offer many advantages for 
indoor sampling of a number of reactive gases.2-4 
The sampler reported here is lightweight and small, 
can be operated by untrained personnel, and is very 
inexpensive. Once in the field, the passive moni­
tor is merely uncapped, placed in a vertical posi­
tion, and left for the appropriate sampling period. 
Following exposure, the sampler is recapped and 
returned to the laboratory for analysis. 

ACCOMPLISHMENTS DURING FY 1981 

Because the diffusion coefficient of HCHO in 
air is not well documented, we designed a series of 
experiments to establish a calibration curve relat­
ing the amount of HCHO transferred through the dif­
fusion tube (and trapped on the treated filters) to 
its ambient concentration. Glass-fiber filters were 
treated with 5-percent NaHS03, dried under N2, and 
then placed in the bottom of glass vials whose 
area-to-length ratio is 0.517 em (2.5 em in diame­
ter and 9.5 em in length). These sampling devices 
were exposed to five HCHO concentrations ranging 
from 0.05 to 0.8 ppm for one-week sampling periods. 
Test atmospheres of HCHO gas were produced by a 
novel generation system in which trioxane, the 
cyclic trimer of HCHO, is decomposed over an acid 
catalyst to monomeric HCHO. Dilute HCHO gas of 
known concentration was continuously pumped into 
two chambers, each containing five passive monitors 
(Figure 1). Air in the chambers was kept well 
mixed, and the temperature was maintained at 19 to 
22oc. The dilute gas stream was drawn out of the 
chambers at a rate high enough to assure that the 
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Figure 1. Schematic diagram of the apparatus used 
for evaluating the formaldehyde passive monitor. 
For our study, the apparatus was constructed in 
duplicate, and the two chambers were placed in an 
insulated box, with each chamber containing five 
passive monitors. 

(XBL 816-2374) 

passive monitors withdrew a maximum of 5 percent of 
the HCHO in the test atmosphere while the gas was 
present in the chamber. Bubbler samples were col­
lected in parallel to validate the concentration of 
HCHO in the gas stream from the generation system. 

Following exposure, distilled water was added 
directly to the passive monitors to elute the 
sodium formaldehyde bisulfite formed on the 
filters. The resulting solutions (and the bubbler 
solutions) were analyzed by the wet-chemical, spec­
trophotometric chromotropic acid method currently 
recommended by the National Institute of Occupa­
tional Safety and Health.4 The results of the cali­
bration experiments are given in Table 1, and the 
data are plotted in Figure 2. The equation of the 
least-squares line for the data is given by the 
expression: 

~g HCHO collected = 0.283 x (ppm-hr) + 0.094 

The correlation coefficient given by the regression 
analysis is 0.997, indicating that the collection 

Table 1. Results of calibration experiments for the HCHO 
passive monitor. 

Known HCHO Reference method Duration of HCHO 
air conc.a HCHO air conc.b sampling collectedc 

(ppm) (ppm) (hr) ()Jg) 

0.058 0.060 :!: 0.002 162.67 2.96 :!: 0.22 

0.096 0.101 :!: 0.003 154.52 4.39 :!: 0.17 

0.201 0.204 :!: 0.006 141.17 8.40 :!: 0.26 

0.397 0.407 :!: 0.008 158.84 17.5 :!: 1.7 

0.839 0.871 :!: 0.025 160.24 39.4 :!: 2.4 

aBased on gravimetrically determined generation rate of 
HCHO. 

baased on 24-hr bubbler samples, average of 14 observa­
tions ± absolute standard deviation. 

CAverage ± absolute standard deviation. 
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Figure 2. Amount of formaldehyde captured by the 
passive monitor plotted as a function of HCHO expo­
sure level. 
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of HCHO by the passive monitor is well described by 
the laws of diffusion. The linearity of the cali­
bration curve also indicates that the rate at which 
HCHO was trapped by the NaHS03-treated filters did 
not vary as concentration increased. It may be 
inferred, therefore, that the collection efficiency 
of the passive monitor for HCHO was high enough to 
provide excellent performance over a wide range of 
HCHO concentrations. 

An important requirement of any field sampling 
device is that it retain its active element while 
being stored prior to exposure in the field and 
that the collected sample remain stable with no 
losses during storage and shipment after exposure. 
We have performed tests to determine the pre- and 
post-exposure storage stability of our HCHO passive 
monitor for periods of one and two weeks. The data 
are presented in Tables 2 and 3 and show that the 
passive monitors stored prior to exposure lost none 
of their ability to collect HCHO. Also, no signi­
ficant loss (within one standard deviation) of HCHO 
was detected for samples stored after exposure. 

CONCLUSIONS 

The calibration curve developed in our experi­
ments enables a user of this passive monitor to 
determine time-weighted concentrations of HCHO by 
measuring the amount collected on the NaHS03-
treated filter in a known exposure time. In 



Table 2. Pre-exposure storage stability of passive monitors. 

HCHO Concentration (ppm) 

Passive monitors Passive monitors 
Storage stored prior exposed immediately Concentration ratio 

time to exposurea after preparationb stored/non-stored 

~ 1.42 :!: .07 (n=7) 1.40 :!: .05 (n=4) 1.01 

2 wk 1.36 ! .10 (n=8) 1. 33 :!: .07 (n=4) 1.02 

aPassive monitors were prepared, filled with N2 and capped, and 
stored at room temperature before exposure to HCHO. Average HCHO 
concentration ! absolute standard deviation for n samples. 

bAverage HCHO concentration ! absolute standard deviation for n sam­
ples. Passive monitors were exposed with stored samples. 

Table 3. Post-exposure storage stability of passive monitors. 

HCHO Concentrationa (ppm) 

Passive monitors Passive monitors Storage 
time stored after exposureb analyzed after exposure 

Concentration ratio 
stored/non-stored 

1.24 + .01 (n=7) 1.35 : .09 (n=5) -wk 0.92 

1. 41 + .06 (n=8) 1.36 + .02 (n=4) - -2 wk 1.04 

aAverage HCHO concentration ! absolute standard deviation for n samples. 

bstored at room temperature. 

addition, lower detection limits of HCHO concentra­
tion may be obtained from the calibration curve for 
various sampling periods. In an occupational 
environment, an eight-hour sample would be suffi­
cient to detect the permissible exposure limit of 3 
ppm set by the Occupational Safety and Health 
Administration; in a residential environment, a 
100-hr sample would allow detection of 0.1 ppm for 
indoor air quality audits. 

The rate at which the passive monitor 
described here samples HCHO in ambient air is 3.84 
± 0.16 cc/min at STP. This rate was obtained by 
converting the units of ~g/ppm-hr from the slope of 
the calibration curve. The collection rate of HCHO 
may be varied to increase or decrease the detection 
limits by simply modifying the geometry of the pas­
sive monitor. 

Tests to date have demonstrated excellent 
results for storage periods as long as two weeks, 
and we believe that the samplers may be stored for 
much longer periods. 

PLANNED ACTIVITIES FOR FY 1982 

The formaldehyde passive monitor will be 
developed further and field tested during the com­
ing year. In addition, substantial efforts will be 
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devoted to development of a carbon monoxide passive 
monitor. Finally, we will continue to test and 
evaluate commercially available passive monitors 
for their suitability in indoor air monitoring. 
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RADON AND ITS DAUGHTERS 

Distribution of Indoor Radon Concentrations and 
Source Magnitudes: Measurements and Policy Implications*t 

A. V. Nero, Jr., M. L. Boegel, S.M. Doyle, B. A. Moed, and W. W. Nazaroff 

Substantial effort has been devoted in recent 
years to studying radon 222 and its daughters in 
U.S. residences. As a part of our study of the 
effect of ventilation on indoor concentrations, our 
group has carried out surveys in conventional and 
energy-efficient houses, measuring airborne radon 
concentrations and air-exchange rates concurrently. 
These surveys have been complemented by measure­
ments of radon emanation rates from building 
materials commonly used in the United States. 
Based on this earlier work, this report examines 
the frequency distribution of indoor radon concen­
trations and air-exchange rates found in these stu­
dies, discusses radon source magnitudes extracted 
from our data, compares the. distribution of source 
magnitudes with information on emanation rates from 
source materials, and, finally, considers the ways 
in which variability in source magnitude might 
affect regulatory efforts tci control indoor concen­
trations of radon and its daughters. 

ACCOMPLISHMENTS DURING FY 1981 

Radon Concentrations and Air-Exchange Rates 

Three housing groups--consisting of 17 
"energy-efficient" houses in the United States and 
Canada, 1 29 conventional houses in the San Fran­
cisco area,2 and 52 houses in a community in rural 
Maryland3--were surveyed. In each case radon, and 
usually radon-daughter, concentrations were meas­
ured simultaneously with infiltration rate, radon 
in grab samples, and infiltration by a tracer-gas­
decay technique. To establish a correspondence 
between the radon concentration and the ratio of 
source magnitude to air-infiltration rate, we asked 
occupants to close windows and doors for the night 
prior to measurements. Our results, presented in 
Figure 1, show clearly that radon concentrations do 
not correlate strongly with air-exchange rates in 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Building Energy Research and Development, Building 
Systems Division, and by the Director, Office of 
Energy Research, Office of Health and Environmental 
Research, Human Health and Assessments Division and 
Pollutant Characterization and Safety Research 
Division of the U.S. Department of Energy under 
Contract DE-AC03-76SF00098. 

tcondensed from Nero, A.V., and Nazaroff, W.W. 
(1981), Distribution of Indoor Radon Concentrations 
and Source Magnitudes: Measurements and Policy 
Implications, Lawrence Berkeley Laboratory Report 
LBL-12565. 
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any of these survey groups. Moreover, it is evi­
dent that, in these houses, radon concentrations 
are distributed over a much broader range than are 
infiltration rates. From these observations, we 
suggest that the wide distribution of radon concen­
trations found in this and other work4 arises 
largely from variations in source magnitude. 

Distribution of Radon Source Magnitudes 

For steady-state conditions, the radon source 
magnitude, i.e., the radon entry rate per unit 
house volume, may be estimated by taking the pro­
duct of the radon concentration and the air­
exchange rate. Figure 2 displays a frequency dis­
tribution of the source magnitudes calculated from 
the data of Figure 1. Values range over almost 
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Figure 1. Radon concentrations and air-change 
rates in U.S. residences. The figure is a compo­
site of results from three survey groups: "energy­
efficient" houses in the United States and (one) in 
Canada; conventional houses in the San Francisco 
area; and conventional houses in a community in 
rural Maryland. 
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Figure 2. Frequence distribution of radon source 
magnitude. For each of 98 houses, the radon entry 
rate per unit volume is calculated from the radon 
concentration and air-change rate given in 
Figure 1. 
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three orders of magnitude. The geometric standard 
deviation of the distribution is similar to that 
for the radon concentrations in these houses and 
much larger than that for the infiltration rates. 
This distribution is similar to that obtained for 
residences in England.5 

Because this distribution of source magnitudes 
is based on analysis of grab samples, it contains 
some uncertainty associated with the assumption 
that measured parameters are constant before sam­
pling, which may not be the case. This uncertainty 
aside, the source magnitudes measured represent 
instantaneous values only. When measurements are 
repeated in a single house, the source magnitudes 
are found to vary significantly, although not 
nearly as widely as the distribution seen in Figure 
2. The distribution of time-averaged source magni­
tudes can therefore be expected to have a mean and 
standard deviation similar to those for Figure 2. 
Furthermore, in an individual house, the source 
magnitude may correlate with infiltration rate in 
such a way that the indoor radon concentration does 
not vary as much with time as the source magni-

tude.6 Hence, our observation that most of the 
variation in radon concentration arises from varia­
tions in source magnitude, when derived from grab­
sample measurements, may also apply to time­
averaged values of these parameters. 

Contribution of Building Materials and Soil to 
Source Magnitudes 

The major sources of radon in most buildings 
are thought to be building materials or underlying 
soil and rock. Table 1 (adapted from Ingersoll7) 
presents radon emanation rates and radionuclide 
concentrations for concrete samples from nine 
metropolitan areas in the United States. The aver­
age radon emanation rate from all samples tested 
was 0.8 pCi kg-1hr-1. A concrete slab 0.2 m thick, 
with an average emanation rate and a typical den­
sity of 2000 kg/m3, would have an emanation rate, 
expressed per unit area, of approximately 0.04 pCi 
m-2sec-1. For a one-story house, interior height 
2.4 m, placed on this concrete slab, the 
corresponding source magnitude would be 0.07 pCi 
l-1hr-1, an order of magnitude below the average 
source magnitude of 0.9 pCi l-1hr-1 for our 98-
house sample. 

In contrast to concrete, the soil can contri­
bute a large portion of the observed radon source 
magnitude. A typical radon flux from the soil is 
0.4 pCi m-2 sec-1 (Ref. 8), which would contribute 
0.7 pCi 1-1 hr-1 to the house postulated above, 
assuming this typical flux gained entry to the 
interior. Our group has recently begun to study 
the specific question of radon transport, important 
if the source of indoor radon is to be understood 
and if information on radionuclide concentrations 
or radon fluxes is to be used as a basis for iden­
tifying geographic areas where high indoor radon 
concentrations may be endemic. 

Risk Assessment and Control Strategies 

The considerable effort now being devoted to 

Table 1. Emanation rates and radionuclide concentrations in ordinary concrete. 

Average 

kg-l hr-1) 
escape-to-

Origin No. of Emanation rate J2er mass {J2Ci Elemental concentrations {mean) production 
samJ2les Range Mean ·S.D. u {J2J2m) Th {J2J2m) K {%) ratio (%) 

Albuquerque, N. Mex. 12 o. 70-1.95 1.22 0. 35 2.5 6.0 1.5 22 

Kansas City, Mo. 12 o. 40-0.65 0.53 0.07 1.0 2.0 0.7 25 

Philadelphia, Penn. 7 0.35-0.55 0.42 0.08 0.6 1.5 0.7 17 

Salt Lake City, Utah 9 0.50-0.75 0.64 0.08 2.0 4.0 0.6 14 

San Francisco - 21 0. 65-1.10 0.83 0.12 1.5 3.0 0.6 24 
Oakland 

Austin, Texas 8 0.60-0.92 0.73 0.12 1.3 1.5 0.8 24 

San Antonio, Texas 8 0.27-0.72 0.46 0.14 3.0 7.5 1.5 8 

Chicago, Ill. 12 o. 25-1.39 0.66 0.36 1.5 2.0 0.5 25 

St. Paul - 5 0.54-0.75 0.62 0.09 1.5 4.0 1.5 19 
Minneapolis, Minn. 

Knoxville, Tenn. 6 0.46-0.78 0.59 0.12 1.0 1.2 0.5 23 
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assessing the risk from indoor-exposure to radon 
daughters should take explicit account of the wide 
variation in indoor concentrations. Whereas aver­
age exposures .are the basis for estimating 
population risks, knowledge of the frequency dis­
tribution is necessary for estimating individual 
risks. Data presently available suggest that mil­
lions of the U.S. population are exposed to concen­
trations ten times the average. It appears 
appropriate that regulatory efforts be designed to 
avoid such excessive exposure of individuals, at 
the same time achieving an acceptable average expo­
sure of the population as a whole.9 

Controlling average exposures and avoiding 
excessively high individual exposure requires 
attention to major factors affecting indoor concen­
trations, Le., ventilation rates and source magni­
tudes. Because v·ariations in the latter appear to 
be the principal cause of variations in indoor con­
centrations, examination of the geographic distri­
bution of source magnitudes and of its relationship 
to population distribution may· be a critical 
requirement for identifying · the portion of the 
population subjected to excessive exposures and for 
designing programs to reduce such exposures. 

CONCLUSIONS 

Indoor radon concentrations measured by our 
group vary over a large range and do not correlate 
well with infiltration rate. Calculation of source 
magnitudes for the houses monitored yield values 
ranging over three orders of magnitude, and this 
variation appears to be the main cause of the vari­
ation in indoor concentrations. Radon emanation 
rates from building materials such as concrete do 
not account for the source magnitudes observed. On 
the other hand, the radon flux from soil averages 
ten times as much as that from concrete and could 
account for the source magnitudes observed. The 
observed distribution in indoor concentrations sug­
gests that a significant portion of the population 
is subject to unusually high risks, and variations 
in source magnitude need to be considered in 
developing strategies for identifying this portion 
of the population and for reducing indoor concen­
trations. 

PLANNED ACTIVITIES FOR FY 1982 

Selected field studies of concentrations and 
sources will continue. A major element will be a 
long-term, automatic study of infiltration rates, 
radon concentrations, and radon source indicators 
at a single house. In addition, efforts will con-
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tinue on examining the potential for characterizing 
radon source strengths on a geologic or geographic 
basis. 
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Instrumentation for a Radon Research House*t 

W. W. Nazaroff, A. V. Nero, Jr., K. L. Revzan, and A. W. Robb 

We have designed and built a highly automated 
monitoring and control system for studying radon 
and radon-daughter behavior in residences. The 
system has been installed in a research "house," a 
test space contained in a two-story wood-framed 
building, which enables us to conduct controlled 
studies of (1) pollutant transport within and 
between rooms, (2) the dynamics of radon-daughter 
behavior, and (3) techniques for controlling radon 
and radon daughters. The system's instrumentation 
is capable of measuring air-exchange rate, four­
point radon concentration, individual radon­
daughter concentrations, indoor temperature and 
humidity, and outdoor weather parameters (tempera­
ture, humidity, wind speed, and wind direction). 
It is also equipped with modules that control the 
injection of radon and tracer gas into the test 
space, the operation of the forced-air furnace, the 
mechanical ventilation system, and the mixing fans 
located in each room. A microcomputer controls the 
experiments and records the data on magnetic tape 
and on a printing terminal. The data on tape is 
transferred to a larger computer system for reduc­
tion and analysis. As programmed, the computer 
provides substantial flexibility in experimental 
design, thus enabling us to collect large amounts 
of data from diverse experiments with relatively 
little manual effort. 

The test space, three rooms on the first floor 
of the building with a total floor area of 54 m2, 
has been renovated to assure that the thermal and 
air-leakage characteristics of the envelope conform 
to current energy-efficient building practices. 
Heat is provided by a forced-air furnace with sup­
ply registers located in each room. Each room has 
several small blowers mounted on the walls to 
facilitate mixing. The speed of the blowers is 
controlled by variable transformers, and their 
power is switched under computer control. Except 
for the radon-daughter analyzer, the instrumenta­
tion system is located in a fourth first-floor room 
that is isolated from the test space. 

In this 
design and 
as a whole, 

report, we describe the essential 
function of the instrumentation system 
singling out those components that 

*This work was supported by the Assistant Secretary 
for Environment, Office of Health and Environmental 
Research, Human Health and Assessments Division, 
and the Assistant Secretary for Conservation and 
Solar Energy, Office of Buildings and Community 
Systems, Buildings Division, of the u.s. Department 
of Energy under Contract No. DE-AC03-76SF00098. 
t Nazaroff, W.W., Revzan, K.L., and Robb, A.W. 
(1981), Instrumentation for~ Radon Research House, 
presented at the Symposium on Air Pollution, 
Health, and Energy Conservation, University of Mas­
sachusetts, Amherst, Mass., October 13-16, 1981, 
Lawrence Berkeley Laboratory Report LBL-12564. 
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measure ventilation rate, radon concentration, and 
radon-daughter concentrations. 

ACCOMPLISHMENTS DURING FY 1981 

Microcomputer System 

The microcomputer system is a modified commer­
cial product (Intel 80/20-4) that has four circuit 
boards in a chassis with a power supply. The 
microcomputer chip is the key element of one board. 
Two of the remaining boards contain most of the 
system memory, which is of two types: random-access 
memory (RAM) for data and temporary program storage 
and erasable programmable read-only memory (EPROM) 
for storing programs over long time periods. The 
fourth circuit board contains special circuits such 
as a real-time calendar/clock and a 16-channel ana­
log multiplexer coupled to an analog-to-digital 
converter. The microcomputer system and its inter­
faces to other components of the instrumentation 
system are shown schematically in Figure 1. 

The uncommitted interface links are available 
to accommodate additional instruments and/or to 
control other devices that future experimental 
goals may require. The system software was 
designed to provide great flexibility in experimen­
tal specification and to be relatively easy and 
inexpensive to develop and modify. The program 
through which the user communicates with the sys­
tem, written in BASIC, enables the user to command 
the system to automatically execute a series of 
quite different experiments. An interpreter for 
the BASIC program resides in EPROM. 1 

Ventilation Measurement 

Ventilation rate is measured by tracer-gas 
decay using sulfur hexafluoride (SF6). In the sim­
plest case, where the air within the test space is 
considered to be well-mixed, the time constant in 
the exponential decay of the tracer-gas concentra­
tion gives the ventilation rate. Our system can 
sequentially sample the concentration at four 
points with a minimum interval of one minute 
between samples, the limiting factor being the 
response of the SF6 analyzer. Nominally, three of 
these points would be used to measure the concen­
tration of SF6 in the three rooms, enabling us to 
determine the degree of mixing among the rooms. We 
have also provided four injection lines that are 
switched on and off by the computer; the flow rate 
for the tracer is adjusted manually. Three of 
these lines, their outlets placed near mixing fans, 
are used to supply SF6 independently to the three 
rooms; the fourth line is installed in the furnace 
return duct to supply the entire test space. The 
SF6 concentration is measured by a commercially 
available, non-dispersive infrared (NDIR) analyzer 
(Foxboro Wilks, Model Miran 101), calibrated using 



INSTRUMENTATION SYSTEM - RADON RESEARCH HOUSE 

SERIAL 1/0 PORTS 

(4 CHANNELSI 

SPARE 

MICROCOMPUTER SYSTEM 

ANALOG INPUT PORTS 
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I40BITSI 

MEMORY 

SPARE SPARE 

EPROM 112K BYTESI I EPROM OR RAM I RAM IGK BYTES) 
BASIC 130K BYTES) TEMPORARY DATA 

INTERPRETER AARDVARK II PROGRAM STORAGE 

Figure 1. Instrumentation system for a radon research house. 

three compressed-air tanks containing known concen­
trations of SF6. In addition to using SF6 for 
measuring ventilation rates, we plan to use this 
tracer gas to examine air movement and mixing 
within a room and between room~. 

Radon Injection and Measurement 

We inject radon into th~ test space up to a 
concentration of about . 50 pCi/1--the high end of 
the range of concentrations found in houses. Set­
ting the concentration at this level enables us to 
measure radon and radon daug~ters fairly precisely. 
This concentration is aiso high enough to assure 
that contributions of outdoor levels of radon and 
daughters will not affect indoor levels. The radon 
we inject is derived from 20Q microc~ries of 226Ra, 
precipitated as a stearate. The radium is con­
tained between two filters in a specially designed, 
stainless-steel holder. Air is blown through the 
holder and distributed to one. or more of four 
points: one in each of the three rooms and one 
mounted below the roof eave outdoors. 

The radon concentration is measured with a 
Continuous Radon Monitor (CRM), after the design of 
Thomas.2 Filtered air is drawn through a scintilla­
tion cell, 170 ml in volume. Alpha particles that 
are created within the cell from the decay of radon 
and two of its daughters, 218po and 214po, produce 
light flashes when they strike the phosphor. The 
light is detected by a photomultiplier tube; the 
signal is then amplified and the pulses counted. 
There are four CRMs in this instrumentation system, 
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(XBL 821-31) 

one for each room with the fourth uncommitted. 
Each radon monitor is interfaced to the computer 
through an analog input channel. The output vol­
tage of the CRM is proportional to the total in its 
counter, which resets automatically after reaching 
1023 counts. The radon monitors are calibrated by 
comparing their response to that of_a scintillation 
cell calibrated with standard reference method 
226Ra solution (National Bureau of Standards). The 
sensitivity of the monitor, defined as the concen­
tration at which the relative standard deviation in 
the measurement is 50 percent, is 0.2 pCi/1 for a 
three-hour integration interval. 

Radon-Daughter Measurement 

Radon-daughter concentrations are measured 
with an automated instrument, the Radon-Daughter 
Carousel (RDC), which has seven filter holders 
mounted near the edge of and uniformly spaced 
around a platter, 25 em in diameter. Air is drawn 
through a filter (Millipore, 25 mm diameter, 0.4-
0.8 m pore size) nominally at 10 1/min for 10 
minutes. The filter is then advanced to the count­
ing station where a solid-state detector and asso­
ciated electronics count separately the alpha 
decays from 218po and 214po. The sampling and 
counting stations are fixed; the platter is rotated 
to select which filter is used for sampling or is 
counted. The results from two counting intervals 
are used to calculate the concentrations in air 
of the radon daughters: 218po, 214pb, and 214Bi. 
With a detector efficiency that is 0.2 
(counts/disintegration) and a total measurement 



time of 40 minutes, the individual daughter concen­
trations are measured with a relative standard 
deviation of 20 percent at concentrations of 
roughly 0.5 pCi/1.3 A dedicated microprocessor con­
trols the operation of the RDC. It can be pro­
grammed to operate over a wide range of timing 
schemes. The microprocessor communicates with the 
main microcomputer system through a serial port. 

CONCLUSIONS 

This automated instrumentation system is com­
pletely operational with the exceptions of the 
radon-daughter carousel, the radon-source module, 
and the ventilation dampers, all of which are in 
the final stages of development. The system has 
already proved useful in studying the rates of mix­
ing within a room, with and without forced convec­
tion. In the first few months of using the system, 
we experienced a few problems that appear to be 
related to the quality of the 115 VAC power in the 
research house. To correct these problems, we plan 
to add an isolation transformer and a back-up power 
supply to the system. We are presently planning a 
wide range of experiments using this system and, 
because expansion capabilities have been included 
in the design, we are assured of being able to 
accommodate future research goals. Although built 
for a specific research project on indoor radon, 
the system could easily be reconfigured for use in 
other indoor air quality research projects. 

3-29 

PLANNED ACTIVITIES FOR FY 1982 

The instrumentation package for the radon 
research house will be completed, including devices 
for particulate monitoring. The measurement pro­
gram will begin, including characterization of 
radon transport and ventilation effectiveness in 
the house and studies of the effect of ordinary 
building systems (furnace recirculation and 
filters) on daughter concentrations. 
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FIELD MONITORING OF INDOOR AIR QUALITY 

Indoor Air Quality in New Energy-Efficient Houses and Retrofitted Houses 

C. D. Hollowell, J. V. Berk, S. R. Brown, J. F. Dillworth, 
J. F. Koonce, Jr., J. H. Pepper, and R. A. Young 

Of primary interest in buildings designed or 
retrofitted to be more energy efficient is the 
effect of such measures on air quality. Since 
1978, the Building Ventilation and Indoor Air Qual­
ity program at the Lawrence Berkeley Laboratory 
(LBL) has been conducting studies of indoor air 
quality in a variety of occupied buildings. This 
report presents the results of indoor air quality 
studies in several new energy-efficient houses and 
houses retrofitted for energy efficiency. The LBL 
Energy Efficient Buildings Mobile Laboratory, a 
fully instrumented, automated facility capable of 
monitoring a wide range of air-quality parameters 
on site for several weeks, was used for these stu­
dies. The mobile laboratory is positioned outside 
a building whose air quality is to be monitored; 
air sampling lines installed at several sites 
within the structure under study terminate inside 
the laboratory, where the air-monitoring instrumen­
tation is located. As a general practice, we sam­
ple the outdoor air to determine what fraction of 
t.he pollution indoors originates outside. For 
indoor sampling, we select three sites to account 
for the spatial distribution of pollutant sources 
and incomplete mixing of the interior air, both of 
which can cause variations in the pollutant concen­
tration from one room to another. Air is sampled 
sequentially from these four locations with a 
microprocessor-controlled sampling and data-logging 
system. 

Gaseous pollutants, as well as air-exchange 
rates and comfort and meteorological parameters, 
can be measured on a continuous basis with the 
mobile laboratory. However, several indoor pollu­
tants must be measured on a time-integrated basis 
because of their physical and chemical properties 
or low concentrations. Often, these measurements 
must be made directly at the sampling site rather 
than in the mobile laboratory. For example, indoor 
radon is measured for a one-week period using a 
portable battery-operated device which records the 
alpha decays from decaying radon atoms. 1 Formal­
dehyde and total aldehydes are collected over 
periods up to 24 hours using temperature- and 
flow-controlled gas bubblers.2 Other organic con­
taminants are collected over periods of hours using 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings Energy Research and Development, Building 
Systems Division of the U.S. Department of Energy 
under Contract No. DE-AC03-76SF00098. 

tcondensed from Hollowell, C.D., et al. (1981), 
Indoor Air Quality in New Energy-Efficient Houses 
and Retrofitted Houses, Lawrence Berkeley Labora­
tory Report LBL-12566. 
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the porous polymer Tenax-GC as an adsorption 
medium. Inhalable particulates are divided accord­
ing to size and collected on Teflon filters, typi­
cally for 24-hour periods.3 Most of these collec­
tion devices were developed at LBL; all require 
subsequent laboratory analysis of their samples to 
determine composition and concentrations. 

ACCOMPLISHMENTS DURING FY 1981 

New Energy-Efficient Houses 

Table 1 summarizes the indoor air quality 
data, collected throughout the 1979-80 year at five 
energy-efficient houses located throughout the 
United States. The house in Carroll County, Mary­
land, was an energy-efficient research house which, 
in addition to other energy-conserving features, 
incorporated plastic vapor barriers in the wall, 
ceiling, and floor cavities to minimize infiltra­
tion. This house had all-electric appliances and 
was occupied by LBL field personnel during the sam­
pling period. The house in Mission Viejo, Califor­
nia, was built by a large home building company as 
a model home incorporating several energy­
conserving features. It had all-natural-gas appli­
ances and was occupied by a family of three during 
the sampling period. Both houses in Minnesota 
(Northfield and Dundas) were owner-designed and 
included many energy-conservation features. 
Because of the very low air-exchange rates achieved 
in these houses, indoor moisture became a problem. 
To circumvent this problem and other possible 
indoor air quality problems, we recommended the 
installation of air-to-air heat exchangers in both 
houses. Our air quality measurements were taken 
with and without the heat exchangers operating. 
Both houses had all-electric cooking appliances. 
The Northfield house was occupied by a family of 
five, and the Dundas house was occupied by a family 
of two. The Rio, Wisconsin, farmhouse had been 
retrofitted (storm windows, weatherstripping, and a 
vapor barrier on the interior walls). It was occu­
pied by a family of five, one of whom was a 
cigarette smoker, and propane cooking appliances 
were used. The house was heated with a woodburning 
stove located in the basement. 

As indicated in Table 1, the infiltration 
rates in all five houses are considerably lower 
than the national average, -0.75 ach. No signifi­
cant carbon monoxide problems were observed in any 
of the houses, including those with gas-fired 
appliances and smokers. The high levels of nitric 
oxide in the Dundas house before the heat exchanger 
was turned on were associated with the operation of 
an oil-burning furnace in the basement, and the 
dramatic reduction made by the heat exchanger was 



Table 1. Indoor air quality measurements in five new energy-efficient occupied houses.a 

Caroll Mission 
County, MD Viejo, CA 

Infiltration 
rate (ach) 0.15 0.4 

CO (ppm) 1.2 1.4 

C02 (ppm) 598 689 

N02 (ppb) 9 41 

NO (ppb) 5 44 

S02 (ppb) 3.2 0.9 

03 (ppb) 4.3 15.6 

Particulates--
fine (1Jg/m3) 7.8 32.6 

Particulates--
total (1Jg/m3) 9.9 48.9 

Formaldehyde 
(ppb) 98 214 

Total 
aldehydes 

(ppb) 150 227 

Radon 
(pCi/1) 22.0 5.0 

aAll values represent average concentrations during 
period. 

bsmoking. 

CNo smoking. 

caused by its exhaust inlet being adjacent to the 
furnace. The high radon levels in some of the 
houses are most likely attributable to high radon 
emanation from soil. This hypothesis is being 
investigated further in our laboratory.4 

Very high levels of particulates were measured 
in the Rio, Wisconsin, house, where one of the 
occupants was a smoker. Although this house also 
differed from the others in using propane combus­
tion appliances and a woodburning stove, the 
detailed data clearly confirm that the high levels 
of particulates were attributable to cigarette 
smoke. 

Retrofitted Houses 

Table 2 summarizes the indoor air quality data 
collected at three houses retrofitted for energy 
efficiency. The first two houses were part of a 
Pacific Power and Light Company (PPL) residential 
weatherization program in Medford, Oregon. A sum­
mary of the weatherization measures implemented in 
these two houses is shown in Table 3. The third 
house was a 100-year old home in Cranbury, New Jer­
sey, that had been retrofitted just before our 
visit and "super" retrofitted by house doctors from 
Princeton University's Center for Energy and 
Environmental Studies before our final measurements 
were made. 

Northfield, Dundas, Rio, 
MN MN WI 

HX HX HX HX 
off on off on 

0.1 0.3 0.1 0.3 0.3 

0.5 0.4 0.7 0.4 2.2 

1175 722 1316 478 1125 

15 16 19 20 77 

5 2 70 5 72 

1.0 1.7 9.0 

1. 7 1.7 9.0 9.3 15.0 

92.4b 
6.8 6.8 19.5 8.0 6.oc 

129.6b 
14.8 13-8 27.9 . 14.6 23.5C 

69 73 80 64 53 

99 91 122 163 81 

7.5 0.8 1.7 6.5 

the men iter ing 

As shown in Table 2, the concentrations of the 
gaseous pollutants in both Medford houses were low 
with no difference between pre- and post-retrofit 
periods, despite the fact that one of the occupants 
of house #1 smoked 20-40 cigarettes daily. Both 
houses had electric appliances exclusively, and, 
because there were no combustion sources inside the 
homes except for the cigarettes, these low levels 
were not unexpected. 
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On the other hand, there was a definite 
difference in the levels of particulates between 
smoking and non-smoking periods in house #1, both 
pre- and post-retrofit. In terms of the effect of 
the retrofit shown in Table 3, the indoor concen­
trations of both the fine and total inhalable par­
ticulates during the smoking period increased by 
approximately 20 percent after retrofitting; parti­
culate levels measured during the non-smoking 
period did not change as a consequence of the 
retrofit. The total particulates during the post­
retrofit period (77 ~g/m3) was approximately the 
same level as the EPA standard for total suspended 
particulates for a one-year period (75 ~g/m3). 

The only gaseous pollutant that exhibited a 
change as a result of the retrofit was carbon diox­
ide, which increased 20 to 30 percent in Medford 
house #1 but was still well below existing health 
guidelines or standards. Radon levels were at or 
below the lower limit of detectability. Formal-



Table 2. Indoor air quality measurements in three retrofitted occupied houses. 

Medford, OR 
Ill 

Pre-retrofit Post-retrofit 

Infiltration (Fan on) 0.62 
rate (ach) (Fan off) 0.33 

CO (ppm) 0.3 

C02 (ppm) 670 

N02 (ppb) 7 

NO (ppb) 3 

so2 (ppb) 

03 (ppb) 

Particulates-- (Smoking) 31 
fine (]J g/m3) (No smoking) 9 

Particulates-- (Smoking) 62 
total ( ]Jg/m3) (No smoking) 31 

formaldehyde 55 
(ppb) 

Total 
aldehydes 84 

(ppb) 

Radon <1 
(pCi/1) 

Table 3. Summary of weatheriza­
tion measures at the 
Medford, Oregon, 
houses. 

Storm.windows 
No. 
Area (m2) 

Storm doors 
No. 

Weatherstripping 
No. doors 

No. sliding glass 
doors replaced 

Ceiling insulation 
From 
To 
Area (m2) 

Floor insulation 
From 
To 
Area (m2) 

Duct insulation 
From 
To 

Ground cover/ 
moisture barrier 

House No. 

2 

10 9 
11.8 15.6 

2 3 

2 oa 

2 

R15 
R38 
127 

0 
R19 
127 

0 
R9 

Yes 

R19 
R38 
102 

0 
R19 
131 

0 
R9 

No 

aooors had been weather-stripped 
before retrofit. 

0.49 
0.20 

0.3 

847 

4 

7 

4 

36 
8 

77 
35 

53 

85 

1.2 

Medford, OR Cranbury, NJ 
112 

Pre-retrofit Post-retrofit Pre-retrofit Post-retrofit 

(Fan on) 0.82 0.58 0.44 0.39 
(fan off) 0.33 0.23 
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0.3 0.3 2.9 3.1 

593 656 767 703 

4 5 25 29 

8 7 50 46 

5 16 

12 10 12 8 

45 26 25 18 

68 51 22 19 

94 71 29 31 

<1 (1 3.6 3.8 

dehyde and total aldehydes were well below the pro­
posed guidelines for formaldehyde and remained the 
same after the retrofit. 

The data from Medford house #2 showed the same 
trends as Medford house #1. The concentrations of 
the gaseous pollutants were low, generally lower 
than or equal to the levels seen in house #1. 
House #2 also had exclusively electric appliances 
and, because none of the occupants smoked, there 
were no combustion sources in this house. As in 
house #1, the levels of radon were below the lower 
limit of detectability, and the concentration of 
formaldehyde again was well below proposed guide­
lines. The levels of particulate mass in house #2 
were low and very similar to those measured during 
the non-smoking periods in house #1. None of the 
indoor air quality parameters changed significantly 
as a result of the retrofit. 

Data from the third retrofitted house in Cran­
bury, New Jersey, are also shown in Table 2. The 
concentrations of the gaseous pollutants were all 
low and did not change after the retrofit. Because 
the infiltration rate did not change, this finding 
was not unexpected. The average concentrations of 
the combustion-generated pollutants were lower than 
expected in a house with all-gas appliances (a gas 
stove, hot water heater, and washer-dryer, all con­
taining pilot lights) located in the kitchen area. 
The explanation may be that the occupancy levels 
were unusually low during the monitoring period: 
one of the adults was absent for.one week of each 
sampling period, and almost no cooking was done 
during these times. The low levels of both fine 
and total particulates approximated those seen in 
the Medford houses during the no-smoking period. 



CONCLUSIONS 

In general, our studies of new energy­
efficient residences (with air-exchange rates lower 
than 0.4 ach) indicate that indoor levels of radon, 
formaldehyde, and particulates sometimes exceed 
existing guidelines or standards for outdoor air, 
due to a number of factors such as geographic vari­
ation of radon content in soil, indoor furnishings, 
and occupant activities. 

The impact of residential retrofit programs on 
indoor air quality appears to be minimal, based on 
this study of three retrofitted houses, where no 
pollutants reached levels approaching health guide­
lines or standards. We can conclude that retrofit 
programs, such as that of Pacific Power and Light 
Company, improve the thermal integrity of houses 
and should continue without fear of significantly 
increasing indoor air pollution. In the Cranbury 
house, the "super" retrofit had no appreciable 
effect on the infiltration rate already achieved by 
the homeowner's prior weatherization, and thus lit­
tle or no adverse impact on indoor air quality 
resulted from this "super" retrofit. 

PLANNED ACTIVITIES FOR FY 1982 

In the near future, detailed measurements 
using the mobile laboratory will not continue, but 

substantial efforts will be devoted to development, 
testing, and field use of simpler monitoring pack­
ages, most of which depend on use of passive moni­
tors that are available or under development (such 
as the formaldehyde monitor discussed earlier). 
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Low-Infiltration H9using in Rochester, New York: 
A Study of Air-Exchange Rates and Indoor Air Quality*t 

F. J. Offermann, J. F. Dillworth, D. T. Grimsrud, C. D. Hollowell, J. F. Koonce, Jr., 
W. W. Nazaroff, J. H. Pepper, A. W. Robb, G. D. Roseme, and R. A. Young 

With the increasing cost of energy, builders 
across the country are constructing houses spe­
cially designed to reduce energy consumption. Some 
conservation measures used, such as increased insu­
lation, improve the thermal resistance of the 
structure while others, such as installation of 
continuous vapor barriers and weather stripping, 
reduce the quantity of air that leaks into and out 
of a building. Air exchange can account for as 
much as one-half of the total space-conditioning 
load of a house. Measures that reduce air leakage 
can be especially cost effective because of their 
relatively low cost of implementation. 

A problem associated with houses which have 
low air-exchange rates is that the concentrations 
of indoor-generated air pollutants tend to be 
higher than those in well-ventilated houses. 
Indoor-generated contaminants include combustion 
by-products (gaseous and particulate species from 
cooking, heating, and tobacco smoking), odors, 
micro-organisms from occupants, a broad spectrum of 
chemicals outgassed by building materials and home 
furnishings, and toxic chemicals from cleaning pro­
ducts and other materials used by occupants. The 
concentration of any indoor-generated pollutant is 
determined by its emission rate (source strength) 
into and removal rate out of the indoor air space. 
One of the primary removal mechanisms for indoor-· 
generated pollutants is dilution and flushing with 
outside air. 

To address the issues of residential air­
exchange rates and indoor air quality, a study was 
conducted in a number of houses in Rochester, New 
York, under the joint sponsorship of the Lawrence 
Berkeley Laboratory (LBL), the New York Energy 
Research and Development Authority (NYSERDA), and· 
the Rochester Gas and Electric Company (RG&E). The 
objectives of the study were (1) to assess the 
effectiveness of construction techniques designed 
to reduce infiltration, (2) to monitor indoor air 
quality and air-exchange rates in selected tight 
homes, and (3) to evaluate the thermal performance 
and impact on indoor air quality of mechanical ven­
tilation systems employing air-to-air heat 
exchangers. Our sample consisted of 60 houses con-

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings and Community Systems, Buildings Division 
of the U.S. Department of Energy under Contract No. 
DE-AC03-76SF00098; the New York State Energy 
Research and Development Authority; and the Roches­
ter Gas and Electric Company. 
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structed by two builders and included houses'with 
and without special builder-designed weatheriz~tion 
components. 

During the summer of 1980, the "effective 
leakage area" of each house was measured by fan 
pressurization. 1 During the 1980-81 heating season, 
ten of these houses were singled out for a detailed 
study of indoor air quality and air-exchange rates. 
Nine of these ten houses were relatively tight 
structures; three contained gas cooking appliances 
(one of the three had tobacco-smoking occupants), 
and six contained electric cooking appliances 
(three of the six had tobacco-smoking occupants). 
The tenth home, which was built without special 
weatherization components, was a relatively loose 
structure that served as a comparison. 

Mechanical ventilation systems with air-to-air 
heat exchangers were installed in each of the nine 
tight homes, and air quality and air-exchange rates 
were monitored in each house for a one-week period 
without mechanical ventilation, followed by a one­
week period with mechanical ventilation. The one 
loose house was similarly moni~ored for a single 
one-week period without mechanical ventilation. In 
eight of these ten homes, a newly developed port­
able monitoring system, the Aardvark;2 was used to 
automatically measure the air-exchange rate, radon 
(Rn) concentration, arid the indoor and outdoor tem­
peratures, as well as the four air-stream tempera­
tures of the air-to-air heat exchangers. The aver­
age daily relative humidity, concentrations of for­
maldehyde (HCHO) and total aldehydes (RCHO), and 
the average weekly concentrations of nitrogen diox­
ide (N02) were also measured in these homes. The 
remaining two homes were monitored by LBL's Energy 
Efficient Buildings Mobile Laboratory, which, in 
addition to measuring all of the above parameters, 
measured concentrations of particulates, carbon 
monoxide (CO), carbon dioxide (C02), nitric oxide 
(NO), ozone (03), and sulfur dioxide (S02). In 
this report, we present the results of the leakage 
area, air-exchange rate, and indoor air quality 
measurements made in the ten houses. In addition to 
these results, a comprehensive final report will 
include energy data collected in the 60 houses and 
field performance measurements of the nine air-to­
air heat exchangers.3 

ACCOMPLISHMENTS DURING FY 1981 

The results of measurements of leakage area, 
air-exchange rate, and concentrations of Rn, N02, 
HCHO, and RH in the ten houses selected for a 
detailed study of indoor air quality are summarized 
in Table 1, together with relevant characteristics 
of each house (construction, appliances, and occu­
pancy) that affect indoor air quality. In the full 
sample of 60 houses, the specific leakage area 
varied from 1.3 to 9.0 cm/m2 (effective leakage 



Table 1. Summary of air-~xchange rate and indoor air quality measurements made in ten houses in Rochester, New York (November 
1980-April 1981). 

House Combustion 
volume (m3) appliancesb 

House I.o.a Specific HCHO NOz 
leakage area Est. smoking Mech. vent. offd Air-exchange Rn (ppb) (ppb) RH 

Year built (cm2tm2) activityC Mech. vent. on rate (ach) (pCi/1) indoor/outdoor indoor/outdoor (~) 

1145 705 GF 11/13-20 0.37 .10 2.1 28/<5 2/14 44 
1979 2.0 20 11/21-26 0.61 .23 0.9 291<5 6/29 40 

#1 467 all electric 12/7-15 0.22 .09 0.4 36/<5 1/7 47 
1977 2.4 5 12/16-21 o. 47 .19 0.1 19/<5 3/10 38 

1110 357 all electric 1/6-13 0.30 .09 1.2 7/<5 1/9 35 
1976 1.4 0 1/14-20 0.611 .70 0.7 <51<5 5/25 30 

IJ56 360 GF,GS,GW,GD 1/28-2/4 0.50 .13 0.2 11/(5 10/15 36 
1981 3.2 0 2/11-16 0.61 .21 0.0 18/<5 9/18 33 

1133 496 GS,GF,GW,FP 2/21-28 0.38 .15 0.3 33/<5 23/9 42 
1979 2.5 0 3/4-10 0.78 .16 0.0 19/<5 20/12 33 

1137 411 GF,GW 3/14-21 1.17 .65 0.0 17/<5 6/11 29 
1974 5.4 5 

1152 357 all electric 3/24-30 0.28 .10 1.1 64/<5 3/12 41 
1980 1.4 0 3/31-4/7 o. 73 .13 0.4 62/<5 (1/11 42 

#60 493 GF,GW 4/10-20 0.33 .10 2.2 571<5 12/18 52 
1979 2.7 0 4/21-28 0. 52 .06 1. 6 42/<5 13/18 45 

116 402 ws 1/8-22 0.38 .09 1.6 291<5 5/16 30 
1977 2.8 20 + pipe 1/23-30 0.66 .166 0.7 22/<5 5/13 26 

1149 425 GF,GS,GW 2/5-19 0.42 .11 0.1 30/<5 11/15 25 
1973 3.5 25 2/20-3/2 0.64 .17 0.2 29/<5 16/11 27 

aAll houses were occupied single-family detached dwellings, with 
full basements. 

bKey: (FP) fireplace, (WS) woodstove, (GS) gas stove, (GF) gas furnace, 
(GW) gas water heater, (GD) gas clothes dryer. 

CNumber of cigarettes smoked indoors per day. 

doates of indoor air quality sampling periods (with and without 
mechanical ventilation). 

area in cm2 /floor area in m2). Of the 49 houses 
built by one of the builders, the 36 houses with 
special weatherization components (e.g., 
polyethylene vapor barriers in the outside walls 
and sealing of all joints and electric outlets) had 
an average specific leakage area of 2.8 cm2Jm2, 
which is 50 percent lower than the 5.5 cm2Jm2 aver­
age measured in 13 similar houses without such com­
ponents. Based on typical weather data for Roches­
ter, New York, these average specific leakage areas 
correspond to average heating season infiltration 
rates of 0.54 air changes per hour (ach) and 1.85 
ach, respectively, as calculated using a model of 
infiltration developed at LBL.4 

The indoor concentrations of Rn, N02, HCHO, 
and RCHO measured during both ventilated and unven­
tilated periods were below the various guidelines 
presently used to assess indoor air quality.5 It 
should be understood that the guidelines to which 
we refer are, at the present· time, the only "stan­
dards" available to us. There is an urgent need 
for comprehensive studies of the health risks asso­
ciated with indoor air pollution so that such 
guidelines will have applicability to indoor air 
quality issues. The indoor concentrations of par­
ticulates, co, C02, NO, 03, and S02 measured by 
LBL's mobile laboratory in houses #6 and 49 were 
also below existing guidelines. 

During the unventilated period, the average 
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indoor Rn concentrations were moderately elevated, 
ranging from 2.2 to less than 0.2 pCi/1. Indoor 
concentrations of HCHO ranged from 7 ppb to 64 ppb, 
exceeding the outdoor concentrations, which were 
consistently below the detection limit of 5 ppb. 
In the case of N02, however, indoor concentrations 
measured during the unventilated period were con­
sistently lower than the outdoor concentrations (10 
to 30 ppb, typical of urban environments) except in 
house #33 (which had all gas appliances), where the 
average indoor N02 concentration was 23 ppb, the 
highest measured in this study. As expected, houses 
with gas appliances had higher average indoor con­
centrations of N02 (11 ppb) than houses with all­
electric appliances (2 ppb). The average relative 
humidity measured in the nine tight houses during 
this period ranged from 25 to 52 percent. During 
the period when mechanical ventilation was used, 
the average air-exchange rate in these homes 
increased 80 percent, from 0.35 to 0.63 ach. Under 
these conditions average indoor Rn concentrations 
decreased 50 percent, from 1.0 pCi/1 to 0.5 pCi/1, 
average HCHO concentrations decreased 18 percent, 
from 35 ppb to 27 ppb, and aver·age relative humi­
dity decreased from 39 percent to 35 percent. 
These decreases are consistent with our expecta­
tions because outdoor concentrations of Rn, HCHO, 
and water vapor were much lower than indoor concen­
trations. On the other hand, because No2 concen­
trations were generally lower indoors than out­
doors, ventilation had the effect of increasing the 



average indoor N02 concentrations slightly, from 7 
to 9 ppb. 

CONCLUSIONS 

Special house weatherization components such 
as continuous polyethylene vapor barriers and 
joint-sealing are effective in reducing leakage 
area and, hence, infiltration, as evidenced by the 
direct measurements of leakage area and air­
exchange rates made in this study. In the nine 
relatively tight houses studied, the air-exchange 
rates measured during the unventilated period were 
relatively low, 0.2-0.4 ach, while indoor concen­
trations of Rn, HCHO, and N02 were below existing 
air quality guidelines, findings which suggest that 
the source strengths of these pollutants were rela­
tively low in these houses. Clearly, the key to 
having an energy-efficient house with both low 
air-exchange rates and good indoor air quality is 
to construct and furnish the house such that indoor 
pollutant sources are low. Evidence that this is 
achievable in standard residential housing, at 
least with respect to the pollutants we monitored, 
is provided by our findings in these nine houses. 

When designing houses to have low air-exchange 
rates, builders should be selective in choosing 
building materials that are not potential sources 
of indoor air pollution. Research has been ini­
tiated at LBL and other research organizations to 
study pollutant emissions from va~ious building 
materials. ~~ny sources of indoor a1r pollution, 
however, are peyond the control of builders: e.g., 
radon emanation from soil, which is site specific; 
occupant-related sources such as tobacco smoking; 
use of unvented combustion appliances and toxic 
cleaning products; and selection of house furnish­
ings constructed with formaldehyde resins. 

Alternatively, mechanical ventilation systems 
with air-to-air heat exchangers can be installed in 
tightly constructed houses where it is uncertain 
whether the uncontrolled ventilation from infiltra­
tion, together with that ventilation occasioned by 
occupant activities (e.g., opening doors and win­
dows, use of exhaust fans etc.), will adequately 
maintain acceptable indoor air quality. These units 
provide a controlled supply of ventilation air 
without seriously compromising the energy effi-
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ciency of the house and are effective in reducing 
concentrations of indoor-generated pollutants, as 
demonstrated in this study. Some rema1n1ng prob­
lems to be resolved with regard to these systems 
are freezing of moisture within heat exchangers and 
contaminant transfer in heat exchangers designed to 
transfer both heat and water vapor. In addition, 
the question of their cost effectiveness for 
residential use needs to be examined. All of these 
issues are being addressed in ongoing research at 
LBL. 

PLANNED ACTIVITIES FOR FY 1982 

This specific project is completed, but 
related work is being continued as part of other 
projects, specifically, the use of the Aardvark 
system, in an expanded form, for a long-term study 
of infiltration rates and radon source strengths 
and the examination of ventilation effectiveness of 
mechanical ventilation systems using air-to-air 
heat exchangers. 
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MECHANICAL VENTILATION SYSTEMS USING AIR-TO-AIR HEAT EXCHANGERS 

Performance Measurements for Residential Air-to-Air Heat Exchangers 

W. ]. Fisk, K. M. Archer, R. Bitton, P. Boonchanta, 
B. El-Adawy, R. Haynes, C. D. Hollowell, and G. D. Roseme 

Many builders and homeowners are implementing 
procedures to reduce infiltration, the exchange of 
outdoor and indoor air. Although reducing infil­
tration is an effective strategy for conserving 
energy, it can have adverse effects on the quality 
of the indoor air. In some tightly sealed homes, 
humidity can rise to high levels and cause exces­
sive condensation on windows and damage to building 
materials. More importantly, the levels of 
indoor-generated air contaminants are likely to be 
higher in tightly sealed homes. Some of the more 
common indoor contaminants and their sources are 
nitrogen dioxide from combustion appliances, radon 
gas from the soil surrounding basements and founda­
tions, and formaldehyde from building materials and 
furnishings. 1 

One way to alleviate most indoor air quality 
problems, without sacrificing all of the energy 
savings resulting from reduced infiltration, is to 
install a mechanical ventilation system that incor­
porates an air-to-air heat exchanger. The purpose 
of the heat exchanger is to transfer heat from a 
warm outgoing airstream in winter to a cooler air­
stream entering the house from outside. In the 
summer, the process is reversed; the heat exchanger 
cools and, in some cases, dehumidifies the hot out­
side air that passes through it and into the house. 
Thus, ventilation can be accomplished without the 
high energy loss normally associated with ventila­
tion systems having no heat-recovery devices. 

A residential heat exchanger is used with two 
fans, one to bring outdoor air into the house and 
the second to exhaust an equal amount of air. In 
many cases a fan system (fans and fan motors) is 
supplied with the heat exchanger; however, some 
manufacturers supply only a "core," the section of 
a heat exchanger in which heat is transferred 
between airstreams. 

Some models of residential heat exchangers are 
designed to be used with a duct system for air dis­
tribution. Other models are simply installed 
through the wall or window of a residence. Because 
window- or wall-mounted heat exchangers are not 
used with an air distribution system, they may not 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Building Energy Research and Development, Building 
Systems Division of the U.S. Department of Energy 
under Contract No. DE-AC03-76SF00098. 

tCondensed from Fisk, W.J., et al. (1981), Perfor­
mance Measurements for Residential Air-to-Air Heat 
Exchangers, Lawrence Berkeley Laboratory Report 
LBL-12559. 

3-37 

be as effective as ducted units in ventilating all 
regions of a residence. 

Little information is available on the perfor­
mance of residential heat exchangers. Two impor­
tant aspects of heat-exchanger performance that 
have been investigated by Lawrence Berkeley Labora­
tory (LBL) are thermal performance and fan-system 
performance. The thermal performance of a residen­
tial heat exchanger is often characterized by its 
"effectiveness," which is a measure of its ability 
to preheat or precool ventilation air. If a heat 
exchanger is 75 percent effective, it can preheat 
or precool ventilation air by approximately 75 per­
cent of the difference between indoor and outdoor 
temperatures. Although a number of factors can 
cause the field performance of a heat exchanger to 
differ from that indicated by laboratory measure­
ments of effectiveness,2 effectiveness is a useful 
criterion for comparing heat exchangers and for 
indicating approximately their performance in a 
residence. Because the effectiveness of a heat 
exchanger decreases as the flow rate of air passing 
through the heat exchanger increases, effectiveness 
measurements are generally performed for a range of 
flow rates. 

To characterize the performance of a heat 
exchanger's fan system, we employ three parameters: 
airstream flow rate, airstream static pressure 
drop, and total fan power consumption. For heat 
exchangers that are supplied with a fan system, the 
airstream flow rates are a function of the fan 
speed and the resistance to flow in the duct sys­
tems attached to the heat exchanger. An increase 
in fan speed or a decrease in resistance causes an 
increase in airstream flow rates. For ducted heat 
exchangers, the flow rates are typically adjusted 
by using valves to vary the resistance of the sup­
ply and exhaust duct systems. Some ducted heat 
exchangers also have multi-speed fans for flow-rate 
control. Window- or wall-mounted heat exchangers, 
which have no air distribution systems, are typi­
cally supplied with a multi-speed fan system for 
controlling air-flow rates. 

The parameter used to describe the resistance 
of a duct system is the drop in airstream static 
pressure as it passes through the ducts. This 
pressure drop increases with an increase in flow 
rate and can be predicted if the characteristics of 
the duct system are known. 

The third parameter used to describe the per­
formance of a heat exchanger's fan system is the 
total fan power consumption. An economic analysis 
of heat-exchanger use being performed at LBL indi­
cates that fan power consumption can be an impor­
tant economic consideration. Fan placement is also 



important because it determines the fraction of the 
fan's energy consumption that is delivered to the 
residence. 

In this report, we present a summary of 
results from measurements of effectiveness on five 
models of residential heat exchangers. Data 
describing the fan performance of two of these heat 
exchangers are also presented. In a previous LBL 
report,2 similar performance data are presented for 
five additional heat exchangers, together ·with a 
description of the procedures and facilities used 
for this testing program. 

ACCOMPLISHMENTS DURING FY 1981 

Before presenting the test results, the 
manufacturer of each heat-exchanger model is iden­
tified. (Complete descriptions and prices for the 
heat exchangers are available from the manufactur­
ers.) 

Identification of Models Tested 

Two of the heat-exchanger models tested are 
manufactured by Des Champs Laboratories, Inc. in 
East Hanover, New Jersey (Models 79 M.2 and 79M). 
These two units essentially are identical, except 
for the inclusion of a single-speed fan system in 
Model 79M. A third heat exchanger tested was 
manufactured by Enercon Industries, Ltd. in Regina, 
Canada, and a fourth is a heat-exchanger core. 
manufactured by Heatex AB in Hammarsvagen, Sweden. 
The Enercon heat exchanger is supplied with exter­
nal fans, but the fan system was not tested. 
Several Swedish companies use one or more of the 
Heatex cores in their heat exchangers. The fifth 
heat exchanger tested is the Mitsubishi VL-1500 
unit, which is available from Mitsubishi Electric 
Sales America, Inc. in Compton, California. 

The first four heat exchangers are used with 
an air distribution system; the Mitsubishi unit is 
designed for wall or window installation. The 
Mitsubishi exchanger is also designed to transfer 
moisture as well as heat between airstreams. Mois­
ture transfer is desirable in hot humid weather but 
can be a disadvantage in homes with high humidity 
problems during the winter. In addition, a heat 
exchanger that transfers moisture may also transfer 
some indoor contaminants between airstreams. No 
data on the moisture transport capabilities of the 
Mitsubishi heat exchanger are presented in this 
report. 

Effectiveness Test Results 

A summary of test results for the five heat­
exchanger models is presented in Table 1. The 
effectiveness of the heat exchangers varied signi­
ficantly among models, ranging from a high of 84 
percent to a low of 52 percent for flow rates of 85 
to 340 m3/hr (50 to 200 ft3/min). 

In Table 1, the effectiveness data for the 
Mitsubishi heat exchanger has been· discounted 
because, for this heat exchanger, the flow rate of 
the exhaust airstream is greater than that of the 
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supply airstream. The imbalance in flow rates will 
cause this heat exchanger to save less energy than 
indicated by the non-discounted effectiveness. The 
effectiveness data was discounted by 19, 18, and 14 
percent, respectively, for the high, medium, and 
low fan speeds because of corresponding imbalances 
in flow rate for the three fan speeds. When inter­
preting the effectiveness data for the Mitsubishi, 
it should also be noted that this unit was tested 
with its fan system operating and that heat from 
the fan motor causes the measured effectiveness to 
differ from the true effectiveness. 

Fan Performance Test Results 

As indicated in Table 1, the fans used with 
the Des Champs Model 79M heat exchanger have a high 
power consumption, approximately 180 watts. How­
ever, the fans are positioned so that most of the 
energy they consume is delivered to the residence. 
In our test system, the maximum air flow rate pro­
vided by this heat exchanger's fan system was 
approximately 178 m3/hr (105 ft3/min). Higher flow 
rates would be obtainable if this unit was used 
with a very low-resistance duct system. 

As mentioned earlier, the exhaust airstream 
for the Mitsubishi heat exchanger has a higher flow 
rate than the supply airstream. The amount of ven­
tilation air provided by this heat exchanger is 
equal to the higher, or exhaust, flow rate. This 
flow rate is presented in Table 1 for the low, 
medium, and high fan speeds. The fan power con­
sumption for the Mitsubishi heat exchanger, also 
shown in Table ·1, is considerably less per unit of 
ventilation air than that of other heat exchangers 
tested by LBL. 

CONCLUSIONS 

Based on test results presented in this report 
and in a previous LBL publication,2 a 70- to SO­
percent effectiveness is a reasonable expectation 
for a residential heat exchanger. The effectiveness 
of heat exchangers varies significantly, however, 
and many models have an effectiveness that is less 
than 70 percent. 

The fan power consumption of residential heat 
exchangers tested by LBL ranges from 0.4 to 2.1 
watts per m3/hr of ventilation air. Fan power 
requirements can be reduced by using efficient fans 
and fan motors, minimizing the resistance to air 
flow through heat exchangers and duct systems, and 
using fan speed instead of damper valves for the 
control of air-flow rates. 

PLANNED ACTIVITIES FOR FY 1982 

Future research will include studies of ice or 
frost formation within heat-exchanger cores and 
studies of the ventilation efficiency of heat 
exchangers. In addition, work will begin on other 
techniques for the control of indoor pollutant lev­
els. Some of the new work will be conducted in 
collaboration with other groups, such as measure­
ment of ventilation effectiveness with the radon 
group. 
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Table 1. Summary of thermal performance and fan performance test results 
for five models of residential heat exchangers. 

Flow rate Effect- Total Static pressurea 
Heat Exchanger iveness fan power drop 

m3/hr (ft3/min) (%) consumption (in mm Hg) 
(watts) 

85 (50) 83 

Des Champsb 170 ( 100) 82 
Model 79M.2 

340 (200) 79 

85 (50) 84 176 12 (0.47) 

Des ChampsC 170 ( 100) 81 185 8 (0.32) 
Model 79M 

340 (200) 79 

85 (50) 7J 

Enerconb 170 (100) 65 

340 (200) 56 

85 (50) 60 

Heatex ABb 170 ( 100) 60 

340 (200) 52 

65 (38) 65 24 

Mitsubishid 110 (65) 60 42 
VL-1500 

144 (85) 56 57 

astatic pressure drop in the duct systems attached to the heat exchangers. 

bNo fan system tests were performed for this model. 

CThe maximum flow rate provided by this model's fan system in our fan per­
formance test system was 178 m3/hr (105 ft3/min). 

dThis model is used without an air distribution system. Flow rates and fan 
power consumption are for low, medium, and high fan speeds. Effectiveness 
data has been discounted because of the imbalance in airstream flow rates 
for this model. 

1. Hollowell, C.D., Berk, ·J.V., and Traynor, G.W. 
(1979), Impact of Reduced Infiltration and Ven­
tilation on Indoor Air Quality in Residential 
Buildings, Lawrence Berkeley Laboratory Report 
LBL-8470. 

2. Fisk, W.J., Roseme, G.D., and Hollowell, C.D. 
(1980), Performance of Residential Air-to-Air 
Heat Exchangers: Test Methods and Results, 
Lawrence Berkeley Laboratory Report LBL-11793· 
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ENERGY EFFICIENT WINDOWS AND DA YLIGHTING* 

S. E. Selkowitz, S. M. Berman, R. L. Johnson,]. D. Kessel, 
]. H. Klems, C. M. Lampert, and M. D. Rubin 

Approximately 20 percent of the annual energy 
consumption in the United States is used for space 
conditioning of residential and commercial build­
ings. About 25 percent of this amount is required 
to offset heat loss and heat gain through windows. 
In other words, 5 percent of our national energy 
consumption--3.5 quads annually, or the equivalent 
of. 1.7 million barrels of oil per day--is tied to 
the energy-related performance of windows. 

An important aim of the Windows and Daylight­
ing Group is to develop a sound technical base for 
predicting the net energy performance of windows 
and skylights, including both thermal and daylight­
ing aspects. This capability will be used to gen­
erate guidelines for optimal design and retrofit 
strategies in residential and commercial buildings 
and to assist development of new high-performance 
materials and designs. One of the strengths of our 
program lies in its breadth and depth: we examine 
energy-related aspects of windows at the molecular 
level from the perspective of electron microscopy 
at one extreme and field test facilities and in­
situ experimentation at the other. We have 
developed, validated, and now utilize a unique and 
powerful set of interrelated computational tools 
and experimental facilities that enable us to 
address the major research issues in our field. It 
is critically important that technical data 
developed by our program be effectively communi­
cated to design professionals and to other public 
and private interest groups. Although our efforts 
in technology transfer have been reduced during the 
past year, we continue to participate actively in 
activities of all appropriate professional and 
scientific societies, both national and interna­
tional, to ensure that our research results are 
widely disseminated. 

ACCOMPLISHMENTS DURING FY 1981 

Our work is organized into three major areas: 
(1) Window Performance--Analysis and Testing; (2) 
Fenestration Systems--Research, Development, and 
Field Testing; and (3) Daylighting. 

Window Performance--Analysis and Testing 

Analytical Modeling. Analytical models of 
thermal performance form the basis of much of our 
research program. We have made improvements to our 
models of window heat transfer that enable calcula­
tion of frame conduction effects, infiltration, and 

*This work was supported by the Assistant 
Secretary for Conservation and Renewable Energy, 
Office of Buildings and Community Systems, Build­
ings Division, of the U.S. Department of Energy 
under Contract No. DE-AC03-76SF00098. 
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convection in gas mixtures and inclined air spaces. 
We have continued to improve our optical and ther­
mal models for windows having thin-film coatings. 
An example of such a coating is the heat mirror 
which reflects long-wave infrared radiation, 
thereby supressing heat transfer. Based upon last 
year's work on the solar-optical and thermal pro­
perties of heat-mirror coatings, we calculated the 
thermal loads for residential buildings having win­
dows with heat-mirror coatings. We studied coat­
ings that are applied to plastic glazing materials 
to increase solar transmittance. Unlike conven­
tional antireflection coatings, these have a com­
plex surface structure consisting of microscopic 
dendrites. We found that describing these den­
drites as a quadratic-pyramid shape accurately 
indicated the optical properties of such surfaces. 
The energy savings attributable to the additional 
solar gain provided by these coatings was also 
evaluated for residential buildings. 

The fundamental optical properties of glazing 
materials must be known to calculate the thermal 
properties of the complete window. A procedure was 
derived for obtaining optical constants from simple 
photometric properties measured on sheet materials. 
Polyethylene terephthalate (PET) is the most common 
substance used ·as a substrate for thin-film coat­
ings in windows. We calculated the infrared pro­
perties of PET from the measured optical constants. 
Because these PET films have an appreciable 
infrared transmittance, their properties vary with 
thickness (Figure 1). 

The solar-optical properties of windows change 
with the sun's angle of incidence. Most building 
models represent this information as coefficients 
of a power series. Certain rational functions and 
Legendre polynomials are examples of functions that 

Angle of emission 
0 

Figure 1. Directional total emittance of window 
glass (3 rom) and PET films (0.1 and 0.03 rom) at 293 
K. The horizontal axis represents the surface of 
the material; the angle of emission is measured 
from the normal to this surface. 

(XBL 8110-1455) 



better represent the optical data. We have calcu­
lated the coefficients of these approximating func­
tions for a number of standard and advanced win­
dows. 

Although it is relatively easy to measure the 
air-leakage rate of a window system under specified 
conditions, it is difficult to estimate the impact 
of window air infiltration on annual energy con­
sumption. We extended the basic models developed 
by the Energy Performance of Buildings Group to 
predict annual energy savings of windows in 
residences as a function of window and building 
properties and climate. 

Performance Testing. In 1977, we established 
a Building Technology Laboratory in the College of 
Environmental Design of the University of Califor­
nia, Berkeley, to support our research and develop­
ment activities, provide independent testing and 
evaluation of materials and products submitted by 
subcontractors, and thus permit evaluation of new 
products being introduced to the market. Testing 
facilities include a calibrated h~tbox (Figure 2), 
which is being used to test the thermal performance 
of windows and associated energy-conserving acces­
sories. A sample of devices now on the market or 
prototypes of devices soon to be on the market was 
tested to establish a baseline against which future 
improvements in window performance can be compared. 
Data from this test facility have also been used to 
validate our computer models. 

The heat-loss and heat-gain rates of windows 
can be improved with the use of thin-film coatings 
on glazing materials. To fully characterize 
glazing-material performance, we have developed 
capabilities for measuring a range of optical pro­
perties of glazing materials and coatings. Infil­
tration tests on windows are also being made in our 
laboratory. 

The single piece of information most relevant 
to assessing the benefit to be derived from a win­
dow or window improvement is its net energy perfor­
mance under actual conditions of use in a building. 
This is a dynamic property, essential for predict-

i ;Aiumi:::'board /~~low I II m 
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Figure 2. Section through calibrated hotbox show­
ing hot and cold box chambers and sample window. 

(XBL 799-2921A) 
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ing the performance of managed window systems 
(i.e., windows having thermal/optical properties 
that can be manually or automatically changed by 
building occupants). The laboratory testing facil­
ities described above, however, are designed pri­
marily to conduct steady-state measurements of 
static materials and devices. No experimental 
methodology currently exists for measuring the net 
performance of windows in situ. 

In 1981, we began constructing a Mobile Window 
Thermal Test (MoWiTT) facility to fill this experi­
mental gap. Shown in Figure 3, the facility con­
sists of one or more measurement modules with an 
instrumentation van. Each measurement module con­
sists of twin guarded calorimeters and will permit 
dynamic study of combined solar, infiltrative, 
conductive/convective, and radiative heat transfers 
through a window as a function of window type· and 
orientation. The inner and outer shells of the 
first measurement module were completed during 
1981. In 1982, the module will be assembled, 
tested, and calibrated. 

Modeling of the expected performance of the 
MoWiTT (see Figure 4) has shown quantitatively the 
improved measurement ability for both daytime and 
nighttime measurements that are the results of the 
MoWiTT's unique features. It should be noted that 
even the "typical" conventional facility used for 
comparison is much more accurate and sophisticated 
than any facility currently existing in the U.S. 

We have developed an experimental approach 

Identical test chambers 
with removable party wall 

Adjustable heat loss and 
air infiltration panel 

Control and data 

Skylights 

Changeable windows 
and mounting systems 

Variable thermal mass 
in floor system 

Active guard-air insulation 
in exterior walls 

Figure 3. Schematic view of Mobile 
Test (MoWiTT) facility. 

Window Thermal 

(XBL 811-30) 
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Figure 4. BLAST Simulation of a triple-glazed win­
dow measurement comparing the MoWiTT and a passive 
test cell. (a) Assumed outdoor temperature and 
solar energy transmitted through the window. (b) 
Calculated space loads (solid curves) and envelope 
heat flows (dashed curves) for the MoWiTT and for 
the passive cell. (c) Measurement of envelope heat 
flow in the passive cell. Dashed curve: BLAST 
calculation of the envelope heat flow; points with 
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that will enable MoWiTT to be used to measure the 
thermal impact of daylighting strategies. Electric 
lighting in a building is simulated as part of the 
internal load in a MoWiTT test cell. In a natur­
ally lit building, electric lighting requirements 
will be varied in response to available daylight. 
We accomplish this in MoWiTT by measuring daylight 
levels in an accurately constructed scale model of 
the building to be simulated and then using these 
data to alter the internal load in MoWiTT. This 
hybrid thermal/daylighting simulation will be 
further explored in 1982. 

An outgrowth of work on the MoWiTT facility 
has been the development of a new heat-flow meter. 
Instead of the usual method of measuring the tem­
perature difference across a known thermal resis­
tance using a deposited thermopile, this heat-flow 
meter uses AC resistance thermometry to measure the 
temperature difference. Heat-flow meters of this 
type can be made economically in sizes large enough 
to cover entire walls, and we intend to incorporate 
them into the MoWiTT facility. 

During 1981, our efforts have concentrated on 
developing and testing a prototype heat-flow meter 
with the characteristics necessary for a unit that 
will be included in the MoWiTT facility. A promis­
ing one-foot-square prototype has been produced and 
tested in a specially constructed, guarded hot­
plate apparatus. The prototype shows excellent 
linearity and sensitivity, as shown in Figure 5. 
We will develop this prototype into a final produc­
tion, version and incorporate it into the MoWiTT 
during 1982. 

Fenestration Systems--Research, Development, 
and Field Testing 

To provide real energy savings, window innova-

RESISTIVE 
TEMPERATURE 
SENSORS 

AC DRIVER 

OUTPUT 

~------1 SYNCHRONOUS 
~----~ DETECTOR 

Figure 5. Schematic view of heat-flow meter design 
based upon resistance thermometry. 

(XBL 8011-2627) 
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tions developed by inventors in both the private 
and public sectors must find their way in signifi­
cant numbers to the market and then to building 
installations. The transition from laboratory pro­
totype to local building-supply store is not a sim­
ple one. A variety of research activities are 
needed to help establish the energy-saving poten­
tials of new and existing window and skylight pro­
ducts. Field testing of products frequently leads 
us back to the laboratory to re-investigate thermal 
performance and the properties and durabilities of 
various materials. Our program continues its inves­
tigation at several levels into the emerging 
energy-efficient technologies described below. 

Transparent Heat Mirrors. A transparent heat 
mirror is an optical coating applied to a glass or 
plastic glazing material to transmit the majority 
of the solar spectrum and reflect thermal infrared 
radiation emitted by room-temperature surfaces. By 
reducing the radiative component of thermal losses, 
the heat-transfer coefficient of a single- or mul­
tiglazed window is greatly reduced. 

In prior years, our program has supported 
several heat-mirror research and development pro­
jects. Some manufacturers are currently consider­
ing introduction of heat mirrors on both glass and 
plastic materials. However, materials stability 
and durability, along with design issues, are not 
yet fully resolved. The coated-plastic substrate 
would be incorporated into a window unit either by 
adhesive bonding to glass or by being stretched 
across the air space in a double-glazed unit, 
creating an additional air space and, thus, 
improved insulating values. In 1981, several com­
puter programs developed at LBL were used to pro­
vide thermal performance data for numerous window 
configurations that incorporate heat-mirror coat­
ings (see Window Performance: Analysis and Testing 
section). 

For both the manufacturer and the ultimate 
buyer, the durability of heat-mirror coatings is an 
essential attribute. Poor resistance to corrosive 
attack and abrasive forces, which characterized 
many of the coatings first developed, still remains 
an uncertainty that obstructs widespread and rapid 
utilization. In 1981, we examined some of the gen­
eric failure mechanisms of coatings by means of 
sophisticated analysis equipment available at LBL. 
A representative result from the scanning electron 
microscope is shown in Figure 6. 

To prove to the architectural and engineering 
community that heat-mirror coatings will save 
energy without creating adverse effects, we conduct 
and support evaluations of windows incorporating 
heat mirrors in new and existing buildings. In 
1981, we identified and specified windows 
incorporating appropriate heat-mirror coatings for 
several field test projects. We expect to continue 
this type of activity in 1982 and to assist in 
further analyzing and interpreting results. 

Optical-Shutter Materials. Thin-film coatings 
having sun-control properties that can be changed 
by sunlight, temperature, or an applied voltage 
represent a long-term development goal of our pro­
gram. We continue to examine the basic science of 
photothermochromic and electrochromic ,materials 



Figure 6. Particulate microstructure of an Sn02:F 
transparent heat-mirror coating on glass. This 
coating was formed by chemical vapor deposition and 
analyzed by scanning electron microscopy (300 tilt, 
20 kV). This film exhibits discontinuity in cover­
age (dark areas) which can be traced to interfacial 
contamination. 

(XBB 810-10119) 

that might have potential as optical shutters for 
windows. 

Selective-Reflectance Coatings. Reflective 
and/or tinted glass is widely used in many commer­
cial buildings to reduce solar impact and, thus, 
the energy required for air conditioning. This 
glazing, however, also reduces the amount of day­
light entering interior spaces and potentially 
increases the use of electric lighting. An optical 
coating that selectively reflects short-wave 
infrared rays ( whi ch account for approximately 
one-half of the sun's radiation) but transmits 
visible light could, ideally, reduce cooling loads 
by 50 percent without reducing available illumina­
tion. Under subcontract, Kinetic Coatings, Inc. of 
Burlington, Mass., has used novel ion-beam sputter­
ing techniques to produce a coating that is durable 
and weather-resistant and can be applied to the 
outside of a window. 

Kinetic Coatings has demonstrated that coat­
ings of high quality and good uniformity can be 
deposited on a thin plastic substrate in a roll­
coating process. Coatings tailored to four build­
ing applications ( residential, new and retrofit; 
commercial, new and retrofit) were produced and 
tested in 1980-1981. 

As noted earlier, durability of window coat­
ings is a critical issue because coated plastic 
glued directly to existing windows must withstand 
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UV radiation, temperature cycling, physical abra­
sion, atmospheric pollutants, and c leaning agents. 
In prior years, a wide range of selective­
reflectance coatings and protective layers were 
produced and tested for both optical performance 
and weatherability. Multilayer metal-dielectric 
coatings deposited on polyester and polypropylene 
substrates have shown adequate durability in expo­
sure tests conducted to date. 

Because coating durability has been the key 
uncertainty restricting the development of success­
ful energy-conserving products, we have developed a 
materials-science characterization and test capa­
bility during the past few years. We can now exam­
ine the physical structure of coated samples by 
transmission and scanning electron microscopic 
techniques and analyze the chemical composition of 
both films and their defects by scanning Auger and 
x-ray spectroscopic techniques. Figure 7 shows the 
example data produced by this analysis. 

Fenestration Optimization Studies. Selection 
of materials and design of fenestration systems for 
optimal annual energy performance is a complex 
problem that requires consideration of heating and 
cooling requirements and daylight utilization. A 
study has been undertaken to define the ideal 
performance characteristics of both existing and 
hypothetical glazing in a commercial office build­
ing as a function of climate and orientation within 
a broad set of fenestration parameters. Annual 
energy performance is being modeled with a modified 
version of DOE-2.1. 

The initial phase of this work has concentrated on 
the variables of glazing material properties and 
gla zing area. Computer analysis has been completed 
for three varied climates. Sample results in Figure 
8 show energy requirements for a south zone in New 

Figure 7. Transmission electron micrograph of 
improved silver layer microstructure in Al203/Ag on 
polyethylene terephthalate substrate (bright fLeld 
at 100 kV). The continuous polycrystalline nature 
of the film is noted in both the micrograph and 
electron diffraction pattern. 

(XBB 810-10120) 
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Figure 8. Energy requirements for a south-oriented 
office module in New York City. 

U1 = Normal single glazing, nominal 
6.28 W/m2oc. 

U2 = Single glazing with low-emissivity 
coating, nominal 4.33 W/m2oc. 

U2A = Normal double glazing, nominal 
2.78 W/m2oc. 
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U3 = Normal triple glazing, nominal 
1.8 Wfm2oc. 

U4 = Nominal W/m2oc. 
Suffix X 

Solid Line 

Broken Line 

No drapes deployed as 
a shading device. 
Energy use with no utilization 
of daylighting. 
Energy use with 
daylighting utilization. 

(XBL-823-8273) 



York City for a broad range of U-va l ues and shading 
coefficients, with and without the effect of da y­
lighting . Detailed analysis of componen t l oads 
(heating, cooling, fans, lighting) enables us to 
understand the complexity of this optimizat i on 
problem. Although optimal glazing parameters vary 
with climate, orientation, and window size, we con­
clude that it is almost always possible to f i nd a 
glazing system that outperforms an insu l ated wa l l 
on the basis of annual energy consumption. 

Air-Flow Window Systems. Another category o f 
a high-performance window system is known as the 
air-flow window. In this system, a stream of air 
flowing between the panes of multiple-glazed win­
dows acts as a heat-transfer fluid. So l ar gain can 
be either collected or rejected as r equired, and 
daylighting can be fully uti l ized throughout the 
year. A design approach that has been used in 
Europe for many years involves integrating t he win­
dow into the heating, ventilating, and air­
conditioning (HVAC) system and exhaust i ng room air 
through the glazing cavity. Venetian blinds in the 
glazing cavity can be adjusted to provide optimum 
daylight penetration, control the g l are of direct 
sunlight, and function as solar absorbers. By 
means of the air flow, solar gain is either 
rejected to the outside or distributed through the 
HVAC system as required (Figure 9). 

Although the first cost of such windows is 
higher than the cost of conventional windows, the 
prospect for widespread utilization is attractive. 

Inner window pane 

pane 

Figure 9. Schematic cross-section of air-flow win­
dow system . 

(XBL 7912-13366) 

3- 46 

The window package fits within the currently 
accepted architectural vocabulary, utilizes conven­
tional components having well established reliabil­
ity, and offers multifunctional control of energy 
performance. 

Another approach being investigated was 
developed at the Environmental Research Laboratory 
(ERL) of the University of Arizona. This window 
s ystem, designed primarily for residential applica­
tion, combines existing commercially available com­
ponents to achieve control of energy flows and 
relies on gravity-induced draft for heating and on 
overpressurization of the building by an evapora­
tive cooler for cooling. ERL has completed summer 
and winter testing and has written computer­
simulation codes. 

LBL has supported long-term thermal-
performance testing of these two generic types of 
air-flow windows. Preliminary results are promis­
ing. Industry interest has been growing because of 
the multifunction control options, and it is 
expected that U.S . -made units will be commercially 
avai l abl e in 1982. 

Day l ighting 

Wi ndows and skylights 
bui l dings, thus reducing both 
a nd peak-power requirements. 
natural l ighting has always 
tects and building occupants, 
represent an area where good 
and signi ficant energy savings 
t i ve goals. 

provide daylight in 
electric lighting use 
In addition, because 
been valued by archi-
daylighting studies 
architectura l design 
are mutually suppor-

Studies of potential annual energy savings 
from maxi mum use of daylight in build i ngs require 
data on day l ight availability, including the fre­
quency and intensity of daylight. No source for 
such data currently exists for most of the United 
States. In 1977, the Pacific Gas & Electric Com­
pany building in San Francisco was instrumented to 
co l lect and record the amount of solar and visible 
radiation available at all building surfaces. An 
array of thirteen pyranometers and photometers was 
i nstalled to feed readings to a data-acquisition 
system at fifteen-minute intervals (Figure 10). 

Preliminary results from this monitoring sug­
gest strong linear correlations between illumina­
tion and insolation, a finding that encourages us 
to believe that daylight availability data can be 
generated from existing measurements of solar radi­
ation. Figure 11 illustrates one technique for 
ana l yzing and displaying the data . Daylight 
illumination on a vertical east-facing surface is 
shown as a set of contour lines for all hours of 
the day throughout the year. A generalized method 
for developing illumination-availability data from 
insolation is now being developed, based upon data 
co l lected from 1978 to 1981. 

Accurate and efficient dayli ghting design 
methods must be conveyed to building designers if 
they are to successfully incorporate daylighting 
designs in bui l dings. Several approaches are in 
progress as part of the overall LBL program in this 
area. During the past few years, we have supported 
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Figure 10. Schematic of photometric and 
radiometric sensor array on rooftop for determining 
insolation/illumination correlations. 

(XBL 796-10182) 

a research project to develop a versatile and 
powerful computer program to predict daylight 
illumination in interior spaces. A working version 
of the program, SUPERLITE, which can compute 
illumination for non-rectangular geometries and can 
treat several types of window-shading devices, was 
completed in 1980 by researchers at the University 
of Southern California. Additional modeling capa­
bilities are now being added while validation of 
the model is underway at LBL. A team at the 
University of Washington has developed a graphic 
design method that employs transparent overlays for 
daylight predictions and is designed to be used by 
architects at an early stage in the design process. 
Several parallel modeling efforts were completed at 
LBL. A simplified model for predicting daylight 
illumination from clear and overcast skies was 
developed in 1979, and, while relatively accurate, 
it required repetitive calculations. In 1980 this 
model, QUICKLITE, was adapted for use with a pro­
grammable hand calculator. 

An effort continued in 1980 to incorporate 
advanced daylighting analysis capabilities into a 
building energy analysis program (DOE-2). In the 
previous year, in a cooperative program with the 
DOE-2 group, we developed and successfully utilized 
a simplified daylighting preprocessor that calcu­
lated hourly average-lighting schedules for each 
month . We have now completed initial development 
of an hour-by-hour daylighting model in DOE 2.1B. 
The daylighting model is being validated and will 
be extended in 1982 to allow modeling of very com­
plex fenestration and shading systems. 

The 24-foot-diameter artificial sky dome (Fig­
ure 12), designed and built on the U.C. campus in 
1979 to facilitate model studies for daylighting, 
became operational in 1980 with the simulation of 
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Figure 11. Vertical illuminance on an east-facing 
surface as measured during 1979 at the PG&E build­
ing in San Francisco. Interval between contour 
lines is 800 footcandles. 

(XBL 813-8789) 

luminance distributions for an overcast sky. In 
1981, we designed and installed improved lighting 
controls in the dome in order to simulate ·complex 
luminance distributions for clear skies. Sky­
luminance distributions are reproduced on the 
underside of the hemisphere; light levels are then 
measured in a scale-model building under the artif­
icial sky. From these measurements, we are able to 
predict daylighting-illumination patterns in real 

Figure 12. 
hemispherical 
dies. 

Exterior view 
sky simulator 

of 24-foot-diameter 
for daylighting stu-

(XBB 804-5182) 



buildings. The artificial sky already has been 
used for research and teaching purposes, as well as 
by architects working on daylighting features for 
new office .buildings. 

To test the combined effects of sky and direct 
sun without collimation or horizon errors, four 
scale-model test platforms were fabricated and 
mounted on the roof of our building. Because these 
test cells incorporate a tilting base, the sun's 
incident angle can be varied over a wide range. 

Although direct energy savings from daylight­
ing are the primary interest of building owners, 
significant savings might also accrue from reduc­
tions in peak-power demands. Past studies here 
indicated that savings that derive from time-of-day 
utility pr~c~ng, as well as from peak-demand 
charges, can equal or exceed the direct energy sav­
ings from daylighting in some buildings. This find­
ing suggests that the economic benefits to utili­
ties and to building owners employing daylighting 
strategies can be even greater than the benefits 
predicted from an analysis of direct energy savings 
alone. 

Because direct sunlight is the only natural 
light source having sufficient intensity and colli­
mation to illuminate interior spaces deep in a 
building, various design approaches have been stu­
died to exploit beam daylighting in buildings. 
During the past four years, we have undertaken a 
small effort to examine the feasibility of mounting 
reflective and refractive devices in windows to 
take advantage of direct sunlight. We are also 
investigating the possiblity of using advanced opt­
ical technologies as beam-sunlighting systems. 
Limited computer simulation and model studies have 
been conducted; however, additional study is needed 
if we are to validate their technical feasibility 
and cost-effectiveness. Initial results suggest 
that the simplest systems that employ few or no 
moving parts, such as light shelves, may be the 
most--cost-effective solutions. 

We believe that daylighting techniques would 
be more widely used by architects and builders if 
technically accurate information was more accessi­
ble to them. A second draft of selected learning 
units in our Daylighting Resource Package, 
prepared in collaboration with the Illuminating 
Engineering Society, several universities, and day­
lighting experts throughout the country, was edited 
for future dissemination to educators and building 
designers. We initiated planning for an Interna­
tional Daylighting Conference to be co-sponsored by 
AIA, ASHRAE, and IES in February 1983. 

PLANNED ACTIVITIES FOR FY 1982 

Window Performance--Analysis and Testing 

Our review of methods for calculating solar 
heat gain suggests that the simple single-term 
shading coefficient as presently used is inadequate 
for calculating solar gain for geometrically com­
plex shading systems. An improved method is pro­
posed to · account for variations in angle of 
incidence and fraction of diffuse solar radiation. 
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Special models will be developed to represent the 
optical and thermal properties of complex shading 
devices and non-homogeneous glazing materials. We 
will evaluate new thin-film devices, such as opti­
cal shutters and light-focusing holograms. Heat 
transfer around edges and through window frames 
will be studied. 

The first module of the MoWiTT facility will 
be finished and calibrated during the first half of 
1982, with initial field operation planned for 
later in the year. We will begin to compare 
results from dynamic performance testing with those 
from steady-state tests. 

Fenestration Systems--Research, Development, and 
Demonstration 

An international conference on optical materi­
als for architectural windows and solar applica­
tions will be organized by LBL in conjunction with 
the International Society for Optical Engineering. 

Our materials-science program will continue to 
answer research problems pertaining to heat-mirror 
coating design and durability. A limited effort 
will be undertaken to investigate such new materi­
als as durable, transparent, optical-protective 
coatings and high-transmission films. Material 
combinations that exhibit improved coating proper­
ties and substrate/film stability will be identi­
fied. Basic research will examine selected refrac­
tory oxides, borides, carbide, and nitride systems 
for their suitability as heat-mirror or protective 
materials. We will continue the study and evalua­
tion of optical-shutter materials for windows. 

Test data collected on the performance charac­
teristics of air-flow windows will be analyzed; 
performance characteristics will be compared to 
those of other heat-collecting window designs; and 
computer modeling techniques for annual energy 
analysis will be developed. 

The energy optimization studies will be 
expanded to include additional classes of devices 
(operable shading and insulating systems), other 
building types, and additional climates. We will 
extend our analysis to include peak-load effects in 
addition to energy savings. 

Day lighting 

A complete summary of daylighting availability 
data based upon analysis of three full years of 
data from our San Francisco site will be completed 
in 1982. A recommended correlation between radia­
tion and illumination data will be developed. 

The simulation capability of our artificial 
sky will be completed in 1982, and improvements 
will be made in modeling variable ground reflec­
tances. Plans will be completed to add a sun simu­
lator, although construction will not begin until 
late in 1982. As the facility's capabilities are 
improved, we plan to perform an extensive series of 
tests to compare results from the indoor simulator, 



from outdoor tests, and from the computer modeling 
studies as a means of defining the inherent limita­
tions and constraints of all model-testing studies. 

In the area of daylighting computations, the 
large computer model, SUPERLITE, will be expanded 
and used for parametric modeling studies of various 
fenestration and building designs. The new day­
lighting capabilities of DOE-2 will be fully tested 
and validated and will initiate development of a 
more powerful and flexible model that allows 

modeling of virtually any complex architectural 
solution. 

Initial studies of the energy savings attri­
butable to daylighting will be expanded to include 
a more comprehensive study of the effects of day­
lighting and lighting controls on a building's 
peak-power requirements. An analysis of prior work 
on glare from windows and its impact on the poten­
tial savings from daylighting will also be under­
taken. 

LIGHTING SYSTEMS RESEARCH* 

R. R. Verderber, S. M. Berman, R. D. Clear, and F. M. Rubinstein 

The Lawrence Berkeley Laboratory has managed 
the National Lighting Program for the Department of 
Energy (and its predecessor agencies) since 1966. 
For the past five years, the primary goal has been 
to accelerate the introduction of energy-efficient 
lighting products and concepts into the market­
place. This strategy was conceived as the initial 
thrust for accomplishing our goal of bringing about 
a 50-percent reduction in U.S. energy consumption 
for lighting by the mid-1990s. This savings of 
energy, more than 200 billion kilowatt-hours, is 
equivalent to 381 million barrels of oil annually, 
or more than one million barrels of oil equivalent 
per day--an amount greater than could be produced 
by the proposed synfuel program. 

Programs initiated at LBL include development 
of the solid-state ballast, switching and control 
systems, and energy-efficient light sources, along 
with fundamental visibility studies and investiga­
tions into the effects of artificial light upon 
humans. The nature of the above studies required 
establishing three lighting laboratories: the Phy­
sical Lighting Laboratory, the Visibility Labora­
tory, and the Health and Environmental Laboratory. 
These laboratories are staffed with individuals 
representing various scientific disciplines: physi­
cists, engineers, optometrists, and physicians, who 
interact closely to solve the lighting and visibil­
ity problems selected for study. 

The commercial application of the technologies 
initiated by the LBL program (solid-state ballasts, 
lighting control systems, and adaptive circline 
lamps) reflects its impact upon the lighting com­
munity. However, this early success has introduced 
new issues that must be addressed to assure the 
widespread use of these new technologies. This 

*This work was supported by the Assistant 
for Conservation and Renewable Energy, 
Building Energy Research and Development, 
Equipment Division of the u.s. Department 
under Contract No. DE-AC03-76SF00098. 

Secretary 
Office of 
Building 

of Energy 
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includes the need to study the fundamental proper­
ties of plasmas (gas discharges) with regard to 
driving fields, magnetic fields, and ionizing 
materials; the effect of new light sources upon 
visibility and performance; and the effect of new 
light sources and systems upon humans and existing 
electronic systems. The new technologies have also 
suggested additional means to further increase the 
reliability and efficacy of light sources through 
fundamental studies of gas discharges at very high 
frequencies. 

To meet these needs, the primary thrust of the 
lighting program has been altered to explore more 
basic problems. The three major efforts consist of 
the technical program (efficient light sources, 
advanced lighting systems); building applications 
(lighting system integration, building energy 
optimization); and the impacts program (visibility, 
performance, and human responses to artificial 
lighting). 

The accomplishments that have been realized by 
the 1981 projects and the activities planned for 
1982 are described below. 

ACCOMPLISHMENTS DURING FY 1981 

Solid-State Fluorescent Ballasts 

The technical developments underlying the 
solid-state fluorescent ballast have been com­
pleted. 1 Included in this development was a demons­
tration of the 1977 ballast prototypes in a Pacific 
Gas & Electric Company (PG&E) office building. The 
demonstration was designed to reveal any defects in 
the solid-state ballasts that would become evident 
in a large-scale installation. Several problems 
were identified and appropriate modifications made. 
To verify that these ballasts were then commer­
cially viable, two large demonstrations were ini­
tiated in 1980 and completed in 1981. At a 
Veterans Administration (VA) Medical Center,2 a 



250-ballast demonstration was conducted to deter­
mine the energy savings of such a retrofit as well 
as to measure electromagnetic interference (EMI) 
levels to determine if they would present a hazard 
to equipment or personnel. 

Figures 1 and 2 present the results of the 
conducted and radiated EMI, respectively, measured 
from solid-state ballasts. In both figures, the 

-- ----

200 

Frequency in kHz 

Figure 1. Conducted EMI data for 36 two-lamp fix­
tures: (A) conventional ballasts, (B) solid-state 
ballasts , (1) FDA medical device susceptibility 
limit, ( 2) FDA narrowband emission limit, ( 3) FDA 
broadband emission limit. 

(XBL 813-411) 
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Figure 2. Electric-field radiated EMI for a 4-ft, 
2-lamp, solid-state ballasted fixture: (AC) nar­
rowband peaks, (BCD) broadband background noise, 
(1) FDA susceptibility limit, (2) FDA narrowband 
limit, (3) FDA broadband limit. 

(XBL 813-414) 

recommended Federal Drug Administration (FDA) lim­
its are plotted for the susceptibility limit, the 
narrowband limit, and the broadband limit. The 
conducted EMI from the solid-state ballasted system 
is about 20 db above the EMI from the core-coil 
ballasted system (see Figure 1). However, EMI from 
the solid-state ballasted system falls well within 
the susceptibility limits prescribed by the FDA. 
The radiated EMI, Figure 2, exceeds the FDA suscep­
tibility limit at only two frequencies, 24 and 48 
kHz. While this suggests a potential for distur­
bance, the EMI levels from a TV set (Figure 3) are 
about the same as levels from the lighting system. 
Because TV sets are in all the wards and have not 
been identified as a source of disturbance, it is 
unlikely that the level from these lamp systems 
would adversely affect equipment or personnel. 

Neither these data nor the four-year demons­
tration at the PG&E building revealed any office or 
hospital area in which a solid-state ballasted lamp 
affected an in-place system which was not affected 
by a core-coil ballasted lamp. 

The second demonstration3 involved 2000 
solid-state ballasts distributed to about 20 sites 
throughout the United States. The maintenance 
staff at each site installed the units and measured 
the power and light levels before and after instal­
lation. Although some of the reports have not yet 
been returned, initial results indicate about a 
10-percent decrease in light level and a 32-percent 
decrease in power level, which is equivalent to 
about a 22-percent increase in system efficacy. 
Each site was to monitor failures; the failure rate 
of the 120-volt units was negligible. For example, 
at the PG&E site where 400 ballasts were installed, 
only one ballast failure has been reported. The 
much greater failure rate of the 277-volt units has 
been attributed to spurious voltage spikes and can 
be eliminated by using transistors having higher 
voltage ratings. 
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These two solid-state ballast demonstrations 
have provided further evidence of the energy sav­
ings, reliability, and safety of the concept of 
solid-state ballasts operating gas-discharge lamps 
at high frequency. 

High-Pressure Sodium (HPS) Ballasts 

The first phase of this project, begun in 
1980, had the goal of developing solid-state HPS 
ballasts for 150-watt, 200-watt, and 400-watt HPS 
lamps. A contractor was selected for each type of 
lamp. Phase I results showed efficiency improve­
ments as high as 17 percent.4-7 

The three contracts were continued in order to 
study the effect of voltage surges on the systems 
and ways to improve system efficacy. Two contrac­
tors have delivered 15 solid-state ballasts that 
are being tested at LBL. 

The low improvement of lamp efficacy (4 per­
cent) at high frequency has been disappointing. 
However, a review of the HPS lamp theory shows that 
conductive losses will increase if the lamp-wall 
temperature is decreased. Thus, operating lamps at 
higher frequency and lower power, as most contrac­
tors are doing, will reduce lamp efficacy.8 

Ongoing measurements will examine lamp effi­
cacy as a function of input power. These data 
should provide ballast designers with the informa­
tion necessary to design systems having optimum 
performance. 

Switching and Lighting Controls 

A major objective of the switching and con­
trols project has been to develop a computer pro­
gram to forecast the energy saved by applying vari­
ous lighting-control strategies to a given build­
ing. Smith, Hinchman & Grylls, an 
architectural/engineering firm, was contracted by 
LBL to develop this computer program. The program, 
written in the FORTRAN programming language, was 
delivered to LBL in 1981 and has been put on our 
BKY computer system. 

This computer program is an especially power­
ful tool for estimating the energy-conserving 
potential of a lighting-control system that 
responds to natural daylight. Calculations of 
available daylight in the building space under 
analysis are required as input data to the program. 
Such calculations, however, are cumbersome if made 
by hand and expensive if modelled on a computer. 
In an effort to miniiDize the number of required 
input data, the computer program uses Fourier 
series curve-fitting to generate a complete 
daylight-availability curve for a given day from a 
small number of input data points. The accuracy 
with which the program predicts the energy saved by 
daylighting is significantly affected by the degree 
to which the generated daylight-availability curve 
matches actual daylighting conditions. 

To validate the accuracy of the curve-fitting 
technique, the subcontractor was requested to com­
pare actual daylighting measurements taken at the 
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PG&E building in San Francisco with the Fourier 
series curve generated from a limited number of 
input data points. In Figure 4, the measured day­
light values are shown by the dotted line. The 
Fourier series curves generated using three and 
five input points are shown with the dashed and 
dotted lines, respectively. Using five input 
points, the generated curve matches the measured 
values very closely. The curve generated from only 
three data points is also a reasonable fit and is 
probably sufficiently accurate for most purposes. 

Energy-Efficient Light Bulbs (EELB) 

This program was designed to explore several 
concepts for an efficient light source that could 
be used in the same socket as an incandescent bulb. 
Our aim was to attain lamp efficacies of 40 to 50 
lumens per watt, which would be nearly three times 
as efficient as a 100-watt incandescent lamp (17.5 
lumens per watt). The four approaches chosen 
include the compact fluorescent lamp, the coated 
filament lamp, the magnetic arc spreading lamp, and 
the electrodeless fluorescent lamp. Litek Interna­
tional Corporation has completed the first phase of 
their contract and delivered a final report and ten 
operating electrodeless lamps.9 

Nine lamps have been measured by the LBL 
staff. The results are listed in Table 1. The 

Table 1. Performance of electrodeless lamps. 

Lamp Light Output Power Power Factor Efficacy 
No. (lumens) (watts) ( percent) (lumens/watt) 

1660 29.2 58 56.8 
2 1710 31.9 58 53.5 
3 1550 30.8 58 50.2 
5 1890 34 59 55.7 
6 1550 31.3 59 49.6 
7 1630 31.9 59 51.2 
8 1740 32.2 58 54.2 
9 1630 29.3 59 55.7 

10 1620 32.1 58 50.3 
Average 1660 31.0 58 53 



performance of these lamps has exceeded our initial 
goals, as the average efficacy of the lamps exceeds 
50 lumens per watt. 

In addition, the lumen output of some lamps exceeds 
the light output from a 100-watt incandescent lamp 
(1750 lumens). This has never before been achieved 
by any reasonable-size fluorescent system. 

The high efficacy and high light output result 
from eliminating the need for filaments: the low­
pressure gas discharges are driven at a very high 
frequency (13.56 MHz). This high-frequency mode of 
operation, however, introduces a potential for 
interfering with other electronic systems such as 
TV sets, radios, and communication devices. LBL 
will carefully measure the conducted and emitted 
electromagnetic interference (EMI). We have done 
some initial cursory testing by operating a lamp 
within three feet of a TV set. We observed no 
interference. Extended studies will focus on more 
quantitative measurements of EMI levels. 

Physical Lighting Laboratory 

The Physical Lighting Laboratory was completed 
and furnished with the equipment necessary to accu­
rately measure the absolute light levels from light 
sources. Much of the effort to date has gone 
toward calibrating the standard National Bureau of 
Standards (NBS) light sources and spectral distri­
butions in order to give us the capability of 
measuring absoiute levels of light. 

The fundamental study of low-pressure plasma 
that could improve the efficacy of fluorescent 
lamps by optimizing the Hg isotope mix has realized 
considerable progress. The initial task of design­
ing test lamps that can obtain reproducible results 
with ±1 percent accuracy is near completion. The 
lamps have been made of quartz to permit the meas­
urement of the 185-nm and the 254-nm radiation 
emitted by the low-pressure Hg plasma. We have 
resolved all of the problems that have included 
seasoning the filament, controlling the m1n~um 

lamp wall temperature (gas pressure), and accu­
rately measuring the intensity of the 185-nm and 
254-nm lines. 

Visibility and Productivity Laboratory 

The connection between visibility and produc­
tivity continues to be of major interest. In April 
1980, the Illuminating Engineering Society (IES) 
updated its illumination recommendations with the 
publication of RQQ 116, "Selection of Illuminance 
Values for Interior Lighting Design." In April 
1981, the International Commission on Illumination 
(CIE) released its publication CIE 19/2, "An Ana­
lytic Model for Describing the Influence of Light­
ing Parameters upon Visual Performance." 

In 1981, LBL prepared a critical review of the 
above documents. This review was presented at the 
annual IES technical conference in Toronto and has 
been accepted for publication in the IES Journa1.10 

During the year, LBL, in conjunction with the 
University of California School of Optometry, has 
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also established a visibility laboratory to study 
the cause of fatigue associated with video display 
visual tasks. A microcomputer has been modified 
and programmed to present visual displays on a 
variety of terminals and then score performance on 
tasks associated with the displays. A system has 
been designed that can vary the types of light 
sources and the rate of flicker. To expedite the 
accumulation of data, the lab has three test sta­
tions in which three subjects can be tested simul­
taneously. 

Health and Environmental Laboratory 

The Health and Environmental Laboratory was 
designed to study the effects of artificial illumi­
nation upon humans. The experimental designs were 
submitted to the University of California Council, 
which granted approval to perform these tests on 
human subjects. Establishing the laboratory 
included the purchase and programming of a computer 
system to control the visual task and the lighting 
system while continually measuring subjects' vital 
signs. 

The testing chamber was constructed at the LBL 
shops. The chamber will isolate the subject from 
the environment and influences that would be mani­
fest in an artificial lighting system: light, 
sound, and electromagnetic radiation. Initial test 
runs of the equipment have been made. 

PLANNED ACTIVITES FOR FY 1982 

High-Frequency Performance of Gas-Discharge Lamps 

In the next stage of the solid-state ballast 
program, we will study the performance of gas­
discharge lamps over a higher frequency range 
(above 20-30 kHz). We intend to extend the meas­
urements to several megahertz to determine the 
optimum frequency range. The selection of the 20-
kHz frequency was based upon existing switching 
transistors. The introduction of power-field effect 
transistors permits ballast designs above the MHz 
region. 

In addition, to resolve the potential elec­
tromagnetic interference (EMI) question, LBL is 
planning to measure the conducted and radiated EMI 
for all newly introduced lighting systems. Members 
of the lighting community involved with high­
frequency lighting systems will participate in a 
two-day working seminar to be held at LBL. The 
purpose of the seminar will be to establish ways of 
measuring EMI from these systems and to exchange 
information on possible problems associated with 
EM I. 

Switching and Lighting Controls 

The two current demonstrations will be com­
pleted and the data compiled. These data will be 
used to validate the computer program that has been 
developed to predict the energy savings that can be 
realized by different control strategies and tech­
niques. To improve this computer program, a simple 
program is being devised to input daylighting data. 



LBL has developed some programs that can be used 
with hand-held calculators and will be used as the 
daylighting input for the controls program. 

Physical Lighting Laboratory 

After the test lamp is shown to produce 
results within 1-percent accuracy, a series of 
experiments will be made with various Hg isotope 
mixes. Each measurement consists of a series in 
which one parameter is varied: power input, fre­
quency, lamp wall temperature, ambient temperature, 
or current. The results from this series of exper­
iments will be compared to theoretical predictions. 

Visibility Laboratory 

The laboratory equipment and testing facili­
ties will be tested to determine if we are obtain­
ing the proper light and control of the light. 
Subjects will be selected in accordance with the 
experimental design, and the lighting system will 
be varied with regard to type of light (incandes­
cent, fluorescent), type of fluorescence (cool­
white, warm-white, tri~stimulous phosphor), inten­
sity, percent flicker, and various visual tasks. 
By measuring the accuracy of subjects' responses as 
a function of the illumination and video display 
tasks, we can perhaps relate the onset of visual 
fatigue to contrast, acuity, and color sensitivity. 

We are planning two other major projects. The 
first is to develop a rational method for recom­
mending or specifying ligh~ levels (visibilities) 
that are based on visual performance criteria. An 
important part of this task is to determine how to 
deal with the severe problems in the present models 
that estimate visual performance. Our second 
planned activity is to try to improve existing 
models of visual performance. 

Health and Environmental Laboratory 

After all of the equipment meets the staff's 
requirements, test subjects will be screened. Ini­
tial experiments will be qualitative. The more 
obvious parameters of artificial lighting systems 
will be varied: type of source (incandescent, 
fluorescent, high-pressure sodium), illumination 
level (<50 footcandles, > 100 footcandles), spec­
tral distribution (continuous, tri-stimulous, mono­
chromatic, cool-white, warm-white, and daylight), 
glare, percent flicker, and audible noise. By mon­
itoring subjects' vital signs, with and without the 
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performance of visual tasks, these experiments will 
indicate the onset of stress and/or discomfort. 

These results will provide the basis for quan­
titative measurements of the parameters that are 
shown to have a qualitative influence. Other 
parameters of interest will be EMI levels and 
ultraviolet and infrared radiation. 
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BUILDING ENERGY SIMULATION GROUP* 

J. J. Hirsch, W. F. Buhl, R. B. Curtis, A. E. Erdem, K. H. Olson, and F. C. Winkelmann 

The purpose of this project has been to 
create, test, document, and maintain a user­
oriented, public-domain computer program that will 
enable architects and engineers to perform design 
studies of whole-building energy use under actual 
weather conditions. The development of this pro­
gram, which in its successive public generations 
has been known as Cal-ERDA, DOE-1.4, DOE-2.0, and, 
finally, DOE-2.1, has been guided by several objec­
tives: 

1. that the description of the building by the 
user be in quasi-English so that the input can 
be read and understood easily by non-computer 
scientists; 

2. that, when available, the calculations be based 
upon well-established algorithms, i.e., the 
calculational procedures used should be accept­
able to the engineering community; 

3. that it permit simulation of commonly available 
heating, ventilation, and air-conditioning 
(HVAC) equipment; 

4. that the computer costs of the program be 
minimal; and 

5. that the predicted energy use of a building be 
acceptably close to measured values. 

These objectives require compromises to be 
made. Greater accuracy, for example, can be pur­
chased only at the cost of more detailed and time­
consuming algorithms and more complex demands upon 
the user for data about the building being modeled. 
Considerable experience and user feedback have cul­
minated in a program which has received much accep­
tance. 

As can be seen in Figure 1, DOE-2 is composed 
of two major segments: the Building Description 
Language (BDL) processor, which allows the user to 
give a quasi-English description of building com­
ponents, and the LOADS, SYSTEMS, PLANT, and ECONOM­
ICS (LSPE) processor, which uses building descrip­
tions to simulate the building energy performance. 
Details of the development and structure of the 
DOE-2 program are available in past annual 
reports1-3 and other published materials.4-8 

ACCOMPLISHMENTS DURING FY 1981 

The major accomplishment of FY 1981 was the 
completion of the DOE-2.1A version of the program 
and the drafting of its accompanying 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Building and Community Systems, Buildings Division, 
u.s. Department of Energy under Contract No. DE­
AC03-76SF00098. 

3-54 

documentation.9-13 LBL was assisted in this pro­
gram by the Q-11 Group at Los Alamos National 
Laboratory (LANL), which was responsible for pro­
ducing the final DOE-2.1A Reference and Engineers 
Manuals from LBL-produced drafts. In addition, the 
"DOE-2 USER NEWS" was published quarterly by the 
Building Energy Simulation Group (BES) to keep the 
user community informed about the latest develop­
ments, uses, and problems of the program. The DOE-
2.1A version is used on many computers with word 
sizes of 32 bits or larger. It is currently avail­
able on DEC-10, DEC-VAX, CDC-Cybers, IBM, Data Gen­
eral MU8000, Honeywell level-6, and Cray-N 
machines. 

The BES Group's ongoing research into calcula­
tion methodologies relating to building energy use 
is divided into two major areas of interest. The 
first area centers on the modeling of the 
building-envelope components and systems. The 
second area of interest is the simulation of heat­
ing, ventilating, and air-conditioning (HVAC) 
equipment and their associated control systems. 
Selected major new features of DOE-2.1A in these 
two areas are described below. 

Building Envelope Heat-Transfer Modeling 

The first step in the simulation of the build­
ing is modeling the heat transfer through the 
building envelope components. During FY 1981, 
three major areas of envelope heat transfer have 
been studied: (1) conductive gains through general­
ized layered walls and Trombe wall systems; (2) 
daylight transmission through windows as a supple­
ment to artificial lighting systems and thermal 
effects of alternative glazing systems; and (3) 
techniques providing fast and accurate calculation 
of heating and cooling loads (or response) of whole 
spaces. 

Response Factors 

Building energy-use analysis programs which 
take into account transient heat flow must simulate 
the delayed transmission of heat through layered 
wall sections. The most popular means of doing so 
use response factors developed by Mitalas and 
Stephenson14,15 and extended by a number of other 
authors in specific implementations. The response 
factors are sets of time series describing the 
response of a one-dimensional multi-layered slab to 
a unit pulse of heat applied to one face of the 
slab while the opposite face is held at a constant 
temperature. Most computations of response factors 
use the solution of the one-dimensional heat-flow 
equation in terms of Laplace transforms. In this 
approach, the differential equations become a 
series of coupled algebraic equations which are 
readily solvable. The Laplace transforms of the 
temperature and heat flux on one side of the slab 
are linearly related to the Laplace transform of 
the temperature and heat flux on the other side of 



Figure 1. DOE-21A computer program configuration. 
(XBL 825-601) 

the slab. These linear equations may be written in 
matrix notation as shown in Equation (1). 13 
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The coefficients A(s), B(s), C(s), and D(s) are 
simply related to the corresponding coefficients 
for a single layer by the matrix formula of Equa­
tion (2). 
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and where sj is the width of the jth layer, kj is 
its thermal conductivity, and aj is its thermal 
diffusivity. 

The equations represented by Equation (1) must 
be solved for the fluxes in terms of the tempera­
tures in order to compute the response factors. 

rq(O,s )] 

Lq(L,s) [

D(s)/B(s) 

1/B(s) 

-1/B(s) l [T(O,s)l (
3

) 

A(s)/B(s) T(L,s) 

The rema~n~ng problem is essentially to deter­
mine the inverse Laplace transforms of the coeffi­
cients in the square matrix. This requires locat­
ing the zeros of the function B(s). It is this 
process that is so time consuming, especially for 
multi-layered walls. The function B(s) must be 
evaluated many times; and, each time, the entire 
matrix multiplication indicated in Equation (2) 
must be performed. Hittle and Bishop16 have found 
an improved method for locating the roots, but 
their method still requires performing the matrix 
multiplication. Peavy17 argues that the matrix 
approach is at fault and provides explicit formulas 
for up to seven layers. Work performed by the BES 
Group has shown that the matrix approach can be 
used and the time-consuming matrix multiplication 
can be avoided. At the same time, there ~s no 
limit to the number of layers because the method is 
general. 

If the matrix multiplication in Equation (2) 
is performed and the resulting matrix elements are 
subjected to trigonometric manipulation, it can be 
shown that the functions A(s), B(s), C(s), and D(s) 
can be cast in the forms: 

A(s) 

C(s) 

2n-l 

~ ~ cosh(~k/,;) 
k=l 

2n-l 

Is ~ ck sinh ( <j>k ;;: 

k=l 

where n is the number of layers and the coeffi­
cients ak, bk, Ck, dk, and <j> k are constants 
independent of s. As a result, they need to be 
computed once at the beginning of the calculation 
and never again. When this algebraic simplifica­
tion is combined with more sophisticated root­
locating algorithms, the time of calculation of the 
response factors can be reduced by factors of up to 
20. 

Trombe Walls 

The presently available building-energy­
analysis programs, which have concentrated on 
energy transport by conduction and radiation, have 
been incapable of simulating convective transport 
because of the difficulty of simulating convection 
in comparison to conduction and radiation. In'many 
buildings, particularly those that employ "passive" 
solar design, convection can be an important and 
even dominant effect. 

The BES Group, in collaboration with LANL, has 
begun to integrate models of certain passive solar 
elements into the DOE-2.1A building-energy-analysis 
code. In FY 1981, a model of a Trombe wall was 
successfully added to DOE-2.1A. The Trombe wall 
consists of a south-facing window (usually double­
or triple-paned) separated from a massive masonry 
or concrete wall by an air gap (see Figure 2). The 
combination acts as a crude·solar collector, with 
the heat capacity ·Of the wall· providing the heat 
storage and preventing large temperature swings in 
the occupied space. Two types of Trombe wall are 
modeled: vented and unvented. In the case of the 
unvented Trombe wall, heat enters the occupied 
space through conduction alone. The vented Trombe 
wall has vents at the bottom and top of the wall 
which enable warm air to flow by natural convection 
directly into the living area. 

2n-l 

B(s) l 

;;: ~ bk sinh(<j>k/;: 
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Figure 2. Diagram of heat flows in the DOE-2 ther­
mal storage model. 18 

(XBL 825-597) 

The model of the unvented Trombe wall is a 
straightforward extension of the already-existing 
capabilities of DOE-2. All that is needed is the 
convective heat-transfer coefficient across the air 
gap. Once this is known, the resistances to heat 
flow of the window and air gap can be combined into 
one overall resistance, and the heat flow through 
the wall can then be obtained in the usual manner. 
A standard empirical formula giving Nusselt number 
in terms of Grashoff number is used to obtain the 
convective coefficient. The formula is typical of 
engineering solutions to convective problems in 
that it combines experimental results with a param­
eterization based on a theory (the use of Nusselt 
and Grashoff numbers). Also typical is the fact 
that three different formulas must be used for the 
three cases of turbulent flow, laminar flow, and no 
flow (pure conduction). 

The vented case is much more difficult to 
simulate. A force-balance equation is written to 
obtain the air-flow rate. The buoyancy force of the 
warm air is balanced by the opposing frictional 
forces caused by the air flowing through the vents 
and the air gap. Because the buoyancy of the air 
depends on its density, which is a strong function 
of the air temperature, the model must simultane­
ously do an energy balance on the wall and window 
surfaces to obtain surface and air temperatures. 
Because the operations are non-linear, they must be 
solved numerically, and the model must iterate 
between the two equations until a stable, simul-
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taneous result is obtained for air flow, air tem­
perature, and the surface temperatures. 

The problems encountered in modeling the 
vented Trombe wall are typical of the difficulties 
arising from modeling convective processes simul­
taneously with radiative and conductive heat 
transfer. The experience gained in modeling the 
Trombe wall will enable development of models for 
other situations in which convective heat transport 
is important. 

Practically speaking, the existence of a 
Trombe-wall model in DOE-2 enables the designer to 
optimize his Trombe-wall design for the building 
and climate of interest. The parameters that can 
be varied include wall heat-capacity and thickness, 
air-gap width, and amount and scheduling of insula­
tion placed over the window. In a residence, the 
Trombe wall should be designed to deliver a signi­
ficant amount of heat to the occupied area in the 
early morning hours when the heating demand is 
large. Venting can provide immediate delivery of 
heat during the day, if needed. The designer may 
want to vary the size of the vents to optimize the 
split between the amount of heat being delivered by 
the vents and the amount of heat stored in the wall 
for later delivery by conduction through the wall. 
For non-sunlit hours, insulation on the glazing 
helps solve the greatest deficiency of Trombe 
walls: the conduction of stored heat back out 
through the window. Without the flexibility of a 
Trombe-wall model integrated into a building-energy 
program, the exploration of the above options is 
not feasible. Overall energy savings produced by a 
Trombe wall would then be largely a matter of 
guesswork. 

Day lighting 

Lighting accounts for about 20 percent of the 
total electrical-energy consumption in the United 
States. Use of natural lighting is a very cost­
effective way of reducing this consumption and, at 
the same time, enhancing the quality of the indoor 
environment. For several years, architects and 
engineers have been using scale models, hand­
calculator programs, and sophisticated main-frame 
computer programs, such as LUMEN-II, to determine 
the level of interior daylight for different build­
ing configurations. However, none of these tools 
determines the annual energy savings from daylight­
ing, information which can have an important effect 
on design decisions. 

For this reason, a daylighting simulation has 
been added to DOE-2. Designers can now quickly and 
inexpensively determine the hourly, monthly, and 
yearly impact of daylighting on electrical-energy 
consumption and peak electrical demand, as well as 
the impact on cooling and heating requirements and, 
perhaps most important, on annual energy cost. 

The DOE-2 daylighting algorithms were 
developed in collaboration with the LBL Windows and 
Daylighting Group. The calculation has two main 
stages. In the first stage, a preprocessor calcu­
lates in detail a set of "daylight factors" (inte­
rior illuminance divided by exterior horizontal 
illuminance) for later use in the hourly loads cal-



culation. The user specifies the coordinates of 
one or two reference points in a space. DOE-2 then 
integrates over the area of each window to obtain 
the contribution of direct light from the window to 
the illuminance at the reference points and the 
contribution of light from sky and ground which 
enters the window and reflects from the walls, 
floor, and ceiling before reaching the reference 
point. Taken into account are such factors as win­
dow size, glass transmittance, inside surface 
reflectances of the space, sun-control devices such 
as blinds and overhangs, and the luminance distri­
bution of the sky. Because this distribution 
depends on the position of the sun and the cloudi­
ness of the sky, the calculation is made for stan­
dard clear- and overcast-sky conditions and for a 
series of 20 different solar altitude and azimuth 
values covering the annual range of sun positions. 
The resulting daylight factors are stored for later 
use. Analogous factors for discomfort glare are 
also calculated and stored. 

Stage two is the hourly daylighting calcula­
tion performed every hour of the year that the sun 
is up. The illuminance from each window is found 
by interpolating the stored daylight factors using 
the current-hour sun-position and cloud cover, then 
multiplying by the current-hour exterior horizontal 
illuminance. If the glare-control option has been 
specified, the program will automatically close 
window blinds or drapes to decrease glare below a 
pre-defined comfort level. Adding the illuminance 
contributions from all the windows gives the total 
number of footcandles at each reference point. 

The program next simulates the lighting­
control system to determine the electrical lighting 
energy needed to make up the difference, if any, 
between the daylighting level and the required 
illuminance. 

An example of the daylighting calculation is 
shown in Figures 3 and 4. The 400-ft2 module in 
Figure 3 has a 5-ft x 20-ft east-facing window with 
a glass transmittance of 80 percent. The window is 
covered on the inside by fixed drapery having a 
transmittance of 60 percent. A 4-ft-deep ovelrhang 
runs the entire length of the window. Wall, floor, 
and ceiling reflectance is 50 percent. The day­
lighting reference point is located mid-floor at 
desk height (30 in.). Overhead lighting of 2 W/ft2 
provides 50 fc of illuminance at full power between 
8:00 a.m. and 6:00 p.m. Continuously dimmable 
lighting control allows the lights to dim linearly 
to 10 fc at minimum (30 percent) power. 

-+----- East 

Figure 3. 
lation. 

10' 

Test model for DOE-2 daylighting calcu-
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The results of a DOE-2 run of a partly cloudy 
June day in San Francisco are shown in Figures 4a 
and 4b. Figure 4a shows that the daylight illumi­
nance varies from a minimum of 0.4 fc at 5:00 a.m. 
to a maximum of 64 fc at 9:00 a.m. Summing over 
the hours in Figure 4b gives a net reduction in 
lighting energy use of 59 percent. 

To verify that the DOE-2 daylighting calcula­
tion gives accurate results, program predictions 
are being checked against illuminance measurements 
obtained by the Windows and Daylighting Group, 
using scale models with various common window con­
figurations. An offshoot of this cross-check will 
be the development of a method to enable daylight 
factors measured from models, or calculated by pro­
grams such as LUMEN-II, to be used directly in 
DOE-2, thus making it possible to simulate 
virtually any daylighting configuration. 

Glazing Optimization Study 

In collaboration with 
lighting Group, a study 
annual energy consumption 

the Windows and Day­
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Figure 4. Results of DOE-2 daylighting calculation 
for a partly cloudy June day in San Francisco, for 
the test module shown in Figure 3. (a) Daylight 
il~uminance at the reference point and percent of 
sky that is clear. (b) Power consumption for elec­
tric lighting with and without daylighting. 
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module was modeled parametrically with DOE-2 for a 
wide range of glazing properties in three different 
climates. 19 A primary objective was to develop 
results that could be readily generalized and 
applied to optimize glazing for a wide variety of 
design considerations. 

Values for thermal conductance, shading coef­
ficient, and visible transmittance were parametri­
cally varied through representative ranges. Annual 
energy use in a prototypical module of an office 
building was calculated as a function of glazing 
material properties, glazing area, orientation, and 
climate. A module configuration, representative of 
commercial office building construction, was 
evolved through a series of sensitivity studies as 
the basis for a building-block approach for calcu­
lations. The 200-ft by 200-ft building module, 
which can be considered as a single floor in a 
multistory building, contains four identical perim­
eter zones, each 30 ft deep, surrounding a core 
zone. The windows are furnished with drapes having 
a shading coefficient multiplier of 0.6. There is 
an SO-percent probability that the drapes are 
closed when direct solar transmission exceeds 20 
Btu/ft2-hr. 

Annual energy consumption was modeled with 
DOE-2.1, which was modified to improve the analysis 
of fenestration performance. Glass conductance was 
varied from 1.1 Btu/ft2-hr (single glazing) to 0.32 
Btu/ft2-hr (triple glazing). Shading coefficient 
was varied from 0 to 1.0 and window-to-wall ratio 
was varied from 0 to 90 percent. Cities were 
chosen to represent a wide range of climatic condi­
tions. We selected Bismarck, North Dakota, with a 
northern heating-dominated climate; New York City, 
with significant heating and cooling requirements; 
and Miami, Florida, characterized by low latitude 
and a cooling-dominated climate. 

An example of our results for New York City is 
shown in Figure 5. 

From more than 250 DOE-2.1 energy analyses, 
four general conclusions were drawn: 

1. Glazing of a perimeter zone office will have a 
major impact on energy consumption for both 
heating and cooling. The relationship of 
energy consumption to glazing is a complex 
function of glazing size, orientation, and cli­
mate. 

2. In all climate zones and on all orientations, a 
glazed wall with properly selected glazing can 
usually provide equivalent or better energy 
performance than an unglazed wall. Energy 
efficiency can be achieved while retaining the 
desirable architectural qualities of windows. 

3. Net annual performance can be fully understood 
only by examining the component loads in detail 
and by accounting for the performance of 
heating and cooling equipment and building 
operation schedules. 

4. No rule of thumb consistently allows for 
selecting optimal glazing properties. In most 
cases, if a desired energy budget is chosen, 
several glazing-system approaches will be 
available to the building designer, providing 
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Figure 5. Sample glazing optimization results for 
a prototype office building located in New York 
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shading coefficient of the glazing. The zone has 
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flexibility in the design of energy-efficient 
solutions without compromising other design 
requirements. 

In future work, this study will be expanded to 
include the performance of window systems with a 
variety of fixed and operable shading devices. The 
Building Energy Simulation and the Windows and Day­
lighting groups are currently developing algorithms 
which will enable the thermal, solar gain, and day­
light transmittance properties of such devices to 
be modeled. 

Custom Weighting Factors and 
Thermal Balance Loads 

Research is continuing in these two areas with 
the objective of providing substantially improved 



techniques to calculate the heating and cooling 
loads of building thermal spaces. In the "custom­
weighting-factor" method, a fast-executing 
transfer-function approach is used. The second 
method being investigated, called "modified thermal 
balance," although more accurate, is a more time­
consuming technique. The user will ultimately be 
able to choose the technique best suited to the 
application at hand. 

Custom Weighting Factors 

In this approach, the heat gain from lights, 
solar radiation, people, equipment, and conduction 
through the envelope are calculated for each hour. 
Part of each gain will appear immediately as a load 
on the HVAC system; the remainder will be stored as 
heat in the walls, floor, furniture, and other mass 
in the building and will be slowly released to the 
room air. The time delays involved in this process 
are accounted for by the weighting factors. 
Mathematically, the cooling load in hour t in 
Btu/hr due to the ith source (Qt) is given by: 

(5) 

where 

i 
qt-j = the heat gain in hour t-j (Btu/hr) 

i cooling load (Btu/hr) Qt . = the in hour t-j -J 

vj, wj = the weighting factors 

i = the index for the source of heat 
gain (lights, solar, etc.). 

The n~t load for a particular hour is the sum 
of the Qt over all of the sources. A similar 
transfer-function relationship relates the cooling 
loads to the actual space temperatures and the 
heat-extraction rates for that hour and previous 
hours. 

In earlier versions of the program, "ASHRAE 
weighting factors'' were used. These were calcu­
lated about 15 years ago by the National Research 
Council of Canada for buildings of very simple 
geometry and were adapted by the American Society 
of Heating, Refrigerating, and Air-Conditioning 
Engineers (ASHRAE). 13 LANL studies showed that the 
ASHRAE weighting factors lead to inaccurate results 
for buildings where direct gain is important. Fig­
ure 6 shows temperature measurements for the LANL 
direct-gain test cell as well as the predictions 
yielded by using the ASHRAE weighting factors. 
There is a 7°F space-temperature difference at the 
peaks between the predicted and the measured data. 

A technique for calculating weighting factors 
specifically for the space configuration under con­
sideration was developed13 and incorporated into 
DOE-2.1 in the previous year. In this technique, a 
detailed thermal-balance calculation is made ~n~­

tially to find the cooling-load profile produced by 
a unit impulse of heat gain from each of the 
sources listed above. Equation (5) is applied to 
these profiles, and the weighting factors are 
extracted by solving the resulting equations simul­
taneously. 
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The addition of·the "custom-weighting-factor" 
(CWF) technique made it possible to accurately 
account for the storage of heat in the thermal mass 
of the building and, in particular, enabled 
direct-gain, passive solar buildings to be modeled 
with DOE-2. In the initial implementation of CWFs, 
the user was required to make two separate DOE-2 
runs, one to calculate and store CWFs in a library 
and a second to fetch the CWFs and use them in the 
LOADS and SYSTEMS simulation. To simplify this pro­
cedure, a new feature, called "automatic custom 
weighting factors," was added to DOE-2 in FY 1981, 
making it possible to generate and utilize CWFs in 
a single run. 

Modified Thermal-Balance (MTB) Algorithm 

The MTB algorithm calculates space heating and 
cooling loads by considering the radiative coupling 
between the surfaces of the space. For each wall 
or window, the thermal-'balance equations are writ­
ten for the inside and outside surfaces. Thermal­
balance equations include radiative, conductive, 
and convective heat-transport methods (the convec­
tive term, currently in its simplest form, will be 
improved later). 

Coupling between the surfaces is done through 
a radiative interchange method. This is in con­
trast with the weighting-factors method in which 
the coupling between the components of 
heating/cooling loads are calculated using a time 
series for each component type. In the radiative 
interchange method, for each surface, we lump all 
other surfaces into a single effective surface and 
assign a mean radiant temperature to them; then we 
do radiative interchange with the surface in ques­
tion and the lumped surface. This calculation is 
repeated for each surface, and convergence is 
checked. For the radiative interchange method, we 
linearize the Boltzmann equation, which is fourth 
order, with respect to the surface temperature. In 
this method, inside- and outside-surface tempera­
tures are tracked. The heat storage and transport 



through delayed walls, floors, and furniture are 
handled by using response factors. Solar gains on 
the outside surfaces are calculated in a similar 
manner, as in the weighting-factor LOADS program. 
Solar gain on an inside surface is calculated by 
computing the amount of solar radiation coming 
through the windows and hitting the surface. 

We believe that the MTB technique may be more 
accurate in certain situations than the weighting­
factor approach. For example, it would enable 
moveable insulation to be placed over windows at 
night. The weighting-factor technique does not 
permit the room transfer functions to be functions 
of time, which is necessary when the conductance of 
the window~ varies with time. The MTB approach 
also computes the inside-surface temperature as a 
function of time. If these temperatures vary 
widely, the convective, and even the radiative, 
heat-transfer coefficients can vary enough to cause 
significant changes in the building conditions. 
Human comfort strongly depends upon the inside­
surface temperatures, and, yet, the weighting­
factor approach provides no information in this 
regard. Further studies will be made of the 
differences among the weighting-factor, the MTB, 
and the full thermal-balance techniques to deter­
mine which situations require the more complex, and 
therefore more time-consuming, techniques, if suf­
ficient accuracy is to be maintained. 

The main approximations in MTB that require 
further improvements are: 

• The view factors used in radiative interchange 
are proportional to the surface areas. 

• The room temperature used in the expressions is 
constant; this must be allowed to vary within a 
given range. 

• The convective coupling between the surface and 
room air is a constant; this must vary with 
surface temperature and air temperature. 

Instead of doing radiative interchange on a 
surface-by-surface basis, we might use a simultane­
ous solution of surface temperatures. 

HVAC Equipment and Controls 

The SYSTEMS and PLANT sub-programs of DOE-2 
were originally des~gned to estimate the energy 
consumption of the HVAC equipment of large build­
ings. Many modeling assumptions were based on the 
philosophy that the most important considerations 
should be those that have a significant impact upon 
the energy-consumption values integrated over time. 
The program made no attempt to simulate the actual 
performance of the equipment components on an 
hour-by-hour basis but, rather, predicted overall 
energy use. This philosophy was supported by the 
fact that, in the past, the larger HVAC equipment 
was systematically oversized and tightly con­
trolled. For modeling such systems, it was not 
necessary to consider performance parameters that 
depend on inside or outside environmental vari­
ables. 

As DOE-2 gained popularity, the user community 
wanted to extend the use of the program to small 
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commercial and residential buildings. At the same 
time, the engineering community, in an effort to 
conserve energy, was moving away from recommending 
oversized systemS and constant, year-round control 
points. These shifts prompted us to make substan­
tial changes in the algorithms of both SYSTEMS and 
PLANT. The new algorithms tend to be more con­
cerned with modeling hourly performance of actual 
equipment than with merely estimating the 
integrated daily or annual energy consumption. 

In the SYSTEMS simulation, work during FY 1981 
concentrated in two areas: more accurate equipment 
sizing and more accurate control system interac­
tion~. In the PLANT simulation, work was performed 
in two additional areas: (1) the development of 
algorithms to simulate "free" cooling using 
cooling-tower water and (2) study to determine the 
potential useage of a standby emergency diesel gen­
erator for peak shaving. 

System Sizing 

In DOE-2.1, the sizing of systems (if not 
specified by the user) is a function of the peak 
heating and cooling loads, calculated at the refer­
ence temperature set in LOADS. If the LOADS tem­
perature is between the design heating and cooling 
temp~ra~ures for a zone, the peak loads will be 
over-estimated for heating and for cooling; and, 
consequently, the air flow rate for the zone will 
not, in· fact, correspond to the heat addition or 
heat extraction actually required at the time of 
the l'eaks. 

Another problem with the s~z~ng strategy in 
DOE-2.1 is that plenums and unconditioned zones are 
also treated at constant temperature in LOADS, usu­
ally at the same temperature as the conditioned 
zones. As a result, there is no contribution to 
the peak loads of conditioned zones from inter-zone 
heat transfer between the conditioned and adjacent 
unconditioned zones. Since an unconditioned zone 
is likely to be cooler than the conditioned zones 
in winter and hotter in summer, both the peak heat­
ing load and peak cooling load for an adjacent con­
qitioned zone will be underestimated. These two 
effects will cancel each other only accidentally. 

To give the user the opportunity to correct 
for both of these defects, a new capability has 
been introduced into the SYSTEMS program. This new 
capability enables the user to instruct the SYSTEMS 
program to adjust the heating and cooling peak 
loads to account for differences between the value 
of the reference temperature used in LOADS and the 
value desired for heating and cooling design in 
SYSTEMS. An adjustment is made for the external 
and internal wall conductances as well as for the 
infiltration loads. 

HVAC Control Systems 

For equipment controlled by a zone thermostat, 
a linear relationship is assumed to describe the 
interaction of the thermostat, space temperature, 
and equipment output. As can be seen in Figure 6, 
there are generally five regions of interest for 



thermostat-equipment interaction: upper and lower 
bound regions within which maximum cooling and 
heating, respectively, are supplied; heating~ and 
cooling-action band regions within which propor­
tional control of equipment output is effected; and 
a dead· band region .within which the equipment 
action is constant and usually equal to that at the 
bottom of the cooling-action band. It is possible 
that the space temperature and resultant thermostat 
reaction may change significantly during the basic 
one-hour time step used in DOE-2. Additionally, 
the heating- and cooling-action bands may each be 
composed of multiple regions within which different 
pieces of equipment function. Thus, the seemingly 
simple problem of modeling a space-thermostat con­
trolling equipment can become a very complex set of 
interacting equations and boundary conditions. 
Improvements were made and incorporated into DOE-
2.1A to closely model this problem. Similar 
improvements were designed and implemented to model 
the control of space humidity. · 

Equipment Performance Curves 

Another ongoing area of BES Group interest is 
the collecting of HVAC equipment performance data 
and the production of empirical correlations suit­
able for use in simulation models. This is an 
important area of future work because very little 
data of high quality is currentiy available. 
Results of this work are valuable to other groups 
interested in HVAC equipment simulation. During FY 
1981, generic correlci.tions· were produced for the 
capacity' and energy ~onsumption of several types of 
HVAC systems. This list includes residential and 
commercial water-to-air/air-to-air heat pumps; 
rooftop constant-volume/variable-volume, variable­
temperature systems; packaged and built-up terminal 
air conditioners; residential split-system cooling 
and gas furnaces; and chilled water and direct­
expansion coils. 

Direct Cooling 

Two methods of providing "free" cooling from a 
central plant cooling tower were researched and 
implemented in DOE-2.1A. The motivation is to find 
an inexpensive retrofit of existing chiller­
cooling-tower arrangements that will reduce cooling 
cost. The two "free" cooling concepts take advan­
tage of periods during which the outdoor wetbulb 
temperature is low enough (between 35° and 50°) to 
make possible production of cooling-tower exit 
water that is cold enough to provide building cool­
ing without the use of a chiller. 

The first method, known as the strainer cycle, 
injects the cooling-tower water directly into the 
building chilled-water loop through a strainer 
which removes any harmful impurities. Thus, the 
water-chiller equipment is entirely bypassed. 

The second method, known as the thermocycle, 
uses the water-chiller equipment as a passive 
heat-exchanger system. The cooling-tower water 
passes into the chiller-condenser section and cools 
the refrigerant. A small auxiliary pump, added 
during the retrofit, sprays the refrigerant onto 
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the evaporator coils, thus cooling the water circu­
lating in the chilled-water loop (see Figure 7). 

Peak Shaving and Load Management 

During the past several years, modifications 
h~ve been made to DOE-2 to allow generalized equip­
ment management based on time-of-day, season, and 
type as well as magnitude of load. This enables 
the study of different types of peak-shaving stra­
tegies to reduce the peak electrical demand by 
using on-site generation facilities. The first 
study undertaken examines a technique which would 
possibly be realized through low-cost retrofits and 
a small, incremental first-cost for high-rise 
office· buildings.20 

The national building code requires that a 
source of emergency power be provided in all high­
rise buildings and that it be capable of meeting 
emergency needs for not less than two hours. The 
main objective of this study was to point out the 
viability of using an otherwise-idle emergency gen­
erator to achieve peak shaving. It was shown that 
this concept has the potential for reducing the 
life-cycle cost of such buildings under certain 
electrical-demand charging structures. 
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PLANNED ACTIVITIES FOR FY 1982 

Future plans for the program lead in two 
separate directions. On the one hand, the existing 
program will be maintained and supported, and its 
documentation will be clarified and supplemented as 
areas of confusion are uncovered. Several addi­
tions will be made to the existing program to sup­
plement its capabilities. These include: 
(1) expanded output report capability, (2) an 
improved window simulation in collaboration with 
the Windows and Daylighting Group at LBL, (3) an 
expanded user-library capability, (4) further 
research into the thermal balance LOADS program 
alternative, (5) improved economic calculations, 
(6) expanded energy cost alternatives, (7) simula­
tion of evaporative coolers, (8) improved infiltra­
tion algorithm, and (9) metric input and output 
options. 

The second direction for FY 1982 activity is 
exploratory; i.e., we will probe the development of 
a building energy-use analysis program that can be 
easily adapted to new developments in the building 
and conservation sciences. 
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The Buildings Energy Data (BED) Group'compiles 
and analyzes research results from the LBL Energy 
Efficient Buildings program and integrates these 
results with measured data from conservation pro­
grams and buildings science research. Buildings 
science research is traditionally organized by 
technology (windows, artificial lighting, thermal 
storage, infiltration, etc.) or by professional 
specialty (testing of indoor air quality, modeling 
of building performance, etc.). These divisions 
are awkward for those needing conservation informa­
tion concerning a particular building type (home, 
school, office) or analytical function (design, 
retrofit, energy management). A major goal of the 
BED group is to provide research results that cut 
across traditional research fields. We find that 
this reformulation of research data is useful to 
decision-makers in utilities and government agen­
cies, as well as to our own researchers. 

The group's work is organized into two main 
projects and a small effort in primary data collec­
tion. The Building Energy Use Compilation and 
Analysis (BECA) project involves the compilation, 
critical assessment, and periodic publication of 
measured data on the energy performance and cost­
effectiveness of low-energy new homes (BECA-A), 
existing "retrofitted" homes (BECA-B), energy­
efficient commercial buildings (BECA-C), and appli­
ances and equipment (BECA-D) .. A second project 
maintains and updates a data ba'Se on the perfor­
mance and cost of individual technologies for sav­
ing energy in buildings and tracks new technologies 
as they progress through research, development, 
field testing, and commercial production. We use 
this data base, often in collaboration with outside 
organizations, to develop "supply curves of con­
served energy." Conservation supply curves provide 
a consistent accounting framework for estimating 
the potential for conservation. When used in con­
junction with an energy-demand forecasting model 
based on end-use analysis, they can help to estab­
lish the technical potential for cost-effective 
conservation. Finally, we participate in direct 
data-gathering activities on a limited scale. This 
generally occurs in response to our awareness of a 
serious but solvable data gap or as a result of 
close contact with a utility, energy service firm, 
or other non-research organization. 

ACCOMPLISHMENTS DURING FY 1981 

During the past year, BED continued to develop 

*This work was supported the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings and Community Systems, Buildings Divi­
sion of the U.S. Department of Energy under Con­
tract No. DE-AC03-76SF00098 and by the Bonneville 
Power Administration, the San Diego Gas and Elec­
tric Company, and the California Policy Seminar. 
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and refine data bases on the measured performance 
and cost-effectiveness of energy-saving homes and 
commercial buildings, as well as the performance 
and cost characteristics of individual technical 
measures. Using these data, along with DOE-2 com­
puter simulations, we have completed major studies 
of technical potentials for conservation and solar 
use in California residences and in all U.S. build­
ings. We have initiated a conservation potentials 
study for the Pacific Northwest region in coopera­
tion .with the Bonneville Power Administration and 
are assisting the San Diego Gas and Electric Com­
pany in a similar effort. 

In 1981, we continued a joint project with the 
Pacific Gas and Electric Company to (1) demon­
strate "house-doctor" audit/retrofit techniques, 
(2) t'rain an initial group of utility and private­
industry house doctors, and (3) measure resultant 
energy savings and cost-effectiveness in a sample 
of northern California homes. Using passive 
samplers developed at LBL, we began work with the 
California Energy Commission on a pilot project to 
conduct field measurements of infiltration and 
indoor air quality in 20 new California homes that 
were built to meet or exceed the California Title-
24 energy-conservation standards. 

Finally, in 1981 we helped edit and publish 
proceedings from the 1980 Summer Study on Energy­
Efficient Buildings, convened the previous August 
by the American Council for an Energy-Efficient 
Economy (ACEEE) and sponsored by DOE and the Solar 
Energy Research Institute. The Summer Study 
attracted widespread participation by utilities, 
government agencies, energy researchers, and 
private industry. Participants focused on the 
long-term technical potential for conservation in 
buildings and the changes in government policy and 
utility practice needed to achieve that potential. 

A summary of major results from each of the 
BED project areas during 1981 is outlined below. 

BECA-A: New Residences 

We have collected data on the thermal perfor­
mance and economics of new passive solar, active 
solar, and super-insulated homes throughout North 
America. A house's energy performance can be 
characterized in terms of both the thermal 
integrity of the shell and the building's overall 
performance. The thermal integrity parameter deals 
solely with the heat conductance, infiltration, and 
solar gain of the building shell, whereas the 
overall performance parameter accounts for the fuel 
type and efficiency of the heating and cooling sys­
tems, internal gains from appliances and occupants, 
and shell performance. Submetered energy consump­
tion, weather data, and inside room temperatures 
were used to calculate energy performance after 
correcting for internal loads and occupancy. 



Increm~ntal costs (materials and labor) of the 
energy-saving features were also collected. 

We found that residential space-heating energy 
use in new homes can be economically reduced to 
around 10 percent of the national average for the 
existing housing stock [i e., to 1-4 Btu/ft2-DD(OF) 
per year]. For comparison, this low level of heat­
ing energy consumption is less than that used for 
water heating (about 25 MBtu/household per year) in 
all but the coldest parts of the nation. 

Figure plots several cost-effective low-
energy homes, comparing them with proposed federal 
"energy budget" guidelines and with current build­
ing practice. The super-insulated homes in our 
data base tend to use less heating energy than do 
the passive solar homes and perform better in cold 
climates. Thermal performance does not appear 
directly correlated to cost, perhaps because pas­
sive solar homes cost more to design than super­
insulated homes and may offer additional amenities. 
More refined estimates of thermal performance and 
comparisons among buildings will require better 
measurements of internal loads and occupant 
behavior. 

BECA-B: Residential Retrofits 

BECA-B assesses the technical performance and 
economics of energy-conserving retrofit measures 
in existing homes. The data collected thus far 
represent measured energy savings and retrofit 
costs for more than 60 North American residential 
retrofit projects. The sample size within each 
project ranges from 1 to 33,000 homes. The single 
homes reflect individual research or demonstration 
sites while the larger samples are from utility­
sponsored programs. 

Figure 2 relates energy savings (on the verti­
cal axis) to two important economic variables: 
total cost of the retrofit projects (horizontal 
axis), and the cost of conserved energy 
(represented by sloping lines drawn from the ori­
gin). The data in Figure 2 suggest that a $1000 
investment in retrofits will, on the average, 
reduce a house's heating energy consumption 25 per­
cent, while a $2000 investment will reduce consump­
tion 40 percent. For the 58 projects shown in Fig­
ure 2, the median energy savings are 23 percent. 
The median cost of conserved energy is $3.50/MBtu, 
which is substantially less than average 1981 
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Figure 1. The relationship between degree-days and space-heating energy 
requirements for new, low-energy homes. For reference, the existing 
housing stock (dots in the upper portion of the figure), recent building 
practice, and proposed federal energy budget guidelines are also plot­
ted. To emphasize the performance of building shells rather than the 
choice of heating fuel and system, usage in electric resistance heated 
homes is multiplied by 1.5, corresponding to average fuel furnace system 
efficiencies of 67 percent. Note that even in relatively severe cli­
mates, well above the U.S. average, space-heating energy requirements 
can be reduced to roughly one-tenth of those in existing homes and below 
the average amount of energy used for water heating. Average added cost 
of the energy-saving features ranges from $100 (for passive solar 
design) to $17,000 (for some active solar houses), with an average added 
cost of $5,000. 

(XBL 826-775) 
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Figure 2. Annual energy savings vs contractor cost 
for retrofitted homes. Annual savings, in resource 
energy after retrofits, are plotted against the 
contractor cost of retrofits for 65 data sources. 
The sloping reference lines represent the boundary 
of cost-effectiveness for typical residential 
energy prices. Since conservation investments are 
typically "one-time," the future stream of energy 
purchases for 15 years is converted to a present 
value, assuming a 1 percent real discount.rate. A 
conservation retrofit is cost-effective if the data 
point lies above the purchased-energy line for the 
type of fuel saved. (XBL 822-156) · 

prices for energy supplied to residential customers 
($4/MBtu for natural gas, $9/MBtu for oil, and 
$15/MBtu for electric resistance heat). The data 
suggest that, considering the technology available 
today plus current and pr.ojected energy prices, 
there may be decreasing returns for residential 
retrofit investments above $2000. 

BECA-C: Commercial Buildings 

A large number of U.S. commercial buildings 
have been retrofitted for improved energy effi­
ciency, but in only a few cases are there adequate 
records to compare pre- and post-retrofit energy 
use. Such data are necessary to establish the 
cost-effectiveness of the conservation measures or 
practices and to identify which factors are associ­
ated with successful retrofits. The BECA-C project 
compiles and analyzes available data on commercial 
building retrofit projects. Beginning in 1982, the 
data base will be extended to new, energy-efficient 
commercial buildings. 

Results from the initial BECA-C 
consisting of 222 sites evaluated 
Whalen, 1 are summarized in Figure 
energy savings for the buildings are 
pre-retrofit consumption. As Figure 3 
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Figure 3~ Annual energy savings (resource kBtu/ft2) 
vs retrofit cost (1980 $/ft2) for commercial build­
ing retrofits. Note the scale changes on both hor­
izontal and vertical axes, indicating considerable 
scatter in the data. Lines drawn from the origin 
show boundaries for cost-effectiveness in saving 
electricity, oil, and gas, assuming 1980 average 
energy prices, 10-percent real interest, and 30-
year amortization (CRR = 0.106/year). Those points 
above and to the left of a boundary line are cost­
effective under that criterion. The fourth line 
shows the cost-effectiveness boundary for a two­
year amortization period and 10-percent real 
interest (CRR = 0.576/year), using 1980 weighted 
average prices for all forms of energy used in com­
mercial buildings. These data are not weather­
corrected. Electricity is counted in terms of 
resource energy, i.e., 11,500 Btu/kWh. Source: 
Ross and Whalen, 1981. (XBL 826-776) 

there was considerable variance in energy savings 
and in the cost-effectiveness of retrofit invest­
ments. About 10 percent of the buildings in the 
data base used more energy after retrofit than 
before, indicating that there is still some risk to 
investing in conservation. The negative results 
were probably due to poor operation and maintenance 
practices or, in at least one case, to product 
failure (a window film failed to adhere)'. 1

. The 
average conservation investment to achieve this 
level of savings was $0.65/ft2. Boundaries of 
cost-effectiveness for various assumed energy 
prices and capital recovery rates (CRR) are also 
illustrated in Figure 3. Retrofit projects that 
are cost-effective, using various criteria, lie 
above and to the left of the appropriate boundary 
line. 

Only one-fourth of the buildings in the total 



sample had sufficient data for a complete economic 
analysis; that is, they had adequate records of 
both retrofit costs and energy consumption prior to 
and following the retrofits. Nearly 90 percent of 
the buildings achieved simple paybacks of three 
years or fewer. 

We also compared the savings predicted through 
audits to the measured savings in 18 buildings for 
which data were available. The average energy sav­
ings predicted during audits (23 percent) were 
somewhat higher than the average measured savings 
(17 percent), but the discrepancy between predic­
tions and measurements for individual buldings was 
often quite large (including both over- and under­
predictions). While this causes concerns for the 
accuracy of current audit techniques, we cannot yet 
draw simple conclusions from this limited sample of 
buildings. 

House-Doctor Demonstration Project 

The EEB program is conducting a cooperative 
project with Pacific Gas and Electric Company 
(PG&E) to determine the energy savings attributable 
to "house-doctoring." House-doctoring is an 
extended energy audit, including installation of 
simple, cost-effective conservation measures and 
use of infiltration monitoring equipment to iden­
tify and immediately seal major air leaks. We 
trained six PG&E weatherization specialists in 
house-doctoring techniques and chose Walnut Creek, 
Calif., as the site for a controlled experiment. 
At PG&E's expense, 10 homes were retrofitted with 
the more costly measures (principally ceiling and 
wall insulation) recommended by the house-doctor 
audit. Another 10 homes were audited and "house­
doctored," but not otherwise retrofitted. A final 
group of 10 homes received only the standard, PG&E 
informational audit. Results were compared with 
energy used in a randomly selected control group of 
10 homes, and with a comparison group consisting of 
all Walnut Creek homes. 

Some results of the project are shown in Fig­
ure 4. We compared the costs and energy savings of 
house-doctoring to results obtained in the other 
groups. While all groups showed a decline in 
energy use (weather-adjusted), we found no statist­
ically significant increase in savings from house­
doctoring activities. We attribute this, in part, 
to the relatively mild winter climate in Walnut 
Creek and to the inadvertent selection of houses 
having unusually low air-change rates prior to 
house-doctoring. This meant that even a large per­
centage reduction in infiltration would oniy 
slightly decrease energy consumption. The project 
encountered other technical and institutional obs­
tacles, which may have affected savings in the 
house-doctored homes compared to the other groups. 
These included (1) the difficulty of getting newly 
recruited house doctors to perform efficiently with 
very limited training and field experience and 
(2) the absence of strict limits on control-group 
houses being retrofitted outside the project. All 
of these factors complicated the analysis and limit 
our ability to generalize results. However, a 
series of similar experiments conducted by Prince­
ton University in the colder climate of New York 
and New Jersey showed somewhat larger, cost-
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Figure 4. Results of Walnut Creek, Calif., house­
doctoring compared to a control group. The distri­
bution of energy savings (expressed in percent of 
original use) resulting from house-doctoring are 
shown. House-doctoring in this experimental pro­
ject did not add any statistically significant 
energy savings. (XBL 826-700) 

effective net savings from house-doctoring vs con­
trol groups.2 

Air Quality in New Title-24 Homes 

Under the auspices of the California Energy 
Commission, we have collaborated with the 
University-wide Energy Research Group in monitoring 
air quality in 16 homes built to meet or exceed the 
Califor~ia Title-24 energy-code requirements. Lim­
ited resources forced us to focus on those homes 
which we expected to have the poorest indoor air 
quality, namely, newly built, low-infiltration 
homes having natural-gas appliances. New construc­
tion materials and natural-gas combustion are major 
sources of residential indoor air pollution, and 
tight houses will tend to maintain higher pollutant 
concentrations. 

All 16 houses had infiltration rates below the 
prevailing Title-24 standards (0.5 air changes per 
hour). We monitored concentrations of formaldehyde 



(typically caused by outgassing from new building 
materials and furniture), nitrogen dioxide (a 
combustion product), and radon (a decay product of 
naturally occurring radium in soil, groundwater, 
and some building materials). 

Results to date indicate that new houses hav­
ing low air-change rates do not necessarily experi­
ence poor indoor air quality. Figure 5a shows the 
weak correlation between the infiltration rate and 
radon concentrations; Figure 5b shows the weak 
correlation between the infiltration rate and 
nitrogen oxide concentrations. The average nitro­
gen dioxide level, 10.4 ppb, was well below the EPA 
limit of 50 ppb for outside air; moreover, indoor 
concentrations of N02 for many homes were lower 
than the outside ambient concentration. The radon 
levels ranged from 0.32 to 2.24 pCi/1. This 
corresponds to a range of 0.0016 to 0.0110 Working 
Levels (WL), again well below proposed American and 
Swedish standards for existing houses. 

These results do not necessarily mean that all 
new, tight homes have good air quality. Localized 
"pockets" of radon in the soil, poorly vented gas 
appliances, or building materials and furnishings 
that release formaldehyde and other organics could 
create unhealthy air-quality conditions in those 
houses. Our data suggest only that indoor air­
quality problems are not inevitable, even in fairly 
well sealed, energy-efficient houses. 

Conservation Technologies Data Base and Potentials 

The conservation data base and potentials pro­
ject complements and helps integrate other BED 
activities by analyzing what might happen 
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Figures 5. (a) The relationship between air­
infiltration rates and radon concentrations in new, 
tight homes meeting California's Title-24 building 
standards. Figure 5a shows that there is only a 
weak correlation between air-change rate and radon 
concentrations, suggesting that other factors may 
be more important. For comparison, the range of 
proposed standards (U.S., Canada, Sweden) is 
between 1.9 and 6.7 pCi/1. (b) The relationship 
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if today's best achievable practice--not the 
average--were applied, hypothetically, to the 
entire building stock. This provides a useful per­
spective on the BECA data concerning conservation 
results currently being achieved in new and retro­
fitted buildings. In turn, data from the BECA pro­
ject provide an empirical benchmark to assure that 
the estimates of technical potential for conserva­
tion remain realistic. 

Our objective is to establish and refine a 
data base defining the "envelope" of technical 
opportunities for improved energy efficiency. This 
in turn provides a more meaningful basis for set­
ting policy goals and estimating how conservation 
might affect future energy demand. Only after 
establishing the technological frontier for conser­
vation in buildings can we systematically identify 
those opportunities offering the greatest potential 
savings at the lowest cost. 

Information on conservation technologies is 
obtained from performance and cost data, compiled 
through the BECA project, for conservation measures 
already commercially available. Data on newly 
emerging or prospective technologies are collected 
from research programs at LBL and other establish­
ments, as well as through contacts and collabora­
tion with innovative designers, manufacturers, 
builders, and utilities. 

To date, a detailed data base on conservation 
technologies by end use has been developed only for 
residences; future work will extend this data base 
to commercial buildings. Results have been pub­
lished for two major studies: an analysis of con­
servation potential in the 1980 stock of California 
residences and appliances,3 and an assessment of 
conservation potential in the year 2000 for all 
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between air-infiltration rates and nitrogen oxide 
(principally dioxide) concentrations in the same 
sample of homes. There is again a weak correlation 
between air-change rate and nitrogen oxide concen­
trations, suggesting that factors such as age of 
construction materials and furniture may be more 
significant determinants of the concentrations. 
For comparison, the EPA long-term ambient standard 
for nitrogen dioxide is 50 ppb. 

(XBL 825-10211) 
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Figure 6. A supply curve of conserved natural gas 
for residential water heating in California. Each 
step corresponds to a conservation measure. The 
y-coordinate is the cost of conserved energy (here, 
natural gas), and the x-coordinate is the annual 
savings after 10 years. A conservation measure is 
cost-effective if its cost of conserved energy is 
less than the price of the energy it displaces (in 
this case natural gas, at $5.70/GJ). For each 
measure, we calculate the average energy savings 
and the fraction of the homes eligible for the 
measure. We assume a 5-percent real discount rate 
in the cost-of-conserved-energy calculation. Total 
gas used for residential water heating in Califor­
nia in 1978 was 216 PJ. (Adapted from A. Meier et 
al. (1981), Supply Curves of Conserved Energy for 
California's Residential Sector (Lawrence Berkeley 
Laboratory Report LBL-13608 (preprint). Also to 
appear in Energy.) (XBL 8011-3984B) 

U.S. buildings, with an emphasis on residential 
buildings.4 

To translate the data on individual conserva­
tion technologies into aggregate estimates of 
potential energy savings, we have developed supply 
curves of conserved energy. Supply curves (see 
Figures 6'and 7) begin with the ranking of indivi­
dual measures in order of cost effectiveness. On a 
supply curve, the cost per unit of conserved energy 
is measured on the vertical axis, and the cumula­
tive annual energy savings is measured on the hor­
izontal axis. In this way the potential "supplies 
of conserved energy" can be compared with other 
energy sources, in terms of unit cost. 

Figure 6 is a supply curve of conserved fuel 
as of 1980 for one end use: water heating in Cali­
fornia homes. For each conservation measure, the 
data base used to generate this supply curve lists 
cost and performance characteristics, size of the 
applicable stock, and the statewide annual energy 
savings that could potentially be achieved. 

A conservation measure is cost effective if 
the cost of conserved energy (CCE) is less than the 
value of the energy it displaces. One, can estimate 
the economical "reserves" of conserved energy by 
selecting a comparison price for the energy dis-
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Figure 7. Year 2000 supply curve of conserved elec­
tricity for the United States' residential sector. 
Each step represents a conservation measure whose 
height is the cost of conserved electricity. A 
conservation measure is dost-effective if its cost 
of conserved energy is less than the price of the 
electricity it displaces (in this case, 5.7 e/kWh). 
The baseline forecast of residential electricity 
consumption in the year 2000 is 1,110 TWh/year. 
Investing in conservation measures with costs of 
conserved electricity less than than the current 
cost of electricity (5.7 e/kWh) would save 49 per­
cent of the forecasted electricity consumption. 
(Adapted from Solar Energy Research Institute, ! 
New Prosperity: Building ~ Sustainable Energr 
Future, 1981.) (XBL 826-774 

placed. In Figure 6, we show a comparison price of 
$7.00/GJ, representing the 1980 tail-block price of 
residential natural gas in California. 

Similar conservation supply curves (not shown) 
for all California residential gas and electricity 
uses indicate that about 22 percent of residential 
electricity consumption potentially could be saved 
in 10 years at less than $0.08/kWh, and that 34 
percent of residential gas use might be saved at 
less than $7.00/GJ. 

In our analysis of for the entire U.S. 
residential sector, many additional measures were 
included, and a longer time horizon was studied (20 
years instead of 10). The supply curve of con­
served residential electricity for the year 2000 is 
shown in Figure 7. We relied on the Oak Ridge 
residential energy demand model5 for projections of 
growth in population, housing stock, and appli­
ances. For the base case, we assumed that new 
units would operate at the same efficiency as 
today. The results of the analysis of year 2000 
energy use and conservation potentials are summar­
ized in Table 1 and illustrated graphically in Fig­
ure 8. Even though the conservation measures are 
restricted to those currently on the market and the 
life cycle is cost justified at today's average 
energy prices, the conservation potential for the 
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Table 1. Comparison of annual energy use in U.S. residential and commerd.al buildings: 1980 and 2000 baseline forecast; 
2000 technical potential. Annual consumption is in quads (= lo15Btu) of resource energy. 

Building subsector 

Residences 
Existing 1980 residences: 

heating and cooling 

New residences: 
heating and cooling 

Water heating 

Appliances 

SUB··TOTAL 

Commercial buildings 

Existing 1980 stock 

New constructfon 

SUB-TOTAL 

BUILDING SECTORS TOTAL 

Estimated 1980 energy use8 

Fuel Electricity Total 

7.04 2.65 9.69 

1. 29 

0.47 

8.80 

4.4 

13.2 

1.00 

4.16 

7.81 

5.6 

5.6 

13.41 

2.29 

4.63 

16.61 

10.4 d 

10.4 

27.0ld 

Projected energy use in 2000 

. b 
EIA baseline forecast 

Fuel Electricity Total 

5.50 1.98 7.48 

1.59 

1.46 

0.68 

9.23 

3.2 

0.4 

3.6 

12.83 

1.96 

2.11 

6.67 

12.72 

4.9 

4.4 

9.3 

22.02 

3.55 

3.57 

7.35 

21.95 

8.1 

4.8 

12.9 

34.85 

Technical potentialc 

Fuel Electricity Total 

1.37 0.66 2.03 

0.54 0.81 

0.55 0.92 

0.43 4.13 

2.89 6.52 

1.6 2.4 

0.1 2.7 

1.7 5.1 

4.59 11.62 

1.35 

1.47 

:4.56 

9.41 

4.0 

2.8 

6.8 

16.21 

aEstimates based on Oak Ridge National Laboratory Buildings Energy Use Data Book, Report·ORNL-5552, Dec. 1979. 

bBased on mid-range projections by the Energy Information Administration, U.S. Department of Energy, in the 1979 
Report to Congress. 

cEstimated SERI/LBL consumption target, assuming implementation of _all feasible conservation and solar measures that 
are cost effective. 

dincludes 0.40 from other sources. 

Source: SERI (1981), as revised for 2nd edition. 

D New 
commercial 

D ;~~~~~cial 
D New residences­

Heating S Cooling 

Existing residences-
Heating S Cooling 

year 2000 would reduce demand 30 percent below 
today's residential energy use--despite the addi­
tional energy required by 40 million new homes. 

PLANNED ACTIVITIES FOR FY 1982 

Building Energy Use Compilation and Analysis 

We plan to expand all the BECA data bases and 
to improve analytical techniques for comparing 
results for different climate zones and structural 
types. As we continue to collect data for new 
energy-efficient homes, the BECA-A data base will 
be broadened to include energy requirements for 
cooling, hot water, lighting, and other appliances, 
as well as multi-year records. We expect to 
develop better methods to account for the relative 
importance of internal gains in heavily insulated, 
low-infiltration buildings. 

Figure 8. A graphical comparison of energy use in 
1980 (left), the forecast by the ORNL model for the 
year 2000 (center), and the technical potential for 
2000, assuming all cost-effective conservation and 
solar measures have been implemented. 

Future additions to the BECA-B data base will 
emphasize multi-family retrofit projects and the 
addition of several years of post-retrofit data. 
We will also examine more carefully the most suc­
cessful and least successful measures and programs 
to determine what factors affect conservation 
results. Finally, data will be collected and 
analyzed to determine how well pe-retrofit predic-(XBL 826-698) 
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tions of ene~gy savings and costs compare with 
actual values, both for individual measures and for 
the building as a whole. 

Submetered data will be added to address ques­
tions of component performance and to allow more 
precise comparisons between predicted and actual 
performance. Multi-year energy savings data on a 
subset of buildings will provide insights to per­
formance degradation over time due to physical 
factors or occupant behavior. A BECA-D data base 
on efficient appliances and equipment will be esta­
blished, along with a specialized data base on 
unoccupied or "controlled-occupancy" buildings, to 
be used for validating building simulation computer 
models. Publications based on each of the BECA data 
bases will be submitted at least biannually, or 
more often as data warrant. 

Primary Data Collection 

The house-doctoring project is virtually com­
plete, but we shall continue to monitor utility 
bills in 1982 because a second winter will greatly 
increase the reliability of our data. We are also 
preparing guidelines for subsequent experiments 
which will avoid some of the difficulties we 
encountered. 

We expect to finish the analysis of indoor air 
quality in the Title-24 homes in 1982. Other 
small-scale projects to collect data on indoor air 
quality and other building characteristics may be 
initiated if opportunities become available. 

Conservation Technologies Data Base and Potentials 

We plan to refine and expand the data and 
methodologies for evaluating conservation technical 
potentials. The emphasis will be on filling gaps 
in the data and replacing engineering or computer­
model estimates with measured data. We shall 
extend the supply-curve approach to non-residential 
buildings, including potential reductions in 
electrical peak demand as well as energy. Technol­
ogy performance and cost data will be translated 
into a format suitable for cross-checking or updat­
ing the engineering-cost tradeoff curves used in 
the Oak Ridge model and other similar end­
use/engineering models. Finally, we will develop a 
second-generation computer model for generating 
conservation supply curves. This model will 
include: better methods of treating interactions 
among measures and across end uses, easier com-
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parisons of conservation potentials to baseline 
forecasts of energy consumption, a multi-year per­
spective rather than "snapshot" supply curves, 
greater flexibility to include economic variables, 
and an ability to vary the degree of aggregation of 
individual measures. 

Other Activities 

As an extension of the BECA project, we are 
now assisting in planning a second Summer Study to 
be held in August 1982, again under ACEEE sponsor­
ship. Its theme will be "Documenting Results of 
Energy Conservation in the Buildings Sector." Spon­
sors are expected to include DOE, LBL, Bonneville 
Power Administration, Texas Utilities, the Gas 
Research Institute, and the Electric Power Research 
Institute. A commercially published book, based on 
the conference proceedings, should be the most 
extensive, up-to-date collection of quantitative 
data on energy conservation in buildings. 
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ENVIRONMENTAL RESEARCH PROGRAM 

INTRODUCTION 

The environmental impacts of different kinds 
of energy are the primary concern of this program. 
These impacts include short- and long-term effects 
on regional and local economies and ecosystems, 
water availability and quality, air quality, land 
use, and human health. During FY 1981, research 
groups in this program have concentrated on atmos­
pheric aerosol research, applied physics and laser 
spectroscopy, environmental impacts of various. 
types of combustion, the environmental effects of 
oil shale, retorting, fresh-water ecology and acid 
precipitation, the continuing survey of instrumen­
tation for environmental monitoring, and the use of 
trace analysis in investigating historical ecologi­
cal impacts. 

The Atmospheric Aerosol Research Group has 
focused its studies on aerosol characterization, 
formation, and transformation and on the effects of 
aerosols on precipitation, visibility, and climate. 
During the ten-year history of the group, its 
members have contributed to the better understand­
ing of several aspects of aerosol chemistry and 
physics. At present, the main research interests 
of the group involve chemical processes that occur 
in clouds and fogs, aerosol nitrogen chemistry, and 
the role of particulate carbon in visibility and 
climate. To accomplish its research objectives, 
the group has developed novel analytical methods, 
such as a laser transmission method for optical 
characterization of particles and thermal-evolved 
gas analysis for the characterization of carbona­
ceous and nitrogenous aerosol species. Members of 
the group were also the first to apply photoelec­
tron and Raman spectroscopy to aerosol characteris­
tics. 

The Applied Physics and Laser Spectroscopy 
Research Group applies the knowledge of advanced 
laser spectroscopy and condensed matter physics to 
energy and environmental problems. Emphasis is on 
the development of physical methods, as opposed to 
conventional chemical analysis techniques. The 
ultrahigh sensitivity, narrow line width, and tuna­
bility of lasers and the minimal sample preparation 
required make it possible for team members to apply 
such techniques to energy production and to test 
novel methods for energy conversion, such as photo­
voltaic solar cells and superionic electrical 
energy storage devices. The accumulated experience 
of the , group during the last five years will be 
employed in gaining a better handle on such signi­
ficant environmental problems as the global carbon 
dioxide problem and acid rain. In both cases; 
emphasis will be placed on remote sensing. 
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LBL's role in oil shale research has primarily 
been one of studying associated environmental prob­
lems and the development of schemes for treating 
large quantities of solid and liquid wastes result­
ing from oil shale retorting. During FY 1981, the 
work of the Oil Shale Research Group was entirely 
redirected toward aspects of wastewater treatment 
and characterization. However, two previously ini­
tiated projects on other aspects of retorting were 
continued and neared completion during the year. 
These projects are the partitioning of metals from 
raw shale to . different waste streams during 
retorting and the comparative evaluation of various 
modified in-situ retort abandonment strategies to 
minimize groundwater pollution. The research of 
this group is a joint endeavor with the Sanitary 
Engineering and Environmental Health Research 
Laboratory of the University of California, Berke­
ley. Professor J.F. Thomas, Group Head of Sanitary 
and Environmental Engineering in the Department of 
Civil Engineering, became the Principal Investiga­
tor of this group after the departure of Dr. J.P. 
Fox. 

Approximately 90 percent of the energy con­
sumption in the United States is attributable to 
combustion processes. The research effort of the 
Combustion Research Group has been directed toward 
achieving control over complex combustion processes 
by acqu~r~ng a fundamental understanding of the 
complex chemical and physical processes which 
determine combustion efficiency, emissions, and 
safety. Development of suitable analytical tech­
niques for measuring intermediate and product 
species formed during the oxidation of fossil fuels 
and for characterizing turbulence has been a major 
effort. The characterization and understanding of 
turbulence and high-temperature chemistry are of 
high priority in this program. Areas of applica­
tion which dominate these studies are engine 
research, pollutant abatement in utilities, control 
of unwanted fires, and ignition phenomena. 

Ecotoxicology is the science that seeks to 
determine the pathways, fate, and effects of toxic 
substances in the natural environment. The pro­
jects of the Lake Ecotoxicology Research Group 
focus on one particular type of natural environ­
ment, freshwater lakes. Research has proceeded in 
two converging directions: the development of 
laboratory microcosms for lake ecotoxicology and 
the study of acid precipitation in the western 
United States. The group has demonstrated that 
lake microcosms can be designed and operated to 
provide realistic toxic-substance test systems and 



has applied microcosms to analyze effects of acid 
precipitation. Field studies on acid precipitation 
and its effects in the Sierra Nevada and the 
Colorado · Rockies have been another major focus of 
the group. 

Three major projects have occupied members of 
the Trace Element Analysis Group: continuation of 
the survey of instrumentation for environmental 
monitoring, the study of the iridium anomaly 
approximately synchronous with terminal Eocene 
extinction, and the characterization of New World 
obsidian sources and the cost-effective determina­
tion of provenience of selected artifacts. The 
Environmental Instrumentation Survey, which was 
started in 1971, updated two previously published 

sections of the ·Survey and completed a new section 
on calibration and sampling. Arrangements were 
made for commercial publication of the Radiation 
volume. Research continued on the relationship 
between iridium anomalies and terminal Eocene 
extinctions. A substantial portion of the work 
concerning characterization of obsidian sources 
involved the study of obsidian artifacts from 
Guatemala ·and Ecuador, the heartland of the Mayan 
culture. 

During FY 1981, the research groups of the 
Environmental Research Program conducted studies 
which are described in the short reports that fol­
low. In many cases, more detailed reports have 
been or will be published. 

ATMOSPHERIC AEROSOL RESEARCH 

S~2 Oxidation of Soot Particles Exposed to Water* 

W. H. Benner, E. Ljungstrom, and T. Novakov 

The oxidation of S02' in the atmosphere 
leads to the formation of sulfuric acid, which, if 
incorporated into cloud and ·rain water and not neu­
tralized by ammonia, can acidify the water. The 
oxidation of so2 can produce gas-to-particle 
transformations and can lead to haze formation. In 
the ambient atmosphere, S02 is oxidized by a 
variety of homogeneous and heterogeneous chemical 
reactions. The research reported here focuses on 
several heterogeneous (i.e., gas-droplet/particle) 
reaction pathways. 

It has been shown that aqueous suspensions of 
activated carbons oxidize S(IV) [S(IV) = S02·H20 + 
so3 + HS03J to sulfate1 and that dispersed wet soot 
particles oxidize absorbed S02 to sulfate.2 These 
previously reported experiments indicated the 
importance of liquid water in the reaction system, 
but the amount of water required to cause the wet 
oxidation of S(IV) was unknown. Specifically, it 
was not known if soot particles suspended in air 
having RH less than 100 percent would produce sul­
fate when exposed to S02. Fog-chamber experiments 
were conducted to answer these questions. In addi­
tion, these previously reported experiments were 
conducted with surrogate soot particles, namely, 
commercially available activated carbons. 
Recently, adequate amounts of ambient particles 
were obtained, and experiments to determine their 
capacity to oxidize S(IV) were begun. 

*This work was supported by the Assistant Secretary 
for the Environment, Office of-Health and Environ­
mental Research, Pollutant Characterization and 
Safety Research Division of the u.s. Department of 
Energy under Contract No. DE'-AC03-76SF00098 and by 
the Environmental Protection Agency. 
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ACCOMPLISHMENTS DURING FY 1981 

The experimental procedures used to measure 
the rate of heterogeneous oxidation of S(IV) have 
been described in detail previously.1,2 Therefore, 
only a summary of the procedures is included here. 
An aqueous suspension of activated carbon was nebu­
lized, and the resulting mist was passed through a 
diffusion drier to evaporate the water from the 
resuspended particles of activated carbon. The 
relative humidity (RH) of this particle-laden air 
stream was controlled by adding humidified and/or 
dry air to it. The particle-laden air stream and 
S02 were introduced into the bottom of a chamber 
(Fig. 1), and the mixture was forced upwards 
through the chamber at a flow rate which permitted 
a 30-minute contact time between particles and so2. 
The effluent from the chamber passed through addi­
tional diffusion driers which further dried the 
particles and removed S02 from the air stream, 
thereby quenching the reaction between particles 
and S02. Particles were collected simultaneously 
on a prefired quartz fiber filter and a Fluoropore 
filter. Carbon on the quartz filter was determined 
by a combustion technique, and the aqueous extract 
of the Fluoropore filter was analyzed by ion 
chromatography for sulfate. 

When. Nuchar3 was exposed to 0.75 ppm S02 in 
the chamber, the carbon-normalized rate of sulfate 
formation on the particles (Fig. 2) is shown to be 
dependent on RH. The rate is maximum at 100 per­
cent RH and decreases by a factor of 2 when the 
particles are exposed to 20 percent RH. The data 
points plotted at 100 percent RH in Figure 2 were 
obtained from chamber runs in which fog droplets 
were introduced into the chamber; this was neces­
sary to maintain the RH at 100 percent. These data 
at 100 percent RH represent a totally wet particle, 
i.e., one completely encapsulated with water, in 
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contact with so2• In such a droplet, so2 is first 
adsorbed into the layer of water which surrounds 
the particle; then dissolved S(IV) species diffuse 
to the surface of the soot particle where oxidation 
proceeds. The sulfate ions which form by catalytic 
oxidation of S(IV) on the particle surface desorb 
from the surface and diffuse back into the liquid 
phase. This process regenerates the catalytic site 
on the particle so that another S(IV) species can 
be subsequently oxidized at the same site. When 
the particles are exposed to RH less than 100 per­
cent, the amount of water on the particles is 
decreased; and a corresponding decrease in the rate 
of sulfate formation is observed (Fig. 2). 

Exposure of a previously nebulized particle to 
20 percent RH is probably inadequate to remove 
water from the pores of the particles. In several 
experiments, the particles were heated to desorb 
water to see if pore water played an important role 
in the oxidation of S(IV) by soot particles. These 
data are plotted at 0 percent RH in curve 1, Figure 
2. These data were not collected from fog-chamber 
experiments but from a separate experiment. In 
this experiment, a particle-laden filter was placed 
in a filter holder, and both were heated to 50oc 
while -35oc dew-point air was drawn through the 
filter for one hour to dry the particles. Then the 
filter was cooled to room temperature, and S02 
(0.75 ppm final concentration) in -35oc dew-point 
air was drawn through the filter for 30 minutes 
(equivalent to S02-particle reaction time in the 
chamber). It can be seen that the rate of sulfate 
formation was substantially decreased when the par­
ticles were rigorously dried. This finding indi­
cates that residual pore water plays an important 
role in promoting S(IV) oxidation by soot parti­
cles. 
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Curve 2 in Figure 2 was obtained using ground 
graphite particles. From previous experience, it 
was known that graphite particles are nearly inac­
tive in terms of S(IV) oxidation. When a water 
droplet containing a soot particle is exposed to 
S02, a small amount of S(IV) is oxidized in solu­
tion by air oxidation. When a droplet contains 
Nu'char, the catalytic oxidation of S(IV) on the 
soot particle predominates over the noncatalyzed 
oxidation of S(IV) by dissolved 02. The graphite 
data are included to show the upper limit of the 
noncatalyzed oxidation of S(IV). 

The relative importance of soot-S02 oxidation 
pathway in the ambient atmosphere is dependent in 
part on the wetness of the particles, as shown in 
Figure 2. As a soot particle travels about in an 
air mass, it is likely to experience exposure to 
large variations in RH. Figure 3 shows the effect 
of a step-like change in RH on the rate of sulfate 
formation. The data presented in Figure 3 were 
collected from duplicate experiments in which 
filters, preloaded with Aktivkohle (a commercially 
available activated carbon), were exposed to S02 
and RH in a small glass flow chamber. All the 
filters, each having a known loading of Aktivkohle, 
were first equilibrated in the chamber with 
-40 percent RH air. Then S02 was introduced into 
the flow stream, and, after selected times, a 
filter was removed from the chamber. Each filter 
was analyzed for sulfate. At the indicated times, 
a step-like increase or decrease in RH was pro­
duced. The rate of sulfate formation was calcu­
lated for each interval indicated by the horizontal 
bars in Figure 3. For example, a filter was 
removed from the chamber after a 120-minute expo­
sure. In the calculation of the rate of sulfate 
formation for the 30- to 120-minute period, the 
amount of sulfate which formed during the first 
30 minutes of the 120-minute exposure was sub­
tracted from the total sulfate on the filter 
removed at 120 minutes. The amount of sulfate 
which formed during the first 30 minutes on the 
filter removed at 120 minutes was calculated using 
the rate of sulfate formation determined from the 
previous filter (0- to 30-minute exposure) and nor­
malizing to carbon concentration. Similar calcula­
tions were made for each interval. 
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Figure 3 shows that the rate of sulfate forma­
tion decreased with time·dl\r:i.ng the initial period 
of 40 percent RH. This indicates· that the cata­
lytic sites were becomi~g sat~rated, probably 
because there was inadequate l~quid water into 
which the sulfate formed could desorb.. At exposure 
time of 120 minutes, the ·RH was increased to 
-70 percent, and a concurrent-~tep-like increase in 
the rate was noted. The rate decreased over the 
subsequent 180-minute period, indicating again that 
saturation of the catalytic sites was occurring. 
At exposure time of 300 minutes, the RH was 
decreased to -40 percent, ~~-~~a concurrent drop in 
the rate was not observed. The small decrease in 
rate that occurred between the 240- to 300-minute 
period and the 300- to 330-~inute period could not 
be justifiably related solely tp the RH change 
because the rate appeared · to f~llow the pattern 
established during the 120- tO 300.:.minute period, 
in which the rate continuously declined. It is 
also possible that enough suifate formed during the 
first 300 minutes of the 330~minute exposure time 
so that the particles had become hygroscopic and 
did not lose much of the water they adsorbed during 
exposure to 70 percent RH. Thus, the rate of sul­
fate formation was higher during the 300- to 330-
minute period compared ·to the ·· 0~ to 30-minute 
period because more water ~as presen~ on the parti­
cles during the 300- to 330-minute period. Future 
research is planned to P.rove or qisprove this con­
jecture by measuring the amount of water on the 
particles after exposure to S02 and RH. The data 
presented in Figure 3 do not contradict the find­
ings presented in Figure 2. In Figure 2, the rate 
of sulfate formation is that rate measured during 
the first 30 minutes of exposure to so2 and RH, 
while Figure 3 indicates what happens during long­
term exposure. 

Most of the 
S(IV) oxidation 

particles we 
studies have 

have 
been 

used in the 
commercially 
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available activated carbons ( Akt.i .. vkohle, Nuchar). 
Recently an electrostatic precipitator was used 
in Los Angeles to collect gram quantities of 
ambient particles. S(IV) was added to an aqueous 
suspension (0.5 g/10 ml) of these particles (pre­
extracted in 0.1 M NaOH), and the S(IV) concentra­
tion was followed -versus time. The preliminary 
results presented in Figure 4, curve 5, show that 
S(IV) can be oxidized by ambient particles. The 
implication of this finding is that ambient parti­
cles can heterogeneously oxidize S02. For the pur­
pose of comparison, the rates of sulfate formation 
for other types of soot particles are also 
presented in Figure 4, and it can be seen that the 
ambient particles display the slowest capacity to 
oxidize S(IV). Presently, it is thought that the 
rate of sulfate formation determined for ambient 
particles is a lower limit for the rate because the 
rigorous pre-extraction in 0.1 ~ NaOH may· have 
changed the catalytic sites on the particles. The 
extraction in 0.1 ~ NaOH was necessary to elim­
inate interference from an unknown ion that coe­
luted with S(IV) in the ion chromatographic deter­
mination of S(IV). 

PLANNED ACTIVITIES FOR FY 1982 

The results of the ongoing fog-chamber studies 
continue to point out the importance of liquid 
water in the soot-S02 reaction system. Future 
fog-chamber studies are planned to elucidate the 
role that water, trapped in the pores of soot par­
ticles, plays in oxidizing S02. The studies will 
be conducted with surrogate soot particles. Since 
we demonstrated that suspensions of ambient parti­
cles can oxidize S(IV), further experimentation is 
planned so that the importance of the oxidation of 
S02 by ambient particles can be evaluated. Eventu­
ally a reaction rate law will be developed so that 
this reaction can be incorporated into atmospheric 
transformation models. 
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Aqueous Reactions of Nitrite with Bisulfite Ions in Sulfate Aerosol Formation* 

S. B. Oblath, S. G. Chang, S. S. Markowit~, and T. Novakov 

The role of the oxides of nitrogen (NOx) in 
the production of atmospheric sulfate aerosols has 
been of concern to environmental chemists for a 
number of years, both in homogeneous and hetero­
geneous systems. 1,2 In aerosol droplets, the NOx 
reactively dissolve to form mixtures of nitrite and 
nitrate ions, which can then undergo a number of 
ionic reactions with aqueous S02. An understanding 
of these reactions is important to a complete eval­
uation of the process of sulfate aerosol formation. 

For several years, we have been involved in a 
study of the reactions of nitrite ion with sulfur 
dioxide in aqueous solution as a model system for 
the aerosol droplets. Our work3-5 and studies by 
other researchers6 have shown that a variety of 
processes can be involved in these reactions. 
Under conditions which are likely to be found in a 
polluted atmosphere, the reactions can be briefly 
summarized as follows: 

1. Nitrite and bisulfite ions react to form 
either nitrous oxide or hydroxylamine disulfonate, 
depending on the acidity. 

2. Hydroxylamine disulfonate undergoes hydro­
lysis to hydroxylamine monosulfonate (HAMS) and 
sulfate ion. 

3. Hydroxylamine monosulfonate reacts with 
nitrite ion to form nitrous oxide and sulfate ion. 

Because processes and 3 above are both 
sources of nitrous oxide and the rates of formation 
from the HAMS reaction have not been fully investi­
gated,7 we have undertaken a kinetic study of the 
reaction between nitrite ion and HAMS. The results 
of this study will allow the source of N20 to be 
clearly established for any conditions normally 
encountered in aerosol droplets. 

*This work was supported by the Assistant Secretary 
for Environment, Office of Health and Environmental 
Research, Division of Biomedical and Environmental 
Research Division, and the Morgantown Energy 
Research Center, through the Assistant Secretary of 
Fossil Energy, of the U.S. Department of Energy 
under Contract No. DE-AC03-76SF00098. 
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ACCOMPLISHMENTS DURING FY 1981 

The kinetics of the reaction of a nitrite ion 
with hydroxylamine monosulfonate was investigated8 
by monitoring the loss of a nitrite ion (initial 
0.5 to 5 ~) at 354 nm with a Cary 219 visible 
spectrophotometer. Concentrations of other 
species, always in at least 10 times excess, were 
determined by addition of a known weight of pure 
salt. The acidity was maintained in the pH range 
of 3.9 to 4.8 by use of phthalate, oxalate, or tar­
trate buffer systems. Temperature was maintained 
by 'use of constant temperature baths, and ionic 
strength was held constant by addition of sulfate 
salt~. ~xcept where noted elsewhere, a temperature 
of 200C and an ionic strength of 1.2)'1 were used 
throughout the study. 

The results of initial studies showed the 
reaction rate to be first order in nitrite ion, in 
agreement with previous workers.7 In addition, the 
previous workers had shown the reaction rate to be 
independent of the HAMS concentration. At lower 
concentrations of HAMS, the reaction should become 
dependent on this species. Our experiments demon­
strate this, as shown in Figure 1. Up to about 
0.05 )'1, the reaction shows a well-behaved first­
order HAMS dependence, which then begins to 
approach a zero-order dependence. The solid line 
in the figure is a nonweighted least-squares fit to 
the data. 

Additional investigation showed the reaction 
to be second-order, with respect to H+, in both the 
HAMS-dependent and -independent regimes. It was 
independent of sulfate ion concentration or ionic 
strength of the solution. The temperature depen­
dence is shown in Figure 2, and an activation 
energy of 30 kJ/mole was found. There was only a 
small difference (about 3 kJ/mole) in the values 
for each of the two regimes. The buffer species 
were found to affect the rate of reaction, and the 
results are shown in Figure 3. The buffer concen­
tration refers to the sum of the acid and conjugate 
base forms. 

The kinetic information can be summarized in 
the following rate law for the reaction extrapo­
lated to zero buffer concentration: 
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Rate 
k[N02J [H+ J2[HAMS] 

= + k I [HAMS] 

where k = 1.5 x 
1/mole at 2ooc. 
be included as 

101 13/mole3-sec and k' = 5.5 
The effect of the buffer may then 

Total rate =Unbuffered rate(1 + kB[Buffer]) 

where ks is 7.5, 3.1, and 8.0 1/mole for phthalate, 
tartrate, and oxalate, respectively. 

The following mechanism is proposed to account 
for the observed behavior: 

HOIW + H+ ->- NO+ + H20 

NO+ + HAMS ->-products (N2o + so4> 

We presume that the second reaction is a nitrosa­
tion of hydroxylamine monosulfonate. When HAMS is 
present in high concentrations, the second step 
becomes rapid and step 1 is rate determining. When 
HAMS is present in low concentrations, the second 
step is rate limiting. Using a steady state 
approximation, the calculated rate law is of the 
form 

Rate = 
k

1
k

2
[H+][H0NO][HAMS][HAMS] 

k_ 1 + k2[HAMS] 

which is the same form as the observed, unbuffered 
rate law. 

The effect of the buffer species, which has 
been observed in the study with phthalate, oxalate, 
and tartrate species and previously for acetate 
buffers,7 can also be explained. All these buffer 
species contain a carboxylate (R-Coo-) functional­
ity, which is believed to form a complex with No+ 
ion.9 Assuming that the weakly bound nitrosyl com­
plex can react with HAMS in a manner similar to 
No+, the two processes will run concurrently; and 
the rate will be enhanced as the concentration of 
buffer species--and thus the nitrosyl complex--is 
increased. The tendency to form the complex, as 
well as its ability to react, will be the main fac­
tors in determining how efficiently the buffer 
enhances the rate of reaction. 

The rates of reaction between HAMS and nitrite 
ion to form N20 as presented in this report can be 
compared to those for the direct reaction of 
nitrite and bisulfite ions described previously.4 
We have found that both the reaction of HAMS and 
the rate of hydrolysis of hydroxylamine disulfonate 
to HAMS10 are slow compared to the rate by direct 
N02 - HSO~ reaction, under the mildly acidic condi­
tions expected in a polluted atmosphere. When 
reactions such as these are considered in wet 
scrubber processes for flue gas, which are run at 
higher temperatures and concentrations, the forma­
tion of N20 by reaction of HAMS with nitrite ion 
may become more important. 



PLANNED ACTIVITIES FOR FY 1982 

The next area to be investigated will be the 
possible reactions of both the hydroxylamine disul­
fonates and monosulfonates with nitrate ion, which 
is present in this reaction system because of the 
reactive dissolution of NOx· It would also be 
interesting, from the point of view of scrubber 
chemistry, to investigate the reactions in the 
presence of various metal ions and chelating agents 
proposed for use in simultaneous (NOx + S02) wet 
scrubbers, to see what effects they have on these 
reaction rates. 
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Carbon Particles in the Arctic* 

H. J. Rosen and T. Novakov 

Recent studies in the Arctic show the presence 
of unexpectedly high aerosol concentrations,, which 
appear to have a large anthropogenic component.2 
To investigate the chemical composition, origins, 
and climatic impact of the aerosol, a collaborative 
sampling program was started by LBL and NOAA in 
October 1979. This program has emphasized 
the analyses of the carbonaceous aerosol and its 
optical properties, but it also has the capability 
to determine other major aerosol components. Prel­
iminary results from this study show that large 
concentrations of combustion-generated particles 
are present in the Arctic and that they may have a 
significant impact on the heat balance over this 
region.3,4 

*This work was supported by the National Oceanic 
and Atmospheric Administration through the u.s. 
Department of Energy under Contract No. DE-AC03-
76SF00098. 
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ACCOMPLISHMENTS DURING FY 1981 

An aerosol sampler was designed and con­
structed at Lawrence Berkeley Laboratory to collect 
parallel filter samples on 47-mm quartz fiber and 
Millipore substrates at a flow rate of approxi­
mately 1.5 cfm. The sampler was put into operation 
on 18 October 1979 and coupled to a wind controller 
on 7 January 1980 to minimize local contamination 
by collecting samples only when the wind was blow­
ing from the clean air sector. Approximately 100 
filter pairs have been collected at sampling time 
intervals ranging from 2 to 7 days. All these 
filters have been analyzed to determine the total 
carbon content of the aerosol, the absorption coef­
ficient of the aerosol, and the concentration of 
elements with Z > 11 by the x-ray fluorescence 
technique. The absorption coefficients reported 
here are at 0.5~ and have been corrected in a 
preliminary way for filter penetration effects. 
Only selected filters have been analyzed by Raman 
spectroscopy and optico-thermal analysis. 



Chemical Composition of the Arctic Aerosol 

Excluding the obvious natural aerosol 
components (e.g., sea salt and soil), the predom­
inant components of the Barrow aerosol are carbon­
and sulfur-containing particles. The carbonaceous 
aerosol has a large graphitic component which has 
been identified by Raman spectroscopy.2 There is 
considerable indirect evidence that a major part of 
the Arctic aerosol is produced from combustion 
processes. However, the strongest and most direct 
substantiation of this fact is provided by the 
Raman spectra shown in Figure 1.2 These spectra 
demonstrate the presence of substantial quantities 
of graphitic species which have a structure similar 
to carbon black and can only be produced by combus­
tion processes. Associated with these species are 
large optical absorption coefficients <~10m2/g). 
If one ignores the possible contribution of natural 
burning processes (e.g., forest fires), which is 
expected to be small during these times of year in 
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Figure 1. Raman spectrum of Arctic haze particu­
lates compared to those of urban particulates, 
various source emissions, carbon black, and gra­
phite. (XBL 767-3091B) 
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the Northern Hemisphere, this component can be 
attributed directly to anthropogenic combustion 
processes. 

Both the total carbon and total sulfur con­
tents of the aerosol have also been determined. 
The total carbon concentrations were measured by 
combusting the aerosol samples in oxygen at 8oooc 
and measuring the evolved C02.5 The total sulfur 
content was determined by x-ray fluorescence 
analysis. In Figures 2 and 3, the concentrations 
of these two components during various times of 
year are compared to those found in urban environ­
ments. It is clear from these figures that the 
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Figure 2. Comparison of total carbon concentra­
tions at Barrow, Alaska, to those found in various 
urban locations. (XBL 8112-1694) 
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concentrations of these aerosol components are 
large from the early winter to spring. These lev­
els, of course, are less than those found in urban 
areas, but surprisingly not by large factors. 

Model Calculation of the Effect of Absorbing 
Aerosols on the Heat Balance over the Arctic 

Using the absorption coefficients measured at 
ground level at Barrow, Alaska,2 a simple model 
calculation of the possible effects of the Arctic 
aerosol on the heat balance can be made. In the 
calculation, we assume a uniform aerosol distribu­
tion from ground level to the height h (see Fig. 4) 
and use the two-stream approximation of Chylek and 
Coakley,6 With these assumptions the effective 
albedo of the earth-atmosphere system can be writ­
ten as 

( 1) 

where 

A = albedo of surface 

'A = optical depth due to absorption 
TB = optical depth due to backscattering 
Io = incident energy 
IR = reflected energy 

Over snow-covered regions, A ~ 0.8, and the 
scattering or cooling term is negligible compared 
to the absorption or heating term of all reasonable 
'A, 'B· Equation (1) then becomes 

and the change in light reflected due to aerosols 
is 

This change in irradiance is calculated for a plane 
perpendicular to the incoming radiation. If we 
calculate the change in irradiance parallel to the 
earth's surface, we get 

Figure 4. Schematic of 
used in model calculation. 

earth-atmosphere system 
(XBL 8112-1692) 
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but T A can be written as bAh/cos 8 and 

where bA .is the absorption coefficient. Io is the 
average incident radiation from the sun, and we 
will approximate it by 

where 

I~ = solar constant = (1350 W/m2) 

and f1 is the fractional cloud cover and f2 is 
fractional length of day. Then, 

the 

For this calculation, let A = 0.8, f1 = 0.5, and 
h = 5 x 103 m; then, 

We now use our measurements of the absorption 
coefficient at Barrow and values of f2 obtained 
from the Smithsonian Meteorological Tables to cal­
culate the results shown in Figure 5. Since one­
half the sun's irradiance is above and below 
0.75 ~, the absorption coefficients reported at 
0.5 ~ have been corrected to this wavelength, 
assuming a 1/ A. dependence characteristic of graphi­
tic carbon. The results shown in Figure 5 indicate 
rather substantial changes in the heat balance dur­
ing the months of February through May and possibly 
during June. During these months, approximately 
6 Wtm2 more energy is absorbed by the earth­
atmosphere system due to the presence of the haze. 
This energy change is about equivalent to the 
change in the radiation balance at midlatitudes 
expected from a four-percent increase in the solar 
constant and is comparable to the change in the 
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Figure 5. Change in energy balance predicted from 
simple model calculation. (XBL 8112-1691) 



terrestrial radiation balance due to a doubling of 
C02. It is difficult to translate this into a 
ground-level temperature change; however, there 
have been many models that predict a one-percent 
increase in the solar constant would lead to ~10K 
increase in the surface temperature of the earth. 
This calculation is obviously oversimplified and 
should only be viewed as being indicative of the 
possible large climatic effect of the Arctic aero­
sol. 

PLANNED ACTIVITIES FOR FY 1982 

The program described above will be extended 
to other Arctic sites stretching from the Canadian 
Arctic to the Norwegian Arctic. The program will 
emphasize determining the optical properties of the 
Arctic haze and its sources by geographical area 
and combustion technology. Such information is 
necessary for determining the present impact of the 
Arctic haze on the heat balance and predicting 
future trends. 

The authors would like to thank Bob Giauque 
and Linda Sindelar for doing the x-ray fluorescence 
analysis of the samples. 
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Application of Thermal Analysis and Photoelectron 
Spectroscopy for the Characterization of Particulate Matter* 

R. L. Dod and T. Novakov 

Carbon-, nitrogen-, and sulfur-containing 
species account for most of the mass of aerosol 
particles. Despite years of effortrby many inves­
tigators, the exact chemical forms of carbon, sul­
fur, and nitrogen in these particles are not known 
nor are the formation mechanisms of these species 
known with certainty. There are many reasons for 
this situation, including the complexity of the 
system and the dependence of the apparent chemical 
composition on the analytical methods used; For 
example, wet chemical analyses of sulfur and nitro­
gen species report only ions in solution. These 
ions, however, may be originally water soluble 
(e.g., sulfate and ammonium from ammonium sulfate), 
or they may be ionic products of hydrolyzable 
species such as amides. 1 Of course, insoluble 
species will not be detected by wet chemical tech­
niques. 

In contrast, methods such as photoelectron 
spectroscopy (ESCA) analyze the entire sample con­
tent without sample preparation. However, ESCA is 

*This work was supported by the Assistant Secretary 
for the Environment, Office of Health and Environ­
mental Research, Pollutant Characterization and 
Safety Research Division of the u.s. Department of 
Energy under Contract No. DE-AC03-76SF00098 and by 
the National Science Foundation. 
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a surface technique, and the sample is exposed to 
vacuum and x-ray bombardment during analysis. ESCA 
results, therefore, may not be representative of 
the bulk C'omposition; some volatile species may be 
lost because of the vacuum, and in principle the 
x-ray bombardment may cause chemical changes of 
some species. 

Because of these possible problems, it seemed 
desirable to employ a technique that will analyze 
the bulk properties of particles without chemical 
treatment or preseparation of the sample and to 
compare these results with ESCA results. Thermal 
analysis in the evolved-gas-analysis (EGA) mode is 
one such technique.2,3 

ACCOMPLISHMENTS DURING FY 1981 

The analytical results of our previous ESCA 
work4 can be summarized as follows. Sulfur is 
found to be predominantly in a +6 oxidation state, 
i.e., sulfate. Other chemical states of sulfur 
have also been observed, although these seldom 
approach sulfate concentrations. Generally, at 
high pollutant concentrations, sulfate is practi­
cally the only sulfur species present. Nitrogen 
can be present in an oxidized and a reduced form. 
The oxidized form has been identified as nitrate, 
while the reduced form consists of ammonium and a 
group of species consisting of particulate amines 



and amldes, Nx. These Nx species were first 
discovered by ESCA5 and are easily distinguished 
from ammonium by a-2 eV chemical shift of the 
N( 1s) peak. 

Attempts were made to prove the existence of 
the particulate amines by other techniques with 
only limited success. At best, indirect evidence6 
was obtained from the fact that nitrate and 
ammonium cannot account for total particulate 
nitrogen determined by combustion. However, 
the observed nitrogen deficiency was much less 
than indicated by ESCA. An attempt to detect Nx 
by infrared spectroscopy7 failed because of 
interfering absorption bands. 

To detect Nx species by EGA, we used the 
results of our earlier ESCA analyses,5 which demon­
strated that exposing a sample to vacuum and x-ray 
bombardment or heat results in the volatilization 
of most of the nitrate and ammonium salts. Thus, 
in a sample exposed to vacuum, the only major 
nitrogenous species will be Nx· This is - illus­
trated in Figures 1a and 1b. The NOx thermograms 
of the original and vacuum-exposed samples are 
shown in Figures 1c and 1d. The ESCA spectra show 
that the principal species are volatile nitrate and 
ammonium, probably present as ammonium nitrate and 
ammonium sulfate, and non-volatile Nx. The 
corresponding thermograms show a reduction in 
intensity in the triplet located between 150 and 
3oooc, assigned to ammonium nitrate and ammonium 
sulfate. Peaks at -350 and 4500C and the peak at 
-550oc are unchanged, however. The first two prob­
ably correspond to Nx 1 while the last peak is most 
likely due to a metal nitrate. 

We have used the ESCA results to provide 
empirical information about the apparent 
stoichiometry of sulfate, ammonium, and nitrate 
ions and other elements and species. Wet chemical 
analyses performed at several laboratories seemed 
to contradict some of the conclusions reached from 
ESCA studies. For example, total reduced nitrogen, 
as determined by ESCA, often agrees with the deter­
mination of ammonium by wet chemical methods. A 
consequence of this discrepancy is that, in ana­
lyses where wet analysis would indicate ammonium 
sulfate, ESCA would suggest ammonium bisulfate, 
based on the assumption that particulate Nx species 
are not associated with sulfate. This assumption 
may not be valid because it has been demonstrated1 
that a large fraction of Nx present in the original 
sample may be hydrolyzed to ammonium and removed by 
water extraction. 

An insight irto this apparent inconsistency 
may be achieved by combined ESCA and EGA analysis. 
Figure 2 shows the ESCA spectrum of the N(1s) 
region of a sample collected in Gaithersburg, Mary­
land. In addition to a small nitrate peak, a pro­
nounced ammonium peak is also seen. This sample 
contains a very small concentration of Nx, evi­
denced only by a slight asymmetry of the ammonium 
peak, and enough ammonium to almost completely neu­
tralize the sulfate as determined by ESCA. The 
conclusion is that here the sulfate is in the form 
of ammonium sulfate. The NOx thermogram of the 
same sample and the positions of NH4N03 and 
CNH4)2S04 thermogram peaks are shown in Figure 3. 
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California, 

ESCA spectra and NOx thermograms from 
particulate sample from Riverside, 

before and after exposure to vacuum. 
(XBL 8111-1625) 

This thermogram suggests that the principal coun­
terion for sulfate is ammonium, not Nx, and that 
the sulfate is present as (NH4)2S04. This is 
consistent with the ESCA observations. 

This situation is quite different for an 
Anaheim sample whose N(1s) ESCA spectrum is shown 
in Figure 4. Here, in addition to N03 and NH4, the 
Nx peak is clearly seen. Volatility in ESCA vacuum 
indicates that the nitrate in this sample is 
present as NH4N03, and therefore a significant 
portion of the ammonium is associated with the 
nitrate. The remainder of the ammonium is insuffi­
cient to provide counterions for the sulfate. This 
ESCA result suggests an ammonium-deficient sulfate 
compound such as ammonium bisulfate. We note that 
if the entire reduced nitrogen were hydrolyzed, 
tnere would be sufficient ammonium to conclude that 
the sulfate is present as ammonium sulfate. 

The thermogram of this 
in Figure 5. The ammonium 

sample is shown 
nitrate peak and the 
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Figure 3. NOx thermogram for 24 April 1979 ambient 
particulate sample from Gaithersburg, Maryland. 

(XBL 8111-1622) 

c: 
0 
:;: 
e c 
Q) 
u 
c: 
0 
u 

K 

0 
z 

100 200 300 400 500 600 700 

Terf1perature, oc 

Figure 5. NOx thermogram of 27 July 1979 ambient 
particulate sample from Anaheim, California. 

(XBL 8111-1621) 



first peak of ammonium sulfate match closely the 
positions of standard compounds. However, the peak 
at 270oc is noticeably shifted from the second 
ammonium sulfate peak, although the overall appear­
ance of the doublet is similar to that of ammonium 
sulfate. A tentative explanation of this observa­
tion is that the sample does not contain pure 
ammonium sulfate, but rather that some of the 
ammonium ions are replaced by a charged organic 
nitrogen complex. This complex should produce the 
right chemical shift (relative to ammonium) in the 
ESCA spectrum, decompose at a lower temperature 
than ammonium bisulfate, and hydrolyze to ammonium 
in water solution. 

PLANNED ACTIVITIES FOR FY 1982 

Analysis of more standard materials and col­
lected particulate samples will be carried out in 
order to more fully understand the relationship of 
nitrogen species to carbon. In addition, the ther­
mal analysis apparatus will be modified to permit 
detection of evolved sulfur, thus providing addi­
tional information from which conclusions may be 
drawn about the association (or lack thereof) of 
the nitrogenous species with sulfate. 
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Theoretical .Studies of the Thermal Decomposition 
of Carbonaceous Aerosol Particulates* 

A. D. A. Hansen and T. Novakov 

The carbonaceous fraction of atmospheric aero­
sol particles is a complex mixture of many 
forms and compounds of carbon, including volatile 
organics, high molecular weight organics, quasi­
"graphitic" microcrystallites, and inorganic car­
bonates. The development of analytical methods to 
separate these components is essential to an under­
standing of their origins and thus, ultimately, to 
the development of effective air pollution con­
trols. One analytical method is evolved gas 
analysis (EGA), which classifies the components 
according to their thermal decomposition charac­
teristics. This report presents a theoretical 
approach to the interpretation of EGA of the gra­
phitic carbon component of aerosol particles. 

*This work was supported by the Assistant Secretary 
for the Environment, Office of Health and Environ­
mental Research, Pollutant Characterization and 
Safety Research Division of the u.s. Department of 
Energy under Contract No. DE-AC03-76SF00098 and by 
the National Science Foundation. 
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ACCOMPLISHMENTS DURING FY 1981 

Experimental 

In our EGA system, the sample is slowly heated 
in a pure oxygen stream. The evolved gas is passed 
to a continuous C02 detector over an oxidizing 
catalyst to ensure that volatilized or partly com­
busted material is completely converted to C02. 
The concept is similar to that of the flash desorp­
tion method1 and was first used to study aerosol 
particles by Malissa et a1.2 Subsequent work3,4 
has developed this technique into a powerful tool 
for the study of carbonaceous and nitrogenous 
materials. In the present apparatus, the sample is 
a 1-cm diameter quartz fiber filter punch with 10 
to 50 ~ carbon content. The sample is heated at 
10oc/min in an oxygen stream of -175 ml/min at 
atmospheric pressure which flows past the sample at 
about 1 em/sec. The maximum recorded C02 concen­
tration downstream is typically 50 ppm, correspond­
ing to a maximum decomposition rate of the order of 
0.05 ].Jg C/sec. 



Most aerosol samples yield complex traces of 
C02 evolution versus temperature due to the pres­
ence of many different classes of compounds. How­
ever, certain samples may be chosen or selectively 
pretreated so that the "thermogram" shows a single 
peak corresponding to the oxidation of the graphi­
tic carbon fraction. This material has been 
observed in substantial guantities in all urban 
atmospheres sampled to date5 and is expected to 
have significant effects on atmospheric physics and 
chemistry.6,7 In the present work we concentrate 
on the interpretation of the analysis of 
this c0mponent of carbonaceous aerosols. 

Results 

The C02 thermogram for a diesel exhaust sample 
is shown in Figure 1a. When displayed as an 
Arrhenius plot (Fig. 1b), it shows the characteris­
tics of a thermally activated process with a slope 
corresponding to an activation energy of 
26.8 kcal/mole. The reaction rate, i.e., the rate 
of C02 evolution, increases rapidly with tempera­
ture until the amount removed is comparable to the 
original mass. After a peak, the rema~n~ng 

material rapidly burns off to completion. Other 
samples may show similar slopes but differing peak 
temperatures (Table 1, parts a and b), suggesting 
the combustion of materials of similar reactivity 
but differing porosity or particle size. The range 
of apparent activation energies for the decomposi­
tion of the graphitic carbon fraction of 
combustion-source aerosols is within the range of 
values reported in the literature8-10 for the oxi­
dation of various carbons (Table 1, part c). 

(a) 

1.2 1.3 

1/T 

Table 1. Oxidation parameters of various carbonaceous materials. 

Sample 

(a) Combustion source aerosols 

Jet Engine 
Oil-fir-ed fUrnace 
Diesel tes~ stand engine 
Acetylene soot 

(b) Fine particle carbons 

Ground graphite 11 
"Channel black" activated carbon 
"Nuchar" activated carbon 
Ground graphite 12 

(c) carbon oxidation studies in literatures 

Spectrographic graphite 
Graphitized carbon black 
Catalyzed carbon composites 

aFrom References 8-10. 

Theoretical 

Activation energy 
(kcallmole) 

20.8 
25.9 
27.9 
31.1 

25.3 
25.6 
311.7 
53-7 

511.3 
38.0 
16-46 

Pre-exponential Peak temperature 
factor (sec-1) (OC) 

3.6 X lQ4 590 
1.2 X 105 575 
2.2 X 106 570 
1.6 X 107 540 

1.9 X 104 690 
l,lj X 1Q5 595 
1.2 X 109 •so 
3.7 x toll 680 

5 X 106 
5,5 X 106 

We develop a model by considering the combus­
tion of n carbon atoms all equally exposed to oxy­
gen at time t, temperature T(t) = Qt. Their rate 
of removal may be written as 

dn a - dt = nA'T exp(-E/T) ( 1) 

The activation energy E is expressed here in 
degrees Kelvin, and the exponent a models the rate 
of collision of oxygen with the carbon. Since the 
temperature interval in which the carbon burns off 
is usually fairly narrow, the Ta variation is 
small, and we absorb this term into the pre­
exponential activity factor A. Substituting 
x = E/T, Equation (1) is written as 

(2) 

1.4 

Figure 1. (a) Rate of C02 evaluation versus temperature for sample of 
diesel exhaust particulates. (b) Arrhenius plot of data shown in (a): 
log(d[C]/dt) versus reciprocal of temperature (units 10-3 OK-1). 
(c) Theoretical model: Arrhenius plot of Equation (9) for varying 
values. of activity enhancement factor k- left to right, k = o, k = 0.1, 
k = 1, k = 3. (XBL 822-82) 
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whose solution is written in the form appropriate 
to the Arrhenius plot as 

log (-dn • _.!_)= log A - x - F(x) 
dt n

0 

where 

F(x) = ~E (x2 + 2x + 2) e-x 

(3) 

(4) 

The linear term in Equation (3) is the normal 
rate term common to thermally activated reacting 
systems; the term F(x) arises because the reacting 
material is consumed as a function of time and tem­
peratur-e. In practice, there may be mechanisms by 
which the average apparent value of A changes as a 
function of time, temperature, or size of particle 
rema~n~ng. For example, it is known11,12 that the 
oxidation of carbon crystallites progresses much 
more rapidly parallel to the basal planes than per­
pendicular to them. Initially, a relatively small 
fraction of the carbon atoms will be close to 
exposed basal plane edges. As burn-off proceeds, 
this fraction may be expected to increase. Also, 
the surface-to-volume ratio of the particle will in 
general increase with the burn-off, thus exposing 
atoms previously inaccessible to oxygen in the 
interior of the particle. The oxidation process 
may be partly assisted by the catalytic activity of 
metallic impurities. If these impurities are not 
themselves lost from the reacting surfaces, then as 
burn-off proceeds their numbers will increase rela­
tive to the quantity of carbon remaining and the 
apparent activity will increase. 

We can represent these variations by replacing 
A by A•P(n) where n is the number of carbon atoms 
remaining. Equation (2) then becomes 

d~ (log n) (5) 

whose solution is 

log (- ~~) = log n + log P(n) - x (6) 

where n as a function of x is determined by the 
relation 

no 

I n ~Cn) = F(x) (7) 

n(:x:) 

with F(x) as before defined by Equation (4). A 
linear increase in average apparent activity with 
increasing burn-off can be represented by 

( 8) 

yielding the solution 

log(- dn ._.!_)=log A-x- (1 + k) F(x)­
dt n

0 

2 log{1 + k exp[-(1 + k) F(x)]} (9) 

A plot of this function is shown in Figure 1c for 
various values of k, reducing to the solution 
[Eq. (3)] fork = 0. The effect of the activity 
increase modelled by Equation (8) is to increase 
the sharpness of the burn-off to zero at high tem­
peratures but does not affect the slope of the 
linear portion. Many experimental results show· 
burn-off curves that correspond to this result 
[Eq. (9)] with values of k in the range 0.5 to 2, 
suggesting that mechanisms of apparent activity 
enhancement may be operational. Since the burn-off 
rates are low, it is not believed that exothermi­
city or reactant/product film diffusion effects are 

. significant. The effects of interactions of other 
carbonaceous species with the thermal decomposition 
of the graphitic fraction were minimized by select­
ing samples showing low concentrations of these 
other materials or by pre-extraction with suitable 
solvents. The restrictive effects of pore diffu­
sion limitations cannot be calculated without 
detailed knowledge of the particles' microstruc­
ture. However, it is known that the graphitic 
microcrystallite grain size is typically 3 nm,13 
and BET surface area measurements on the samples 
yield figures in the range 10 to 100 m2/gm. The 
maximum specific burn-off rates in these experi­
ments are in the range 10 to 100 ~g/m2·sec, which, 
with the above results, suggests that the material 
is indeed effectively highly microporous. 
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PLANNED ACTIVITIES FOR FY 1982 

The catalytic effects of metals on the 
oxidation of graphitic carbon have been extensively 
reported in the literature.14 The largest effects 
are seen on carbons of initially high chemical and 
structural purity and are usually observed as a 
lowering of the activation energy accompanied by a 
compensating decrease in the pre-exponential factor 
A. Microscopic studies15 have shown situations in 
which small catalyst particles channel into graphi­
tic surfaces. In the present experiments, the sam­
ples contain substantial quantities of metallic 
impurities, notably lead, iron, vanadium, etc. 
Work is in progress to study the effect of pre­
extraction of the samples with inorganic solvents 
and to systematize the variations of oxidation 
parameters (Table 1) with regard to measurements of 
the types and concentrations of impurities, morpho­
logical studies, etc. In addition to graphitic 
carbon, ambient aerosol samples contain carbona­
ceous species that volatilize, pyrolyze, or decom­
pose in other non-oxidative processes. These 
processes and the resultant instrumental response 
will be studied theoretically and experimentally in 
our EGA apparatus with pure compounds, mixtures, 
and ambient samples. 
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Application of Selective Solvent Extraction to Carbonaceous Aerosols* 

L. A. Gundel and T. Novakov 

Considerable effort has been directed toward 
demonstrating that many polar organic compounds in 
ambient particulate matter result from photochemi­
cal reactions which involve gas-phase hydrocarbons 
and ozone. 1 These aerosol components are "secon­
dary" or'ganics since their origin is gas-to­
particle conversion rather than direct emission in 
the particulate phase from sources. Directly emit­
ted particles contain "primary" organic compounds 
and elemental or "black" carbon.2,3 Knowledge of 
the relative contributions of primary and secondary 
carbon to the aerosol burden will influence the 
choice of control strategies for particulate 

*This work was supported by the Assistant Secretary 
for the Environment, Office of Health and Environ­
mental Research, Pollutant Characterization and 
Safety Research Division of the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098 and by 
the National Science Foundation. 
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matter; and, therefore, development of accurate 
characterization and quantitation techniques is 
important. 

The selective solvent extraction-carbon 
analysis technique, as developed by Grosjean4 and 
applied by Appel et al.,5 was intended to assess 
the relative contributions of primary and secondary 
carbon to ambient particulate matter. This tech­
nique has been applied to carbonaceous aerosols 
collected in the Los Angeles basin during periods 
of high photochemical activity, as indicated by 
high ozone concentrations.5-7 Concentrations of 
primary and secondary particulate organics were 
equated with concentrations of nonpolar and polar 
carbon compounds, respectively. An upper limit to 
the elemental carbon concentration was obtained 
from the difference between total carbon and total 
organic carbon (nonpolar and polar). 

If the extraction technique measures amounts 
of photochemically generated secondary particulate 



.carbon, it should yield very different results in 
fractions of polar carbon for particles collected 
during smog episodes in Los Angeles than in parti­
cles collected in locations with low photochemical 
activity, such as Berkeley. 

We have used this technique to characterize 
urban particulate matter from Berkeley and New York 
City and from combustion sources (automotivet 
diesel, and natural gas). What previous workers5-
have labelled as primary, secondary, and elemental 
carbon fractions are here referred to as nonpolar, 
polar, and unextractable carbon, respectively. The 
fraction of total carbon which is extracted from 
the filters but not recovered in extracts is 
labelled the ~olatile fraction. 

ACCOMPLISHMENTS DURING FY 19S1 

Sampling Methods 

Particulate material was collected at 40 SCFM 
by high-volume samplers (Sierra Instruments) on 
quartz fiber filters (Pallflex 2500 QAS) which had 
been fired at soooc for 12 hours before use. 
Filter samples were wrapped in aluminum foil, 
manila envelopes, and plastic bags for storage at 
-5° c. 

Twenty-nine 24-hour samples were collected at 
two sites in Berkeley between December 1977 and 
November 1979. The Lawrence Berkeley Laboratory 
(LBL) site was located on a hillside at the eastern 
edge of Berkeley, above the city center. The other 
site was located on the roof of an industrial 
building across from a major freeway which runs 
along the San Francisco Bay shore. Average total 
carbon loadings were S and 15 ~g m-3 for the LBL 
and freeway sites respectively. Two 24-hour high­
volume samples were collected in New York 
City during February 197S, with average total car­
bon loading of 11 ~g m-3. 

Samples were also collected in the Caldecott 
Tunnel (a highway tunnel) and in a parking garage 
near the University of California campus to sample 
fresh vehicle exhaust. Emissions from an idling 
diesel-powered passenger bus and a natural gas 
boiler were also collected. For sources, the sam­
pling time was adjusted to give loadings in the 
range of 30 to 50 ~g C cm-2. 

Analytical Strategy 

Our results have been obtained using methodol­
ogy developed by Grosjean4 and Appel et al.,5 who 
postulated that all soluble organic carbon is 
extracted by successive treatment of a portion of a 
filter with benzene and a (1:2, v:v) methanol­
chloroform mixture, but only primary or nonpolar 
organic carbon is extracted by treatment of a dif­
ferent portion of the filter with cyclohexane. We 
follow the procedure of Appel et al.6,7 to deter­
mine the total amount of recoverable organic carbon 
in filter samples as the sum of the carbon content 
of the benzene and methanol-chloroform extracts per 
cm2 of filter. Amounts of nonpolar (primary) car­
bon are obtained from the carbon content of 
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cyclohexane extracts per cm2 of filter. Amounts 
of polar (secondary) carbon are determined from the 
difference between amounts of recoverable organic 
carbon and nonpolar carbon. Earlier workers5-7 
calculated upper limits to the elemental carbon 
concentration as the difference between total car­
bon and recoverable organic carbon. In this study, 
amounts of unextracted carbon are obtained from the 
carbon content per cm2 of the benzene, methanol­
chloroform-extracted filters. Amounts of volatile 
carbon are obtained from the difference between 
total carbon and the sum of recoverable organic 
carbon and unextractable carbon as discussed below. 

The Soxhlet extraction and carbon determina­
tion procedures were essentially the same as those 
used by B.R. Appel et al.6,7 except that we deter­
mine the carbon content of both extracts and 
extracted filters. This permits comparison of the 
extract's carbon content with the carbon lost by 
the filter during the extraction step. 

Optical attenuationS measurements were per­
formed on some of the filter examples, before and 
after extraction. The amount of black (elemental 
or graphitic) carbon in particulate samples has 
been shownB-10 to be proportional to the optical 
attenuation, ATN, which is defined as 100 ln Io/I, 
where Io and I are the intensities of helium-neon 
laser light transmitted through blank and loaded 
filters, respectively. X-ray fluorescence (XRF) 
was used to determine trace metal content of 
filters before and after extraction for highway 
tunnel particulate matter. 

Particle Loss During Extraction 

Particle loss from filters during extraction 
is a source of error in measurement of amounts of 
unextracted carbon from extracted filters. One way 
to assess the loss magnitude is to measure the opt­
ical attenuationS of the filter samples before and 
after extraction, since ATN is proportional to the 
concentration of unextractable black carbon in the 
particles.S-10 Cyclohexane and benzene extraction 
do not affect the attenuation values for a group of 
S source and 10 ambient filter samples. The 
methanol-chloroform extraction step leads to an 
average decrease of S percent in attenuation values 
for the ambient samples. This represents an aver­
age loss of 3 percent of the total carbon. The 
source filters remain unchanged. 

We have also studied the problem of particle 
loss by following the concentrations of selected 
heavy elements by XRF analysis of several sections 
of a tunnel filter after each step of the extrac­
tion. An average of 53 percent of the carbon was 
lost after extraction. Pb and Br losses were 44 
and 97 percent, respectively. Small percentages of 
Cr (6), Cu (0), and Fe (11) were removed. Losses 
of Pb and Br in benzene alone are less than 5 per­
cent in this experiment; losses of the other metals 
are even smaller. Pb, Br, and some Fe appear to be 
removed by solubilization. The low losses of Cr, 
Cu, and Fe indicate that particle loss during 
extraction is small, certainly less than 10 per­
cent. No corrections for particle loss have been 
applied to the data. 



The Volatile Fraction 

Cyclohexane and benzene extracts of ambient 
and source particles contain less carbon than has 
been removed from the filters during extraction. 
For both cyclohexane and benzene, the carbon loss 
is 13 percent of the total carbon for ambient par­
ticles and somewhat higher for combustion source 
samp.les (garage and tunnel, 15 percent; diesel, 73 
percent). This carbon deficiency is not due to 
particle loss but may be accounted for by the 
escape of volatile compounds during extraction and 
evaporation of solvent from the extracts prior to 
carbon determination. Because the loss of nonpolar 
compounds is partly offset by a slight (-3 percent 
of total carbon) excess carbon content in the polar 
extracts, the concentration of volatile carbon is 
defined as the difference between total carbon con­
centration and the sum of the concentration of 
organic (nonpolar + polar) and unextracted carbon. 
Volatile carbon accounts for approximately 10 per­
cent of the total carbon for Berkeley-LBL, New York 
City, tunnel, and garage samples (Fig. 1). The 
natural gas boiler particles sampled here contain 
no volatile carbon. 
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Figure 1. Selective solvent extraction results for 
carbonaceous particles collected from urban sam­
pling sites _and from combustion sources. The 
number in parentheses below the site or source 
label represents the number of filter samples 
analyzed. Error bars represent standard deviation. 
Los Angeles data are taken from Reference 8. 

(XBL 818-1252) 
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When ambient air is drawn ~t 20 SCFM for 
24 hours through two prefired quartz or glass f.i-ber 
filters arranged in a series withou.t physical con­
tact, the second or downstream filter has a carbon 
content of 10 to 15 percent of the total carbon 
content of the particulate-laden filter.11 High­
volume sampling at 40 SCFM with two filters shows 
similar effects. Extraction of the back-up high­
volume filter by cyclohexane or benzene removes 
about 70 percent of the adsorbed material, but very 
little (-5 percent) of the total carbon is 
recovered in the extract. These results suggest 
that volatile compounds adsorbed onto the filter 
material during sampling may account for at least 
part of the carbon lost during extraction. 

Extraction Results for Urban Sampling Sites 

We have applied the selective solvent extrac­
tion method to filter samples of particulate matter 
collected in Berkeley and New York City. Our 
results can be compared with those obtained by 
analysis of twelve 14-hour, high-volume filters 
which contained particulate material collected at 
three locations in the Los Angeles basin during 
four days of a photochemical episode in July 
1975.6,7 Average ozone concentrations were 20, 25, 
240, and 0 ppb for Berkeley-LBL, Berkeley-freeway, 
Los Angeles, and New York respectively. 

The top half of Figure 1 displays the results 
of these studies. Data are presented as volatile, 
nonpolar, polar, and unextractable fractions of 
total carbon content. The data of Appel et al.6,7 
are included in the figure. The major finding of 
this study is that the carbonaceous components of 
particulate matter collected during periods of low 
ozone concentration are similar to particulate 
matter collected in the Los Angeles basin during 
periods of high ozone concentration, as character­
ized by selective solvent extraction. Nonpolar, 
polar, and unextractable fractions from extractions 
of Berkeley-LBL and Los Angeles samples are 0.13, 
0.37, 0.38, and 0.17, 0.40 ~ 0.44 respectively. 
These sets of data do not have a statistically sig­
nificant difference, even though the unextractable 
fraction for the Los Angeles data has not been 
corrected for the probable presence of volatile 
carbon. Aerosol particles collected in both areas 
have roughly three times as much polar as nonpolar 
carbon; close to half the carbon is insoluble. 

No seasonal variations in nonpolar, polar, or 
unextractable carbon fractions are observed in 
Berkeley-LBL particulate material. The Berkeley­
LBL results seem to be independent of the total 
carbon loading since there is no significant 
difference between extraction data for particles 
collected under clear (3 to 6 ~g C m-3) and hazy 
(15 to 34 ~g C m-3) conditions. 

Ambient particulate material collected close 
to a heavily used freeway in Berkeley contains a 
higher nonpolar carbon fraction than does particu­
late material collected at LBL (Fig. 1). Fractions 
of volatile, polar, and unextractable carbon are 
statistically indistinguishable at the two sites, 
although the total carbon load!ng at the freeway 
site is roughly double that observed at the LBL 
site. The polar to nonpolar ratio is 1:1. 



Winter New York City samples appear to contain 
a larger fraction of unextractable carbon than sam­
ples collected in California. The nonpolar to 
polar carbon ratio is about the same for New York 
City as for the other urban sites in this study. 

Extraction Results for Combustion Sources 

The vehicular exhaust samples contain particu­
late matter with more nonpolar than polar carbon 
(Fig. 1). The nonpolar fraction is significantly 
larger for vehicle particles than for Berkeley-LBL, 
Los Angeles, and New York City aerosols. The polar 
fraction is smaller for sources than for urban 
sites. The polar to nonpolar ratio is close to 
0.6:1 for these sources, compared to approximately 
3:1 for urban sites. Unextractable carbon levels 
are comparable for urban site, tunnel, and parking 
garage particles (38 to 55 percent). Natural gas 
soot contains mostly unextractable carbon (81 per­
cent), while diesel bus samples are mainly volatile 
carbon (70 percent). Although ambient particulate 
carbon collected under nonphotochemical conditions 
is similar to the particulate carbon collected dur­
ing a photochemical episode, both differ from 
sources when characterized by selective solvent 
extraction. 

Conclusions 

we have found that the carbonaceous components 
of particles from New York City, Los Angeles, and 
Berkeley are very similar when characterized by the 
selective solvent extraction-carbon analysis tech­
nique. Photochemical activity, as indicated by 
ozone level, was much less intensive in Berkeley 
and New York City than in Los Angeles, although 
fractions of polar and nonpolar carbon are very 
similar for the two locations. Automotive and 
diesel primary combustion particles differ from 
ambient particles by enrichment in amounts of non­
polar carbon; however, significant fractions of 
polar carbon are also associated with all combus­
tion sources studied here. 

Because of this, the polar fraction of ambient 
carbonaceous particles cannot be entirely secondary 
in origin. Part of what has been called secondary 
carbon in the past is source related. Because of 
the similarity of Berkeley-LBL and episodic 
Los Angeles organic particulate matter, the contri­
bution of ozone-related photochemical processes to 
production of particulate matter cannot be uniquely 
identified by application of selective solvent 
extraction. This finding is consistent with the 
results of long-term sampling in several cities by 
Hansen et al.,3 who have found that a fairly con­
stant fraction of the total particulate carbon is 
black carbon, regardless of the location, season, 
ozone concentration, or time of day. Ambient par­
ticulate material from Los Angeles, Berkeley, and 
New York City contains larger fractions of polar 
organic carbon than combustion-source particles; 
this suggests that other transformation processes 
may exist in addition to photochemical gas-to­
particle conversion. 
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PLANNED ACTIVITIES FOR FY 1982 

This study has found that the selective sol­
vent extraction technique cannot successfully dis­
tinguish secondary from primary carbon in ambient 
particles. We will apply thermal12 and optical8 
analyses to determine primary, secondary, and black 
carbon in carbonaceous particles. Selective sol­
vent extraction will continue to be used for sample 
pretreatment in these studies. 
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The Relation Between Concentrations of 
Polynuclear Aromatic Hydrocarbons and Black Carbon* 

L. A. Gundel, H. J. Rosen, and T. Novakov 

In addition to black carbon, particulate 
organic carbon in ambient aerosols contains primary 
and secondary organic compounds. In this article, 
we study the relationship between black carbon con­
centration and one class of primary organic com­
pounds, polynuclear aromatic hydrocarbons (PAH), in 
urban carbonaceous particles. Th~se compounds and 
their oxidized derivatives may constitute part of 
the health hazards associated with ambient and 
source aerosols. 1-3 Earlier work on this project4 
has established that a linear relationship exists 
between concentrations of several polynuclear 
aromatic hydrocarbons and black ca~bon for ambient 
aerosol particles collected in Ber~eley during the 
summer of 1980. Here we investigate that relation­
ship for particles collected in three other sam~ 
pling locations in the Uriited States during the 
same season. 

ACCOMPLISHMENTS DURING FY 1981 

Experimental Methods 

The samples used in this stuqy were 24-hour 
loaded quartz and celluiose acetate filter pairs 
(47-mm diameter) collected simulta~epusly as part 
of the LBL sampling program during the summer of 
1980.5 The sampling locations were Gaithersburg, 
Maryland; Argonne, Illino~s; and New York, 
New York. 

Optical attenuation (ATN) mea~urements6 for 
the loaded cellulose acetate fi+ters have been used 
to determine blank carbon (BC) concentrations since 
ATN has been shown to be proportional to black car­
bon concentration5-7 for ambient particles. ATN is 
defined as ATN = 100 ln r0;r, where 10 and I are 
the intensities of light transmitted through blank 
and loaded filters respectively. ATN has units of 

*This work was supported by the Assistant Secretary 
for the Environment, Office of Health and Environ­
mental Research, Pollutant Characterization and 
Safety Research Division of the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098 and by 
the National Science Foundation. 
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optical density per 106-m air. 
centration in ~g m-3 is 
ATN/[BC] = 21.3.7,8 

Black carbon con­
related to ATN by 

For determining PAH concentrations of each 
filter sample, one section (1.94 cm2) of the quartz 
filter was extracted in 0.400 ml peroxide-free 
spectral quality tetrahydrofuran by sonication at 
25oc for 15 minutes.9 A 50-~1 aliquot of the 
extract was injected onto a liquid chromatographic 
column, which had been chosen for its selectivity 
for separation of PAH compounds10 (VYDAC 201TP, 
10-~m particle size, 25-cm length, 0.48-cm i.d.). 
The hydraulic system was purchased from Waters, 
Inc. A mixture of acetonitrile and tetrahydrofuran 
(19:1,v:v) in water was used as the mobile phase at 
a flow rate of 3.0 ml min-1. Composition of the 
acetonitrile-tetrahydrofuran mixture varied from 
70-98 percent in 30 minutes using Waters' gradient 
#9. The separated PAH compounds were detected with 
a Schoeffel Model SF970 fluorescence detector with 
excitation wavelength set at 280 nm. All fluores­
cence at wavelengths L389 nm was recorded as the 
sample eluted from the column. PAH standard com­
pounds were supplied by Pfaltz and Bauer, Aldrich 
Chemical Co., and Nanogens, Inc. Peak heights were 
used for measurement of concentrations of PAH in 
extracts of ambient particulate loaded filters. 

Identification of PAH compounds from retention 
times of fluorescent peaks in chromatograms of 
ambient extracts was accomplished by comparison to 
retention times of PAH standards. The fluorescence 
ratio technique11 was used to confirm the assign­
ments. Identification by this technique requires 
that the ratios of peak intensities for several 
combinations of excitation, Aex 1 and emission, Aem 1 

wavelengths match for an extract peak and a known 
PAH peak with the same retention time. 

The Relationship Between PAH Concentration and 
Black Carbon Concentration 

Five fluorescent compounds have been identi­
fie~ in the extracts of particulate matter 
collected at every site: benzo(b)fluoranthene 
(BbF), benzo(k)fluoranthene (BKF), benzo(a)pyrene 



(BaP), benzo(ghi)perylene (BghiP), and 
indeno(1,2,3-cd)pyrene (IcdP). Some PAH compounds 
which fluoresce weakly under the same conditions 
were not detected: chrysene, benzo(e)pyrene, 
dibenz(a,h) anthracene, and perylene. The PAH com­
pounds found in this study have been detected in 
urban particulate matter collected in other 
cities12 and in particulate samples from combustion 
sources. 13 

Figure 1 shows average values for PAH and 
total carbon concentrations for Berkeley,4 Gaith­
ersburg, Argonne, and New York. Relative PAH 
concentrations appear similar for Berkeley and 
Gaithersburg. The New York City sampling site 
displays higher PAH and total C concentrations, as 
expected for a location which is heavily influenced 
by combustion sources.5 

Table 1 shows the slopes and average correla­
tion coefficients for linear least squares fits of 
[PAH] to [BC]. A linear relationship exists 
between [PAH] and [BC] for Berkeley and Gaithers­
burg. Average correlation coefficients are 0.82 
and 0.91. The data from Argonne divide neatly into 
two groups which display different linear relation­
ships. The average difference in slopes is about 
5~. Both the high and low [PAH] data are highly 
correlated with [BC]. Correlation coefficients are 
0.92 and 0.90, respectively. The correlation 
between [PAH] and [BC] is weak for New York City, 
with r = 0.54. These results indicate that concen­
trations of PAH are highly related to black carbon 
concentrations for all sampling sites, except New 
York City; but the same linear relationship does 
not exist for all sites. This may be due to dif­
ferent contributions from combustion sources and to 
different weather and PAH degradation processes. 

The authors thank A.D.A. Hansen for providing 
optical attenuation and total carbon concentration 
data. 
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Figure 1. Average values of PAH and total carbon 
concentrations for carbonaceous particles collected 
at several locations in the United States. Berke­
ley data.are taken from Reference 4. Argonne data 
are divided into low and high [PAH] as discussed in 
the text. (XBL 822-93) 

PLANNED ACTIVITIES FOR FY 1982 

The relationship between PAH and black carbon 
concentrations will be studied for carbonaceous 
particles collected in Austria and Yugoslavia. 
Adsorption of PAH onto ambient and model black car­
bons' will be investigated. 

Table 1. Relationship between PAH and black carbon concentrations for carbonaceous particles 
collected in July and August 1980 for several sampling sites. 

Slope x 106 of [PAH] vs. [BC] Average Values 

Number 
r [Total C] [BC] of 

Site BbF BkF BaP BghiP IcdP [PAH] vs. [BC] gm-3 gm-3 Samples 

Berkeley 37.6 

Gaithersburg 100 

Argonne (low) 32.0 

35.4 

128 

30.3 

81.6 465 

116 

24.6 

751 

80.9 

Argonne (high) 237 172 107 322 

New York 80.7 74.5 97.8 167 
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Determination of Low-Z Elements Simultaneously by 
Charged Particle Activation Analysis* 

M. McKinney, S. S. Markowitz, and T. Novakov 

This work is a continuation of the work of 
Clemenson et al. 1,2 for developing rapid nondes­
tructive techniques for determining carbon, nitro­
gen, and oxygen in atmospheric aerosols. X-ray 
fluorescence or neutron activation analysis can 
then be used to determine nearly all the higher Z 
elements. Combustion analysis could be used for 
these elements, but they may not be sufficiently 
sensitive for certain applications and the sample 
would be destroyed. 

Nondestructive techniques have been developed 
for determining these elements by Macias et al.,3 
Failey et al.,4 and Gladney et al.5 These methods, 
however, require lengthy use of accelerator or 
reactor time, and the latter method requires large 
samples. Previously, Clemenson et al. 1,2 developed 
methods of determining carbon, nitrogen, and oxygen 
separately by activation analysis using different 
charged particles in different experiments. We 
want to develop a method for simultaneously deter­
mining carbon, nitrogen, and oxygen in atmospheric 
aerosols by irradiating the sample with one type of 
charged particle. 

*This work was supported by the Assistant Secretary 
for the Environment, Office of Health and Environ­
mental· Research, Pollutant Characterization and 
Safety Research Division of the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098 and by 
the National Science Foundation. 
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ACCOMPLISHMENTS DURING FY 1981 

The experiments were carried out using the 
stacked-foil technique, and the samples and stan­
dards were irradiated and counted within 2 to 
3 minutes at the 88-inch Cyclotron. The 14-MeV 3He 
beam was degraded to 10 MeV, and both the aerosol 
sample, on a silver filter, and the 1/2-mil nylon 
standard were bombarded at the same energy and with 
the same number of microcoulombs. 

The samples were irradiated for 0.5 minutes at 
0.5-~A beam intensity and were analyzed by detect­
ing the 511-keV positron annihilation radiation in 
coincidence using 3-inch Nai crystals and Ortec 
single-channel analyzers. The decay curve 
was analyzed into 2.0-, 20.4-, and 110-minute com­
ponents, due to 14N( 3He ,d) 15o, 12c(3He, 4He) 11 c, 
and 16o(3He,p)18F, respectively, by using the CLSQ 
code. The amounts of carbon, nitrogen, and oxygen 
were determined by the "relative" method of 
analysis. The carbon determinations agreed well 
with combustion analysis, but the nitrogen determi­
nations were substantially higher. This was 
presumably caused by sulfur and silicon in the 
aerosol which produced 31p with a 2.5-minute half­
life, which interfered with the nitrogen determina­
tion. 

For this reason we chose another activating 
particle, deuterons. Previously Clemenson2 deter­
mined carbon from the 12c(d,n)~3N reaction. We 
hope to simultaneously determine oxygen from 
the 16o(d,n)17F reaction and nitrogen from 



the 14N(d,2n)14o reaction. The first two elements 
are determined by analysis of the decay curve of 
the 511-keV coincident Y-rays with half-lives of 
1.1 and 10 minutes. The nitrogen is determined by 
detecting the unique 2.3-MeV positron annihilation 
radiation. 

PLANNED ACTIVITIES FOR FY 1982 

We will continue with the development of 
deuterium activation analysis of atmospheric aero­
sols. Also, H. Benner of our group has adapted a 
combustion technique for determining oxygen in the 
levels found in aerosols, and we wish to check our 
activation results with this technique. 
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APPLIED PHYSICS AND LASER SPECTROSCOPY RESEARCH 

N. M. Amer,• M.S. Cooper, R. W. Gerlach, R. P. Hall, W. B. Jackson,t R. L. Johnson,t 
S. E. Kohn,§ S. J. Kulik, M.A. Olmstead, A. Skumanich, D. R. Wake, and Z. A. Yasa 

The research philosophy of our group is to 
apply the knowledge of advanced laser spectroscopy 
and condensed-matter physics to energy and environ­
mental problems. Because of the narrow line width 
and tunability of lasers, unsurpassed sensitivity 
and specificity can be achieved in detecting trace 
contaminants of the environment. The advanced 

state of condensed-matter physics makes it possible 
to apply such knowledge to energy production and to 
test novel methods for energy conversion such as 
photovoltaic solar cells, superionic electrical 
energy storage devices, and the recovery and 
extraction of oil from abandoned wells and oil 
shale with lyotropic liquid-crystal emulsifiers. 

Laser Photoacoustic and Photothermal Measurements and Characterization II 

Laser photoacoustic and photothermal spectros­
copies provide a powerful tool for detecting trace 
contaminants in air and water, as well as for 
investigating the fundamental properties of gase­
ous, liquid, or solid phases of matter. One of the 
goals of this project is to develop ultrasensitive, 
multiparameter, elemental, and molecular detectors 
for the characterization of pollutants released in 
the process of energy production and utilization, 
with emphasis on remote sensing. Another aim is to 
maintain a state-of-the-art capability in pho­
toacoustic and photothermal detections by fully 
understanding the physics of these techniques. 
Concurrent with these efforts, we are actively 
developing new or modified laser systems compatible 
with our particular needs. 

Photothermal Spectroscopy of Scattering Media** 

Insensitivity to scattering has generally been 
accepted as an inherent characteristic of pho­
toacoustic detection. The physical reasoning 
underlying this assumption has been that the pho­
toacoustic signal arises from heat generated fol­
lowing optical absorption and thereby is a measure 
of the cross section of such absorption. However, 
the thermal energy generated by the absorption of 
light is a function of the intensity distribution 
within the sample, which depends on its scattering 
characteristics. Consequently, deviation from 
Beer's Law should, in principle, affect the thermal 
signal generated. We will show that, for highly 

*Group' leader. 
tPresent address: Xerox Research Center, Palo 
Alto, Calif. 
tPresent address: Department 
Engineering, Texas A&M University, 
Texas. 

of Electrical 
College Station, 

§Present address: Aerospace Corporation, Los 
Angeles, Calif. 
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scattering media, the photoacoustic signal is 
strongly dependent on the scattering parameters. 
On the other hand, for optically thin solids and 
liquids, the photoacoustic signal is insensitive to 
light scattering up to a scattering coefficient(Aa) 
of-1/£ where£ is the sample thickness, A is the 
fraction of light scattered, and a is the total 
attenuation coefficient of a coherent beam. 

Most photothermal detection techniques respond 
to the surface temperature averaged over the sample 
surface and/or a weighted integral of sample tem­
perature over its volume. We analyze the coupled 
heat diffusion and radiative transfer equations. 
We rigorously show that, for a wide range of exper­
imental conditions, the coupled equations can be 
solved exactly, yielding a photoacoustic signal 

Scx1-(R+T) ( 1 ) 

where R is the reflectance (diffuse and specular) 
and T is the transmittance (diffuse and coherent) 
of the sample of interest. Hence, Equation (1) 
proves the intuitive conclusion that the pho­
toacoustic signal is proportional to the absorp­
tance of the sample. 

In the case of gas-cell-microphone detection 
of solids, Equation (1) is valid for (a) £th >> 
£opt• or (b) £th >> £0 pt• where £th is the thermal 
diffusion length and £opt is the optical thickness 

II This Work was supported by the Director, Office of 
Energy Research, Pollutant Characterization and 
Safety Research Division, u.s. Department of 
Energy, under Contract No. DE-AC03-76SF00098. 
**Complete version of this work appeared in !P£1. 
Optics ~. 21 (1982) and Lawrence Berkeley Labora­
tory Report LBL-13275. 



of the sample. This conclusion also holds for 
transverse photothermal deflection and for 
piezoelectric photoacoustics of solids. 

For the case where ~th i ~ or ~th i · ~opt, an 
approximate Schuster-Schwarzchild analysis of the 
radiative transfer equations is used to obtain an 
analytical expression for the photoacoustic signal. 
In the general case, the scattering characteristics 
of the medium enters the expression in a compli­
cated form. An interesting limiting case is ~th << 
10 pt, ~ for which 

s 0: ( 1 
2(1 + ri) l 

+(1-r.)R 
~ 

(2) 

where (1 - A)a is the absorption cross section and 
ri is the internal reflection coefficient for dif­
fuse light at the sample-gas boundary. It can be 
seen that the photoacoustic signal is proportional 
within a thermal length to the sample absorption 
cross section, with the proportionality constant 
considerably increased from its value of 1 for no 
scattering. This is due to the increase in photon 
flux at the sample-gas boundary. 

The solution for the coupled heat diffusion 
and radiative transfer equations can be employed in 
one of two ways to evaluate the scattering contri­
bution to the photoacoustic signal: 

a. One may write the solution in terms of R and 
T which can then be determined experimen­
tally using integrating sphere techniques. 
Combining the measurement of R and T with 
the detected photoacoustic signal yields 
information on such sample properties as its 
internal reflectance which is otherwise 
experimentally inaccessible, or 

b. One may solve the radiative transfer equa­
tion for R and T in terms of the scattering 
coefficient Aa, the attenuation coefficient, 
and the internal reflectance. By inserting 
this solution in the general solution for 
the photoacoustic signal, one obtains the 
dependence of the photoacoustic signal on 
the scattering and the absorption of the 
sample. 

Using a two-flux model for R and T, the 
results of evaluating the solutions for various 
absorption constants and internal reflectance coef­
ficients are shown in Figure 1. Physically for 
Aa~ < 0.1, the effective light path length within 
the sample is equal to the sample thickness and the 
photoacoustic signal is independent of scattering. 
When Aa~ 1, the mean path length of the light 
increases as the scattering increases, as does the 
absorption. At still higher scattering, the signal 
saturates because all the light is scattered 
without further increase in the effective path 
lengths. For very high scattering samples, the 
reflectance becomes larger as the scattering 
increases leading to a decrease in the light inten­
sity within the sample. Hence, the signal 
decreases. Figures 2 and 3 qualitatively define 
the relationship between measured and actual 
absorption, thus providing correction factors for 
various materials. 
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Our results provide a complete picture of the 
role of light scattering in photoacoustic detec­
tions. We show that, whereas under certain condi­
tions photoacoustic spectroscopy is insensitive to 
scattering, under others it can significantly 
affect photoacoustic spectra. 

Loss Mechanisms in Resonant Spectrophones* 

In studies of phase photoacoustic spectros­
copy, the gas whose spectrum is being investigated 
is generally one of several present in the sample, 
often only in trace amounts. The response of the 
spectrophone is determined by the characteristics 
of the sample gas as a whole and depends on the 
various thermal and molecular relaxational proper­
ties of the gases present. In particular, for an 
acoustically resonant spectrophone, important 
characteristics will include the sound velocity, 
heat capacity, thermal conductivity, viscosity, and 
the energies and relaxation times of the molecular 
vibrations. The sound velocity determines the 
resonant frequencies of the cavity, while the other 
parameters govern the loss mechanisms that deter­
mine the quality factors of the resonances and also 
cause small shifts in the resonant frequencies. In 
an earlier study, the resonant frequencies and 
quality factors of acoustical resonances were 
determined for various buffer gases at atmospheric 
pressure, and the results were compared to theoret­
ical predictions based on classical surface viscous 
and thermal losses. Significant discrepancies were 
observed for all non-noble gases. It is the goal 
of this work to investigate the pressure-dependent 
behavior of the spectrophone and to incorporate 
molecular relaxation effects into the theoretical 
interpretation of that behavior. We have made a 
number of extensions and improvements in experimen­
tal and analytical technique (Fig. 4). The spec­
trephone used was a stainless steel cylinder pol­
ished to a 1/3 micron surface finish to guarantee 
well-defined boundary layers whose losses could be 
calculated accurately from theory. The spectre­
phone and vacuum system were bakable to reduce 

Figure 4. Experimental arrangement. 
(XBL 816-2337) 

*Complete version of this work appeared in !£pl. 
Optics £1, 81 (1982) and Lawrence Berkeley Labora­
tory Report LBL-13223. 
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impurity effects due to outgassing. Whereas, in 
the earlier experiment, a large concentration of 
the optically absorbing compoqent (9000 ppm of CH4) 
was used, we kept the absorber concentration small 
(50 ppm of C2H4) so as not to disturb the proper­
ties of the buffer gas. Use of an electro-optic 
modulator system allowed access to modes at much 
higher frequencies, thus enabling the study of 
lighter gases. We have measured the resonant fre­
quency and quality factor as a function of pressure 
from atmospheric pressure down to 10 torr or lower 
for each buffer gas. Data analysis consisted 
largely of nonlinear, least-squares curve fitting 
of the resonant response curves. This provided 
more accurate determinations of the resonant fre­
quency and Q than the half-power point method used 
in the previous experiment. 

Byffer gases studied included monatomic (He, 
Ne, Ar, Kr, Xe), diatomic (H2, H2, 02), and polya­
tomic (C02, N20, SF6) gases. In all cases except 
SF6, which is already a strong absorb~r, 50 ppm of 
C2H4 was added to provide optical absorption at C02 
laser wavelengths. For each gas, the Q and 
resonant frequency of the first radial mode were 
determined as a function of pressure, and the Qs 
and frequencies of other modes were determined at 
atmospheric pressure. In some cases, other modes 
were also studied at sub-atmospheric pressures. 
The resulting data on fres and Q vs pressure were 
compared to theoretical curves generated by summing 
the surface viscous and thermal losses, the bulk 
viscous and thermal (Stokes-Kirchhoff) losses, and 
the losses due to molecular relaxation effects. 
For the latter, it was assumed that all vibrational 
levels relaxed with a single relaxation time which 
was adjusted to give the best fit to the data. 

/ It was found that, for monatomic gases, the 
classical surface losses accounted almost entirely 
for the observed Q factors at all pressures 
(Fig. 5). For the diatomic molecules N2 and 02 1 
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Figure 5. Ratios of 
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sure. 
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factor as a function of pres­
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the relaxation times are so long that they do not 
produce much relaxational damping at or below 
atmospheric pressure, and the classical surface 
losses again largely account for the observed Q. 
For H2, the vibrational energy is so high that the 
acoustic wave does not significantly excite molecu­
lar vibrations, but it is necessary to include 
rotational relaxation to explain the observed Q's 
(Fig. 6). For polyatomic gases, we found that the 
observed pressure dependence of Q could be well 
explained by the combined effects of classical 
losses plus vibrational relaxation, provided the 
assumed relaxation times were adjusted to fit the 
data (Fig. 7). 

It has already been noted that molecular 
relaxation effects will also give rise to a 
frequency shift as a function of pressure. How­
ever, even for monatomic gases, for which molecular 
relaxation effects should be absent, we observed 
pressure-dependent frequency shifts. For all of 
the noble gases, we observed a downward shift in 
frequency at low pressure which appeared consistent 
with a p-1/2 pressure dependence. We interpret 
this as being due to a reduction in the speed of 
sound in the thermal boundary layer, whose thick­
ness varies as p-1/2. The gas in this layer is in 
good thermal contact with the walls, and hence 
sound propagation is no longer adiabatic, as in the 
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bulk of the gas, but tends toward isothermal 
behavior as one approaches the wall. We have cal­
culated to first order that the frequency shift is 

(3) 

where dh = (2K/wpCp)1/2 is the thermal boundary 
layer thickness, L and R are the cell length and 
radius, and Y = Cp/Cv. This is reasonably con­
sistent with observed frequency shifts. 

For Xe, we also observed a downward shift in 
frequency with increasing pressure above 100 torr. 
This shift is accounted for by a change in the 
speed of sound due to deviation of the equation of 
state from that of an ideal gas, and is given by 

where B is 
CviRg, and 

Having 
be present 

= _.2_ [B R T 
g 

the second virial coefficient, 
Rg is the gas constant (Fig. 8). 

accounted for these shifts, which 
for any gas, we next proceed to 
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Figure 6. Quality factor and resonance frequency as a function of pres­
sure for diatomic gases. (XBL 816-2343) 
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relaxing gases. The diatomic gases produced no 
observable relaxational frequency shifts in the 
pressure range of our experiment. For the polya­
tomics, the frequency vs pressure data could be 
fitted with theoretical curves by assuming a single 
effective relaxation time. The times thus arrived 
at are consistent with those obtained from the 
dependence of Q on p. 

Another interesting effect observed was a cou­
pling between modes due to boundary layer effects. 
Although the gas absorbed too weakly to allow 
direct excitation of modes having longitudinal 
dependence, these could be indirectly excited in 
cases where they were nearly degenerate with radial 
modes. We believe this is due to a coupling 
between these modes caused by viscous effects on 
the end walls. Isolated longitudinal modes, far 
from any radial modes, are never observed, except 
for the strong absorber SF6. 

In conclusion, we have gained some insight 
into the physics of resonant spectrophones. This 
should be useful in their application over a wide 
range of pressures with a wide variety of buffer 
gases and, potentially, also in the determination 
of molecular relaxation times. 



Photothermal Buckling Spectroscopy: 
An in vacuo Detection Technique• 

Recently, we conceived a new method for the 
detection of heat generated upon the absorption of 
light. This approach should be uniquely suited for 
the in vacuo measurement of low optical absorption 
coefficients in coatings and their films. Prelim­
inary results in our laboratory proved the feasi­
bility and the sensitivity of this concept. 

The basic idea is that optical heating will 
induce the expansion and buckling of the 
illuminated surface. One can then relate the 
amplitude and phase of this buckling to the optical 
absorption coefficient in a relatively straight­
forward manner, which would be similar to what we 
developed for .photothermal deflection spectroscopy. 
Two optical detection schemes can be employed to 
measure the surface buckling: interferometric and 
beam deflection (Fig. 9). 

In a very preliminary effort to test the 
feasibility of this approach, we were successful in 

*Complete version 
Laboratory Report 
Optics Letters. 

appears in Lawrence Berkeley 
LBL-13522 (1981); submitted to 

obtaining the absorption spectrum of didymium glass 
mounted in an ultrahigh vacuum chamber (1o-11 torr) 
equipped with the appropriate optical windows. 
Because the laser sources providing the pump and 
probe beams were located outside the vacuum 
chamber, the measurement was performed remotely. 
We were able to demonstrate a sensitivity of 10-2 
to 10-3A surface motion. 

Figure 9. 

Ultra high 
vacuum 
chamber 

Photothermal buckling detection device. 
(XBL 823-3661) 

Amorphous Photovoltaic Semiconductors* 

Amorphous photovoltaic semiconductors, such as 
hydrogenated amorphous silicon, hold promise for 
meeting DOE cost and efficiency guidelines for thin 
film solar cells prior to 1990. To achieve the 
higher conversion efficiencies required, it is 
necessary to better characterize the unique optical 
and transport properties of these materials. Pho­
toacoustic and photothermal spectroscopies can be 
used to elucidate the optical and electronic pro­
perties of a-Si:H. Of particular interest is the 
investigation of the optical properties near the 
so-called bandgap. By combining luminescence stu­
dies, photoconductivity, and optical absorption, a 
full and accurate characterization of the de­
excitation of these photo-excited amorphous sem­
iconductors can be achieved. 

Experiments investigating the optical proper­
ties of hydrogenated amorphous silicon are 
currently under way. The experiments are designed 
to yield new information on the details of the 
optical absorption, the nature of the bandgap, and 

*This work was supported by the Assistant Secretary 
for Conservation and Solar Energy, Office of Solar 
Energy, Photovoltaic Energy Systems Division, U.S. 
Department of Energy under Contract No. DE-AC03-
76SF00098. 
tcomplete version of this work appears in Lawrence 
Berkeley Laboratory Report LBL-13273 (1981); sub­
mitted for publication in Physical Review ~ (Rapid 
Communications). 
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the electronic and transport properties of this 
promising material. 

Direct Measurement of Gap-State Absorption in t 
a-Si:H by Photothermal Deflection Spectroscopy 

In amorphous semiconductors, the optical 
absorption of defects and impurities is most 
readily observed above the band edge because it is 
not obscured by the much larger band-to-band 
absorption. Consequently, sub-gap absorption spec­
tra should provide information about the number and 
energy level of defects in these materials. 
Although such measurements have been made on chal­
cogenide glasses, none of these made on hydro­
genated amorphous silicon (a-Si:H) are reliable 
because of experimental limitations. The films are 
typically 1 ~m thick and are not optically homo­
geneous, making conventional transmission and 
reflection measurements of absorption coefficients, 
a, unreliable below 50-100 cm-1. Derivation of the 
absorption from photoconductivity requires reliance 
upon the experimentally unverified assumptions that 
the efficiency-mobility-lifetime product,n~T, is 
independent of photon energy. We have recently 
developed the highly sensitive ( a£-10-8) tech­
nique of photothermal deflection spectroscopy 
(PDS), which directly measures the optical absorp­
tion, is highly insensitive to scattering, and does 
not rely on the above assumption. We have found an 
absorption tail extending in the forbidden gap down 
to 0.6 eV. We show that the source of this absorp-



tion is silicon dangling-bond defects which are 
located -1.4 eV below the conduction band. Furth­
ermore, we find that doping introduces defects at 
the same energy level and with approximately the 
same cross section. 

Figure 10 shows the effect of increasing the 
rf power density on the absorption tail of undoped 
material while keeping the substrate temperature 
fixed. As the rf power increases, the strength of 
the sub-gap absorption tail increases in a mono­
tonic fashion. A progressive decrease in the slope 
of the exponential edge as the rf power increases 
is also observed. 

The effects of doping and compensation on the 
absorption spectra are summarized in Figure 11, 
which shows the results for PH3 and B2H6 doped 
films. The sub-gap absorption tail rises as the 
doping level is increased, while the slope of the 
exponential edge decreases as the dopant concentra­
tion is increased. 

To separate those effects due to dopant incor­
poration from the effects of shifts in the Fermi 
level, we measured a for a series of compensated 
films prepared by fixing the PH3 concentration and 
gradually increasing the B2H6 ·concentration. The 
magnitude of the sub-gap absorption decreases as 
the degree of compensation increases. Con­
currently, there is a pronounced shift to lower 
energies and a broadening of the exponential 
region. 

If the gap state absorption is due to dangling 
bonds, one would expect a positive correlation 
between the magnitude of the absorption and the 
number of dan'gling bonds, as determined by electron 
sp-in resonance. In the case of the undoped 
material, by plotting the equilibrium spin density, 
Ns(ESR), vs the defect density, Ns(ABS), we obtain 
an excellent agreement over three orders of magni­
tude, as shown in Figure 12. Because ESR is a 
quantitative measure of the density of defects, the 
agreement suggests that the sub-gap tail is due to 
defects with spins. 
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Figure 10. Absorption coefficient vs energy for 
undoped a-Si:H for various rf powers, substrate 
temperature Ts = 23ooc. (XBL 818-1141A) 
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Figure 11. Absorption coefficient vs en­
ergy for various dopants. (a) PH3 doping 
concentration of the films is 1:1x1o-3, 
2:3x1o-4, and 3:1x1o-5. (b) B2H6 doping 
concentration is 4:1o-3, 5:3x1o-4, and 
6:10-4. (c) Compensated samples. All 
have 10-3 PH3 and the B2H6 concentrations 
are 1:0, 7:2x1o-4, 8:4x1o-4, 9:2x1o-3, and 
10:4x1o-3. (XBL 818-1142A) 
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For doped a-Si:H, there is no equilibrium spin 
density. However, the defect density may be 
estimated from the light-induced ESR (LESR) or from 
the quenching of luminescence. Again, the agree­
ment is excellent (Fig. 13). 

Using the agreement between absorption, ESR, 
LESR, and luminescence-deduced defect densities 
along with other data, the following picture 
emerges. As the rf power density and the substrate 
temperature increase for the undoped a-Si:H, a max­
imum in the density of states (1015 
to 1018 states/co), caused by dangling silicon 
bonds appears -1.3 eV below the conduction band. 
The evidence that the absorption is due to dangling 
silicon bonds is the fact that the ESR and LESR 
lines used to calculate Ns(ESR,LESR) have 
g = 2.0055, which is known to be due to dangling 
silicon bonds. This result supports the theoreti­
cal prediction of Joannopoulos which places the Si 
dangling bond -1.3 eV below the conduction band. 
The fact that the energy of the absorption tail is 
the same as that of the maximum in the density of 
states, as determined by deep level transient spec­
troscopy and field effects measurements, strongly 
suggests that this maximum is in fact due to Si 
dangling bonds. Because films with the lowest 
absorption tails have the highest luminescence, we 
conclude that dangling bonds quench the lumines­
cence rather than cause it, as previously had 
been hypothesized. Furthermore, we estimate the 
optical cross section of the dangling bond to be 
1.2 x 10-16 cm2. 

Doping with PH3 introduces 1017 to 1018 
defects/co -1.3 eV below the conduction band. The 
energy and cross section of these defects are 
nearly identical to that of dangling bonds. The 
absence of equilibrium ESR and the presence of a 
g = 2.0055 LESR line can be explained by the pair­
ing of electrons at the defect center. 

1 ols 
c 

.Q 
a. 
5 

1017 (/) 

..c 
<{ 

1/l 
z 

1 ols 

N5 (Luminescence) 

Figure 13. Number of defects deduced from Equation 
(1) vs number of spins estimated by luminescence. 
o - phosphorous doped samples, A - boron doped 
samples, X- compensated samples. (XBL 818-1140) 
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The Energy Dependence of the 
Efficiency-Mobility-Lifetime Product 
(rnn) in a-Si: H* 

Although incorporating hydrogen in amorphous 
silicon can significantly reduce the density of 
states within the gap, little is known about the 
energy distribution of the remaining states or 
their effect on the transport properties of the 
material. We present results combining our absorp­
tion data with photoconductivity measurements to 
derive n~T as a function of photon energy in the 
range of 0.1 to 2.1 eV. We find that, for 
phosphorus-doped samples, the n~T product is fairly 
constant between 2.1 and 0.9 eV. For the undoped 
film, this product is constant down to 1.5 eV, 
where it drops by a factor of -5. Below 0.9 eV, 
n~T drops rapidly. 

The results of our secondary photoconductivity 
(SPC) measurements on undoped films are shown in 
Figure 14. Qualitatively, the overall shape is 
independent of both the frequency and the presence 
of de bias light. The dependence of SPC on the 
chopping frequency at lower photon energies is due 
to the increase in response time. The de bias 
light curve follows the de measurement but is 
enhanced at -0.9 eV and quenched at -1.2 eV. 

In Figure 15, we present both de SPC measure­
ments and the absorption for the same film. The 
most remarkable feature is that the shape of the 
absorption and shape of the SPC curves are roughly 
the same until- 0. 9 eV, where the SPC measurement 
begins to decrease. 
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Figure 14. Secondary photoconductivity vs photon 
energy for an undoped film. DC SPC without de bias 
light (--), 27 Hz SPC with de bias light (- ra-), 
27 Hz SPC without de bias light (- • -). Conduc­
tivity has been normalized by the light intensity. 

*Complete version 
Laboratory Report 
Physical Review ~· 
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appears in Lawrence Berkeley 
LBL-13477 (1981); submitted to 
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Figure 15. Photoconductivity (primary and secon­
dary) and absorption vs photon energy for an 
undoped film. (---) (lower solid line), de SPC 
measured in this experiment (no de bias light). 
(---) ac SPC measured in a Schottky barrier with de 
bias light. (-·-) PPC on the same Schottky barrier 
with de bias light. (---) (upper solid line), 
absorption as measured by photothermal deflection. 

(XBL 8110-1717) 

Figure 16 shows absorption and SPC of 
phosphorus-doped film along with PPC measurements 
of a phosphorus film in a Schottky barrier confi­
guration. Unlike the undoped case, the absorption 
follows the SPC closely throughout the energy range 
0.9 eV < hw < 2.5 eV for doped films. The energy 
dependence of Tll.JT is shown in Figure 17. 

By combining our measurements with results of 
other experiments, we arrive at the following 
model, which depicts the approximate density of 
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Figure 16. Photoconductivity (primary and secon­
dary) and absorption for a 0.19 percent phosphorus 
doped film. (- - -) SPC 18Hz (this experiment). 
(~) PPC on a Schottky barrier. (---) absorption as 
measured by photothermal deflection. 

(XBL 8110-1418) 
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Figure 17. TJJlT product vs photon energy for an 
undoped film ( -) and for a phosphorus-doped film 
(-----). Error bars indicate maximum relative 
error. Absolute magnitudes of error may be larger. 

(XBL 8110-1414) 

states for doped and undoped material (Fig. 18). 
The absorption measurements have shown that the 
density-of-states maximum above the valence band is 
in large part due to dangling silicon bonds for the 
undoped material and that the maximum is strongly 
correlated with the LESR signal for the 
phosphorus-doped material. · A maximum 0.3 eV below 
the conduction band is not shown in the density of 
states. There is evidence from field-effect and 
luminescence measurements supporting the existence 
of this maximum. 
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Figure 18. Density of states for undoped and P­
doped films as measured by DLTS. Shown are various 
transitions giving rise to photoconductivity for 
the different energy regions. States are localized 
for energies between Ev and E0 • (XBL 8110-1415) 



Liquid Crystal Research* 

The liquid-crystalline state of matter is 
characterized by a spontaneous anisotropic order 
and by fluidity. The anisotropic order leads to 
anisotropy in the physical properties of the 
medium, and the fluidity makes it easily suscepti­
ble to external perturbations in the form of elec­
tric or magnetic fields, temperature, or pressure. 
In addition, we have demonstrated that certain 
gaseous organic pollutants change the liquid­
crystalline structure. This change, which is 
readily detectable, is the basis for an inexpensive 
and sensitive (1o-6) personal dosimeter for some 
organic pollutants. Once their physical properties 
are well understood, the class of liquid crystals 
known as lyotropics offers the potential for 
employing such a material for the efficient 
recovery of oil from abandoned wells and from oil 
shale. 

Physical Properties of 
Liquid-Crystalline Monolayers 

Lyotropic liquid-crystalline monolayers are 
interesting for several reasons. First, ~ot unlike 
other 2-d systems but unlike one-dimensional sys­
tems, these monolayers exhibit a variety of phases; 
many of these phases are similar to those observed 
in three dimensions. Also, these 2-d systems may 
have important technological applications in such 
diverse fields as oil recovery, catalysis, elec­
tronics, and liquid crystal displays. Addition­
ally, 2-d systems are interesting in their own 
right and are not yet well characterized, either 
experimentally or theoretically. Furthermore, they 
are of unique biological importance. 

We have chosen to investigate this system 
using the non-perturbing technique of light 
scattering. Scattering from the monolayer 
molecules themselves is very small. However, the 
presence of the monolayer causes reduction of the 
interfacial tension and greatly alters the behavior 
of small wavelength capillary waves at the liquid­
monolayer-liquid interface. In thermal equili­
brium.",. r:m:s. fluctuations of the interface are on 
the order of a few angstroms. These fluctuations 
consist of the superposition of a large number of 
traveling wave frequencies, w, and wavelengths, q. 
Any given wave of fixed q will act somewhat like a 
moving diffraction grating and will cause part of 
the laser beam to be scattered into an angle 
determined by q with frequency shifts of !w. Thus, 
the scattering is caused by a change in index of 
refraction between the two bulk liquids. In this 
experiment, the laser beam enters and leaves the 
upper non-polar liquid through a coupling prism at 
right angles to the beam (Fig. 19). A small frac­
tion of this beam is scattered, relative to the 
reflected beam, into angles ~1 degree. Some light 
is also elastically scattered into small angles by 

*This work was supported by the Director, Office of 
Energy Research Pollutant Characterization and 
Safety Research Division of the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098. 
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Figure 19. Details of the scattering configuration 
(side view). (XBL 812-160) 

the liquids and optical components. Next, a preci­
sion small- angle rotation is made on the beam, 
causing the main beam to go off axis and allowing 
light scattering by the negative of this angle to 
enter a small pinhole and finally a photomulti­
plier. Here, the elastically and inelastically 
scattered light beats together on the photocathode, 
generating a photocurrent containing the difference 
or ripple frequency. A real-time digital auto­
correlator and microcomputer determines the fre­
quency and the damping coefficient from the time 
correlation function. 

To obtain the interfacial tension from w and 
q, an accurate hydrodynamic theory of the 
fluctuation-driven ripples is needed. As an illus­
tration, the dispersion relation for harmonic waves 
on the clear surface of a single liquid is 

where 

Y(T) = surface tension at a given temperature 

p = liquid mass density (3-d) 

g = acceleration due to gravity 

Since we investigate only very small q values, we 
may ignore the gravity term, and a measurement of 
p, w, and q will give the surface tension in this 
simple case. The actual experimental situation is 
complicated by a second liquid, bulk (3-d) liquid 
shear viscosities, the visco-elastic constants of 
the 2-d monolayer, and the fact that not all waves 
are harmonic. Therefore, we have extended the 
anharmonic theory of fluctuation-driven ripples of 
a single fluid to our system. The predicted power 
spectra can be fit to the Fourier transformer of 
the measured time correlation function. To be dis­
cussed later is the fact that hydrodynamics also 
gives the form of the power spectra for "longitudi­
nal" waves in which the monolayer molecules move in 
the plane of its interface. A schematic of experi­
mental equipment is shown in Figure 20. 

Our recent results are shown in Figures 21 and 
22. At low coverage, we observe a two-dimensional 
liquid-like behavior, while at high coverage a 
two-dimensional solid-like phase is found. Between 
these two phases, an intermediate regime exists 
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Figure 21. Ripplon frequency as a function of cov­
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where the frequency of the surface waves appears to 
remain constant. This preliminary observation sug­
gests that this regime is a co-existence region 
where islands of 2-d solid phas_e exist in a "sea" 
of 2-d liquid. This is further supported by the 
damping coefficient measurements shown in Figure 
22. Here, the intermediate regime exhibits large 
scattering of the data, implying that these solid 
islands move in and out of the probing laser beam. 
nature of the liquid-to-"coexistence region" phase 
transition, as opposed to the smoother nature of 
the "coexistence region"-to-solid transition • 

Additional data are required before we can 
attempt to contrast our results with current 
theories on two-dimensional melting and phase tran­
sition. 
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Novel Laser Systems* 

Our research activities, at times, require the 
development of new laser systems to meet a specific 
need. Of current interest to us is the generation 
of sub-picosecond tunable laser pulses for use in 
probing elementary excitation in amorphous photo­
voltaic semiconductors. A brief description of our 
achievements during FY 1981 is described below. 

New Approaches for the Generation of 
Ultrashort Tunable Laser Pulses 

Reciprocal Mode-Locking. Recently, we devel­
oped a new approach to ultrashort pulse generation: 
reciprocal mode-locking. This method combines the 
advantages of synchronous pumping and passive 
mode-locking. A dye laser, internally pumped 
within the extended cavity of the ion laser, is 
mode-locked when its cavity length is matched to 
that of the pump laser. The output of the pump 
laser is passively mode-locked by the combination 
of the saturable absorption and the lasing action 
of the dye, which is in turn synchronously pumped 
and mode-locked. 

This new approach to ultrashort pulse genera­
tion has several significant advantages over 
present mode-locking schemes: 

1. It eliminates the need for an active mode­
locking device; 

2. 

3. 

It significantly reduces the need for care­
ful matching of the cavity lengths of the 
dye and pump lasers; 

When compared to conventional passive mode­
locking schemes, reciprocal mode-locking 
yields significantly wider tuning range and 
higher average power; and 

4. It enables the use of high-transmission 
(10 percent) output couplers. 

Initially we reported the generation of 10-
psec pulses with a 300-A tuning range and 80-mW 
average power. Based on recent results, we have 
succeeded in shortening these pulses down to 
one psec, widening their tuning range to 600-A and 
increasing their average power to 200 mW. 

Tightly Focused Double Mode-Locking Scheme. 
The cavity configuration shown in Figure 23 has 
been built for the generation of widely tunable, 
high-average-power ultrashort pulses at two 
independent wavelengths. 

The R6G dye jet is 
output of an Ar+ ion 

cw-pumped 
laser. 

by the 5145-A 
A second dye jet 

*This work was supported by the Office of 
Research, Pollutant Characterization and 
Research Division of the U.S. Department of 
under Contract No. DE-AC03-76SF00098 and by 
Director's Fund. 
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widely tunable, high-average-power, ultrashort 
pulses at two independent wavelengths. 
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(cresyl violet, cv) is introduced in the dye laser 
cavity. The durat~on of the pulses and their tun­
ing range is strongly dependent on the ratio 
Foa/Oc, where Oc is the emission cross section of 
R6G at the lasing wavelength and Oa is the absorp­
tion cross section of cv at that wavelength. F is 
the ratio of the beam area in R6G to that in cv. 
Hence F ~ (R1/R2)2. Therefore, improved perfor­
mance (shorter pulses and wide turning ranges) is 
expected by setting R2 as small as possible. 

The independent 
wavelengths is to be 
wedged quartz waveplate 
rotated. To minimize 
mismatch, the thickness 
small. 

tunability of the two 
obtained by a compensated 

which can be translated and 
dispersion due to cavity 
of this plate is kept 

This scheme has resulted in 0.5 psec pulses at 
two independently tunable wavelengths. The average 
output power is ~150 mW, and the tuning range is 
500A. The relative ease of generating these 
ultrashort pulses makes this scheme ideal for sub­
picosecond time-resolved spectroscopy. 

PLANNED ACTIVITIES FOR FY 1982 

In the area of laser photoacoustic and 
photothermal spectroscopy and detection, emphasis 
will be placed on the implementation of these 
highly sensitive techniques in a remote sensing 
configuration. Of immediate interest to us is the 
question of the role of atmospheric turbulence and 
speckling on such a configuration. The species to 
be remotely detected are those involved in the gen­
eration of acid rain, e.g., S02 and NOx· The 
theory of photothermal buckling will be developed, 
and this technique will be extended to liquids. 
Elemental photoacoustic and photothermal detection 
will continue, and multiphoton photoacoustic spec­
troscopy will be initiated. 

Research on amorphous photovoltaic semiconduc­
tors will focus on the elucidation of the nature of 



the gap states in amorphous silicon. Experiments 
aimed at resolving the picture of the density of 
states are planned. Work has been initiated to 
investigate_ the optical nature of the Staebler­
Wronski effect, which degrades the performance of 
hydrogenated amorphous silicon solar cells. A 
time-resolved study of the role of defects on 
excess carrier recombination in amorphous silicon 
will continue, and direct measurements of carrier 
lifetime are planned. We also plan to initiate 
research in the area of the optical and electronic 
properties of crystalline and amorphous semiconduc­
tor surfaces. 

Applications of liquid crystals to energy­
related problems will continue to be explored. 
Work on specific gaseous organic liquid crystal 
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detectors will continue, and the challenging ques­
tion of the nature of mechanisms involved will be 
pursued. Work on the ferro-liquid crystal magne­
tometer will resume, with emphasis on the physics 
of the underlying mechanism responsible for the 
observed effect. The elucidation of the physical 
properties of lyotropic monolayers will continue, 
and the information obtained from this work will be 
evaluated in the context of emulsification. 

Finally, activities in the area of developing 
new laser systems will center on further shortening 
the tunable pulses we now generate. The goal is to 
reach ~100 femtosecond during FY 82. To achieve 
that goal, counterpropagating beam schemes will be 
employed. 



OIL SHALE RESEARCH 

A Mathematical Model for Leaching of 
Organic Carbon from In-Situ Retorted. Oil Shale* 

W. G. Hall, R. E. Selleck,t and]. F. Thomas 

The rich oil shale deposits in Colorado's 
Piceance Creek Basin are being considered .for early 
commercialization by vertical modified in-situ 
retorting (VMIS). In this process, large under­
ground chambers of oil shale, several hundred feet 
in cross section and up to 700 feet high, are pyro­
lyzed in place. This type of processing may result 
in environmental problems, including the disruption 
of groundwater aquifers, leaching of retorted 
shale, and subsidence described by Persoff and 
Fox. 1 

A major environmental concern is leaching of 
retorted shale. Most of the oil shale beds in the 
Piceance Creek Basin are infiltrated with groundwa­
ter aquifers. During in-situ retort preparation 
and retorting, groundwater levels adjacent to the 
development site are lowered below the retorts by 
pumping. After oil recovery is complete, groundwa­
ter may reinvade the abandoned retorts and leach 
soluble organic and inorganic compounds. These 
materials may be transported through surrounding 
aquifers to wells, springs, and surface streams. 

Several methods have been proposed to control 
this problem. 1 These include grouting, intentional 
leaching, and various hydrological modifications. 
The purpose of the present investigation, initiated 
in June 1978, is to study selective leaching as a 
means of minimizing the impact of abandoned in-situ 
retorts on water quality. In this approach, water 
would be injected into the retort, collected, and 
treated in a surface facility. This appeared 
feasible because experimental work revealed that 
most of the leachable material is readily removed 
with a few pore volumes of water. 

Our approach was to first define the kinetics 
of leaching spent shale by using data 
collected from batch and column leaching experi­
ments. The kinetic data were then incorporated 
into a mathematical model of the leaching and tran­
sport mechanisms. 

*This work was supported by the Assistant Secretary 
for Environment, Office of Environmental Compliance 
and Overview, Environmental Control Technology 
Division and the Assistant Secretary for Fossil 
Energy, Deputy Assistant Secretary for Oil, Gas, 
and Shale Technology, Office of Oil Shale of the 
U.S. Department of Energy under Contract No. DE­
AC03-76SF00098. 
tuniversity of California, Berkeley, California. 
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ACCOMPLISHMENTS DURING FY 1981 

A mathematical model of the mass transfer and 
transport mechanisms involved in leaching of solute 
from spent shale was developed and verified. 
Kinetic constants for use in the model were derived 
from batch and continuous-flow column experiments. 

Leaching and Transport Model 

Water passing through a bed of spent shale 
leaches out soluble material and transports it 
through the pores of the bed. The solute is a com­
plex mixture of organic and inorganic compounds. 
Since the modeling of multi-component mass transfer 
anq · diffusion was beyond the scope of this study, 
it wa~ assumed that the organic portion of the 
solute could be characterized by total organic car­
bon (TOC) and electrical conductivity (EC). Both 
of these can be easily measured. 

Bed porosity is distributed between macro- and 
micro-pores. The former lie between the particles 
anq the latter are found within the particles. The 
micro-pores remain after the thermal conversion and 
the removal of raw organic compounds from the 
mineral matrix. 

Mass transfer between solid and liquid phases 
may be represented by a series of mechanisms, each 
iri the series applicable to solute movement within 
a particular domain. Domains include: the solid 
shal~, liquid within micro-pores, interfaces 
between phases, and fluid in the macro-pores. It 
is likely that the rate of overall mass transfer 
will be governed by transfer within a single 
domain. Investigations were directed toward the 
identification of this domain and the development 
of a model applicable to the movement of solute 
from the solid to the liquid phase. 

The spent shale was modeled as a bed contain­
ing porous cylinders in random contact. The 
macro- and micro-pores are initially saturated with 
water. Mass transfer between the solid and liquid 
phases was assumed to be complete and the solute of 
interest to be contained completely within the 
fluid at the start of leachate flow. This assump­
tion was based on observations of solute build-up 
in leachates from column and batch studies, during 
which transfer rates were high at first and then 



dropped quickly. The change in rates appears to 
reflect transfer of material from sites in the 
solid phase located at increasing distances with 
time from the phase interface. 

The physical model is thus an interconnected 
network of micro- and macro-pores filled with water 
and containing the total mass of the solute of 
interest. The micro-pores act as reservoirs for 
solute, which is transferred to the fluid in the 
macro-pores by molecular diffusion. Transport of 
solute in the macro-pores is by viscous flow 
involving dispersive and diffusive mechanisms. 
Mass transfer between phases after the initial flux 
during filling is not included in the model. 

Mass Transport Equations 

The leaching and transport of solute in a bed 
of spent shale can be modeled by a mass transport 
rate equation: 

dC = _ U dC + D dzC + r ~ • 1 
az p az a dz2 r - at m 

in which: 

( 1) 

c = concentration of solute in liquid phase in 
the macro-pores 

t = time 

Up = velocity of leachate in macro-pores 

Z = distance in direction of flow 

Da = dispersion coefficient 

rr = rate of chemical reaction 

q = concentration of solute in liquid phase in 
micro-pores 

m = ratio of macro-pores to micro-pore volume 

The terms on the right side of the equation 
are the contributions to the net change of the 
solute concentration with time due to convection, 
dispersion, chemical reaction, and mass transfer, 
respectively. 

Equation (1) can be coupled with the Fickian 
diffusion equation: 

in which: 

Dm = diffusion coefficient 

V2 = Laplacian operator 

Equations (1) and (2) are solved for the fol­
lowing assumptions and initial conditions by a 
method similar to that used by Rosen2. 

1. Axial dispersion is neglected. 
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2. Chemical reactivity of the solute is zero. 

3. Diffusion within the micro-pores is the 
rate-limiting mechanism. 

4. Shale particles are modeled as cylinders 
having a radius "b." 

5. All solute is initially contained in the 
liquid phase. 

Equation (1) is normalized to Equation (3) by 
setting e = t - Z/U and X = Z/mU. 

a.£+Q.9.=0 (3) ax ae 

A solution to Equation (2) for diffusion from a 
cylinder was derived from Crank3 and substituted 
~nto Equation (3). The resulting equation was then 
solved by Laplace transform techniques to yield 
Equation (4). 

u(X,T) exp (4) 

in which 

U(X,T) = Leachate concentration in macro-pores 
in a fixed bed expressed as a function 
of length and time parameters, X and 
T, respectively. 

X = Z/mU 

s = Transform variable 

[Oil = Ith zero root of zero- order Bessel 
function 

£ -1 = Inverse of Laplace transform. 

Solutions to Equation 4 were obtained by 
numerical inversion programs from the LBL Computer 
Center Library.4,5 Leachate solute concentration 
break-through curves for various length and time 
parameters are shown in dimensionless form on Fig­
ure 1. 

Leaching Experiments 

Batch and column experiments were undertaken 
with spent shale produced in run S-55 of the 
Laramie Energy Technology Center 10-ton, simulated 
in-situ retort in Wyoming. Spent shale was leached 
in Lucite columns 11.5 em in diameter by 1.2 m 
long. Taps for leachate sample withdrawal were 
located at 15 em intervals along the axis. A 
column was packed with spent shale, filled with 
water, allowed to remain quiescent until TOC levels 
in the leachate and shale approached quasi­
equilibrium. Distilled water was then pumped down­
ward through the shale bed. Downward flow m~n~­
ized the effects of density counter-currents caused 
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by local dissolved salt concentration gradients. 

In general, TOC and EC concentrations 
decreased rapidly with time. The shorter the dis­
tance of leachate travel at any given time and the 
greater the time at any particular distance, the 
lower is the concentration. 

Observed TOC concentrations are plotted 
against pore volumes of leachate passage for column 
leaching lengths of 25, 70, and 85 em (Fig. 2). 
Pore volume of passage if defined as the product of 
time and pore velocity divided by column length. 
Concentrations were normalized by dividing by the 
highest observed effluent concentration. Predicted 
concentrations for 25- and 70-cm distances are also 
shown on the figure. These curves were calculated 
from the dimensionless break-through curves of Fig­
ure 1 for the experimental variables listed in 
Table 1 for run D-8. 

Table 1. Diffusivities of TOC 
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Analyses of Results 

This model was applied to the six separate 
column runs described in Table 1 in which the aver­
age cylinder radius of the spent shale was varied 
from 0.4 to 0.8 em and the average macro-pore velo­
city from 4.4 to 20 x 10-3 em/sec. The resulting 
diffusion coefficients calculated from best-fit 
analyses of observed column effluent TOC data and 
the dimensionless break-through curves are tabu­
lated in Table 1. The diffusion coefficients range 
from 0.9 to 4.8 x 10-5 cm2/sec and may be compared 
with a molecular diffusion coefficient of 1. 0 x 
1o-5 cm2/sec, a typical value for the diffusion of 
organic compounds at dilute concentrations in 
water. The calculated coefficients for all of 
these column runs are an order of magnitude of the 
latter value. This indicates that the model is 
realistic for the first few pore volumes· of 
leachate. 

in spent shales and exper-
imental variables used in small column experi-
ments. 

u 
m z b Velocity Dm!b2 Dm 

Run Pore Dist. Radius em/sec sec-1 cm2/sec 
No. ratio em em X 103 X 104 X 105 

D-4 3. 1 25 0.4 4.4 1.8 2.9 
D-4 3. 1 85 0.4 4.4 1.2 1.9 

D-5 3.1 85 0.4 14.0 3.0 4.8 

D-6 2.9 70 0.4 20.0 0.6 1.0 

D-7 2.9 55 0.4 18.0 2.2 3-5 
D-7 2.9 70 0.4 18.0 n.d. n.d. 

D-8 3.0 25 0.5 7.4 0.4 1.0 
D-8 3.0 70 0.5 7.4 n.d. n.d. 
D'-8 3.0 85 0.5 7.4 0.6 1.5 

n.d. - not determined. 
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TOC levels in the leachate at the start of a 
run were approximately 40 mb/1. Small increases in 
concentrations were noted in some columns before 
the passage of one more volume of water as shown on 
Figure 2. The leachate TOC was approaching an 
equilibrium with that in the solid. The same 
increase would be noted in a static batch test 
because each element of moving water has the same 
leaching history relative to each stationary piece 
of shale. The model, as proposed, could include 
this stationary phase but modifications would have 
to be made to allow for diffusion into the macro­
pores. 

After one pore volume of fluid had passed, the 
TOC concentrations dropped rapidly to levels below 
5 mg/1 in the next one to two volumes of fluid. 
Thereafter, the concentrations decreased very 
slowly. After the passage of more than 50 pore 
volumes of water, the effluent TOC concentrations 
of about one mg/1 were still being observed. 

It is hypothesized that the decidedly asym­
metric tail of the break-through curve is due to 
the transport of small amounts of solute into the 
micro-pores from the solid phase and that this 
mechanism had become the rate-limiting process. 
Further studies into the kinetics of leaching 
solute from spent shale must inc1ude this mechanism 
for a complete characterization of the leaching 
process. 

PLANNED ACTIVITIES FOR FY 1982 

Work planned for the next fiscal year includes 
the completion of the investigation and the 
preparation of the final report. 
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Development of Low-Cost Grouts from Spent Oil Shale* 

P. Persoff 

In vertical modified in-situ (VMIS) retorting, 
the resource is processed in the ground. The area 
to be developed is dewatered by pumping, and large 
chambers of rubblized oil shale are formed by min­
ing out 20 to 40 percent of the in-place shale and 
blasting the remainder into the created void. The 
mined-out material is brought to the surface for 
retorting. The in-place material is pyrolyzed to 
recover oil, leaving large abandoned retort 
chambers underground. 

This type of processing may cause environmen­
tal problems, including ground subsidence and the 
leaching of the spent shale by re-invading ground­
water. Resource recovery is low because about half 
of the raw shale must be left intact as pillars to 

*This work was supported by the Assistant Secretary 
for Environment, Office of Environmental Compliance 
and Overview, Environmental Control Technology 
Division of the U.S. Department of Energy and by 
the Assistant Secretary for Fossil Energy, Deputy 
Assistant Secretary for Oil, Gas, and Shale Tech­
nology, Office of Oil Shale, of the u.s. Department 
of Energy under Contract No. DE-AC03-76SF00098. 
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support the overburden. These problems may be 
mitigated by filling abandoned retorts with a grout 
which would occupy the void space created by mining 
and blasting, improve the structural stability of 
the abandoned retorts, and reduce the retort's per­
meability to groundwater flow. If the backfilled 
retorts are sufficiently strong, it may be possible 
to design retorts so that the pillars can eventu­
ally be retorted for additional resource recovery 
after grouting is complete. 

Because oil shale is a low-grade hydrocarbon 
resource (25 gallons per ton is typical for VMIS) 
and because 20 to 40 percent of this material is 
removed to create permeability needed for VMIS 
retorting, the void space to be filled by grout is 
large, about 9 to 13 cubic feet per barrel of oil 
recovered (including oil recovered from surface 
retorting). Thus, low cost is the first require­
ment for any candidate grout material. Transporta­
tion costs limit the use of common, cheap grouting 
materials, such as fly ash or bentonite, to about 
10 percent of the grout formula. The surface 
retorting accompanying VMIS development, however, 
will produce large quantities of spent shale on 



site, about 1.4 tons per barrel of oil recovered by 
surface retorting. Properties of spent shale vary 
widely, depending upon the raw shale source and the 
surface retorting process used; but, in some cases, 
the spent shale has properties which may commend it 
as a grouting material. 1 Grouting with spent shale 
would also dispose of much of the spent shale. 

The purpose of this project, which was started 
in September 1978, is to evaluate low-cost grouts 
incorporating spent shale for grouting abandoned 
retorts to achieve impermeability. 

ACCOMPLISHMENTS DURING FY 1981 

A second series of low-cost grouts (arbi­
trarily designated Series R) was prepared contain­
ing only water and materials which either are waste 
materials or can readily be replaced by waste 
materials. During FY 1980, a first series of 
grouts, Series Q, was prepared and tested; results 
of that work are presented in the FY 1980 Annual 
Report. 1 Permeability measurements of the cured 
grouts indicate that permeability, while higher 
than observed for compacted spent shales, may be 
low enough to control leaching by groundwater. 
However, consolidated drained triaxial tests indi­
cate that the grouted retort stiffness is probably 
too low to permit enhanced resource recovery. 

In Series R grouts, the bulk of the solid 
material (89.75 to 99.75 percent) was spent oil 
shale. The remainder was fly ash, gypsum, and 
fluidizer. These last two ingredients may be 
replaced by waste gypsum from phosphoric acid 
manufacture and a commercial waste liquor, respec­
tively. Separate tests2 were made to evaluate the 
suitability of these waste materials as replace­
ments for the grout ingredients. 

Materials 

Lurgi spent shale was collected in the elec­
trostatic precipitator from Lurgi run no. 9, in 
1976. This material was selected because both of 
the commercial VMIS ventures, Rio Blanco and 
Cathedral Bluffs, are considering the Lurgi process 
for surface retorting of mined shale. Lurgi spent 
shale is a fine powder with a median particle size 
of about 3 micrometers (for more information, see 
the FY 1979 Annual Report3). 

Class F fly ash was obtained from the Craig, 
Moffat County, Colorado, power plant, the nearest 
source of fly ash to the site of VMIS developments. 
Class C fly ash was obtained from two sources: the 
Wyodak, Gillette, Wyoming, and the Comanche, 
Pueblo, Colorado, power plants. These sources are 
more distant, but class C fly ash is cementing 
while class F is not (it must react with Ca(OH) 2 to 
cement4). Analysis of the class Cashes by x-ray 
diffraction showed that their cementing property is 
due to the presence of tricalcium aluminate (C3A). 
This compound is an ingredient of portland cement 
which hydrates very rapidly, causing a "flash set" 
unless its set is retarded. In portland cement, 
this retarding action is obtained by adding a few 
percent gypsum, which reacts with the C3A to form 
ettringite, thus adding to the strength. Grouts 
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made with class C fly ash were also given 5 percent 
gypsum per weight of fly ash. 

Waste gypsum was supplied by the Chevron Chem­
ical Company phosphoric acid plant near Salt Lake 
City. This plant processes "phosphate rock" 
[Ca3(P04l2J into phosphoric acid; waste gypsum 
(CaS04) is disposed of in slurry ponds. Two com­
mercially available fluidizers were tested. As 
shown below, they differed slightly in their fluid­
izing effect but markedly and surprisingly in the 
properties of the grouts produced. 

Grout Formula Design 

Grout formulae were designed to meet two cri­
teria: fluidity and stability. Fluidity refers to 
the ability of the grout to flow, specifically, to 
penetrate small voids in an abandoned retort. Sta­
bility refers to resistance to "bleeding," i.e., 
separation of a clear supernatant fluid by sedimen­
tation. These two criteria are contradictory in 
the sense that, although increasing the water­
solids ratio (wsr) results in greater fluidity, it 
also causes greater bleeding. We wanted a 
nonbleeding grout that was still sufficiently 
fluid. Our criterion for fluidity was that the 
time of efflux from a standard Corps of Engineers 
grout flow cone5 be 18-22 seconds. Experience with 
intrusion grouting of pre-packed aggregate concrete 
has shown this to be reasonable.6 Grouts contain­
ing only spent shale and water with wsr low enough 
to be nonbleeding were too thick to measure by the 
flow cone method. In Series Q grouts, we satisfied 
both criteria by replacing one-third of the spent 
shale by -30 +50 mesh sand. However, because grout 
penetration is limited to pores larger than three 
times the diameter of the largest particle, sanded 
grouts cannot penetrate through pores smaller than 
1 mm (approximately). For complete penetration, we 
considered it preferable to have a grout consisting 
of all fines. In Series R grouts, we satisfied 
both criteria by using 0.25 or 0.50 percent by 
weight fluidizer, as shown below. 

Grout Preparation 

The formulae of Series R grouts are shown in 
Table 1. Grouts were prepared by batch m1x~ng the 
dry ingredients, including the fluidizers which 
were supplied as powders, with the minimum amount 
of water to produce a grout fluid enough for flow 
cone measurement. Water was then added in incre-

Table 1. Low-cost spent shale grouts (Series R). 

R-1 R-2 R-3 R-4 R-5 

Lurgi spent shale, g 100 100 100 90 90 

Class F fly ash (Craig), g 10 

Class C fly ash (Wyodak), g 9.5 

Reagent gypsum, g 0.5 

Fluidizer A, g 0.50 0.25 

Fluidizer B, g 0.25 0.25 0.25 

Distilled water, ml 69.4 74.6 71.8 .68.9 63.3 

Flow cone time, sec 16.6 16.1 17.9 22.2 22.4 



ments until the flow cone time was reduced to the 
target value. As shown in Table 1, actual values 
fell slightly outside this range. Series Q grouts 
were mixed at low speed (125 rpm), according to 
ASTM C 305. In preparing Series R, however, we 
found that high speed m~x~ng (1300 rpm) with a 
J.iffy mixer (Jiffy Co. , Irvine, Calif.) produced a 
more fluid grout with the same formula. All Series 
R grouts were mixed 3 minutes at 1300 rpm after 
each incremental addition of water. G~outs were 
expected to be thixotropic, but we found that, 
after the final addition of water, additional mix­
ing for 3 minutes or standing for 10 minutes did 
not affect the flow cone time. Lack of thixotropy 
was probably due to the inclusion of the fluidiz­
ers. For two of the grouts, rheologic measurements 
were made wi'th a Contraves rheometer model 15-T; 
these measur~ments showed that the grouts were Cas­
son fluids· with yield stress values about 60 
dyne/cm2. All grouts were tested for bleeding by 
allowing a 250-ml graduate full of grout to stand 
for four hours; bleeding was less than one percent 
in all cases. 

Experimental 

Sample Preparation. Grout samples for permea­
bility measurements were prepared by pouring the 
fluid grout into waxed cardboard cylinders, 2 
inches in diameter by 4 inches high. Cardboard 
molds were used instead of metal because the speci­
mens were expected to be so weak that they would be 
damaged by removing a metal mold. The samples were 
cured at 70°F in 100 percent humidity for times 
ranging from 5 to 7 months. This range of cure 
times is due to the fact that all grouts were 
prepared and cast over a three-day period, while 
testing took much longer, up to a week per sample. 
Specimens for structural tests were prepared using 
grout and aggregate to simulate grouted in-situ 
spent shale. The aggregate used ~as simulated in­
situ spent shale from Laramie Energy Technology 
Center's 10-ton retort run S-55, which was crushed 
and sieved to +1/4 -3/8 inch, saturated with water 
and surface dried. In preliminary work, we tried 
to pump the grout into pre-packed aggregate but 
found that we could not eliminate trapped air by 
this method. Therefore, we followed ASTM C 31 for 
the preparation of test specimens: the grout and 
aggregate were mixed in a bowl and packed into the 
mold in three lifts, each lift being rodded 25 
times with a 1/4 inch rod to eliminate trapped air. 
As with the permeability specimens, waxed cardboard 
cylinder molds were used. The aggregate occupied 
about 50 percent of the total sample volume, com­
pared to 60 to 80 percent theoretically occupied by 
in-situ spent shale. 

Permeability Measurements. The permeability 
of spent shale grout, like that of a saturated 
soil, depends upon the confining pressure it 
encounters. To determine the relationship between 
permeability and confining pressure, permeability 
was measured in a U.S. Bureau of Reclamation load 
cell, as shown in Figures 1 and 2. With this 
apparatus, any desired confining pressure (P2 in 
Figure 1) can be applied to the specimen, and a 
hydraulic gradient can be applied across the length 
of the specimen. A back pressure (P3 in Figure . 1 ). 
was applied downstream of the specimen so that dis-
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Figure 1. Permeability measuring system used for 
R-series grouts. 
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Figure 2. Triaxial loading cell used in permeabil­
ity measurements. The grout sample (12) is sub­
jected simultaneously ~o all-around confining pres­
sure and to a hydraulic gradient. 
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a. Path of water at P1 flowing to specimen. 
b. Path of water at P3 flowing from specimen. 
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from confining fluid. 

Load frame provides axial confining pressure 
equal to lateral confining pressure. 

Confining fluid (hydraulic oil) at P2. 

Grout sample. 
(XBL 821-35) 



solved air would not come out of solution while 
water was percolating through the specimen. This 
would have caused bubbles to block some of the 
pores (equivalently, the specimen would have become 
desaturated), causing measured permeability to be 
low. The rate of fluid exiting the specimen 
against the backpressure was measured using a 
volume change device described by Chan and Duncan.7 
When ready for testing, samples were taken from the 
curing room, and the molds were stripped off. A 
knife was used to trim the ends flat and parallel, 
and porous stones were placed on the ends. Two 
flexible, impermeable jackets cut from bicycle 
inner tubes were placed on .the specimens, which 
were than saturated by submerging them in de-aired 
water under a vacuum for 10 days before being 
assembled to the apparatus as shown in Figure 2. 
Permeability was measured on two specimens for each 
of five formulae, at confining pressures of 60, 
120, and 240 psi. Results of the permeability 
measurements are shown in Figure 3. 

Consolidated Drained Triaxial Tests. Consoli­
dated drained triaxial tests were made to determine 
the response of grouted retorts to long-term load­
ing. As noted above, the samples for triaxial 
testing were composed of grout and spent shale 
aggregate. Triaxial testing served two purposes: 
the data were needed to predict the ability of 
grouted retorts to support the overburden, and data 
also were used to predict the confining pressure 
that would be seen by a grouted retort. The latter 
influences the permeability as shown in Figure 3. 
Consolidated drained tests were considered to best 
simulate the long-term condition, when any increase 
in pore pressure would have time to dissipate. 

The test method is described in Houston.8 
Briefly, the specimens were prepared by capping the 
ends with a gypsum plaster, as described in the FY 
1980 Annual Report.1 This made the ends flat and 
parallel without trimming because trimming could 
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Figure 3. Relationship between confining pressure 
(P2) and permeability for R-series grouts. 
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have dislodged pieces of aggregate. The samples 
were then saturated in de-aired water under a 
vacuum and encased in filter paper and flexible 
membranes for the consolidated drained triaxial 
test. Consolidated drained tests were made at con­
fining pressures of 40 and 80 psi. Unconfined 
tests were also conducted, i.e., 0 psi confining 
pressure. The maximum axial stress, corresponding 
to the failure point, for each grout-aggregate com­
bination is plotted against confining pressure in 
Figure 4. The cohesion (c) and angle of internal 
friction (0) were determined from the slopes and 
intercepts of the curves in Figure 4 using the 
relationships 

qu = 2c tan 
0 +-
2 

where 

01f = axial stress at failure (psi) 

03 = confining pressure (psi) 

c = cohesion (psi) 

qu = unconfined compressive strength, 
intercept (psi) 

0 = angle of internal friction. 

the y-

Since the lines are not straight, the average 
value of do1f/do3 in the range 0 to 40 psi confin­
ing pressure was used to determine 0. The modulus 
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Figure 4. Relationship between confining pressure 
(P2) and axial load at failure ( 1f) for simulated 
grouted cores. Curves are fit to data points by 
power law. (XBL 821-22) 



of elasticity was determined from the maximum slope 
of the plot (not shown) of deviator stress vs 
strain. The strain was zeroed after the confining 
pressure was applied. The values of the structural 
parameters are summarized in Table 2. 

Discussion of Results 

The structural properties of the grouted cores 
(modulus, cohesion, and unconfined compressive 
strength) can be related to the grout formulae and 
to the way permeability of the grouts changed with 
confining pressure. As shown in Tables 1 and 2, 
addition of 10 percent fly ash to the grout pro­
duced substantial increases in unconfined compres­
sive strength and cohesion. The increase in 
strength was greater with class C fly ash and gyp­
sum (this combination is not only a pozzolan, but 
also a true hydraulic cement) than with class F fly 
ash, which is a pozzolan but not a cement. Pozzo­
lans develop strength by reacting with free lime 
[Ca(OH)2]. Tests for free lime by ASTM C 114 
showed that Lurgi spent shale contains no measur­
able free lime. It is not clear whether the 
strength increase in R-5 over R-3 was due to pozzo­
lanic reaction with a trace of free lime, some 
other reaction, or to a lower water-solid ratio. 

The fluidizer used also apparently contributed 
to the strength. Grout R-3, with 0.25 percent of 
fluidizer B, had an unconfined compressive strength 
of 53 psi, while R-2, made with 0.25 percent of 
fluidizer A and a slightly higher water-solids 
ratio, had an unconfined compressive strength of 78 
psi. Grout R-1, made with 0.5 percent of fluidizer 
A and slightly lower water-solids ratio, had still 
higher strength. 

Figure 3 shows that, as confining pressure 
increases, permeability decreases for all grouts. 
This suggests that, under confining pressure, the 
grout samples consolidate, forming a denser, more 
compact structure with smaller pores. More support 
is given to this interpretation by the fact that 
grouts R-4 and R-5, which have higher moduli of 
elasticity (see Table 2), also have lines of lesser 
slope in Figure 3; that is, because they were 
stiffer, they consolidated less and permeability 
decreased less. 

An unexpected and as yet unexplained result is 
the effect of fluidizer on grout permeability. As 
noted above, grouts made with fluidizer A were 
somewhat stronger than those made with fluidizer B. 
Figure 3 also shows that these grouts had much 

Table 2. Structural parameters of simulated grouted cores. 

Unconfined Angle of Modulus of Elasticity, ksi, 
compressive internal at confining pressure 
strength, Cohesion, friction, 

Grout psi psi degrees 0 psi 40 psi 80 psi 

R-1 93 19 47 16 14 10 

R-2 78 15 48 18 12 

R-3 53 12 42 9 10 10 

R-4 203 55 38 51 23 30 

R-5 131 27 47 33 21 26 

lower permeability than any of the grouts made with 
fluidizer B, with or without fly ash. 

Ratigan and Goodman9 reported subsidence model 
calculations assuming various stiffnesses, as 
defined by elastic modulus values, of grouted 
retorts ranging from 0 (i.e., no grout) to 750 ksi 
(1 ksi = 1000 psi). These calculations indicated 
that little increased resource recovery would be 
possible if grouted retort stiffness is less than 
50 ksi. Comparison of the results in Table 2 with 
these calculations shows that none of the grouts 
tested is stiff enough to provide enough overburden 
·support to appreciably increase resource recovery. 
Simulated grouted cores, .using grout R-4, did have 
a modulus of elasticity of 50 ksi when tested 
unconfined, but a lower modulus when tested under 
confining pressures, suggesting that the higher 
value could not be us·ed in design. 
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This work shows that, for grouts which are 
compliant enough to consolidate under confining 
pressure (this includes all grouts tested), higher 
modulus prevents development of low permeability. 
Because these grouts are not strong enough to pro­
vide increased resource recovery, the best approach 
seems to be to design for lowest permeability. 
Thus the best grout of those tested here appears to 
be R-1 or R-2, using fluidizer A and no fly ash. 
Because the effect of the fluidizer choice is so 
important, other fluidizers should be screened. 
Variation between batches may also be important. 

PLANNED ACTIVITIES FOR FY 1982 

The numerical groundwater flow model develop­
ment by Mehran et al. 10 will be used to determine 
the effect of retort grouting on the post­
abandonment groundwater flow regime. Other retort 
abandonment strategies will also be evaluated, 
including placing a grout curtain around the retort 
block, intentionally leaching the retorts, and 
locating retorts in a "dry" zone, i.e., in aqui­
tards rather than aquifiers. 

The cured grouts will also be examined by 
scanning electron microscopy to determine whether 
any interparticulate bridging can be observed which 
might explain the effect of fluidizer on permeabil­
ity. 
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Analytical Methods for Quantitating Performance 
of Oil Shale Wastewater Treatment* 

C. G. Daughton, t B. M. Jones, R. H. Sakaji, and J. F. Thomas 

The disposal, discharge, or reuse of solid and 
liquid wastes from oil shale retorting each would 
necessitate different degrees of waste treatment. 
Analytical methods for measuring the degree of con­
taminant removal are essential for treatment 
research, process control parameters used for the 
design and operation of treatment facilities, and 
the establishment of regulatory guidelines. These 
methods not only must be accurate, precise, and 
appropriate for the complex and heterogeneous 
matrices of oil shale wastes, but, equally impor­
tant, they should have detection limits that permit 
their application to the experimental scale, while 
being sufficiently simple for routine use in a com­
mercial treatment plant. 

Conventional "standard methods" developed for 
domestic wastes often yield meaningless design and 
monitoring data when applied to industrial wastes. 
This is especially true for "bulk" or colligative 
properties whose values do not necessarily reflect 
the degree of attained treatment. For example, the 
biochemical oxygen demand (BOD) test cannot be used 
as a measure of pollutant concentration. The BOD 
of a biologically treated wastewater may well indi­
cate complete treatment when, actually, a large 
portion of contaminants (i.e., biorefractory com­
pounds) remain unchanged. The BOD test totally 
relies on the degree of acclimation of the micro-

*This work was supported by the Assistant Secretary 
of Environment, Office of Environmental Compliance 
and Overview, Environmental Control Technology 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098. 
tsanitary Engineering and Environmental Health 
Research Laboratory, University of California, 
Berkeley. 
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bial seed and may yield erroneous and inconsistent 
results for exotic industrial wastes that contain 
biorefractory compounds; the presence of compounds 
that can uncouple oxidative-phosphorylation can 
yield erroneously high values, while insufficient 
acclimation of .the seed can yield artificially low 
values. 

Other "bulk" property methods such as chemical 
oxygen demand (COD) and dissolved organic carbon 
(DOC) can be applied to quantitate biorefractory 
compounds. Tremendous qualitative differences can 
exist, however, between quantitatively identical 
values obtained by any bulk-property method. For 
example, removal of a large portion of DOC (e.g., 
80 percent) may be an inadequate degree of treat­
ment if the toxicity, color, and odor of the waste­
water are strictly associated with the remaining 
percentage. The major problems with the applica­
tion of routine "standard methods" to retort waste­
waters have been discussed. 1,2 

The value of nonspecific quantitative data 
that colligative properties yield can be amplified 
by qualitative data obtainable from physical mani­
pulation of the samples. There are two basic 
approaches to quantitating particular chemical 
classes or particular compounds in heterogeneous 
mixtures. Compounds can be quantitated by methods 
of detection that are specific for chemical classes 
or particular compounds; many of these methods 
involve colorimetric reactions or derivatization 
methods that enable specific compounds to be 
detected by other means such as absorption or 
emission spectroscopy. Compounds of interest to 
the analyst {"analytes") each require a specific 
method of detection. The second approach employs 
an appropriate means of detection after a prelim-



inary step that separates the analyte from the mix­
ture. A separation or "fractionation" pretreatment 
enables the use of routine bulk-property methods as 
means of detection that need not be specific. For 
example, total organic carbon can be used to quan­
titate organic carboxylic acids if these compounds 
can be separated from the other organic compounds 
of a mixture. Qualitative differences can there­
fore be distinguished between apparently identical 
values for a given bulk property. 

ACCOMPLISHMENTS DURING FY 1981 

We have emphasized two approaches in develop­
ing analytical methods for quantitating the perfor­
mance of treatment schemes for oil shale wastewa­
ters. The first approach is improvement and vali­
dation of standard methods for bulk properties and 
development of new methods. We have improved and 
validated methods for the estimation of microbial 
biomass in activated sludge by the determination of 
cellular protein and for the quantitation of dis­
solved ammonia by a phenol-hypochlorite 
colorimetric method. A new approach to the deter­
mination of dissolved oil .in retort wastewaters was 
developed; this involved separation of the hydro­
phobic organic solutes from the aqueous mixture by 
reverse-phase partitioning, followed by detection 
using infrared spectroscopy. 

The second approach has been the development 
of simple, rapid, chemical-class fractionation pro­
cedures that can amplify the limited information 
yielded by measurement of bulk properties. This 
approach provides qualitative information that com­
plements the quantitative values of bulk property 
determinations. For example, DOC and COD values 
alone are of limited use; identical values for a 
given property obviously can result from solutions 
of different compounds. By physically separating 
solutes into different chemical classes, the subse­
quent determination_of bulk properties can be more 
informative. A simple means of fractionating aque­
ous organic solutes is based on relative polarities 
of the solutes. This can be easily accomplished 
without the usual risks associated with chemical or 
physical alteration or contamination of the aqueous 
sample (e.g., introduction of solvents, acids or 
bases, or application of heat) by passage of the 
sample through a miniature reverse-phase liquid 
chromatography cartridge. The aqueous effluent can 
then be subjected to conventional analyses. 

The following sections delineate the protocols 
that we have developed for the determination of 
microbial biomass, ammonia, and dissolved oil and 
for the fractionation of chemical classes in retort 
waters. 

Microbial Biomass 

Microbial biomass concentration is an impor­
tant parameter to determine for research on the· 
biological treatment of retort waters. It is also 
an indirect indicator of organic solute removal. 
The problems associated with routine methods, such 
as volatile suspended solids and turbidity, have 
been discussed1; these approaches are often 
thwarted because of the intense and variable color, 
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abiotic particulates, and tarry materials of retort 
water. A method suitable for research must also 
have a detection limit sufficiently low to avoid 
consuming excessive quantities of experimental sam­
ples. An alternative approach that gives a more 
direct approximation to biomass involves the deter­
mination of cellular protein, which generally con­
stitutes about 50 percent of the dry cell mass of 
bacteria. 

Theory: Determination of Biomass as Protein. 
The three major steps in determining cellular pro­
tein are: (a) cell harvest, (b) cell digestion 
(i.e., protein liberation), and (c) quantitation of 
whole cell protein. Cell harvest concentrates the 
cells when they are present at low concentrations 
and separates them from solutes in the extracellu­
lar fluid (e.g., free protein and colored sub­
stances) that may interfere with the subsequent 
detection step. Cell harvest is usually done by 
centrifugation, followed by collection and washing 
of the pellet. We have employed a more convenient 
method that uses filtration, washing, and collec­
tion of the retentate. Because it is very diffi­
cult to remove the retained cells quantitatively, 
it is necessary to digest the cells while they are 
still retained by the filter. Basic problems with 
these steps include representative subsampling of 
flocculent bacterial cultures, loss of cells during 
sampling because of sorption to pipette tips and 
membrane filter holders, cell lysis during washing, 
and retention by the filter of compounds that 
interfere with the protein assay. Digestion in 
alkaline solution solubilizes the whole cell pro­
tein. The filter must be able to withstand the 
digestion and not interfere with the detection of 
protein. Protein quantitation can be done by 
numerous methods, most of which involve formation 
of a reaction product that absorbs light. Two of 
the most prevalent methods are.the Bradford assay,3 
which involves the protein-binding capability of 
Coomassie Brilliant Blue dye resulting in a shift 
in the absorption maximum of the dye, and the Lowry 
assay,4 which makes use of the chemical reduction 
of phosphotungstic-phosphomolybdic acid (Folin 
phenol reagent) by phenols, which include trypto­
phan and tyrosine amino acids of protein, to yield 
heterophosphomolybdate blue. The addition of 
cupric ions in alkali gives a peptide-cupric Biuret 
reaction which enhances and gives a more reproduci­
ble color development with the Folin reagent. 

The dye-binding assay suffers from interfer­
ence by alkali, which necessitates neutralization 
of the digested samples prior to dye addition, from 
the necessity of subsa~pling the digestate, and 
from the particulate nature of the protein-dye com­
plex which causes erratic absorbance readings when 
a micro-flow-through cell is used in place of 
cumbersome cuvettes in a spectrophotometer. 
Although the Lowry assay has a higher inherent 
detection limit than the dye-binding assay, pro­
cedural stipulations allow the use of much smaller 
sample sizes during harvest. A major advantage of 
using the Lowry assay is that the entire procedure 
can be performed in a single tube, thereby minimiz­
ing dilution errors and glassware usage. For these 
reasons, the Lowry assay has a lower detection 
limit in practice for this particular application. 
A major disadvantage is that the color of retort 
water, in volumes as small as one microliter, can 



give ~ positive interference; this 
thorough rinsing of all extracellular 
was entrained by the filter. 

necessitates 
fluid that 

Cell harvest can be achieved with many dif­
ferent filters that have nominal pore diameters of 
0.2 to 0.45 ~. During digestion, glass-fiber 
filters and cellulose ester and polycarbonate mem­
branes release silicates, particulates, and phenols 
that interfere with the Lowry assay. Polycarbonate 
membranes can be used, however, for the dye-binding 
assay. Nylon membranes cannot be used for the 
Lowry assay because of irreversible sorption of the 
reduced phosphomolybdate complex from solution. 
The chemical inertness of Teflon membranes has 
allowed their use in our protocol. Their hydropho­
bicity, however, necessitates their wetting by 
methanol to allow passage of aqueous sample, and 
they must also be restrained under the surface of 
the digestion solution to ensure contact of the 
retained cells with the alkali. 

Protocol: Determination of Biomass as Protein. 
This protocol has been discussed in detail.S A 
Teflon membrane filter (25-mm diameter, 0.45-~m 
pore diameter) is placed in a glass filtration 
unit. The filter is wetted with 1 ml of methanol 
and immediately, upon vacuum filtration of the 
methanol, an appropriate accurately measured volume 
of dispersed culture is applied to the filter. The 
retained cells are rinsed with phosphate buffer and 
methanol to remove tarry materials. The membrane 
is pushed to the bottom of a screw-capped Pyrex 
culture tube by a glass rod that rests on the 
retentate side of the membrane. The glass rod 
remains inside the tube in order to hold the mem­
brane under 0.5 ml of aqueous 1 ~ NaOH. The tubes 
are sealed with Teflon-lined screw caps and placed 
in a fluidized sand bath at 1QQOC for 10 minutes. 
An advantage of a sand bath over a water bath is 
that the tops of the tubes remain cool, encouraging 
refluxing; this prevents the leakage of steam 
through the caps, which would lead to irreproduci­
ble losses in the volumes of the digestates. To 
each of the cooled digestates, 2.5 ml of a solution 
prepared by addition of 25 parts of 5 percent 
sodium carbonate to one part of a mixture of 0.25 
percent CuS04·SH20 and 0.5 percent sodium tartrate 
is added. After mixing, followed by incubation for 
10 minutes at ambient temperature, 0.5 ml of 
1. 0 N Folin-Ciocalteu Phenol reagent (Sigma Chemical 
Co.) is added and the solutions immediately mixed. 
After 30 minutes of incubation at ambient tempera­
ture, the absorbance of the samples at 750 nm is 
read against a reagent blank. Protein values are 
determined by interpolation from a standard curve 
prepared from bovine serum albumin standards that 
were developed in parallel with the samples after 
digestion. 

Dissolved Ammonia 

Ammonia and its equilibrium ion, ammonium, are 
present in wastewaters from oil shale retorting at 
concentrations generally greater than several hun­
dred parts per million. Only three approaches are 
available to a routine wet-chemistry laboratory for 
quantitating the aqueous equilibrium pair as total 
ammonia: (a) colorimetry, (b) titration, and (c) 
by direct ammonia-selective electrode. We have 
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validated methods for colorimetry and titration -for 
several oil shale wastewaters.6 Gas-sensing elec­
trodes, however, proved to be extremely unreliable, 
probably because fouling of their membranes by 
retort waters lead to unstable response curves. 

Theory: Determination of Ammonia. Ammonia 
quantitation by titration requires distillation of 
the ammonia from the water to eliminate the 
interferences of carbonate alkalinity and color. 
This is a straightforward method that relies on the 
pKa of the ammonium-ammonia equilibrium. If a sam­
ple is maintained at a sufficiently high pH and 
temperature, the equilibrium pair can be 
stoichiometrically distilled as ammonia gas; if the 
adjusted pH is too high, digestion of organically 
bound nitrogen may occur and contribute a positive 
interference. Organic amines also contribute posi­
tive interferences. For this reason, results 
should be referred to not as "ammonia," but rather 
as "distillable bases." 

Ammonia quantitation by colorimetry without 
distillation involves the formation of an ammonia 
reaction product whose molar extinction coefficient 
is sufficiently high to alleviate interference by 
the endogenous chromogenicity of the retort water. 
Routine colorimetric methods include Nesslerization 
and various adaptations of the indophenol-blue pro­
cedure, which is also called the phenate, phenol­
hypochlorite, or Berthelot method. This method is 
based on the Berthelot color reaction catalyzed by 
nitroprusside7: 

Ammonia is converted to monochloramine between pH 
9.7 and 11.5. Monochloramine reacts with phenoxide 
to form indophenol blue via intermediates, which 
probably include quinonechloramine.8 Losses to 
dichloramine, nitrite, .etc. occur above pH 11. 5. 

The colorimetric phenate method has the major 
advantage of sample throughput and specificity, 
although the formation of indophenol can be 
suppressed by relatively high millimolar concentra­
tions of primary and secondary amines, sulfides, 
thiols, and certain other reducing agents.8 In our 
laboratory, an analyst can perform about 50 deter­
minations per day vs 20 for the distillation/ 
titration method. The colorimetric method is also 
conducive to automation by segmented-flow or flow­
injection analysis. The success of this method, 
when applied to highly colored retort waters, 
results from the dilution of the sample by the 
reagents, which effectively eliminates interference 
by endogenous chromophores. The disadvantage of 
the colorimetric method is that several range­
finding dilutions may be required to bring the 
absorbance of an unknown sample within the standard 
curve range. Precision and accuracy are sacrificed 
when dilutions are performed, but more signifi­
cantly, the large ratio of exposed surface to 
volume of samples contained in measuring devices 
exacerbates the loss of ammonia by degassing; this 
problem is magnified by the necessity of measuring 
small volumes (~.g., microliters). We have found 
that the most satisfactory solution to this problem 
is the use of glass capillaries for accurate volume 
measurement and transfer. 



Representative results from the colorimetric 
procedure are presented with those from the 
distillation/titration procedure (Table 1) for raw 
retort waters and for treated retort waters. Mean 
concentrations determined on different days for a 
sample type varied because subsamples were obtained 
from different lots and because of degassing during 
storage. In addition, with the colorimetric or 
distillation/titration method, recoveries of 
ammonia from either biologically spent Oxy-6 retort 
water or from Oxy-6 gas condensate fortified with 
100 to 50,000 ppm ammonia-N have been confined to 
the 93- to 110-percent range. Slopes of the 
standard-additions curves were 1.00 (r2 = 0.9999, 
n = 11). 

Protocol: Determination of Ammonia. Samples 
are diluted to give total ammonia-N concentrations 
in the ranges of 10-100 ppm or 100-1000 ppm. Five 
ml of phenol/nitroprusside reagent (5 g phenol and 
25 mg nitroferricyanide dihydrate diluted to 500 ml 
with water) is added to 20- x 50-mm Pyrex culture 
tubes with Teflon screw caps. Samples or standards 
(prepared from ammonium sulfate) are withdrawn with 
20-~1 TC glass capillaries; the entire capillary is 
carefully added, and the tube is sealed and shaken 
vigorously. Immediately after adding 5 ml of alka­
line hypochlorite (2.5 g sodium hydroxide and 4.2 
ml of 5 percent sodium hypochlorite diluted to 
500 ml), the tubes are resealed, shaken vigorously, 
and immersed in a 37oc bath for 15 minutes. The 
tubes are cooled to room temperature, and the 
absorbance vs a reagent blank is read at 635 nm or 
520 nm for the low- or high-concentration ranges, 
respectively. 

Chemical Class Fractionation 

Ambiguous results are a major drawback of 
measuring nonspecific "bulk" properties to deter­
mine the success of a particular treatment scheme. 
For example, two different treatment processes may 
remove entirely different classes of compounds, 
while the DOC or COD removed by each process may be 
identical. The value of these parameters could be 
amplified by physically separating various chemical 
classes prior to measurement of any bulk property. 
Usual approaches include "isolation" processes such 

Table 1. Evaluation of methods for determination of 
ammonia in oil shale process waters. 

Day of 
nb analysis Method Sample xa s % rsd 

I phenate rwC 1131 18.0 1.59 10 
II phenate rw 1136 31.2 2.75 9 

III phenate rw 1089 12.8 1.18 10 
IV phenate gcd 7339 102 1.39 10 
v phenate gc 7214 215 2.98 10 

VI phenate gc 6757 177 2.62 20 
VII phenate gc 6759 95.4 1.41 10 

VIII dist/titre gc 6759 70.1 1.04 5 
IX phenate gc 149f 1.94 1.30 9 
X dist/titr gc 134f 5.86 4.37 5 

XI phenate TV8 2279 31.5 1.38 10 

aMean concentration (mg/L NH 3-N). 
bNumber of replicates. 
CQxy-6 retort water. 
daxy-6 gas condensate. 
eoistillation/titration. 
fstripped with hot air. 
8Retort water from a !".ear-commercial surface process. 
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as liquid-liquid partitioning, ion exchange, or 
sorption (e.g., onto charcoal or macroreticular 
resins) and "concentration" methods such as lyo­
philization and ultrafiltration.9,10 The isolation 
schemes usually depend on various sequences of pH 
adjustment in the acidic, neutral, and basic 
ranges, followed by extraction with water­
immiscible solvents and back-extractions into aque­
ous phases or passage of the sample through series 
of exchange resins or sorbents. The fractionated 
classes are generally permutations of acid, neu­
tral, or basic organic compounds. The solutes are 
then recovered from the various fractions by selec­
tively removing the water or organic solvent. 
These procedures risk the chemical or physical 
alteration or contamination of the sample by the 
introduction of solvents, acids, bases, and heat. 
Although these methods are capable of separating 
many different chemical classes, depending on the 
complexity of the fractionation scheme, they are 
too time consuming for use in routine experiments. 

We have developed a method for separating a 
wastewater into polar (hydrophilic) and nonpolar 
(hydrophobic) fractions by passing the sample 
through a reverse-phase chromatographic cartridge. 
The method is rapid, and no alteration or contami­
nation of the sample occurs. This crude fractiona­
tion step greatly increases the information that 
can be derived from the subsequent application of 
colligative detection methods. Moreover, these 
fractions can be subjected to experimental treat­
ments for comparison with parallel treatment of the 
raw unfractionated water. 

Theory: Chemical Class Fractionation. Reverse­
phase chromatography uses a stationary phase that 
is less polar than the mobile phase, which is com­
monly water modified with organic solvents. Sol­
vent "strength" (i.e., capacity to elute sorbates 
or retained compounds) increases with increasing 
hydrophobicity of the solvent. A typical reverse­
phase stationary material is composed of silica 
particles whose inherently polar surface silanol 
groups are covalently bonded to aliphatic octade­
cylsilyl (C-18) groups, which create an immobilized 
hydrophobic layer around each silica particle. 

When an aqueous sample that contains organic 
solutes is passed through a reverse-phase car­
tridge, the effluent generally will be unchanged. 
If the stationary phase is pretreated with a 
water-miscible organic solvent such as methanol, 
the less-polar solutes will partition into the 
hydrophobic stationary phase; the more-polar 
solutes will remain in the aqueous effluent. The 
methanol serves to "wet" or "activate" the 
reverse-phase material. The solutes that partition 
into the activated stationary phase from the mobile 
aqueous phase can be eluted with an organic solvent 
of sufficient strength. 

The general principle of reverse-phase separa­
tion can be demonstrated by the following experi­
ment. An aqueous mixture of bromophenol blue and 
£-nitrophenoxide ion is prepared. Bromophenol blue 
is a relatively hydrophobic intensely purple sul­
fonphthalein dye substituted by two dibromophenyl 
groups. £-Nitrophenoxide is a relatively polar 
bright yellow ionized phenol. The mixture of these 
two compounds is deep violet. When this mixture is 



applied to an unactivated C-18 cartridge, the 
effluent is deep violet and nothing is retained by 
the stationary phase. In contrast, when the car­
tridge is activated, the effluent is bright yellow 
and the stationary phase becomes deep purple; a 
water-miscible organic solvent can easily elute the 
bromophenol blue from the stationary phase. Com­
plete physical separation of the two solutes is 
thereby effected. 

Similarly, the application of retort water to 
a cartridge containing unactivated C-18 material 
gives an effluent that is unchanged. Activation of 
the cartridge with methanol allows retention of a 
large percentage of the organic solutes. Raw 
retort water generally is dark brown and has a 
pungent, tarry smell; these odoriferous charac­
teristics are common to nitrogenous heterocycles. 
This characteristic odor totally masks the high 
concentrations of ammonia. The aqueous effluent 
from an activated C-18 cartridge, however, smells 
strongly of ammonia, whose odor had been totally 
obscured by the intense odor of the heterocycles. 
If the water is removed from this fraction, ammonia 
is concomitantly removed, and its absence enables 
the intense odor of fatty acids to be noticed. The 
aqueous effluent is generally colorless or pale 
yellow. The reverse-phase packing material has 
retained nearly all of the color. A large percen­
tage of the retained compounds can be eluted with 
organic solvent (e.g., methanol). If the organic 
solvent is removed from the organic eluate, the 
residuum possesses the odor and color of raw retort 
water. 

Protocol: Chemical Class Fractionation 

a. General Procedure. Miniature C-18 
cartridges are available from several manufacturers 
(e.g., C-18 Sep Paks from Waters Assoc., Inc., Mil­
ford Mass.). These cartridges contain about 400 mg 
of packing material. Activation is achieved by 
applying 5 ml of methanol to the cartridge, fol­
lowed by rinsing with 5 ml of water. The sample is 
then passed through the cartridge at a sufficiently 
slow rate (e.g., 5-30 ml/min); the total quantity 
applied must be predetermined from breakthrough 
experiments. The initial milliliter of aqueous 
effluent is discarded because of its dilution by 
the water that remained from activation of the car­
tridge. Subsequent aqueous effluent can be col­
lected for analysis or for subjection to treatment 
schemes. 

The retained organic compounds can be eluted 
after residual aqueous sample is rinsed from the 
cartridge. The solvent used for initial elution 
must be mutually miscible in water and in whatever 
strong solvent may be subsequently used. Compounds 
of different polarities will be eluted depending on 
the strength of the organic solvent. Methanol 
elutes nearly all of the compounds that have not 
been irreversibly bound to the stationary phase; 
less polar solvents will not elute the more polar 
compounds. We have used this protocol routinely in 
our biological and physicochemical treatment 
research. 11 • 12 

b. Oil and Grease Procedure. The prob­
lems with the determination of oil and grease in 
retort water by the standard gravimetric liquid-
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liquid partitioning method have been discussed. 1 
Consequently, we have adapted our general fractio­
nation procedure to the determination of dissolved 
oil and grease (Fig. 1). 13 The analytes, which are 
hydrophobic, are retained by the stationary phase; 
the aqueous effluent is discarded. At this point 
in the protocol, the basic procedure is modified 
because the method of detection precludes use of a 
"switchover" solvent of mutual miscibility. The 
aqueous residuum in the cartridge must therefore be 
removed by mechanical means, best achieved by lyo­
philization. The nonpolar compounds (oil and 
grease) can then be eluted with Freon (1,1,2-
trichloro-1,2,2-trifluoroethane) and quantitated by 
infrared spectroscopy by measuring absorbance from 
the C-H stretch at 2930 cm-1 (Fig. 2). True ali­
phatic oil can be determined by passing the Freon 
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eluent through a normal-phase activated silica car­
tridge, which would remove solutes that contained 
functional groups. An additional advantage of the 
reverse-phase fractionation method for determining 
oil and grease is that routine methods such as DOC 
and COD can be used to quantitate the retained com­
pounds. This can be done indirectly by analyzing 
the unfractionated sample and the aqueous effluent 
and calculating the difference. 

PLANNED ACTIVITIES FOR FY 1982 

Routine methods are essential for the quanti­
tation of organic nitrogen in retort waters. Kjel­
dahl digestions are the standard method but are 
very time consuming and yield incomplete recoveries 
of heterocyclic nitrogen. We plan to investigate 
the quantitation of organic nitrogen by pyrochemi­
luminescence. 

We are currently developing an organic carbon 
analyzer that uses low-temperature, UV-persulfate 
oxidation coupled with coulometric titration. This 
would have decided advantages in speed and accuracy 
over commercial units that employ either high­
temperature combustion or non~dispersive infrared 
detection. 
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Microbial Aspects of Oil Shale Wastewater Treatment* 

B. M. Jones, R. H. Sakaji, J. F. Thomas, and C. G. Daughton t 

To effectively investigate the microbial oxi­
dation of contaminative organic solutes of a waste 
stream, the chemical and physical properties of the 
wastewater should be accurately characterized and 
the anticipated flow streams should be clearly del­
ineated. The chemical characteristics of the major 
wastewaters from the pilot-scale retorting of oil 
shale have been tremendously variable, both within 
and among individual waste streams. The type of 
retorting process, the water-collection configura­
tion, and the source of oil shale contribute to 
this variability. To minimize the problems of 
intra-sample variation and to allow for inter­
laboratory comparison and confirmation of experi­
mental results, our research has concentrated on 
composited samples of modified in-situ (MIS) retort 
water and gas condensate from Occidental Oil Shale 
Company's retort burn #6 (Oxy-6). 1,2 

Gas condensate contains extremely high concen­
trations of dissolved gases such as ammonia and 
carbon dioxide. In contrast, retort water is 
characterized by a more complex spectrum of polar 
and nonpolar organic solutes of higher concentra­
tions. The major classes of organic compounds 
include alkanes, carboxylic acids, polyhydric 
phenols, and nitrogenous and oxygenated heterocy­
cles.3 The extreme levels of contaminative organic 
solutes, the presence of surfactants, suspended 
oil, tars, and particulates, the possibility of 
toxicity to microorganisms, the high level of dis­
solved inorganic salts and gases, and the undesir­
able color and odor of these wastes frustrate both 
the application of established pollution control 
technologies and the determination of treatment 
performance by standard analytical methodolo­
gies.4,5 

In addition to being highly contaminated with 
organic and inorganic constituents, these waters 
will be produced in voluminous quantities. An 
ironic complication that would confound water 
management schemes is that oil shale retorting 
often requires steam, yet oil shale deposits are in 
semi-arid regions of Colorado, Utah, and Wyoming. 
Industrial water requirements and wastewater dispo­
sal are major environmental issues associated with 
the development of a commercial oil shale industry. 
Treatment goals, reuse options, and technical stra­
tegies have required a fresh research perspective 
and innovative technical solutions. 

Biological treatment is the conventional tech-

*This work was supported by the Assistant Secretary 
of Environment, Office of Environmental Compliance 
and Overview, Environmental Control Technology 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098. 

tSanitary Engineering and Environmental Health 
Research Laboratory, University of California 
(Berkeley), Richmond, California 94804 (associated 
faculty). 
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nique that is applied for the removal of organic 
contaminants from a wastewater stream. An 
acclimated microbial community can effect the 
conversion of dissolved organic solutes into cellu­
lar biomass, heat, and gases. This scheme can 
fail, however, if 

(a) The resultant cells are not separable from 
the liquid, 

(b) Nutrients essential for growth are not 
available in the solution, 

(c) Components of the medium are toxic to the 
microorganisms, 

(d) The microorganisms that are present are 
enzymatically incapable of mineralizing the 
organic material, or 

(e) A large portion of the compounds present is 
inherently resistant to microbial altera­
tion. 

Oxy-6 retort water can easily support micro­
bial growth without the addition of any nutrients. 
Our experiments have shown, however, that conven­
tional biological treatment without extensive 
enrichment for and acclimation of appropriate 
organisms is incapable of degrading more than 50 
percent of either the chemical oxygen demand (COD) 
or the dissolved organic carbon (DOC); the remain­
ing solutes may have been altered, but total 
mineralization was not accomplished. We have 
found1 that increasing the concentration of Oxy-6 
retort water in a basal salts medium from 10 to 50 
percent depresses the cellular yield (protein syn­
thesized per unit volume of retort water); in con­
trast, cellular yields from media with higher con­
centrations of retort water (50 to 83 percent) 
remained constant. We concluded that this retort 
water exerts a slightly toxic effect and have 
chosen to work with 50-percent dilutions of retort 
water in subsequent experiments to facilitate 
inter-experiment comparison. To effect more exten­
sive catabolism of the remaining organic solutes, 
alternative aspects of microbial metabolism must be 
explored. 

ACCOMPLISHMENTS DURING FY 1981 

The major foci of our work on the microbial 
alteration and degradation of oil shale process 
waters have been the determination of optimum 
treatment efficiencies obtainable and the elucida­
tion of factors that limit biooxidation. Attempts 
to alleviate these limitations included nutrient 
addition, extensive microbial enrichment and accli­
mation, implementation of novel aspects of micro­
bial metabolism, and chemical and physical pre­
treatment. The limiting microbial nutrients in 
Oxy-6 retort water have been identified as 
endogenous inorganic orthophosphate and bioavail­
able carbon. We have investigated novel aspects of 
microbial metabolism for the degradation of nor-



mally recalcitrant organic solutes. The integra­
tion of biological treatment with physical or chem­
ical pretreatment of retort water has met with 
qualified success. 

To understand the limitations of microbial 
catabolism of the organic solutes in oil shale pro­
cess water, we have conducted an ongoing series of 
experiments using batch culture. Batch culture 
favors the examination of the dynamics of bacterio­
logical growth and concomitant substrate removal. 
Its major advantage over continuous culture is the 
small scale, which allows for many simultaneous 
experimental treatments. Our experiments generally 
involved incubating the wastewater, supplemented 
with basal salts and experi~ental additions, in the 
presence of an acclimated microbial community 
derived from sewage, soil, and industrial sources 
in 250-ml baffled Erlenmeyer shake flasks at 30°C. 
Microbial growth was monitored via turbidity, a 
facile nondestructive indicator of cellular growth; 
and, when growth had apparently ceased. (stationary 
phase) and specific nutrients became limiting, the 
cultures were sampled for protein (biomass) and the 
extracellular fluids were analyzed for DOC concen­
tration. 

Nutrient Limitation 

The three major macronutrien,ts required by 
microorganisms are carbon, nitrogen, and phos­
phorus. Retort water is characterized by high 
concentrations of carbon and nitrogen, whereas 
determinations of phosphorus have rarely been 
obtained. To demonstrate if inorganic orthophos­
phate (Pi), the universally u~ilized form of phos­
phorus, was the primary nutrient 'limiting further 
growth in Oxy-6 retort water, c~llular yields 
(i.e., mass of protein pra,dl.\ced per mmol of Pi con­
sumed) were determined. Shake flasks containing 
50-percent retort water, suppl~men,ted with various 
concentrations of Pi and nonlimiting amounts of Mg, 
were inoculated with acclim~ted bacteria that had 
been grown on retort water without added Pi, to 
ensure that storage of intracellular polyphosphates 
had not occurred. Protein and DOC concentrations 
were determined immediately ·after inoculation and 
when stationary phase had been attained. Limita­
tion of growth by Pi in ?O~percent dilutions of 
Oxy-6 retort water was verified by the linear 
increase in biomass concentration with increasing 
concentrations of Pi up to approximately 0.10 ~Pi 
(Fig. 1). Concentrations of Pi greater than 0.10 
mM did not increase cellular densities at station­
ary phase nor enhance s~bstrate removal; approxi­
mately 50 percent of the initiai DOC remained in 
solution at stationary phase. By extrapolation of 
the curve for protein production versus Pi amend­
ment, the endogenous Pi concentration was calcu­
lated. This "bioassay" for endogenous Pi gave a 
concentration of 0.03 ~ Pi for unmodified raw 
water (Fig. 1). After supplying Pi in nonlimiting 
concentrations, the addition of other essential 
nutrients (Fe and Mg), trace metals, and vitamins 
did not enhance organic carbon removal. The 
absence of another essential nutrient was limiting 
microbial growth. 

To investigate this secondary nutrient limita­
tion and to examine the dynamics of microbial 
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growth in Oxy-6 retort water, we initiated a long­
term batch culture experiment. Three liters of 
50-percent Oxy-6 retort water, supplemented with 
20 ~ Pi, was inoculated with acclimated microbial 
seed, aerated with humidified compressed air, 
stirred, and incubated at 30oc. The parameters of 
turbidity, absorbance (450 nm), pH, and concentra­
tions of COD, DOC, and cellular protein were moni­
tored throughout the study (Fig. 2). The microbial 
assemblage grew exponentially after a short lag 
phase, as indicated by turbidity and protein con­
centration. The biomass of the outgrown culture 
decreased slightly. During exponential growth, 
there was a concomitant decrease in organic solute 
concentration, as measured by COD or DOC. With the 
onset of stationary phase, the solute concentration 
reached a lower, constant value. Initial COD and 
DOC concentrations were reduced 51 and 54 percent, 
respectively, and continued monitoring for five 
days revealed neither further reductions in sub-
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strate concentrations nor the induction of micro­
bial growth on new substrates (diauxic growth). At 
the conclusion of biological treatment, neither the 
dark color nor the distinctive odor, both thought 
to be associated with nitrogenous heterocycles of 
the nonpolar fraction of solutes,5 was reduced, 
although the odor was altered. 

Upon cessation of growth and concomitant 
solute removal, the solutes in the expended extra­
cellular fluid ("spent retort water") were 
apparently biorefractory. We have assumed that the 
organic solutes in the wastewater fall into two 
classes6: "soft," or easily degradable, and 
"hard," or inherently resistant to biological oxi­
dation. The "soft" fraction probably consists of 
alkanes and carboxylic acids. This hypothesis has 
been corroborated by the demonstration of the rapid 
microbial degradation of benzoic and a homologous 
series of both aliphatic mono- and dicarboxylic 
acids in oil shale retort water.7 The nonpolar sub­
stituted heterocycles and polyhydric phenols 
presumably compose a major portion of the recalci­
trant or refractory solutes.8 

From our experimental results and according to 
our hypothesis, bioavailable carbon was the essen­
tial nutrient that was responsible for the secon­
dary limitation to microbial growth; the carbon 
remaining in solution at the exhaustion of the 
initial microbial activity appeared to be 
biorefractory. To demonstrate that carbon became 
the limiting growth factor in the long-term batch 
culture experiment, easily degradable carbon 
sources were added to the outgrown culture. Two 
successive additions of carboxylic acids (sodium 
acetate and disodium succinate, each as 25 mM car­
bon) elicited renewed microbial growth (Fig. 2). 
We concluded that, after satisfying the Pi require­
ment, the remaining organic solutes were recalci­
trant to biological oxidation. Toxicity and trace 
nutrient availability were probably not significant 
factors. 

The addition of carboxylic acids to the out­
grown culture resulted in an immediate and expected 
increase in substrate concentration, as measured by 
COD and DOC. These concentrations were reduced by 
microbial activity and the DOC concentration 
returned to its value before the carbon addition. 
In contrast, for both carbon supplements, the COD 
values were reduced to values below the pre­
addition concentration. We have postulated that 
the rema~n~ng biorefractory organic compounds may 
have been partially oxidized, but not mineralized, 
to yield a lower COD, i.e., the "specific COD" 
decreased.4 

The partial oxidation of the organic compounds 
without their mineralization was indicative of 
either incomplete microbial enzyme complements or 
the accidental "fortuitous" alteration (cometabol­
ism) of resistant compounds without the derivation 
of carbon or energy by enzymes whose synthesis was 
intended for the catabolism of other compounds. If 
carbon and energy requirements are supplied by an 
easily degradable substrate (in this case car­
boxylic acids), it is possible that recalcitrant 
substrates may have been adventitiously altered 
without microbial nutritional benefit. Mineraliza­
tion of refractory compounds can be effected by 
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sequential cometabolic attack by a series of bac­
terial species. To encourage cometabolism, we 
added biodegradable analogs of substances that 
presumably constitute the major fraction of the 
refractory solutes. The addition of phenol (20 ~ 
as C) to the batch culture stimulated a small 
delayed growth response; alteration of the recalci­
trant compounds, however, was not evident. Results 
from the addition of quinoline (30 ~as C), a 
nitrogenous heterocycle, were inconclusive. In 
subsequent work with defined culture media, we 
selectively enriched for enzymatically competent 
bacteria by supplying quinoline as a sole carbon 
source. The resultant community appeared to alter 
quinoline and produce a highly pigmented by­
product. When transferred into spent retort water, 
this inoculum was unable to effect any detectable 
changes in the solute composition. Although our 
results have not been definitive, the concepts of 
cometabolism and analog enrichment for the eventual 
degradation via sequential alterations of recalci­
trant solutes remain as novel approaches to biolog­
ical treatment of retort water. 

Preliminary experiments on the biotreatment of 
Oxy-6 gas condensate have yielded suprising 
results. We had speculated that the organic 
species of gas condensate would be predominantly 
lower-molecular-weight volatile organic compounds 
derived from retort off-gases. We had predicted 
that these species would be amenable to biodegrada­
tion. Repeated attempts using many sources of ino­
cuia have failed to establish any microbial growth 
in gas condensate. Toxicity was not a factor 
because the addition of easily degradable fatty 
acids to gas condensate yielded dense microbial 
growth. We have hypothesized that the organic 
solutes in Oxy-6 gas condensate are similar to com­
pounds in the recalcitrant fraction of Oxy-6 retort 
water. 

Nitrogenous Heterocycle Degradation 

If biological treatment of retort water could 
be optimized, it would be an expedient means of 
upgrading oil shale wastewaters for reuse. We are 
concentrating our research efforts on enhancing the 
microbial degradation of the recalcitrant nonpolar 
solutes, which we suspect are predominantly hetero­
cyclic compounds. A major factor in this recalci­
trance may be that the requisite ring-cleaving 
enzymes are inducible only for the abstraction of 
nitrogen from the heterocycles. Such nitrogen­
abstraction enzymes would normally be repressed by 
the presence of an easily utilizable inorganic 
nitrogen source such as ammonia or nitrate. If 
this supposition is correct, the high concentration 
of ammonia in retort water may be a major factor 
for the recalcitrance of the nitrogen heterocycles. 
Another consideration is that, although the collec­
tive concentration of nitrogen heterocycles in 
retort water may be high, large numbers of these 
compounds may be present at concentrations signifi­
cantly lower than their respective enzyme affinity 
constants.8,9 

A survey of the literature has revealed that 
the metabolism of nitrogen heterocycles has been 
only superficially investigated. The availability 
of exogenous nitrogen and carbon and energy sources 



has direct influence on the metabolism of these 
compounds. 10-12 Elimination of available ammonia 
would be one approach to encouraging the induction 
of the requisite enzymes for nitrogen heterocycle 
ring cleavage. This possibly could be accomplished 
by steam or air-stripping. These processes, how­
ever, may be incapable of removing sufficient quan­
tities of ammonia to reach growth-limiting values. 
Low concentrations of ammonia can support microbial 
growth since the cellular demand ratio for carbon 
to nitrogen is relatively high (12-25:1)13; the 
possibility of the presence of nitrate exacerbates 
the problem. An alternative approach has been del­
ineated.8 This method involves the selective 
enrichment for bacteria that can utilize nitro­
genous heterocycles analogous to those in the 
wastewater as· sole sources of nitrogen in defined 
media. The ideal model substrates would be com­
pounds from retort water that partition into 
reverse-phase chromatographic packing material.5 
These compounds are effectively separated from the 
ammonia, which is totally unretained, and are the 
exact solutes that require degradation. The resul­
tant microbial cells would contain high levels of 
derepressed enzymes for nitrogen abstraction. The 
cellular mass could then be harvested and added to 
spent or raw retort water. The synthesis of 
nitrogen-abstraction enzymes would be repressed by 
the ammonia in the raw retort water, but the previ­
ously synthesized enzymes would be active in 
degrading nitrogenous heterocycles, unless their 
activity were completely inhibited by the presence 
of ammonia. We have been unable, however, to grow 
sufficient quantities of cells on nitrogen hetero­
cycles for introduction into retort water. These 
preliminary results should not be viewed as totally 
discouraging because it has been reported that the 
isolation of bacteria on xenobiotics as nitrogen 
sources is relatively rare. 12 

Organic Solute Distribution 

When the organic solutes of Oxy-6 retort water 
were separated into polar and nonpolar fractions, 

via reverse-phase chromatography,5 55 percent of 
the DOC was associated with the polar fraction and 
45 percent with the nonpolar. As previously dis­
cussed, approximately 50 percent of the DOC was 
consistently removed from unfractionated Oxy-6 
retort water by exhaustive biological treatment. 
As a corollary to the previously presented model of 
the two classes of organic compounds in Oxy-6 
retort water, we have proposed that the recalci­
trant species in Oxy-6 retort water would be asso­
ciated predominantly with the nonpolar fraction; 
the polar solutes would be the exclusive sources of 
carbon and energy for the microbial community in 
the unfractionated raw water. 14 

To investigate this contention, polar and non­
polar organic fractions of Oxy-6 retort water were 
prepared by reverse-phase partitioning. The nonpo­
lar solutes were redissolved in ASTM Type I water, 
and both fractions were diluted to yield 50 percent 
of their concentrations in raw retort water. Each 
fraction was supplemented with Pi, inoculated with 
bacteria acclimated to 50-percent unfractionated 
retort water, incubated, and analyzed for DOC con­
tent at time zero and at stationary phase. 
Although the results from replicate experiments 
were not as unambiguous as we had anticipated, the 
majority of the recalcitrant solutes appeared to be 
associated with the nonpolar fraction (Table 1). 
Each fraction supported microbial growth and nei­
ther was totally degraded; approximately three 
times more carbon, however, was utilized from the 
polar than from the nonpolar fraction. This evi­
dence supported our hypothesis that the biorefrac­
tory solutes were predominantly nonpolar solutes, 
such as nitrogenous and oxygenated heterocycles. 

One possibility for the limitation of micro­
bial growth on the nonpolar fraction was that the 
buffering capacity and essential inorganic 
nutrients of the raw water were separated from the 
retained solutes because they were strictly associ­
ated with the aqueous polar effluent. The addition 
of supplementary ammonium chloride, trace metals, 
and phosphate buffer for pH control did not 

Table 1. Bacterial removal of DOC from Oxy-6 retort water fractionated by reverse-phase sef;>aration (four 
experiments). 

Dissolved organic carbon concentration 

Fraction a rb nc nrd 

Initial 6• Initial 6 Initial 

Control (unfractionated) 1575 865 1496 656 1471 
1.or 55g 1.0 44 1.0 

Polar 752 455 746 513 835 
0.48 63 0.50 69 0.57 

Nonpolar 807 199 646 200 NRh 
0.51 24 0.!13 31 

Nonpolar + Ni NR NR 646 256 657 
0.43 39 0.45 

recombined polar + nonpolar NR NR 1408 777 1516 
0.94 55 1.0 

8 Each control and fraction of Oxy-6 retort water was diluted 50% prior to inoculation. 

bRecycled reverse-phase cartridge was not rinsed before elution. 

(mg/1) 

6 

838 
57 

642 
77 

NR 

208 
32 

842 
56 

0Recycled reverse-phase cartridge was rinsed with 2 ml ASTM Type I water; rinse discarded 

rvd 

Initial 

1432 
1.0 

819 
0.57 

NR 

632 
0.44 

1427 
1.0 

dNew reverse-phase cartridge was rinsed with 2 ml ASTM Type I water; rinse pooled with polar f'raction. 

enoc removed by biooxida tion. 

f'Portion of DOC in fraction compared with initial unfractionated DOC. 

SJ of DOC removed by biooxidation compared with initial DOC. 

hExperiment not run. 

!supplemented with 2. 5 ~ ammonium chloride. 
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6 

817 
61 

643 
79 

NR 

314 
50 

1029 
72 



encourage further mineralization of the nonpolar 
solute fraction. In addition, recombination of the 
two separated fractions did not enhance DOC removal 
as compared with unfractionated retort water. 
Furthermore, the carbon in Oxy-6 gas condensate was 
almost exclusively composed of nonpolar compounds 
(82 percent nonpolar, 18 percent polar); neither 
fraction was able to support microbial growth. 
These results support our proposal that the organic 
compounds in gas condensate are analogous to the 
recalcitrant species in retort water. 

In a parallel set of experiments, the sorption 
of polar and nonpolar constituents by spent shale 
was investigated. 15 These results indicated that 
TOSCO II spent shale preferentially sorbs nonpolar 
organic compounds from Oxy-6 retort water and has a 
very low sorptive affinity for the easily biode­
gradable polar components. 16 A dosage of 750 mg/ml 
of spent shale removed 52 percent of the DOC from 
the nonpolar fraction whereas virtually no sorption 
(3 to 4 percent) of polar organic solutes occurred. 
These findings verify our hypothesis that spent 
shale sorption and biological oxidation are comple­
mentary processes for the treatment of oil shale 
retort water. 14,16,17 

Integration of Biological and Physico­
Chemical Treatment 

It is unlikely that one method will be totally 
effective for oil shale wastewater treatment. A 
particular method may be extremely effective for 
the removal of specific classes of organic com­
pounds; when applied to a heterogeneous mixture 
such as retort water, however, it may be able to 
remove only a fraction of the contaminative 
solutes. To effectively treat these waters, a com­
bination of treatment methods that have complemen­
tary capabilities will be required in either 
sequential or simultaneous applications. The 
integrated processes should be evaluated carefully 
because the final degree of treatment can be addi­
tive (the sum of the individual processes), anta­
gonistic (lower than either of the processes), or 
synergistic (greater than the sum of the 
processes). 

The sequential and simultaneous integration of 
biological and sorbent treatments were investigated 
to determine if these two processes removed comple­
mentary classes of organic solutes which would 
result in an additive degree of treatment. 
Acclimated bacteria incubated in shake-flask cul­
tures containing first-pore-volume effluent of 
Oxy-6 retort water (50 percent) from a column of 
TOSCO II spent shale16 were able to effect the 
removal of 65 percent of the remaining organic 
solutes. This represents a total removal of 
80 percent of the DOC by the sequential application 
of spent shale and biological oxidation. In addi­
tion, the cellular yields (g protein/mol C removed) 
from the shale-pretreated water were significantly 
higher than in control cultures of raw water 
(3.8 g/mol vs 2.7 g/mol). This suggests that the 
spent shale may have reduced the osmolality or 
removed some of the toxic compounds from the retort 
water, enabling the bacteria to expend less energy 
on maintenance and more on cellular reproduction. 
The total DOC removal from the third pore volume of 
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effluent was 65 percent, and the growth yield was 
3.5 g/mol. When the sequence of these two 
processes was reversed, the removals of DOC were 
equivalent. Batch sorbent equilibrium experi­
ments16 were conducted using 750 mg/ml of TOSCO II 
spent shale added to spent retort water. The total 
DOC removal was 75 to 78 percent. These results 
indicated that the two processes, spent shale and 
biological treatment, removed complementary frac­
tions of DOC because the individual removals were 
additive regardless of the combined process 
sequence. 

The possibility of a synergistic relationship 
between treatment processes was investigated by the 
simultaneous application of biological and sorbent 
treatment methods. Preliminary observations of 
enhanced DOC removals from the direct combination 
of these two processes led us to speculate that the 
sorptive surfaces may serve to concentrate the 
refractory compounds normally present in exces­
sively low concentrations and thereby allow for 
enzymic transformations of the compounds followed 
by desorption of the metabolites. Since the sor­
bent surfaces would be renewed, they could be con­
sidered as serving a catalytic role. To test the 
premise of enhanced solute removal by simultaneous 
application of treatment methods, small dosages of 
TOSCO II spend shale, Anvil Points raw shale, or 
I.C.I. powdered activated carbon (PAC) were added 
to inoculated raw or spent retort water (in a 
manner analogous to powdered activated carbon 
treatment, i.e., PACT process). The results from 
the simultaneous use of spent shale and biological 
treatment have not been reproducible. Catalytic 
dosages of spent shale (10-100 mg/ml) resulted in 
zero to six percent enhancement of DOC removal 
above that obtained from summing the effects of 
biological and sorbent treatments along (Table 2). 
Higher dosages of spent shale (500 mg/ml) in combi­
nation with microbial treatment resulted in eight 
percent enhanced DOC removal and yielded 74-percent 
overall removal of DOC; this is within the range of 
removals observed for the sequential application of 
these treatment methods. Unactivated raw shale was 
an ineffective sorbent; DOC reduction attributable 
to a synergistic relationship between treatment 

Table 2. Percent DOC removal from 50 percent dilutions of 
Oxy-6 retort water by combined biological/sorbent 
treatment. 

% DOC Removal from Inoculated Retort Water 

Sorbent Total Sorption Biodegradation Enhancement a 

PACb 
0.13 mg/ml 52c 1 51 nil 
1. 3 mg/ml 62 10 47 4 
6.6 mg/ml 85 36 50 nil 

Spent shaled 
10 mg/ml 54 nil 51 2 

100 mg/ml 57 10 50 nil 
500 mg/ml 74 16 50 8 

Raw shalee 
25 mg/ml 52 nil 47 5 

aTotal % removal minus removals from biodegradation and sorp-
tion. 

bPowdered activated carbon (I.C.I.), 12-40 mesh. 

CPercent reduction from raw 50% Oxy-6 retort water. 

dTOSCO II spent shale, 60-80 mesh. 

eAnvil Points raw shale, 60-80 mesh. 



processes was five percent. Catalytic dosages of 
PAC (0.13 mg/ml to 1.3 mg/ml) were responsible for 
enhanced DOC removals of zero to four percent. 
Higher dosages of PAC (6.6 mg/ml) in direct combi­
nation with an acclimated microbial inoculum did 
not result in a synergistic effect, but 85 percent 
of the DOC was removed and the color of the waste­
water was substantially reduced. This is the 
greatest degree of treatment we have observed for 
an MIS retort water. In essence, the simultaneous 
application of treatment processes, however, did 
not produce a significant degree of enhanced treat­
ment above the additive effects of the processes. 

PLANNED ACTIVITIES FOR FY 1982 

A major research topic will be the biodegrada­
tion of nitrogenous heterocycles. The selective 
enrichment for competent microorganisms will con­
tinue by seeking new sources of inocula, and the 
concepts of cometabolism and analog enrichment for 
the alteration and eventual degradation of 
biorefractory compounds will be pursued. Work will 
continue on the induction of nitrogen-abstraction 
enzymes; specific nitrogenous heterocycles and 
recalcitrant retort water organic solutes will be 
provided as sole sources of nitrogen, carbon, and 
energy for acclimated bacteria. In addition, the 
possibility of growth limitation by the propensity 
of nitrogenous heterocycles to sequester essential 
growth factors and trace metals will be addressed. 
The successful integration of physicochemical and 
biological treatment methods will be investigated; 
the effect of environmental factors on the treata­
bility of the waters will be identified. 16 Biologi­
cal treatment methods will also be evaluated for 
wastewaters produced from the surface retorting of 
oil shale. 
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Processes for the Physico-Chemical Treatment of Oil Shale Wastewaters* 

R. H. Sakaji, B. M. Jones, J. F. Thomas, and C. G. Daughton t 

Physicochemical treatment methods for oil 
shale process wastewaters are often unsuccessful or 
infeasible because the concentrations of organic 
and inorganic solutes necessitate the excessive use 
of chemicals or energy for their removal. The 
economic burden caused by the use of this type of 
treatment technology to control environmental 
discharges may make the extraction of oil from oil 
shale economically infeasible. Combining biologi­
cal treatment with physicochemical treatment or 
using cogenerated by-products of the oil shale 
operation as treatment agents may yield environmen­
tal control technologies that may be both success­
ful and economical. 

The major emphases of our research in this 
field have been physicochemical treatment processes 
that utilize: (a) cogenerated wastes and materials 
(e.g., spent and raw shale), (b) environmental fac­
tors of the western oil shale region (e.g., UV 
radiation), and (c) feasible conventional methods 
(e.g., steam stripping). Importance is placed on 
the evaluation of those physicochemical methods 
that remove organic or inorganic solutes that are 
complementary to those removed by biological treat­
ment or that enhance the performance of biological 
treatment. 

Wastewaters generated by the oil shale indus­
try vary markedly in their characteristics due to 
the different retorting processes used to extract 
the oil. The wastewaters generally have high dis­
solved organic carbon (DOC) concentrations which 
contribute the characteristic color and odor. The 
concentration of DOC ranges from 2200 to 19,000 mg 
of carbon per liter. 1 The high alkalinity and pH 
of these wastewaters can be attributed to the high 
dissolved inorganic carbon (DIC) and ammonia­
nitrogen concentrations, which vary from 1960 to 
19,200 mg/1 and 1700 to 13,200 mg/1, respectively.1 

Our studies have shown repeatedly that only 50 
percent of the DOC is amenable to initial biodegra­
dation2 and that the remaining fraction of DOC is 
recalcitrant to initial biological oxidation by 
acclimated bacteria. To improve the performance of 

*This work was supported by the Assistant Secre,tary 
of Environment, Office of Environmental Compliance 
and Overview, Environmental Control Technology 
Division of the U.S. Department of Energy under 
contract No. DE-AC03-76SF00098. 
Sanitary Engineering and Environmental Health 

Research Laboratory, University of California 
(Berkeley), Richmond, California 94804 (associated 
faculty). 
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the biological treatment units, some form of phy­
sicochemical treatment may be required. For exam­
ple, there are indications that the refractor~ 
organic compounds are nitrogenous heterocycles. 
The presence of easily utilized ammonia-nitrogen 
may repress those enzyme systems that may be capa­
ble of extracting the ring-bound nitrogen. Steam 
stripping is capable of decreasing the high 
ammonia-nitrogen concentrations to levels that 
should result in the derepression of these enzyme 
systems. 

A major limitation to biological treatment may 
be the large numbers of organic solutes which com­
pose the DOC concentration, each of which may be 
present at a concentration below its requisite 
enzyme affinity value. Sorption and concentration 
of these solutes at a solid-liquid interface may 
make these compounds more available for biodegrada­
tion. Physicochemical treatment processes may also 
remove compounds that are toxic to bacteria or may 
simply reduce the mass loadings of pollutants to 
downstream treatment units, thus improving their 
performance. 

ACCOMPLISHMENTS DURING FY 1981 

A major portion of this year's research was 
the investigation of various sorbents for the remo­
val of organic solutes. Spent and raw shales are 
by-products from the retorting and mining of oil 
shale in surface and modified in-situ operations. 
Our investigations involved the evaluation of these 
compounds as sorbents for the removal of DOC from 
the oil shale process wastewaters. Raw and spent 
shales are not readily available to true in-situ 
retorting operations because the oil shale is left 
in the ground for retorting. This means that 
treatment of wastewaters generated at in-situ 
retorting operations may require the use of a more 
conventional sorbent, such as activated carbon. 
Treatment of the wastewaters by recirculation 
through either new (raw) or used (spent) retorts 
may encourage sorption of organic solutes resulting 
in a leachate either of better quality or more 
amenable to further upgrading. 

We have shown that sample fractionation by 
reverse-phase chromatographic partitioning results 
in the removal of 50 percent of the DOC from Oxy-6 
retort water.3 This partitioning process removes 
the more hydrophobic solutes from the aqueous sam­
ple. Our batch and continuous-flow sorption stu­
dies have shown that the sorbed compounds belong 
predominantly to the biorecalcitrant fraction. 



Sorption is therefore a process that is complemen­
tary to biological treatment, and it may serve to 
concentrate organic solutes at the sorbent surfaces 
to levels above the enzyme affinity values. 

As a result of last year's operational prob­
lems with a prototype steam stripper,4 design of a 
pilot-scale steam stripper was initiated. The 
problems encountered in the previous design 
included: maintaining the dimensional similitude 
between the packing material and the inside diame­
ter of the column, obtaining mass balances for the 
stripping gas and contaminative constituents around 
the system, maintaining isothermal conditions in 
and through the packed bed, and decreasing the heat 
loss through the packed bed. The problems encoun­
tered with ~his preliminary design were addressed 
in the design.of the pilot-scale unit now under 
construction at SEEHRL. 

Raw Shale for Wastewater Treatment 

Use of the readily available raw oil shale as 
a sorbent for wastewater treatment has been pro­
posed,5 and initial results from continuous-flow 
column studies appear promising. Analogous to the 
octadecyl-bonded silica used in the reverse-phase 
partitioning fractionation scheme,3 raw shale con­
tains a hydrophobic compound, kerogen, embedded in 
its inorganic marlstone matrix. The kerogen could 
be capable of partitioning hydrophobic solutes from 
retort water. Raw shale used to upgrade retort 
water could be subsequently disposed of by retort­
ing to extract the crude shale oil. Studies on the 
use of raw shale from the Anvil Points mine, 
Fischer assayed at 35 gpt, as a partitioning sor­
bent encountered technical problems that prevented 
the completion of the experimental work. The major 
technical barrier to successful implementation of 
this process appeared to be proper wetting (activa­
tion) of the raw shale surface.3,5 This would be 
accomplished by using a solvent that is miscible in 
both water and kerogen. 

Spent Shale and Activated Carbon as Sorbents 

We have shown previously that spent shales 
from different retort processes can effect the 
removal of DOC or dissolved inorganic carbon 
(DIC).6 The ability of processed shales to remove 
either DOC or DIC is dependent on the retorting 
conditions. Spent shales produced from retorting 
at lower temperatures sorb DOC, whereas high­
temperature retorting yields shales that are more 
efficient for the removal of Dic.6 The ability of 
spent shales to act as sorbents is apparently 
dependent on the conditions that the surface of the 
shale has experienced during retorting. Spent 
shales from low-temperature retorting retain the 
residual char. In contrast, high-temperature 
retorting results in carbonate decomposition and 
combustion of the char, which can significantly 
alter the shale surface characteristics. The stu­
dies that were completed this past year evaluated 
the removal of solutes from Oxy-6 retort water 
(Occidental Oil Shale, Inc. retort #6, a modified 
in-situ retorting operation) by spent shale from 
the TOSCO II low-temperature (5000C) surface 

retorting process and by Calgon F-400 powdered 
activated carbon. 

TOSCO II spent shale and Calgon F-400 were 
evaluated as sorbents in closed systems (batch stu­
dies). Organic solute removal was quantitated as 
DOC. The use of DOC as a measure of the organic 
solutes in retort water was an inadequate but 
necessary approximation to evaluate the sorption 
process. The information yielded by this general 
parameter is limited because each organic solute 
has different sorption characteristics. Equili­
brium curves were obtained under ambient tempera­
ture conditions. Because adsorption is an exo­
thermic process, less adsorption would be expected 
at warmer temperatures. Fluctuations in room tem­
perature may have had some effect on sorbent 
evaluation. Sorption studies conducted under 
isothermal conditions (30°C) demonstrated that less 
material was sorbed than predicted by equilibrium 
curves constructed at ambient temperature. 

Development of Equilibrium Curves. Devel-
opment of the equilibrium curves began by determin­
ing the time required for the retort water organic 
solutes to reach equilibrium with each sorbent in a 
closed system. To establish these times, a series 
of flasks containing replicate quantities of TOSCO 
II spent shale or PAC (Calgon F-400) and Oxy-6 
retort water was placed on a wrist-action shaker. 
At predetermined time intervals, a flask was 
removed and the solids were separated by filtra­
tion. The filtrate was analyzed for DOC to esti­
mate the unsorbed solutes (C). These values were 
plotted as C/C0 vs. time, as in Figure 1, where C0 
was the DOC concentration at time zero. 

The initial rate of sorption was very rapid, 
as indicated by the steep slope of the curve 
labeled nonpolar (Fig. 1). As the sorbent became 
saturated with solute, the rate of sorption slowed, 
and the slope of the curve decreased. The major 
portion of the sorption process was completed after 
24 hours, at which time sorption was slow and prob­
ably limited by the diffusion of the solutes into 
the pores. In replicate experiments, an apparent 
increase in the rate of solute removal was noted 
after 48 hours. This was attributed to biological 

0 .. -.. 

1.00 

0.75 

0.50 

0.25 

/JJ-"----.,-- "''-! I .. , .......... 
~ 
'&., 

'Q..,- -- Q - - - - - - - - -

NONPOLAR FRACTION ·--) ~- --- 0 1--~~" 
"' 

12.5 24 75 

TIME IHOURSJ 

100 

Figure 1. Batch equilibrium time study: 
phase fractions of Oxy-6 DOC. 

reverse 

(XBL 822-7938) 

4-58. 

_I 



oxidation because the experiments could not be con­
ducted under aseptic conditions, and the spent 
shale was an excellent source of inoculum. Conse­
quently, equilibrium curves were developed assuming 
24-hour equilibrium times. 

This time-course study was repeated using 
retort water that had been fractionated by the 
reverse-phase partitioning scheme.3 The aqueous 
effluent, which contained the polar fraction of 
DOC, was used without alteration. The organic 
solutes that were retained (i.e., the nonpolar 
fraction) were eluted with methanol and redissolved 
in ASTM Type I water after evaporation of the 
methanol. The results of this time-course study 
are shown in Figure 1. No sorption of the polar 
fraction of DOC was detected. The solutes that 
were removed by the spent shale seemed to belong 
exclusively to the nonpolar fraction of the DOC. 
The DOC concentration in the polar fraction began 
to decline after 24 hours, presumably because of 
the growth of bacteria.2 The rate of DOC sorption 
from the nonpolar fraction was very fast initially, 
but slowed down significantly after 24 hours, as 
had occurred in the unfractionated samples. Unlike 
the unfractionated sample, however, the DOC remain­
ing did not continue to decrease after 48 hours. 
These results indicated that the spent shale: 
(a) sorbed only those compounds that were nonpolar, 
(b) did not sorb the polar fraction of DOC, and 
(c) removed compounds that were complementary to 
those removed by biological oxidation (i.e., the 
biorefractory solutes). 

Equilibrium curves for Oxy-6 retort water with 
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TOSCO II spent shale and Calgon F-400 activated 
carbon were obtained under ambient temperature by 
adding different quantities of sorbent to a con­
stant volume of retort water. After shaking for 
24 hours, each sample was filtered and the filtrate 
was analyzed for DOC. The results are plotted for 
activated carbon (Fig. 2) and for spent shale 
(Fig. 3). The x-axis is the quantity of DOC sorbed 
per unit mass of sorbent (kg DOC sorbed/kg sor­
bent): 

(initial DOC-final DOC) x (volume of liquid) 
mass of sorbent 

The y-axis is the equilibrium concentration of DOC 
or final DOC in the bulk solution. These curves 
should not be confused with equilibrium curves 
developed under isothermal conditions, which are 
commonly referred to as isotherms. 

Since the solutes were a complex heterogeneous 
mixture, the results were fitted to the Freundlich 
equation, qe = mc11n. The coefficients m and 1/n 
are determined from a log-log plot of qe vs Ce 
where m represents the maximum saturation capacity 
and 1/n represents the adsorption intensity. The 
values for spent shale and activated carbon were 
1/n = 2.97 and m = 104,700, and 1/n = 2.08 and m = 
64,570, respectively. These results indicated that 
neither sorbent would be a favorable choice since 
1/n values were greater than one.7 These results 
can be partially attributed to the nonspecificity 
of DOC as a measure of solute concentration and to 
the inability of either spent shale or activated 
carbon to sorb more than 50 percent of the DOC. 

Continuous-Flow Column Study. A fixed-bed 
column (2 in. i.d. x 3 ft) was filled with TOSCO II 
spent shale (25-120 mesh), and Oxy-6 retort water 
was applied at a surface loading rate of 
0.1 gpm/f2. The concentration of DOC in the column 
effluent was plotted against the percent throughput 
to exhaustion, which was defined as 0.95 C0 (Fig. 
4). The results showed that 43 percent of the DOC 
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was removed from the first pore volume of effluent 
by the spent shale column but that the sorptive 
capacity of the bed quickly decreased; only 21 per­
cent of the DOC was removed in the third pore 
volume. While the DOC removal was not sustained, 
as predicted by the low sorptive capacity obtained 
from the equilibrium studies, the column did con­
tinue to remove a small portion of the DOC over an 
extended period of time, as noted by the tail on 
the breakthrough curve. 

Batch Sorption Study. Batch studies using 
spent shale or activated carbon and bacterial popu­
lations (acclimated to Oxy-6 retort water) were 
conducted to determine if the addition of a sorbent 
could result in the concentration of organic 
solutes on the sorbent surface resulting in further 
removal of DOC by biological oxidation.2 Flasks 
containing a known quantity of sorbent and a known 
volume of retort water were inoculated with an 
acclimated microbial population and incubated at 
30oc. Since the sorptive process is 95 percent 
complete after one hour and because the biological 
removal of organic solutes is significant in these 
cultures after 24 hours, the removal by sorption 
was quantitated by analyzing samples after one 
hour. Results from this study indicated that sorp­
tion after one hour is 20 percent less effective 
than was predicted by the equilibrium curves. This 
was believed to be due to the short time given the 
system to come to equilibrium and the use of a 30°C 
water bath, which was higher than ambient tempera­
ture. These studies were replicated, using Oxy-6 
retort water that had been subjected to biological 
treatment. Results from these studies indicated 
that the same percentage removal of DOC by sorption 
was achieved in batches of both untreated and bio­
logically treated retort water. The processes of 
sorption and biological oxidation removed comple­
mentary fractions of DOC. 
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Steam Stripping 

The high concentrations of ammonia in oil 
shale process wastewaters will undoubtedly require 
removal of ammonia for discharge or reuse of the 
water. This characteristically high ammonia con­
centration may be the result of residual ammonium 
nitrate/fuel oil explosive or, more likely, from 
the pyrolysis and degradation of kerogen, which is 
2 percent nitrogen by weight. When kerogen is 
pyrolyzed, the amino groups are released as gaseous 
ammonia that dissolves in the condensed water/oil 
emulsion at the cooler end of the retort. 

Ammonia at low concentrations is toxic to 
and high concentrations can aquatic organisms, 

inhibit biological 
resource recovery of 
may provide an economic 
removal operations. 

treatment. In addition, 
ammonia as ammonium sulfate 
benefit in some ammonia 

Ammonia removal is commonly accomplished by 
one of several methods in both the domestic water 
and wastewater treatment industries. These methods 
include nitrification/denitrification, breakpoint 
chlorination, ion exchange, ambient-temperature air 
stripping, and steam stripping. There are techni­
cal and economic barriers to using most of 
these processes. For example, nitrification/ 
denitrification by biological treatment would not 
be feasible because of the large reactors required 
to remove the high concentration of ammonia. Addi­
tionally, an exogenous carbon and energy source 
would have to be added to the wastewater stream 
because carbon would become a limiting nutrient. 
Breakpoint chlorination is economically infeasible 
because of the high chlorine demand. Studies8 have 
also shown that the organic solutes foul ion 
exchange resins to such an extent that the capacity 
and ability to regenerate the resin is lessened. 
There are also technical and economic limitations 
to the use of ambient-temperature countercurrent 
air stripping. The addition of alkali to increase 
the pH of the wastewater is required to shift the 
equilibrium of the ammonium ion-dissolved ammonia 
gas reaction to favor the dissolved gas form. The 
high buffering capacity of the wastewater requires 
an uneconomical quantity of caustic. Caustic addi­
tion in the form of lime also produces a large 
quantity of calcium carbonate sludge that requires 
dewatering and disposal. Steam stripping is com­
monly used by the petroleum industry for the remo­
val of carbon dioxide, hydrogen sulfide, and 
ammonia from refinery wastewaters. Using condi­
tions of elevated temperature, the steam stripper 
achieves ammonia removal because the pKa of the 
ammonium ion-ammonia gas equilibrium and the solu­
bility of ammonia are concomitantly decreased. 
Steam stripping will also remove carbonate alkalin­
ity because carbon dioxide will be stripped 
together with the ammonia. 

To study the steam stripping process, the last 
half of FY 1981 was spent designing a "pilot-scale" 
steam stripper. The stripper was designed for 
isothermal and adiabatic operation at temperatures 
exceeding 10ooc because optimum operating tempera­
ture from the experience of oil refineries is 
11aoc.9 The insulated Pyrex stripping column is 
16 ft x 2 in. i.d. and packed with 1/4-in. ceramic 
saddles. The stripper has been designed to prevent 



condensation of the stripping gas in the column. 
The design of this steam stripper will enable us to 
investigate several operational variables that were 
uncontrolled in the first experiments. These 
include the use of dry saturated steam instead of 
wet steam and the use of a live steam generator 
that will prevent the reflux and recycle of organic 
solutes and may lead to their alteration. We will 
also study the use of dry saturated steam at tem­
peratures above 1oooc to determine the optimum 
operating conditions for this process. Refluxing 
or reboiling in actual plant operation requires a 
higher steam usage than a nonrefluxed system 
because more heat is required to reheat the reflux 
to stripper operating temperatures.9 Because the 
reflux is also enriched in the dissolved gases, 
more stripping is required to remove recycled com­
ponents. The design of the steam stripper was com­
pleted late in FY 1981, and construction began at 
the close of the fiscal year. 

PLANNED ACTIVITIES FOR FY 1982 

Steam Stripping 

Construction of the steam stripper will be 
completed early in 1982 with startup and operation 
to begin by mid-year. Startup will consist of 
testing structural integrity and the steam genera­
tion system, along with calibration of equipment 
such as pumps, temperature controllers, pressure 
gauges, and steam generation system. 

Ozonation 

Ozonation is used in the wastewater and water 
treatment industry as a powerful oxidant.10,11 
Ozone reacts rapidly with a majority of organic 
compounds and can result in the removal or reduc­
tion of color. Biological oxidation of organic 
solutes in oil shale process wastewaters does not 
significantly decrease or alter the color of these 
wastewaters.2 We plan to evaluate the use of ozone 
to fully or partially oxidize the biorefractory 
organic solutes. Partial oxidation of polymerized 
or heterocyclic organic solutes may increase their 
susceptibility to biological oxidation. While the 
use of ozone may be economically unattractive as a 
treatment process in itself, small concentrations 
of ozone may be used as an aid to increase the oxi­
dation of organic solutes by another treatment pro­
cess. The two major technical limitations are that 
(a) the instability of ozone requires that it must 
be generated on-site and (b) the high ozone demand 
caused by the ammonia must be eliminated for the 
treatment to become effective. This would require 
that the wastewater be stripped of ammonia prior to 
ozonation. 

Environmental Factors 

The investigation of the effects of environ­
mental UV irradiation of oil shale process wastewa­
ters is a major priority. Ponding of these waste­
waters for prolonged periods of time at high alti­
tudes may result in the photolytic alteration of 
organic solutes. This may retard or enhance 
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biodegradability. Alteration of these organic 
solutes may result in the synthesis of new com­
pounds, the decomposition of existing compounds, 
the polymerization of organic solutes making them 
amenable to removal by sedimentation but less con­
ducive to biodegradation, isomerization of organic 
solutes, or the alteration of organic compounds 
making them more susceptible to biooxidation. 12 
The photoalteration of organic solutes may contri­
bute significantly to improving or impeding the 
treatability of these wastewaters. 

Photolytic alteration of the organic solutes 
may require the addition of a photosensitizing 
agent, 12 a molecule that is capable of absorbing UV 
radiation and transferring its dissipated energy to 
a molecule that does not absorb the radiation 
directly. 

Freeze-thawing of ponded wastewaters may be 
viewed as an aid to treatment. Crystallized frozen 
water may exclude many of the dissolved ions and 
organic solutes from its lattice and concentrate 
them in the lower regions of the pond. While the 
presence of dissolved materials in the wastewaters 
decreases or depresses the freezing point of water, 
the solubility of many compounds decreases. These 
compounds may precipitate under the correct condi­
tions and settle to the bottom of the ponds. When 
the surface melts, the partially purified water can 
be removed for further treatment. 

The major goal of this project is to develop 
strategies and economically feasible methods that 
are environmentally acceptable for the treatment of 
commercial oil shale wastes. A major objective 
toward meeting this goal is the screening and iden­
tification of complementary treatment processes. 
Studying the integration of treatment units will 
enable us to develop processes that effect additive 
or synergistic removals of organic and inorganic 
solutes. This will enable us to develop meaningful 
strategies and options for successful water manage­
ment programs. This task is facilitated by the use 
of experimental- and bench-scale treatments. 
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COMBUSTION RESEARCH 

Collision Dynamics Studies of Selected Hydrogen/Oxygen Reactions* 

N. ]. Brown, ]. A. Millert, and 0. Rashed 

A detailed understanding of the kinetics of 
the hydrogen/oxygen flame system over a range of 
temperatures and densities typical of combustion 
systems is important. Reactions of the 
hydrogen/oxygen system play a unique role in 
combustion chemistry because they are a subset in 
all hydrocarbon oxidation schemes. The specific 
chemistry of the radical species H02, which is 
formed as an intermediate during oxidation, is 
important in understanding: (1) ignition limits, 
(2) chain-branching, (3) heat release, and (4) rad­
ical shuffling mechanisms in combustion systems. 
The reaction H2 + HO ~ H20 + H is also important 
because it is responsible for much of the heat 
release and product formation in hydrogen/oxygen 
combustion. 

Our current research is concerned with inves­
tigating the unimolecular dissociation of the H02 
molecule at the low- and high-pressure limits and 
the state-to-state kinetics of the H2 + OH ~ H20 + 
H reaction. The existence of an analytical 
representation of an ab initio potential energy 
surface for H02 and the four-atom system, H2 + OH, 
provides us with a unique opportunity to investi­
gate the dynamics of these important combustion 
reactions. 

ACCOMPLISHMENTS DURING FY 1981 

The methods of classical dynamics are used to 
investigate the high-pressure-limit unimolecular 
dissociation of H02 : H02 (2A") ~ H(2S) + o20::g).1 
The potential energy surface is the analytical 
representation given by Melius and Blint2 of their 
ab initio calculation. Volume-weighted orthant 
sampling is used to sample the phase space of the 
critically excited (above threshold) H02 molecule. 
The high-pressure-limit dissociation of H02 is 
investigated as a function of energy and initial 
angular momentum of the reactant molecule. 

Four types of trajectories are identified: 
trajectories which do not result in dissociation 
during the 50-psec time interval considered, 
isomerizing trajectories whereby the hydrogen atom 
migrates to and is bound to the second oxygen atom, 

*This work was supported by the Director of the 
Office of Energy Research, Office of Basic Energy 
Sciences, Chemical Sciences Division of the U.S. 
Department of Energy under Contract No. DE-AC03-
76SF00098. 
tcombustion Research Facility, Sandia National 
Laboratories, Livermore, California. 
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dissociating trajectories which are preceded by 
isomerization, and directly dissociating trajec­
tories. Dissociative trajectories are each 
analyzed for dissociation time, isomerization time 
(when appropriate), final relative velocity, final 
kinetic energy, final 02 rotational energy, final 
02 vibrational energy, magnitude of final molecular 
angular-momentum, magnitude of final orbital angu­
lar momentum, and final impact parameter. A set of 
trajectories is a collection of trajectories with a 
specified total energy and angular-momentum distri­
bution. Average product energies and distributions 
of final-state properties are determined for each 
class of dissociating trajectories in each given 
set. 

Aspects of microcanonical phase-space sampling 
are investigated in detail. Our method of sampling 
the surface H(pi,qi) = E in phase space is derived 
from the orthant-sampling procedures previously 
employed by other investigators.3,4 We have modi­
fied these methods in our own study and have com­
pared results from four sampling procedures: 
volume-weighted orthant sampling, equally weighted 
orthant sampling, volume-weighted orthant sampling 
without projection within the orthant, and volume­
weighted orthant sampling without momenta scaling. 

Reaction properties are remarkably insensitive 
to the sampling procedures employed. Four sets of 
trajectories having identical initial-energy and 
angular-momentum ranges, but which were generated 
with different sampling procedures, yield overall 
dissociation rate coefficients which lie within 10 
percent of each other. The distributions of disso­
ciation times for sets which differ only in sam­
pling procedure are shown in Figure 1. These and 
the average product energy distributions are virtu­
ally identical for the four sets. The agreement 
among rate coefficients and product attributes for 
the four sampling procedures is reassuring and 
indicates that our results are not biased by non­
uniformities in sampling. 

Lifetime distributions are determined for the 
microscopic unimolecular processes: overall disso­
ciation, direct dissociation, and isomerization. 
The random'lifetime assumption is obeyed very accu­
rately for all reactions, provided that the random 
lifetime assumptions of RRKM theory is interpreted 
correctly. The existence of a two-channel (isomer­
ization and direct dissociation) unimolecular pro­
cess is a sufficient condition for the existence of 
two distinct reactivity bands in phase space; each 
band consists of a set of continuously connec·ted 
phase points which react through the specified 
channel. The existence of such a boundary separat­
ing the two bands leads to "apparent" non-RRKM 
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behavior analogous to the "intrinsic" non-RRKM 
behavior attributed by Bunker to "bottle necks" in 
phase space. 

A major emphasis of this investigation is the 
effect of molecular rotation on the unimolecular 
dissociation of H02. In the analysis, H02 is 
approximated as a prolate symmetric top, and the 
magnitude of total angular momentum is expressed as 
a multiple of h, referred to as J. The most impor­
tant result of our work is the conclusion that 
molecular rotation cannot be accounted for simply 
in terms of a centrifugal barrier. This is illus­
trated in Figure 2, where overall dissociation rate 
coefficients are plotted as a function of energy 
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above threshold for two different J ensembles. 
Specific unimolecular rate coefficients, when cast 
in terms of available energy, are systematically 
smaller for high-J ensembles than for low ones. 
Additionally, for high J, there exist many long 
lived complexes (>50 psec), some of which may never 
dissociate. This is not the case for low-J ensem­
bles with the same amount of available energy. It 
cannot be emphasized too strongly that this is not 
a centrifugal barrier effect. The energy depen­
dence of the microcanonical rate coefficients indi­
cates that the rotational degrees of freedom asso­
ciated with K in the symmetric top expression for 
rotational energy is partially inactive. Whereas 
anharmonicity is a very strong mechanism for cou-
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pling the va1•ious vibrational degrees of freedom, 
vibrational-rotational interaction is relatively 
weaker for coupling the rotational degrees of free­
dom to the vibrational degrees of freedom. 

A new study initiated this year is a classical 
dynamics study of the reaction H2 + OH + H20 + H. 
This work is closely coordinated with the Theoreti­
cal Combustion working group and has as its primary 
objective the determination of the effect of ~n~­

tial rotational energy on reactivity. The poten­
tial energy surface used in this study is the 
analytical form of Schartz and Elgersma5 of the ab 
initio Walsh and Dunning6 surface. Reaction proba­
bilities and final product energies will be calcu­
lated as a function of relative kinetic energy and 
reactant rotational and vibrational energies. 

PLANNED ACTIVITIES FY 1982 

We will 
unimolecular 

investigate 
dissociation 

the 
of 

low-pressure-limit 
H02. Low-pressure-
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limit kinetics are second order, and the rate­
limiting process is intermolecular energy transfer. 
Helium and neon will be considered as energy­
transfer-effecting collision partners. Potential 
energy surfaces which account for the rare-gas/H02 
interaction will be constructed, and collisions 
will be investigated as a function of surface pro­
perties, total system energy, relative kinetic 
energy, and total molecular angular momentum. 
Results will be compared with theoretical models 
used to estimate weak collision attributes. Numer­
ical differentiation, as opposed to analytical dif­
ferentiation, will be attempted in the solution of 
the equation of motion. 

The energy range of the high-pressure-limit 
investigation of H02 will be extended to allow for 
a second dissociation channel: H02 + OH + 0, and 
the character of reactivity bands in phase space 
will be examined. A suprisal analysis of the 
final-state properties' distribution, which fully 
accounts for angular momentum and energy conserva­
tion, will be made. 

The effect of initial rotational energy in 
each of the reactant molecules will be determined 
in the study of H2 and OH dynamics. The partition­
ing of energy in the product H20 molecule will be 
determined and analyzed. 
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Combustion Instabilities Leading to Flashback* 

L. Vaneveld, K. Hom, and A. K. Oppenheim 

Following our FY 1981 studies1 of turbulent 
combustion instabilities leading to flashback, we 
investigated secondary effects, namely, those due 
to (1) buoyancy and (2) contraction at combustor 
outlet. As before, experiments were performed in 
an oblong, rectangular-cross-section, combustion 
tunnel, where the effects of a bluff-body flame 
holder were reproduced by a rear-facing step behind 
a streamlined inlet nozzle. 

In our previous investigation using this 
facility,2 three distinct types of unstable 
behavior were noted: humming, buzzing, and chuck­
ing, each distinguishable by a characteristic fre­
quency and a particular flow pattern. Humming is 
associated with the highest frequency (~170 Hz) 
because it is evidently controlled by a standing 
longitudinal sound wave that accentuates the 
vortex-pairing pattern of the "free shear layer" 
behind the edge of the step. In fact, we have 
demonstrated that a similar effect can be induced 
externally by a loudspeaker operating within the 
same frequency band. Buzzing and chucking manifest 
the instabilities of the flow system. Buzzing is 
associated with a flapping ~otion of the flame up 
and down across the combustion chamber at a much 
lower frequency (~70Hz), while chucking is charac­
terized by the motion of the flame back and forth 
at a somewhat lower frequency (~50 Hz). This leads 
eventually to periodic flashback followed by the 
re-establishment of the flame in the form of a 
tongue jetting forth behind the edge of the step 
and following the outer contour of the recircula­
tion vortex. 

The mechanism of all these phenomena has been 
rationalized in terms of interaction processes 
between two vortex systems: the trailing vortices 
behind the edge of the step and the recirculation 
vortex with its satellites in the wake behind its 
base. In the humming mode, this interaction is at 
a minimum and the flow field is controlled pri­
marily by the trailing-vortex system. The buzzing 
mode sets in when the recirculation vortex over­
comes the large-scale structure of the trailing 
vortices so that the flame is stretched as it moves 
up and crinkled as it moves down. The chucking 
mode is generated by the combined action of two 
counter-rotating recirculation vortices whose 
growth is promoted by the augmentation of the 
exothermic process of combustion as the equivalence 
ratio in the initially lean mixture is increased. 

*This work was supported by the Director of the 
Office of Energy Research, Office of Basic Energy 
Sciences,Engineering, Mathematics, and Geosciences 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098 and by the U.S. 
National Aeronautics and Space Administration under 
Grant No. NSF 3227, through the Engineering Office 
of Research Services, University of California, 
Berkeley. 
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The experimental results have been interpreted 
on the basis of numerical modeling analysis using 
the random vortex method.3 

ACCOMPLISHMENTS DURING FY 1981 

Transition to Flashback 

To provide an insight into the flow field at 
the side walls, the step was moved into the test 
section. The transition to flashback was triggered 
by a sudden increase in the flow rate of fuel, exe­
cuted by the use of a pre-set, solenoid-controlled 
secondary valve in the fuel line. As in our previ­
ous studies, all the experiments were performed 
with lean propane-air mixtures, initially at room 
temperature and atmospheric pressure. 

A sequence of cinematographic schlieren 
records, displayed at a time interval of 18 msec 
between frames, is shown in Figure 1. The initial 
disturbances of a still predominantly stable 
combustion mode are depicted in the left column. 
The first four frames on the right show the flap­
ping motion of the flame characteristic of the 
buzzing mode. This leads to chucking, culminating 
in flashback depicted in the three bottom frames. 
The inlet velocity was initially 13.3 m/sec and 
finally 13.4 m/sec~ corresponding to the Reynolds 
number of 2.2 x 10~. 

The concomitant pressure transducer record 
revealed that a relatively low frequency (~4o Hz) 
of stable combustion was dramatically increased in 
amplitude and frequency (-60 Hz) by the onset of a 
periodic sequence of buzzing, chucking, and flash­
back. 

Effects of Buoyancy 

A corresponding sequence of events recorded 
with the step mounted at the roof of the test sec­
tion is depicted in Figure 2. Here, the stable 
combustion mode was evidently associated with a 
number of disturbances at various frequencies, 
while the transition included distinct buzzing as 
well as chucking modes. Buzzing modes are depicted 
in the last three frames in the left column and the 
top three on the right; chucking modes are shown in 
the rema1n1ng four, which also display a progres­
sively escalating flashback. The pressure ampli­
tude of the flashback was of the same order as 
before, but the frequency was somewhat lower (-45 
Hz). 

As demonstrated by these records, there is no 
essential difference between the transition to 
flashback with the step at the top and the step at 
the bottom of the combustor, indicating that the 
effects of gravity are of secondary importance. 
Nonetheless, we have been able to establish a 
definite trend due to this effect because, as shown 
in Table 1, the tendency towards flashback was 



Figure 1. Transition to flashback-step at the bottom. 
104). Time interval between frames: 18 msec. 

definitely impaired with the step at the top. The 
equivalence ratios at flashback listed in Table 1 
were obtained in a series of experiments where 
these critical values were recorded under a variety 
of operating conditions: with the choke-valve in 
the exhaust line fully opened or closed and with 
the cooling-water spray on and off. 

In all cases, the values of critical 
equivalence ratios were definitely higher with the 
step at the top than with the step at the bottom, 
manifesting the effects of the mechanism whereby 
gravity can, in the first case, impair and, in the 
second, enhance the growth of the recirculation 
zone that triggers the flashback. 

4-67 

Inlet flow velocity: 13.2-13.4 m/sec (Re = 2.2 x 
(XBB 8112-11635) 

Effects of Contraction at Combustor Exit 

The effects of contraction at the exit of the 
combustion chamber were modeled by fitting the test 
section with another step downstream so that, with 
the step at the inlet, it formed a trough. The 
results of an experiment embodying a complete set 
of processes associated with transition from stable 
combustion to flashback in this configuration of 
the combustion chamber at the relatively low inlet 
velocity of 9 m/sec are presented in Figure 3. 
Starting with the stable combustion mode shown in 
the first three frames, there is a short transition 
period of humming, humming-enforced vortex pairing, 
followed immediately by buzzing, and buzzing-



..... ;_ 

Figure 2. Transition of flashback-s t ep at t he t op. Inle t fl ow velocity: 
104). Time interval betwee n frames: 11 msec. 

13.3-13.4 m/sec ( Re 2.2 x 
(XBB 811 2-11636) 

Table 1. Equivalence ratios at flashback fo r different 
orienta t ions of the step and various flow restric ­
t ions downstream. 

Exha•Jst Choke On Exhaust Choke Off 
- - -- ---------- - ----------

Wa t er On Water Off Water On Water Off 

Ste p on Bottom 0 . 783 0. 824 0 . 812 0.934 

0 . 785 0. 786 0 . 875 

Av e rage 0 . 784 0 . 824 0 . 799 0.905 

Step on To p 0. 803 0 . 840 0 . 809 0.921 

0 . 819 0 . 835 0 . 812 0.928 

0 . 819 0 . 833 

0.816 0 . 830 

Average 0.814 0 . 838 0 . 821 0. 925 

Change • 0 . 030 +0. 014 +0 . 022 +0.020 
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produced flame stretching and flapping. Then, as 
shown in the first three frames on the right, this 
was transformed into a chucking mode that induced 
the flashback displayed in the last frame. The 
characte ristic frequency of the flashback was 55 
Hz. 

CONCLUSIONS 

1. By comparing the results of experiments 
l eading to flashback with a bluff-body flame holder 
in the form of a step that was mounted either at 
the bottom or at the top of a combustion chamber, a 
small but nonetheless quite definite effect of 
buoyancy was established. Irrespective of various 
flow obstructions introduced downstream, the criti­
cal equi valence ratio for flashback was con­
sistently lower with the step at the bottom, indi­
cating that buoyancy was then enhancing the growth 



Figure 3. Transition to flashback in a trough-shaped combustor. Inlet flow velocity: 
= 1.5 x 104). Time interval between frames: 20 msec. 

9.0-9.12 msec (Re 
(XBB 8112-11637) 

of the recirculation zone that pushed the flame 
upstream, causing flashback. 

2. The contraction at the end of the combus­
tion chamber had a promoting influence on the pro­
cess of vortex pairing, reinforcing the influence 
of the trailing vortices over that of the recircu­
lation vortex system and thus curbing significantly 
the tendency to flashback. Nonetheless, all the 
characteristic features of combustion instabilities 
leading to flashback in the absence of contraction 
could be established in its presence, provided that 
the flow velocity was sufficiently low. 

A paper reporting these studies was presented 
at the AIAA 20th Aerospace Sciences Meeting on 
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January 11, 1982 in Orlando, Florida.4 

PLANNED ACTIVITIES FOR FY 19a2 

Following the study reported here, the test 
section was dismantled and replaced by a highly 
versatile system where the flame is stabilized 
behind a splitter plate with a burner situated 
upstream in one of the inlet channels. The new 
test section is provided with quartz windows on all 
sides to permit an unobstructed view of the flow 
field in both vertical and horizontal directions. 
Proper provisions also have been .incorporated for 
the control of the boundary layer. The study 
currently under way .is concerned with a fully 



developed turbulent flame in the shear layer behind 
the splitter plate, following ignition of a 
premixed charge due to mixing with a co-current 
stream of hot combustion products. 

After the completion of these studies, we plan 
to use this facility to study combustion instabili­
ties in a pre-mixed gas stream behind a bluff-body 
stabilizer mounted in the center of the combustor. 
Of particular interest will be the mechanism of 
blow-off, as well as that of flashback. The param­
eters whose influence is to be taken under con­
sideration in this connection will be the geometry 
of the bluff-body flame holder, i.e., the relative 
thickness of the plate, the shape of its trailing 
edge vs the rack configuration, and its thermal 
properties (i.e., the adiabatic wall vs constant 
temperature under the control of a water-cooling 
system). 

REFERENCES 

1. Energy and Environment Division Annual Report, 
FY 1980, Lawrence Berkeley Laboratory Report 
LBL-11990, pp. 6-2 to 6-4. 

2. 

3-

4. 

Keller, J.O., et al. (1981), On the Mechanism 
of Turbulent Flashback, Paper presented at the 
AIAA 19th Aerospace Sciences Meeting, St. 
Louis, Mo., January 1981. 

Ghoniem, A.F., 
A.K. (1980), 

Chorin, 
Numerical 

A.J., and Oppenheim, 
Modeling of Turbulent 

Flow in a Combustion Tunnel, Lawrence Berkeley 
Laboratory Report LBL-11520. 

Vaneveld, L., Hom, K., and Oppenheim, A.K. 
(1982), Secondary Effects in Combustion Insta­
bilities Leading to Flashback, Paper presented 
at AIAA 20th Aerospace Sciences Meeting, 
Orlando, Florida, January 11-14, 1982. 

Ignition Studies* 

A. K. Oppenheim, F. C. Hurlbut, F. Robben, R. B. Peterson, P. A. Coico, and H. E. Stewart 

These studies occupy a central position in our 
research on controlled combustion. The major prem­
ise of this effort is that a new technology of 
combustion systems where the chemical reactions of 
oxidation are fully controlled can be developed as 
a consequence of proper exploitation of active rad­
icals. The knowledge required for this purpose 
involves not only a thorough understanding of the 
chemistry of radical production and their reactions 
but also a complete command over the fluid mechan­
ics of the gaseous flow fields where these reac­
tions take place. 

Our contributions in this respect consist of 

1. Rationalization of the technological sig­
nificance of enhanced ignition and the methodology 
of controlled combustion, the principal motive of 
our program of research. 

2. Study of the fluid-mechanical properties 
of turbulent jets, the major means for the delivery 
and distribution of active radicals in the combus­
tible medium. 

3. Analysis of the exothermic effects of 
combustion processes, the mechanism whereby the 
chemical reaction of oxidation affects the flow 
.field. 

4. Development of molecular-beam mass spec­
trometry, the direct measuring technique for the 

*The work was supported by the Director of the 
Office of Energy Research, Office of Basic Energy 
Sciences, Engineering, Mathematics, and Geosciences 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098. 
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determination of the time-resolved evolution and 
decay of active radicals in the course of ignition. 

The accomplishments made over the last year in 
each of these a,reas are reviewed here. 

ACCOMPLISHMENTS DURING FY 1981 

Technological Significance 

The relevance of our research to technological 
progress in internal combustion engines formed the 
subject of two papers. The first concerned expli­
citly enhanced ignition, 1 and the second exposed 
the significance of controlled combustion to the 
development of novel engines that would provide 
satisfactory service as clean and efficient energy 
conversion systems.2 

The principal concepts we developed are sum­
marized as follows: 

1. The technology of internal combustion 
engines has been advanced to such high levels, with 
all the concomitant attributes of outstanding 
engineering and highly developed production facili­
ties, that one should expect its progress to con­
tinue over a long period, irrespective of potential 
competition for alternative power plants, at least 
as far as automobile propulsion is concerned. 

2. The most prominent demands upon the pro­
gress of this technology stem from the concern over 
the environmental impact and the shortage of fuel. 
On a long range, the tasks imposed by these demands 
cannot be accomplished by engine improvements 
derived from better engineering designs without due 



consideration being given to all the scientific 
avenues available for this purpose. 

3. Controlled combustion is the most promis­
ing direction in the progress of engine technology 
because it could concomitantly m~n~~ze emissions, 
max~m~ze efficiency, and optimize tolerance to a 
wide scope of fuels. Controlled combustion could 
satisfy all demands by processes occurring in the 
engine cylinder without the use of a chemical pro­
cessing plant in the exhaust system. The most 
attractive way to accomplish this is by using a 
homogeneous combustion process. 

4. After establishment of uniform initial 
conditions, the principal means for achieving a 
homogeneous combustion process are enhanced igni­
tion and enhanced autocatalysis. Both involve 
proper exploitation of active radicals. The 
acquisition of knowledge required for the develop­
ment of systems where the evolution of active radi­
cals and their influence are appropriately moni­
tored form the major objective of our studies. 

Turbulent Jets 

Because turbulent jets are the principal means 
for the delivery and distribution of active radi­
cals, their mechanism is of particular significance 
to the subject of our research. Consequently, the 
formation of such jets was analyzed by the use of 
the random-vortex method, a technique whose 
engineering applications have been pursued by us in 
collaboration with its creator, Professor A.J. Cho­
rin.3,4 Our first publication on this subject, 
concerned with numerical modeling of turbulent 
combustion in premixed gases, has been published 
recently in the Proceedings of the Eighteenth Sym­
posium (International) on Combustion,5 while the 
details of the methodology we developed for this 
purpose are in press as one of the forthcoming 
Transactions of The Royal Society of London. 

The result of last year's studies are 
presented in the report on "Numerical Modeling of 
Turbulent Combustion" elsewhere in this volume. 

Exothermic Effects 

Because the exothermic effects are obviously 
of central importance to the initiation and control 
of the combustion process, they have been subjected 
to most extensive and careful studies we conducted 
over a number of years. Our fundamental paper on 
the thermochemistry of ignition, treating the evo­
lution of the exothermic process in the presence of 
heat losses to surroundings, has been published 
recently in the Proceedings of the Seventh Interna­
tional Colloquium on Gasdynamics of Explosions and 
Reactive Systems.6 The principal features of the 
theory we developed there are described in 1979 
Energy and Environment Division Annual Report.7----

The problem is formulated in such a manner 
that the solution lends itself to presentation in 
terms of an integral curve on a multi-dimensional 
phase space whose coordinates are the concentra­
tions of all the species participating in chemical 
reaction and the temperature. The particular 
effects we studied thereby were those of a given 
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finite initial concentration of radicals. The fam­
ilies of integral curves corresponding to various 
initial temperatures and radical concentrations 
revealed the existence of an attractor, a surface 
of demarcation specifying a threshold in minimum 
initial radical concentration to exert a signifi­
cant influence upon the development of the combus­
tion process. The order of magnitude in the thres­
hold value is approximately one percent of the ini­
tial concentration of fuel which, for a typical 
lean hydrocarbon-air mixture, means an absolute 
molecular fraction of radicals initially in the 
combustible mixture of about 5.1o-4, a sufficiently 
low level to be of practical interest. Thus, a 
firm theoretical background has been established 
for the experimental program of our research. 

On the other side of the spectrum of exoth­
ermic effects in ignition is the strong ignition 
limit, a threshold for explosive onset of the 
combustion process. This process is initiated 
coherently over a sufficiently large mass of the 
combustible substance, producing enough exothermic 
energy to generate a blast wave. We presented our 
experimental shock-tube study of this threshold for 
a bi-fuel, methane-hydrogen-oxygen system at The 
Combustion Specialists Meeting in Bordeaux.B 

In the area of blast waves, the 
ifestations' of exothermic effects, 
tive studies with Soviet scientists, 
Zeldovich, have culminated in a 
similar waves headed by fronts 
amounts of energy are deposited or 
lished in the Journal of Fluid 

ultimate man­
our collabora­
Barenblatt and 
paper on self-

where variable 
withdrawn, pub­
Mechanics.9 An 

extension of this work, concerned with self-similar 
blast waves associated with variable energy depo­
sited in the flow field, was published in Proceed­
ings of the Seventh International Colloquium on 
Gasdynamics of Explosions and Reactive Systems. 10 A 
related study of the effects of internal, radiative 
and conductive, heat transfer on the structure of 
self-similar blast waves is scheduled for publica­
tion in the Journal of Fluid Mechanics. 11 

The theoretical approach we developed for the 
analysis of exothermic effects in combustion 
yielded an extraneous dividend, the determination 
of such effects in diffusion flames. In a 
manuscript, submitted to the forthcoming Combustion 
Symposium in Haifa, 12 we analyze the contours of 
gaseous, unconfined, planar, and axi-symmetric jet 
diffusion flames and the structures of the flow 
fields they acquire under the influence of exother­
micity. For the sake of clarity, the problem is 
formulated in the simplest possible way. The flame 
is treated as essentially laminar, the reaction 
rates are considered infinite, and the medium is 
assumed to behave as a perfect gas with constant 
specific heats, its Schmidt and Prandtl numbers 
being unity and its viscosity proportional to the 
temperature, while the buoyancy effects are 
neglected. Under such circumstances the problem 
lends itself to treatment by the Shvab-Zeldovich 
technique. The results, derived as an inverse to 
self-similar solutions in the incompressible domain 
obtained by a Dorodnitsyn-Howarth transformation of 
the governing equations for compressible flow, are 
expressed in terms of algebraic formulae. When 
applied to hydrogen-air and a number of 
hydrocarbon-air mixtures, these formulae were in 



amazing agreement with experimental data obtained 
under zero-gravity conditions. 

Mass Spectrometer 

The most ambitious aspect of our experimental 
research program is the development of a 
molecular-beam mass spectrometer with sufficiently 
high time resolution and sensitivity to record the 
evolution and concentration histories of active 
radicals over their relatively short life span in 
the course of ignition. The current status of this 
work has been described in a recent LBL report.13 

The salient features of the apparatus have 
been described in the 1980 Energy and Environment 
Division Annual Report. 14 Bringing this system 
into a fully functional state at the high level of 
performance for which it was designed was to be 
more difficult and time demanding than expected. 
Nonetheless, preliminary tests established that a 
satisfactory modulation of the molecular beam by 
the use of a high-speed chopper has been achieved, 
as manifested by the relatively symmetric shutter 
function (Fig. 1) we were able to obtain from our 
measurements. The molecular beam we formed by the 
use of a sharp-edge orifice was fully supersonic at 
a Mach number of 2.34, as evaluated from the time­
of-arrival record presented in Figure 2. 

The major problem confronting us at the moment 
is due to wall effects whose proper control 
requires a more careful alignment of the skimmer 
with respect to the beam-forming nozzle than 
expected at the onset. Currently, proper adjust­
ments for this purpose are being made. As a conse­
quence of our concentrated effort and b~cause all 
elements of the apparatus, including a computer­
controlled data-acquisition system, are functioning 
quite satisfactorily, the whole apparatus should 
soon become fully operational. 

Figure 1. 
tion of 
Chopping 
distance 
Nitrogen 

50 
7:' (msecl 

Experimental record of the shutter func­
the molecular beam mass spectrometer. 

speed: 2-pulses per second; Normalized 
between orifice and skimmer: x/d = 60; 

beam at a pressure of 500 torr. 
(XBL 818-11335) 
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Figure 2. Experimental record of the time of 
arrival function of the molecular beam mass spec­
trometer. Chopping speed: 400 pulses per second; 
Other conditions same as in the case of Figure 1. 

(XBL 818-11336) 

PLANNED ACTIVITIES FOR FY 1982/83 

The primary experimental apparatus for the 
proposed research is the high-frequency-response 
molecular-beam mass spectrometer we developed espe­
cially for this purpose. The sequence of goals we 
propose to achieve by its use is as follows: 

1. Time-resolved measurements of the genera­
tion of radicals produced at a known rate by the 
photolysis of nitrous oxide in an inert atmosphere. 

2. Time-resolved measurements of the genera­
tion of radicals by the photolysis of hydrogen 
peroxide in an inert atmosphere. 

3. Study of the effects of radicals generated 
by photolysis in reactive media. 

4. Study of selected equivalent reactions 
initiated by the essentially thermal effects of a 
reflected shock wave. 

5. Study of ignition by plasma jets and by 
combustion jets. 

Work towards each goal will consist of two 
stages: an exploratory investigation yielding 
qualitative information, followed by a definitive 
study yielding quantitative data. We expect that 
first stages of some latter goals will be intro­
duced into our research program earlier and out of 
sequence, depending on the demand and schedule. We 
expect that in FY 1983, Goal 1 will be achieved and 
the first stage of Goal 5 will be started. 
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Optical Measurement of Combustion Products by 
Tunable Atomic Line Molecular Spectroscopy* 

E. Cuellar and N. J. Brown 

Considerable research effort has been devoted 
to obtaining a detailed, microscopically based 
understanding of the chemistry of combustion. Such 
a detailed understanding generally has not been 
possible except for the simplest of systems. This 
difficulty reflects the complexity of combustion 
processes, where numerous elementary chemical reac­
tions, each proceeding at its own specific rate, 
are interwoven with physical transport processes, 
often resulting in steep temperature and concentra­
tion gradients. 

The course of chemical reactions in combustion 
systems such as flames can be conveniently examined 
using suitable probes of the composition and tem­
peratures of the gases from various parts of the 
flame which can then be analyzed at a remote sta-

*This work was supported by the Assistant Secretary 
for Environment, Office of Environmental Compliance 
and Overview, Environmental Safety and Engineering 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098. 
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tion. A major disadvantage of such intrusive 
probes, however, is that the flow can be disturbed 
in unpredictable ways, resulting in erroneous meas­
urements of concentrations as the species being 
measured are created or destroyed in the probe. 
Optical probes, on the other hand have the distinct 
advantage of being nonintrusive and do not signifi­
cantly disturb the species being measured. For 
example, laser induced fluorescence (LIF) probes 
have been used to measure minority species and 
transient molecules present in combustion systems. 1 
Since most combustion reactions occur at relatively 
high temperatures and pressure, laser fluorescence 
studies require knowledge of collisional quenching 
rates and of rates of energy transfer between 
internal energy states. A further difficulty asso­
ciated with LIF measurements in combustion is the 
lack of a well characterized spectroscopic data 
base, including transition probabilities, for many 
of the molecules of interest. 

Optical absorption measurements are much 
easier to interpret because transition probabili­
ties and quenching and energy transfer rates need 



not be known to obtain quantitative results. Tun­
able diode lasers, for example, have been used to 
measure NO and CO in combustion systems.2 However, 
the limitation of the dual beam optical systems 
necessary to measure minority species and the 
weaker oscillator strengths of vibrational­
rotational transitions compared with electronic 
transitions limit the detectability of this laser 
absorption technique to several hundred parts per 
million (ppm). 

We are interested in the development and 
application of a novel optical absorption tech­
nique, called tunable atomic line molecular spec­
troscopy (TALMS), as a tool in combustion diagnos­
tics. This technique has been pioneered at the 
Lawrence Berkeley Laboratory by Dr. Tetsuo Hadeishi 
and his co-workers and has been used in the analyt­
ical determination of atomic species3 and small 
molecules which exhibit sharp rotational electronic 
structure.4 This technique is based on the Zeeman 
effect and utilizes a unique method for background 
correction, making it highly sensitive and 
selective. It is therefore well suited for the 
quantitative detection of minor species present in 
combustion environments and has a demonstrated 
lower limit of detection for some species in the 
parts per billion (ppb) range.4 A detailed 
description of TALMS was presented earlier.5 

ACCOMPLISHMENTS DURING FY 1981 

Tunable atomic line molecular spectroscopy was 
utilized to detect and measure S2 formed by the 
thermal decomposition of H2S (Ref. 6) and in the 
equilibrium vapor of elemental sulfur.7 A Cr(I) 
atomic emission line was found to be nearly 
resonant with an electronic transition of s2• The 
Cr line was split into Zeeman components by the 
application of an external magnetic field, and a 
differential absorption measurement was obtained as 
a function of magnetic field strength. Several 
closely spaced lines belonging to different 
branches which result from the triplet splitting in 
the (7,2) band of the B3Iu - X3Ig system of s2 were 
resolved. The high selectivity of the TALMS tech­
nique and its capability for resolving closely 
spaced spectroscopic structure are shown in Fig­
ure 1. 

We have initiated a comparative study of opti­
cal and probe measurements of nitric oxide (NO) 
produced by oxidation of atmospheric nitrogen (via 
the Zeldovich mechanism) in a methane-air premixed 
laminar flame. Ultraviolet absorption methods have 
yielded NO concentrations which are 50 to 80 per­
cent larger than those obtained using metallic 
probes and chemiluminescent gas analyzers.8 Oth­
ers9 have reported probe-determined NO concentra­
tions which were 20 to 30 percent higher than opti­
cal absorption measurements. The discrepancies 
have raised questions about the reliability of 
probe measurements, and processes occurring within 
the probes have been suggested which form or des­
troy NO. More recent studies10 comparing NO meas­
ured optically with NO measured after sampling with 
metallic and quartz probes have indicated agreement 
to within 25 percent. However, the lack of sensi­
tivity of these optical absorption techniques 
required signal enhancing by doping with NO. The 
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Figure 1. Calculated absorption spectrum of S2 in 
the neighborhood of 3018 A. Also shown is the over­
lap of the a+ Zeeman components of the Cr emission 
line with the S2 absorptions at four magnetic field 
strengths. (XBL 818-1112) 

Zeeman effect based background correction of the 
TALMS technique allows for detection of thermal NO 
in the 1 ppm range without the need for doping. 

A schematic of the experimental system is 
shown in Figure 2. The spectrometer has been 
described earlier5 and remains essentially 
unchanged. The flat flame burner is mounted on an 
x-y-z translation stage and is placed in the opti­
cal path of the spectrometer. The burner is a 
water cooled porous plug burner constructed from a 
6-cm sintered bronze disk. Methane and air are 
metered through calibrated rotameters and are 
premixed in a stainless steel mixing chamber packed 
with glass beads. The burner was characterized by 
obtaining a stability map of CH4-air stable flat 
flames, as well as temperature and velocity pro­
files. A stable flat flame was observed at a total 
flow rate of 30 standard liters per minute at a 
range of equivalence ratios from 0.75 to 1.5. 
Velocity profiles were obtained using hot film and 
hot wire anemometry, and vertical and radial tem­
perature profiles at a range of linear velocities 
and equivalence ratios were measured using a 
platinum/platinum 13 percent rhodium thermocouple. 

An uncooled quartz microprobe with a 300 
micron orifice was used to extract samples from the 
flame. A chemiluminescent gas analyzer (CLA) was 
constructed and calibrated and used to measure the 
concentration of NO sampled with the quartz probe. 



Figure 2. Schematic diagram of the experimental 
apparatus: EM electromagnet, S atomic light 
source, L quartz lens, B porous plug burner, T x­
y-z translation stage, Q quartz probe, CLA chemi­
luminescent gas analyzer, VPRP variable phase 
retardation plate, M monochromator, D photomulti­
plier tube, C mixing chamber, R rotameters. 

(XBL 822-4489) 

Radial profiles of NO concentrations at two dif­
ferent heights above the burner and at an 
equivalence ratio 0 = 1.0 are shown in Figure 3. 

The most significant difference between this 
chemiluminescent gas analyzer and commercially 
available CLAs is the addition of a mass flow meter 

Distance from center of burner (mm) 

Figure 3. Radial profiles of nitric oxide concen­
trations measured with an uncooled quartz probe and 
a chemiluminescent gas analyzer. The NO concentra­
tions are not corrected for third body quenching 
effects. (a) 15.0 mm above the burner, (b) 5.0 mm 
above the burner. (XBL 822-4490) 
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in the sample stream to control the relative compo­
sition of the gas in the reaction chamber. By 
adjusting the flow of the sample stream so that 5 
percent of the gas in the reaction chamber is due 
to the probed sample while 95 percent is due to 
ozonated oxygen stream, the effects of third body 
quenching can be significantly reduced. The 
response of the instrument was found to be linear 
in NO concentrations to at least 2500 ppm. 

Chemiluminescent gas analyzers are usually 
calibrated with known NO/N2 mixtures. When sam­
pling from combustion systems, additional species 
are introduced into the reaction chamber: H2o, 
C02, CO, 02, and hydrocarbons. The relative effi­
ciencies of these third bodies in quenching the 
chemiluminescent reaction must be taken into 
account in order to obtain meaningful quantitative 
results on NO concentrations. 11 We have measured 
the relative quenching efficiencies of various 
third bodies by mixing fixed amounts of NO (80 1 

230, and 510 ppm) with a carrier gas consisting of 
N2 and varying amounts of CH4, C02, CO, 02, H2, and 
Ar. Results obtained for CH4, co, and o2 are shown 
in Figure 4. Carbon monoxide and hydrogen have 
quenching efficiencies nearly equal to that of 
nitrogen, while argon is significantly less effec­
tive than nitrogen. 

PLANNED ACTIVITIES FOR FY 1982 

The chemiluminescent analyzer interference 
study described above will be extended to include 
other third body collision partners; the most 
important of these is water. All of these results 
have been obtained using the configuration 
described above, where only 5 percent of the gas 
mixture in the reaction chamber is introduced 
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through the probe. The effectiveness of this tech­
nique in reducing the third body quenching will be 
evaluated by obtaining data under conditions where 
approximately 50 percent of the reaction mixture is 
due to the probe sample. 

The comparative study of probe and optical 
measurements (using tunable atomic line molecular 
spectroscopy) of NO will be continued. Concentra­
tion profiles such as those shown in Figure 3 for 
an equivalence ratio of 0 = 1 will be obtained at 
other equivalence ratios, ranging from 0 = 0.75 to 
0 = 1.5. Preliminary optical measurements have 
demonstrated the ability to detect small quantities 
of NO doped into the cold flow of the burner, but 
upon ignition the NO signal disappears. Possible 
explanations include loss of sensitivity due to 
shifting of the rotational population distribution 
of NO or combustion reactions affecting the added 
NO. The important question of high temperature 
calibrations will be addressed. One way to accom­
plish this is by doping the burner with known 
amounts of NO and extrapolating to zero doping lev­
els. A second approach is to measure the line 
shape of the NO absorption at elevated temperatures 
and thus obtain the extinction coefficient of NO as 
a function of temperature. 

The number of important molecules that can be 
detected by TALMS continues to grow. Two such 
molecules are hydrogen sulfide and benzene. 12 The 
former is an important molecule in the combustion 
of sulfur-containing fuels and the latter has been 
implicated in the formation of polynuclear aromatic 
hydrocarbons (PAHs) in fuel rich combustion. 13 In 
addition, CH20 and S02 can be detected by TALMS.4 
Formaldehyde is an important product formed by 
incomplete combustion, and sulfur dioxide is the 
most abundant sulfur-containing species formed in 
the combustion of sulfur-containing fuels and is a 
serious contributor to the problem of acid rain. 
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Combustion in a Turbulent Boundary Layer* 

T. T. Ng, R. K. Cheng, F. Robben, and L. Talbot 

The interaction between turbulence and combus­
tion involves highly complex fluid-mechanical and 
chemical processes. Since these processes are sto­
chastic, a good understanding of the mechanisms of 
turbulent combustion requires detailed statistical 
measurements of scalar and velocity properties. 
These statistical data would be most valuable to 
the theorists for developing numerical models of 
turbulent combustion. 

To date, most experimental studies of premixed 
turbulent combustion have concentrated on measure­
ments in flames. However, the study of 
turbulence-combustion interactions in other simple 
and well-defined experimental configurations with 
known incident turbulence fields is of significance 
because the effects of combustion heat release on 
the turbulent structures may be readily identified. 
The objective of the present program is to study 
premixed turbulent combustion in one of the classi­
cal turbulent fluid-mechanical configurations: the 
heated turbulent boundary layer. 

The turbulent boundary layer is generated over 
the floor of a 10-cm-square, 75-cm-long working 
section of a wind tunnel. The last 25 em of the 
floor is the test section and is open to the atmo­
sphere to permit laser diagnostic access. The 
floor of the test section is lined with nine heat­
ing strips. The wind tunnel is driven by a 1.12-kW 
blower providing maximum air flow of 20 m/sec and 
is mounted on a traverse table which is interfaced 
with a computer-controlled data-acquisition system. 
The data-acquisition system is based on a PDP 11/10 
mini-computer and is programmed to enable automatic 
scanning of the boundary layer by the stationary 
laser diagnostics. Laser Rayleigh scattering and 
single component laser doppler velocimetry systems 
were used to measure statistics of density and two 
velocity components. The raw data of these meas­
urements are stored on 7-track magnetic tapes and 
are processed using the LBL CDC 7600 computer. In 
addition to these statistical measurements, quali­
tative information on the heated and reacting boun­
dary layer are obtained with high speed schiieren 
movies showing the development of the thermal and 
flame structures. 

ACCOMPLISHMENTS DURING FY 1981 

The Heated Boundary Layer 

General features of the heated turbulent boun­
dary layer were studied with free-stream velocity, 
U

00
, of 19 m/sec and wall temperature, Tw, of 

1000 K. 1 The data obtained include mean and root-

*This work was supported by the Director, Office of 
Energy Research, Office of Basic Energy Sciences, 
Chemical Sciences Division of the U.S. Department 
of Energy under Contract No. DE-AC03-76SF00098. 
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mean-square (rms) fluctuations of two velocity com­
ponents, the Reynolds stress (-u'v'), and mean and 
rms fluctuations of density in both the heated and 
unheated flows. Under these experimental condi­
tions, the turbulent velocity boundary layer is 
fully developed, and the thermal boundary layer is 
completely embedded inside the velocity boundary 
layer. Density and velocity profiles for the 
heated and unheated flows are found to be self­
preserving and are compared with the self­
preserving analysis developed by Townsend.2 
Although his velocity equation seems to be quite 
satisfactory for correlating our experimental data, 
the correlating constants are higher. 

The velocity rms fluctuations appear to be 
unaffected by the wall heating, but the Reynolds 
stresses are reduced near the heated wall. A ten­
tative explanation has been proposed for this 
apparent reduction in turbulence production with no 
overall change in turbulent kinetic energy. This 
explanation is suggested by the cyclic development 
of the thermal structures in the heated boundary 
layer shown on the schlieren movies. The shape and 
trajectories of the thermal structures seem to be 
consistent with the large-scale turbulent struc­
tures of the velocity boundary layer. These tur­
bulent structures are associated with interactions 
between the turbulent fluid moving into and out of 
the wall region. In this heated flow, the interac­
tion would be between cold fluid from the outer 
region with more viscous hot fluid close to the 
wall. This hot and cold fluid interaction should 
be less energetic than in a nonheated flow and thus 
result in a lowering of the Reynolds stress. 

The Reacting Boundary Layer 

The effects of combustion heat release within 
the boundary layer was studied for Uw = 10 m/sec 
and Tw = 1200 K, using ethylene/air mixture with 
equivalence ratio, 0, of 0.35 (Refs. 3 and 4). 
Measurements were made in isothermal, heated wall, 
and reacting flows. Data obtained include profiles 
of mean and rms fluctuations of density and two 
velocity components and the Reynolds stress. In 
addition, several highez order cross correlations 
[(U'V')2, ~. v'u' and u'k1 = u'(u•2 + v•2)] 
were deduced to study the various aspects of tur­
bulent kinetic energy transfer in the boundary 
layer. The procedure for measuring these cross­
correlation parameters is an extension of the stan­
dard procedure to measure Reynolds stress using a 
single-component LDV system.5 

Shown in Figure 1 are two series of schlieren 
records of the reacting boundary layer. Near the 
leading edge, as shown on the photographs on the 
right, the combustion process is confined to a 
small region close to the hot surface. Farther 
downstream, as shown on the photographs on the 
left, combustion takes place in elongated flame 
structures oblique to the wall rather than in a 
continuous flame sheet. These structures seem to 
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Figure 1. Schlieren records of a reacting turbulent boundary layer. Leading edge of the heated 
section is at x = 0. Uoo = 10.0 m/ sec, Tw = 1200 K, and 0 = 0.35, using ethylene/air mixture. 
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be consistent with the large-scale turbulence 
structures of the velocity boundary layer, indicat­
ing that these fluid-mechanical structures govern 
the combustion processes. 

Combustion heat release causes the boundary 
layer to expand. As a consequence, the mean den­
sity and velocity profiles show no overall similar­
ity as in the isothermal and heated wall flows. 
These profiles also demonstrate a reversal of heat 
transfer direction between the heated wall and the 
fluid as the flame structures develop. Near the 
leading edge, the heat transfer direction is from 
the wall to the fluid. However, the direction is 
reversed at locations farther downstream. 

Shown in Figure 2 are the streamwise and 
cross-stream rms velocity fluctuation profiles in a 
reacting boundary layer at various locations along 
the test section. In general, combustion increases 
the velocity fluctuations in the outer part of the 
boundary layer away from the heated wall. The 
shape of the fluctuation profiles of density and 
velocity changes downstream from the leading edge 
of the heating section. These changes are con­
sistent with the development of the flame struc­
tures over the test section. Combustion heat 
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release reduces the Reynolds stress throughout the 
boundary layer. This reduction in Reynolds stress 
associated with an increase in turbulent kinetic 
energy indicates that other turbulence production 
mechanisms should be important. 

Figure 3 shows the effects of combustion on 
the turbulent kinetic energy diffusion pattern. 
The change in streamwise turbulent kinetic energy 
diffusion is significant, as indicated by the 
difference between the u'k1 profiles of the isoth­
ermal and reacting flows. This would mean that the 
boundary-layer assumptions need to be modified for 
this reacting flow. 

Also deduced and studied are the density and 
velocity probability density functions (pdf) in the 
reaction regions where the density and velocity 
fluctuations are at their peaks. All the density 
pdf's are bimodal whereas the velocity pdf's are 
single-peaked. The differences between the density 
and velocity pdf's perhaps indicate that the fluc­
tuations are associated with the orientations of 
individual flame fronts within the flame struc­
tures. Because density is a scalar quantity, the 
two peaks of the pdf's are associated with the den­
sity in front of and behind the flame fronts. The 
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orientations of the flame fronts within the flame 
structures should be quite random. The velocity 
fluctuations induced by these flame fronts there­
fore should also be quite random. Consequently, 
the streamwise and cross-stream velocity pdf's do 
not show a bimodal distribution. 

PLANNED ACTIVITIES IN FY 1982 

Further analysis and interpretation of the 
data of the reacting flow will be made. These 
results should provide a more comprehensive 
description of the turbulence-combustion interac­
tion in the turbulent boundary layer. 

Instantaneous Reynolds stress will be measured 
in the isothermal, heated wall and reacting flows 
using a two-component (two-color) LDV system. 
These data will be useful for analyzing the tur­
bulence production mechanisms near the wall. The 
effects of wall heating and combustion heat release 
on these mechanisms will provide a better under­
standing of the influence of the large-scale tur­
bulence structures on the development of the flame 
structures. 

Cross-correlation between density and velocity 
fluctuations will be measured by a system combining 
the Rayleigh scattering and the single- component 
LDV systems. These results will be used to study 
turbulence scalar transport within the various 
boundary-layer flows. Also, the density and velo­
city cross-correlation data can be used as a means 
to obtain conditional sampling of velocity fluctua­
tions. The fluctuation intensities in front of and 

behind the flame fronts in the flame structures 
will show whether or not the velocity fluctuations 
are influenced by combustion heat release. Some 
higher-order density and velocity cross­
correlations can also be obtained by using suitable 
data analysis methods. These quantities are per­
tinent to turbulence energy and momentum transport. 
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Velocity Statistics tn Premixed Turbulent Flames* 

R. K. Cheng, T. T. Ng, F. Robben, and L. Talbot 

The characteristics of premixed turbulent 
combustion are important to the design of most 
practical combustion systems. The size and power 
characteristics of a combustor can be optimized 
because the flame propagation speed and volumetric 
power density are much higher in turbulent combus­
tion flows than in laminar combustion flows. 
Although considerable progress has been made in 
recent experimental and theoretical investigations, 
the interaction between turbulence and combustion 
is still not very well understood. There are two 
basic experimental approaches to the study of 
turbulent-combustion. The first is to measure 
gross properties of the turbulent flame and corre­
late these properties with turbulent properties of 
the incident flow. The second approach, which this 
present study adopts, is to understand the physical 
processes of turbulent combustion interaction 

*This work was supported by the Director, Office of 
Energy Research, Office of Basic Energy Sciences, 
Chemical Sciences Division of the U.S. Department 
of Energy under Contract No. DE-AC03-76SF00098. 
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through detailed statistical measurements and flow 
visualization techniques. 

Because of the high gradients and extreme con­
ditions associated with combustion flows, statisti­
cal measurements of temperature, velocity, and 
chemical species concentrations are only feasible 
using laser-based diagnostic techniques. Such data 
provide information leading to a better understand­
ing of the physical processes of turbulence­
combustion interaction. In addition, a statistical 
data base for turbulent combustion is necessary to 
assist theorists in formulating and evaluating 
numerical models of turbulent combustion which 
would aid the design of future combustion systems 
with higher efficiencies and lower pollutant emis­
sions. 

The objective of the present program is the 
measurement of velocity statistics in a premixed 
turbulent flame of simple configuration using laser 
Doppler velocimetry (LDV). The flame configuration 
is a V-shaped ethylene/air sheet flame stabilized 
in turbulent flow with grid- or perforated-plate-



induced turbulence. Also obtained are schlieren 
records showing the shape of the instantaneous 
flame sheet to facilitate the interpretation of the 
turbulence statistics in the flame. 

ACCOMPLISHMENTS DURING FY 1981 

Flame propagation in grid-induced turbulence 
was studied for four conditions with free-stream 
velocity, U00 , of 5.0 and 7.0 m/sec and equivalence 
ratio, 0, from 0.66 to 0.8. In addition, flame 
propagation with the turbulence generated by two 
different perforated plates was studied for Uoo = 
7.0 m/ sec and 0 = 0.75. A single-component LDV 
system was used to measure two components of mean 
and root-mean-square (rms) velocities and the Rey­
nolds stress (-u'v'). The streamwise macroscale, 
the probability density functions, and the stream­
wise velocity spectral density distributions were 
also deduced from the data. 

Figure 1 shows a typical velocity vector field 
of a V-shaped turbulent flame. The gross effect of 
the flame on the flow field changes the flow direc­
tions ahead of and behind the flame. In the free 
stream ahead of the flame, the flow is deflected 
outward. Through the flame region, because of 
combustion-induced gaseous expansion, the flow is 
accelerated and deflected inwards. Also, a small 
increase in the free-stream turbulence level was 
observed. 1 

Shown in Figure 2 is a schlieren record of a 
V-shaped flame stabilized in perforated-plate-

X 

0 
n:: 
<!> 

::>: 
0 
n:: 
lJ.. 

w 
u z 
<( 
1-
(J) 

0 

120 .0 r------------------------------1 

I 10.0 

100.0 

90.0 

80 .0 

70.0 

\ \ 1 \ \ \\ \\\\\\lHifff!lff IIIII I 
I 
I 
I 

I 

11 \\ \\\1\\\\~/ f f I I f f I f f 
I 
I 
I 
I 

111\ 1\\~ffff II f I II f I f f 
I 
I 
I 

.\1~f!flfffff f Iff If 
I 
I 
I 

'"lfm!!!!!!ff f f f f f! 
I 
I 

60.0~~Wlli~~~~-L~~-L~----~ 

0.0 10.0 20.0 30.0 40.0 
DISTANCE FROM FLAME HOLDER, Y <MMI 

FUEL' C2H4 , PHI ' .75, UFT' 7.00 

Figure 1. Two-dimensional velocity vector field of 
a V-shaped turbulent flame in grid-generated tur­
bulence. Flame origin at x = 50 mm and y = 0 mm. 
u 7.0 m/sec, 0 = 0.75. mean flame posi-
tion, .•••• cold boundary, velocity vectors. 

(XBL 819-4960) 

4-81 

Figure 2 . Schlieren image of a V-shaped turbulent 
flame in perforated-plate-induced turbulence. 

(XBB 817-6368) 

induced turbulence. The instantaneous flame sheet 
is characterized by the flame convolutions. Under 
identical initial cond itions, the size of the flame 
region in perforated-plate-induced turbulence is 
larger than that in grid- induced turbulence because 
the flame convolutions are developed and amplified 
more rapidly in the former flow. However, the mean 
flame angle and free-stream deflections seem to be 
unaffected by the different incident turbulence. 

Increases in both streamwise and cross-stream 
rms velocity fluctuations are signi ficant inside 
the flame region. This is caused by local 
acceleration and flow deflection a ssociated with 
the movement of the flame sheet about the station­
ary LDV probe. The fluctuations in the hot region 
are comparable to or less than that of the incident 
turbulence. This result shows that turbulent 
kinetic energy is not increased by combustion heat 
release for the conditions of these experiments. 

As shown in Figure 3, the increase in Reynolds 
stress inside the flame region is also significant 
and could be interpreted to mean an increase in 
turbulence production inside the flame region. 
However, using an argument based on a simple model 
of the interaction between the flow and the instan­
taneous flame front, we are able to demonstrate 
that the increase in Reynolds stress seems to be 
consistent with flame-induced acceleration and flow 
deflection. Furthermore, the magnitude of the Rey­
nolds stress in the flame region is highly corre­
lated with the rms fluctuations. This correlation 
further indicates that the Reynolds stress is a 
consequence of the fluctuating flame sheet and may 
not be intrinsic to fluid-mechanical turbulence 
production.2 

PLANNED ACTIVITIES FOR FY 1982 

A two-component (two-color) LDV system will be 
used to measure instantaneous Reynolds stress in 
the flame region. The data will be analyzed to 
discriminate between the Reynolds stress ahead of 
and behind the flame sheet. These resul ts will 
enable us to further investigate whether the Rey­
nolds stress is intrinsic to fluid-mechanical tur­
bulence production. 
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The cross-correlation between density and 
velocity will be measured by combining the Rayleigh 
scattering and the single-component LDV systems. 
This system will be used to obtain conditional sam­
pUng of the velocity fluctuations in the flame 
region. The data will be reduced to obtain the rms 
fluctuations ahead of and behind the flame sheet. 
Comparison of these separate rms fluctuations will 
show whether turbulence is affected by combustion 
heat release. 
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Lean Engine Combustion Studies* 

R. F. Sawyer, A. K. Oppenheim,]. W. Daily, R. Greif, 
K. Hom, H. E. Stewart,]. B. Woodard, and D. Hirvo 

The operation of an internal combustion engine 
under lean, premixed conditions has the potential 
advantage of increased efficiency and reduced emis­
sions. Studies of important phenomena relating to 
lean combustion have been conducted utilizing 
unique single-pulse, compression-expansion facili­
ties. These devices, which feature square pistons 
and two glass walls, provide complete optical 
access to the combustion process, including that 
part which occurs as the piston is withdrawn. 

The initial version of this machine (CE-1) was 
pneumatically driven and hydraulically controlled. 
The major drawback of this configuration has been 
control of the piston trajectory, which cannot be 
made to fully match that of a reciprocating piston 
engine. An improved version of the machine has 
been designed, constructed, and demonstrated. The 
piston of the second compression-expansion machine 
(CE-2) is driven by a crankshaft and controlled by 
a fast-acting clutch-brake mechanism, permitting 
one- to four-stroke operation. The cross-section 
of the combustion chamber is larger than that of 

*This work supported by the Assistant Secretary for 
Conservation and Renewable Energy, Office of Tran­
sportation Programs, Division of Transportation 
Energy of the U.S. Department of Energy under Con­
tract DE-AC03-76SF00098. 
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CE-1 and matches that of the standard CFR labora­
tory test engine. The head is provided with con­
ventionally operated overhead intake and exhaust 
valves. 

ACCOMPLISHMENTS DURING FY 1981 

The crankshaft-operated, compression-expansion 
machine has been brought into operational condi­
tion, including the control system and computer­
based data logging system. Preliminary investiga­
tions have been conducted of the optical measure­
ment of hydrocarbons using in-situ optical­
absorption methods. 

The CE-1 version was utilized to obtain simul­
taneous data on single-event flame propagation, 
wall heat transfer, and their interaction in a 
constant-volume chamber. Pressure variation, wall 
temperature variation, and high-speed schlieren 
movies were recorded for the combustion of methane 
and air for various equivalence ratios. Flame 
locations are shown in Figure 1. Flame speed and 
wall heat flux variation with respect to time were 
calculated from the data (Figures 2 and 3). The 
results indicate that there are important geometry 
effects on flame speed due to side-wall interac­
tion. The wall heat-flux data show effects due to 
the location of the flame relative to the location 
of the heat-transfer measurement. Peak heat-flux 



Figure 1. Flame-front location from schlieren 
movies for time steps of 3.76 msec starting at 
ignition; total elapsed time to last location shown 
is 56.4 msec; equivalence ratios 1.1. 

(XBL 825-10198) 
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values occur when the flame front passes the loca­
tion of measurement. High ignition energies are 
found to overdrive the rate of flame propagation. 

PLANNED ACTIVITIES FOR FY 1982 

Flame propagation studies for lean methane/air 
mixtures will be extended to a thorough investiga-
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tion of the ignition-expansion and compression­
ignition-expansion cases. Ethylene/air mixtures 
will be investigated to provide a fuel with chemi­
cal kinetic properties substantially different from 
methane and to provide data for comparison with 
modelling studies. 

Heat-transfer studies will be conducted in 
conjunction with the flame-propagation studies in 
the CE-1 apparatus and in a constant volume cell, 
CV-2. Experimental studies will focus upon valida­
tion of a theoretical model of the boundary-layer 
heat-transfer process occurring in the presence of 
a propagating flame. This model, in turn, will 
provide fundamental data and boundary conditions 
useful to the development of larger computational 
models for engine combustion. 

Ignition studies will be transferred from the 
constant-volume facility (CV-1) to the new square­
piston facility, CE-2. Flow visualization using 
high-speed schlieren cinematography will add the 
effects of piston motion and valve-induced flows to 
current ignition observations. 



A Staged Fluidized Bed Combustor for the 
Study of Pollutant Formation and Destruction*t 

R. F. Sawyer,]. F. LaFond, and]. R. Hart 

Stationary combustion sources account for 
about one-half of the oxides of nitrogen emitted 
·into the atmosphere. Two mechanistic paths are 
responsible for the production of nitric oxide dur­
ing combustion; one involves the oxidation of 
atmospheric nitrogen (thermal NO) and the other the 
oxidation of nitrogen chemically bound to fuel 
molecules (fuel NO). Coal and coal-derived fuels 
are particularly high in their fuel nitrogen con­
tent and therefore represent a special concern as 
sources of oxides of nitrogen. Reducing maximum 
flame temperatures has proven an effective method 
of controlling thermal NO but has little effect on 
the formation of fuel NO. 

Staged combustion is an abatement technique 
that appears capable of reducing both forms of 
nitric oxide while also minimizing emissions of 
other pollutants, both criteria and non-criteria. 
A two-stage fluidized-bed combustor, consisting of 
a fuel-rich fluidized bed followed by a fuel-lean 
fluidized bed, has been constructed. The fluidized 
beds provide additional control over temperature 
and residence time in comparison with conventional 
combustors. 

ACCOMPLISHMENTS DURING FY 1981 

A laboratory two-stage fluidized-bed combustor 
has been constructed for the study of the formation 
and destruction of pollutant species (Figure 1). 
Characterization of the facility for several confi­
gurations and a range of fuel flow rates (fuel/air 
mixture ratios) has been accomplished in terms of 
stable operating conditions, temperatures, pres­
sures, and gas composition through the device. A 
variety of operating parameters are available, 
including number of stages, bed depths, bed materi­
als, fuel, oxidizer, and dopant flow rates and 
residence times. Not all of these parameters are 
independent for stable operation. 

Initial studies used propane as the fuel, air 
as the oxidizer, and NO as a dopant to simulate 
fuel nitrogen. Species monitoring included CO, 
C02, NO, and total hydrocarbons. Stable two-stage 
operatio~ was obtained with a fuel-rich mixture in 

*This work was supported by the Assistant Secretary 
for Fossil Fuels, Office of Utilization of the U.S. 
Department of Energy under Contract DE-AC03-
76SF00098 and by the Morgantown Energy Technical 
Center of. the U.S. Department of Energy under Con­
tract No. PR-14037. 
t Condensed from LaFond, J.F., Hart, J.R., and 
Sawyer, R.F. (1981), A Staged Fluidized-Bed Combus­
tor for the Study of Pollutant Formation and Des­
truction, Western States Section, the Combustion 
Institute, Paper No. 81-53; also Lawrence Berkeley 
Laboratory Report LBL-13020. 
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the first stage, followed by air injection and com­
pletion of combustion in the second stage. A max­
imum reduction of 66 percent of the input NO dopant 
was obtained under two-stage operation (Figure 2). 

The facility has the additional capabilities 
of operating either or both beds in a two­
dimensional spouted mode, optical access for flow 
visualization, and addition of a third stage. In 
addition to the study of pollutant formation and 
destruction, the apparatus is suited to the inves­
tigation of the combustion of low-quality fuels and 
the incineration of toxic wastes. 

PLANNED ACTIVITIES FOR FY 1982 

Funding for work on staged combustion has been 
terminated. The use of this facility will be 
redirected to investigations of toxic waste 
incineration during FY 1982. Conditions desirable 
for minimizing nitric oxides are in many ways simi­
lar to those for the destruction of toxic sub­
stances, which often are organic materials contain­
ing nitrogen, phosphorous, and halogens. Model 
halogen compounds will be employed as surrogates 
for toxic halogenated hydrocarbons. 
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Chlorine and Bromine Inhibition of a 
Polyethylene Opposed-Flow Diffusion Flame*t 

W. J. Pitz and R. F. Sa,wyer 

The importance and contribution of the inher­
rent flammability of polymeric materials to prob­
lems of fire safety is well recognized. A series 
of studies have been undertaken utilizing an 
opposed-flow diffusion-flame burner because this 
geometry allows both steady, diffusion-controlled 
burning and extinction to be observed under well­
controlled laboratory conditions. Fuel composi­
tion, oxidizer composition, and oxidizer blowing 
rate are available as experimental parameters. 

*This work was supported by the National Bureau of 
Standards under Contract 805180, the Department of 
Mechanical Engineering of the University of Cali­
fornia at Berkeley, and the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098. 

tcondensed from Pitz, W.J. and Sawyer, R.F. (1981). 
"Chlorine and Bromine Inhibition of a Polyethylene 
Opposed Flow Diffusion Flame." Submitted for 
presentation at the Second International Special­
ists Meeting of the Combustion Institute on 
Oxidation, Budapest, Hungary. 
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ACCOMPLISHMENTS DURING FY 1981 

The opposed-flow diffusion flame was employed 
to investigate the effect of halogenated inhibitors 
on the extinction of a polyethylene flame. Three 
levels of inhibitor effectiveness were examined: 
none. (nitrogen), moderate (chlorine), and substan­
tial (bromine). Chlorine was added to the oxidizer 
and fuel sides of the diffusion flame to assess 
differences in inhibitor behavior in contrasting 
environments. Fuel-side addition was achieved by 
using chlorinated polyethylene, which has atomic 
chlorine substituted into its polymeric structure. 
Conditions of flame extinction were observed in all 
the above cases and used to evaluate inhibitor 
effectiveness. Fuel-added chlorine showed much 
greater inhibitor effectiveness than oxidant-added 
chlorine (Fig. 1). The increased relative effec­
tiveness may have resulted from promotion of char 
formation on the chlorinated polyethylene surface. 

A numerical boundary-layer model developed 
previously was employed to extract overall reaction 
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rates from the extinction data. The temperature 
dependencies of the overall reaction rates obtained 
seemed unaffected by inhibitor addition. The 
change in overall reaction rate with inhibitor 
addition was reflected by a change in overall pre­
exponential coefficient. 

PLANS FOR FY 1982 

Final reporting of this work will be accom­
plished, and this work will then be concluded. 

Spouted-Bed Combustion*t 

R. F. Sawyer, K. Ohtake, and]. R. Hart 

Spouted beds have been used as solids-gas con­
tacting devices in such applications as drying 
grains and solids blending and for the cooling, 
coating, and granulation of solids. Spouted-bed 
reactors have been used in coal gasification, coal 
carbonization, petroleum cracking, and ore roast­
ing. Recent laboratory studies have focused on the 
heat-recirculation characteristics of spouted-bed 
reactors and their ability to burn low quality 
fuels. 

ACCOMPLISHMENTS IN FY 1981 

A two-dimensional spouted-bed laboratory 
combustor has been designed and constructed with 
the objective of studying the interaction among gas 
flow, particle flow, and combustion. The labora­
tory facility, designed for a .maximum thermal power 
of 20· kW, ·has a quartz front wall, providing full 
optical access to particle flows and combustion 
processes (Fig. 1). Initial studies employed 
premixed propane and air and a fixed bed height, 
bed material, injector slot width, and combustor 
geometry. 

*This work was supported by the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098. 
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As in previous investigations of axisymmetric 
spouted beds, the ratio of particle-mass circula­
tion rate to jet-mass flow rate was observed to be 
about ten. Combustion increases this ratio by 
about 10 percent. A pulsating mode of operation 
was noted, with a characteristic frequency of about 
ten Hz controlled by the particle flow. In the 
present configuration, internal heat recirculation 
is approximately balanced by heat losses so that 
lean and rich flammability limits are extended only 
slightly beyond those of premixed laminar flames 
(Fig. 2). 

PLANS FOR FY 1982 

Further characterization of spouted-bed 
combustion will be undertaken to determine mass 
circulation rates, including particle velocities in 
the spout and fountain regions. Particle size, 
particle composition, bed depth, and slot width 
will be added as experimental parameters. Initial 
investigations will be made of the burning of solid 
fuels. 
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Characteristics of Fly Ash from Laboratory Combustion of Pulverized Coal* 

G. M. Parsons, P. Sherman,t R. Greif, and F. Robben 

Pulverized coal combustion produces fly ash 
particles that comprise a wide range of size and 
toxic trace element distributions. The smaller fly 
ash particles have a significant enrichment of 
volatile trace elements. A commonly used model for 
the formation and distribution of elements in fly 
ash particles is the vaporization condensation 
model. Trace elements are volatilized in the hot 
combustion zone and, depending on the cooling rate, 
condense to form small particles or coalesce to 
form larg~ particles. The larger surface-to-volume 
ratio of smaller particles leads to an enrichment 
of volatile trace elements upon condensation. Pol­
lution control devices presently being used or 
being considered all have high overall mass collec­
tion efficiencies which, however, decrease consid­
erably for the smaller particles. The smaller par­
ticles also have.much longer atmospheric residence 
times than do the larger particles. This longer 
residence time, ·coupled with volatile (usually 
toxic) enrichment and the ease of ingestion into 
the lungs, may make the small particulate output 
from utility boilers more important than their 
weight fraction would indicate. 1,2 

*This work was supported by the Assistant Secretary 
for Environment, Office of Environmental Research 
and Development, Environmental Control Technology 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098. 

tDepartment of Aerospace Engineering, University of 
Michigan, Ann Arbor, Mich; 
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ACCOMPLISHMENTS DURING FY 1981 

A small amount of Pittsburgh seam pulverized 
coal was entrained in an air/methane/oxygen mixture 
and burned in an enclosed bunsen type burner fitted 
with a chimney. This arrangement was able to simu­
late the temperature-time history of a pulverized­
coal burner. Particulate sampling was done with a 
Lawrence Berkeley Laboratory automated dichotomous 
air sampler which divides the particulates into two 
size ranges, those with Stokes diameters in the 
range between 2. 5 and 15 \1m and those with Stokes 
diameters less than 2. 5 )l m. The mass collected was 
determined by electron beam attenuation (Beta gage) 
and the elemental composition by x-ray fluores­
cence. 

The burner chimney controls the rate at which 
the mixture cools; the residence time is sufficient 
for the coal particles to burn out in the first 1/4 
to 1/3 of the chimney length. Two chimney confi­
gurations were used: an uninsulated ceramic tube 
44 mm in diameter and 355 mm long and a similar 
tube provided with a layer of insulation to reduce 
the heat loss and thereby operate at higher tem­
peratures. At the do~1stream end of each chimney, 
secondary air is injected to rapidly cool the 
combustion products in a short (75-mm-long) sec­
tion. The initial cooling rate of the insulated 
chimney is less than that of the uninsulated chim­
ney, but, upon quenching, the cooling rate becomes 
greater for the insulated chimney. The chimney 
without insulation will be referred to as the low­
exit-temperature chimney while the chimney with 
insulation will be referred to as the high-exit­
temperature chimney. 



The normalized percentages of 18 elements in 
the small size fraction for the different burner 
and chimney conditions has been tabulated. The 
elemental concentration on a given filter is first 
normalized to the silicon concentration on that 
filter; the percent in the small size fraction is 
then calculated for each run. The percent in the 
small size fraction is defined as the ratio 
1008/{S+L), where Sis the normalized elemental 
concentration on the small size fraction filter for 
a given run, and L is similar except for the large 
size fraction filter. The normalization is made to 
account for any sample material that may be lost 
from the filter between the time the sample is 
taken until the time it is analyzed. The useful­
ness 'of the normalization to silicon is based on 
the assumption that the concentration of silicon in 
the fly ash is independent of particle size. It 
was found that concentration of silicon· in the 
small size fraction did change slightly with the 
peak temperature, but there was no noticeable 
change with the chimney exit temperature. The nor­
malization was found to reduce the scatter of the 
elemental concentration data. 

In Figure 1 the percent of total sample weight 
in the small size fraction is shown as a function 
of the peak temperature. From the linear least 
squares fit, it is seen that the weight percentage 
in the small size fraction increases with increas­
ing peak temperature. No correlation was found 
between the percentage of the total sample weight 
in the small size fraction and the chimney exit 
temperature. 

In Figure 2 a comparison is made between the 
volatile element arsenic and the refractory element 
aluminum. Both elements are first normalized to 
silicon and then plotted as a function of chimney 
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exit temperature. The line through the small size 
fraction arsenic data is a least-squares-fit line. 
The concentration of arsenic in the small size par­
ticles appears to be a function of chimney exit 
temperature, while the concentration of aluminum 
does not. 

Figure 3 is plotted to again compare the 
behavior of arsenic and aluminum. The percent of 
aluminum and arsenic in the small size fraction is 
shown as a function of peak temperature. This fig­
ure clearly shows the enrichment of arsenic (-go 
percent) and the depletion of aluminum in the small 
size fraction (-30 percent). The small increase in 
aluminum concentration in the small size fraction 
with increasing peak temperature is not large 
enough, compared to uncertainties, to be signifi­
cant. 

In addition to arsenic, elements showing sig­
nificant enrichment in the small size fraction are 
iron, zinc, potassium, and chromium. Other ele­
ments having significant enrichment in the small 
size, but a large degree of scatter at low peak 
temperatures, are rubidium, vanadium, nickel, 
selenium, and sulfur. Calcium and titanium appear 
to be enriched in the small sizes but not to as 
great an extent. The results are inconclusive for 
antimony and manganese. As noted previously, 
aluminum was depleted in the small size fraction. 
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0thers3,4 found similar enrichments of arsenic, 
rubidium, vanadium, zinc, and nickel in samples 
from utility boilers. Agreement was also found for 
the depletion of aluminum and the slight increase 
in titanium and iron concentrations in small parti­
cles. The enrichment of iron in the small parti­
cles increased with increasing peak temperature; 
this was not found in the utility boiler tests 
because of their constant operating conditions . 

The results of this experiment appear to be in 
agreement with a vaporization-condensation model 
for the chemistry of small fly ash particles.2 
According to the model, some of the volatile ele­
ments in the coal are vaporized in the high tem­
perature region of the flame. Changes in the chem­
ical state or decreases in temperature cause the 
vapor to become saturated and condensation may 
occur. From this model, one would anticipate that 
the concentration of elements in a particle of a 
given size would depend on both the peak combustion 
temperature and the temperature at which quenching 
occurs (chimney exit temperature). The peak tem­
perature dictates which elements are volatilized. 
General agreement with Smith4 is found except in 
the case of iron. We found iron to be slightly 
enriched in the small size fraction, whereas Smith 
found iron to behave like aluminum and subsequently 
show a depletion in small size particles. 

PLANNED ACTIVITIES IN FY 1982 

No further work is planned in this area • 

REFERENCES 

1. Flagan, R.C., and Friedlander, S.K. ( 1976), 
"Particle Formation in Pulverized Coal 
Combustion--A Review," Symposium on Aerosol 
Science, the 82nd National Meeting of AIChE. 

2. Flagan, R.C., and Taylor, D.D. (1980), "Labora­
tory Studies of Submicron Particles from Coal 
Combustion," in Eighteenth Symposium (Interna­
tional) on Combustion, The Combustion Insti~ 
tute, Pittsburgh, p. 1227. 

3. 

4. 

Markowski, G.R., et al. ( 1980), 
Aerosol Mode in Flue Gas from a 
Utility Boiler," Env. Sci. and 
1400. 

"A Submicron 
Pulverized Coal 

Tech. .1!!, p. 

Smith, R.D. (1980) 1 "Trace Element Chemistry of 
Coal during Combustion and the Emissions from 
Coal-Fired Plants," Prog. Energy Combust. Sci. 
_2, p. 53. 



Two-Point Rayleigh Scattering Measurements in a V -Shaped Turbulent Flame* 

M. Namazian, L. Talbot, and F. Robben 

The desire for more efficient and lower 
pollutant-generating combustion devices has stimu­
lated a variety of research efforts aimed at 
increased understanding of turbulent combustion. 
Considerable progress has been made in recent ye'ars 
in both theoretical and experimental studies of the 
turbulent flame.· However, a physically realistic 
perception of the turbulent flame has not yet been 
achieved. The difficulty stems from the complexity 
of the problem and the limitations of the available 
experimental techniques to investigate the problem. 

The development of the laser anemometry tech­
nique has resulted in a significant advance in 
understanding turbulent flames by enabling detailed 
velocity measurements to be made. However, velo­
city fluctuations are coupled with the densit~ and, 
therefore, detailed density fluctuation measure­
ments are also required. 

The Rayleigh scattering method, 1 which has 
been developed in recent years, offers a powerful 
technique for the measurement of the density and 
the temperature of gases. This technique has been 
successfully applied to turbulent flames by a 
number of investigators2-5 to measure the density 
fluctuations at one point. However, detailed sta­
tistical spatial characteristics of the combustion 
zone are difficult to obtain from analysis of a 
time series of single-point measurements. Alterna­
tively, statistical analysis of a time series of 
simultaneous measurements at two separated 
points6,7 can be a powerful method to determine the 
spatial and temporal structure of the combustion 
zone. 

The objective of this work is to apply the 
Rayleigh scattering technique for density measure­
ments at two points in turbulent flames. We used 
two independent sets of scattered-light collection 
optics and a method of splitting the laser beam and 
varying the separation of the two sampled points. 
Representative results have been obtained in a 
grid-generated turbulent flame corresponding to the 
wrinkled laminar flame region, as defined by the 
.Reynolds and Damkohler numbers. Spatial and time­
space correlations of the density were obtained 85 
rom downstream from the grid in three orthogonal 
directions. The density fluctuation structures of 
this flame and their development are discussed. 

*This work was supported by AFOSR under Contract 
F-44620-76-C-0083 through the Office of Research 
Services, College of Engineering, University of 
California, Berkeley. Additional equipment and 
facility support was provided by the Office of 
Energy Research, Basic Energy Sciences, Chemical 
Science Division of the U.S. Department of Energy 
under Contract No. DE-AC03-76SF00098. 
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ACCOMPLISHMENTS DURING FY 1981 

The two-point Rayleigh scattering system was 
developed and measurements we~e performed in a V­
shaped turbulent flame. Figure 1 shows a schematic 
diagram of the premixed type combustor and collec­
tion optics used for this study. 

The two-point measurements were performed in 
three directions (Fig. 1), x along the jet, y nor­
mal to the jet and normal to the flame holder, and 
z normal to the jet and parallel to the flame 
holder. In this report, we refer to the two meas­
urement points as points 1 and 2. Po~nt 1 was 
always set at 35 rom above the flame holder (i.e., 
85 rom above the grid) in the axial plane of the 
combustor normal to the flame holder. Point 2 was 
then moved in the x, y, or z direction by o, the 
distance between sampled points. For each fixed o, 
regardless of the direction of separation of the 
points, a profile of the measurements across the 
flame front was obtained by moving the combustor in 
the y direction. 

Throughout this study, the equivalence ratio 
of the ethylene-air mixture was 0.6 and the jet 
velocity was 7 m/sec, repeating one of the condi­
tions for earlier results obtained by Bill et a1;8 
These conditions produced a flame with a half-angle 
of 120, and Reynolds number based on the mesh size 
of 2280. 

Two types of optical systems were used in this 
study, referred to as the one-beam and the two-beam 
systems. The one-beam system was used when the 
separation between sampled points wa~ in the hor­
izontal direction (i.e., y and z), and-; the two-beam 
system was used when the separation between the two 
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Figure 1. Schematic of experimental apparatus for 
two-point Rayleigh scattering measurements. 
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samplea points was in the vertical direction. Fig­
ure 2a shows the one-beam system with the argon-ion 
laser beam focused at the test section through a 
200-mm lens. The focused beam had a waist diameter 
of 60 ~m and was used to produce the two sampled 
points by collecting the scattered light from two 
sections of the beam, each 100 ]Jm long. The col­
lected light was filtered by a narrow-band-pass 
filter centered at 488 nm and then measured by a 
photomultiplier. 

Figure 2b shows the two-beam system. The 
laser beam was separated into a blue and a green 
beam, using a dichroic color separator. Each beam 
was then brought to focus through separate halves 
of a lens which had been cut into two pieces, as 
shown in Figure 2b. When the two parts of the lens 
were positioned together (forming the original 
shape of the lens), the two beams would focus 
nearly at the same point, labeled as point 1 on 
Figure 2b (the focal points are not exactly identi­
cal due to the difference in wave lengths). How­
ever, when the upper half of the lens is moved up 
by 6, the focusing point of the incident beam also 
moves up by the same amount to point 2, as shown on 
Figure 2b. The collection systems were then posi­
tioned such that the Rayleigh scattering at points 
1 and 2 was sampled. 

The signals of the two photomultipliers were 
amplified with low-noise amplifiers equipped with 
low-pass filters set at 10 kHz. The output signals 
were sampled simultaneously with a PDP 11/10 com­
puter with dual sample and hold and direct memory 
access operation. There were 2048 samples of each 
signal taken at a 10 kHz rate and stored on mag­
netic tape for post processing. The same PDP 11/10 
computer was used to move the combustor so that the 
flow field positions were scanned automatically. 

Laser 

( o) $1ngle Beam System 

_...,.Splited lens 
· f = 200 mm 

__,./ D1color Seperator 

2/ 
Laser ----

lb) Dual Beam ~ystem 

Figure 2. The optical set-up for two-point Ray­
leigh scattering technique. Single-beam system 
provides separation between points in horizontal 
direction and dual-beam system in vertical direc­
tion. (XBL 823-8762) 
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The stored data were reduced on the Lawrence 
Berkeley Laboratory CDC 7600. The effects of pho­
tomultiplier noise and background were removed 
using the method described by Bill et al.8 The 
data presented were also numerically filtered from 
DC to 50 Hz to -remove low-frequency fluctuations 
which presumably arose from disturbances of the 
flame by room air current. This filtering is jus­
tified because the lowest frequency associated with 
combustor diameter and free stream velocity is 150 
Hz. 

Part of the information contained in the meas­
ured densities at two points separated by 6 can be 
obtained from the spatial correlation coefficient 
R(~). This quantity provides a measure of the 
relative strength of the density fluctuation struc­
tures whose length scale in the measurement direc­
tion is greater than 6. The structures with length 
scales smaller than 6 do not contribute to R(o). 
R(6) is defined by 

R(6) = 

where 6 is the distance of separation of the meas­
urement positions denoted by subscripts 1 and 2 and 
p' is the density fluctuation. In Figure 3, values 
of R(6) are shown for the cases of 6 lying along 
the three axes x, y, and z. The values of the spa­
tial correlations are very similar in these three 
orthogonal directions. This indicates that the 
spatial structure of the turbulent flame under 
these conditions is such that the associated length 
scales are the same in the x, y, and z directions. 
Further, an integral length scale derived from the 
area under these curves is found to be approxi­
mately 2 mm. By way of comparison, the width of 
the turbulent flame zone was approximately 4 mm. 

Further information on these turbulent flame 
structures can be obtained from the space-time 
correlation coefficient R(6,T), defined by 
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Figure 3. The density spatial correlation in a 
turbulent flame in three orthogonal x, y, and z 
directions. Measurement point 35 mm downstream 
from the flame holder. (XBL 823-8763) 



R(0 1 T) : 

where T is the time delay for which the correlation 
is calculated. Note that, for T = o, R(o,O) is 
just the previously defined spatial correlation 
coefficient, and for o = o, R(O,T) is just the 
ordinary autocorrelation coefficient. In Figure 4, 
R(o,T) is shown as a function ofT for several 
values of o lying in the x, or flow, directions. 
Each curve has a maximum whose delay is propor­
tional to o, the separation between sampled points. 
The proportionality factor is about 7 m/aec, the 
same as the flow velocity. Previous meaaurementa8 
indicate that the axial flow velocity through the 
flame does not change significantly for these con­
ditions. This indicates that the turbulent density 
structures in the flame are simply convected down­
stream by the flow, as is suggested by the Taylor 
hypothesis. 

The maximum value of the apace-time correla­
tion decreases as the separation between sampled 
points increases, as shown in Figure 4. This fal­
ling maximum implies that the structures decay as 
they are convected by the flow. Further, the 
correlation is broader in time as o is increased, 
indicating additional structural changes other than 
simple decay. 
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We thank R.K. Cheng and T.T. Ng for their 
assistance throughout the course of this work. The 
authors also wish to acknowledge the contribution 
of W.M. Kleiaer to this work. 

PLANNED ACTIVITIES FOR FY 1982 

During FY 1982, two-point measurements in dif­
ferent locations o~ the flame will be obtained in 
order to study the development of the length 
scales. Different flow velocities and equivalence 
ratios will be studied. 

There is still much additional information in 
a field of two-point measurements, beyond that of 
the correlation functions, which can be extracted 
with the use of more sophisticated analytical 
methods. Our aim is to use these methods, such as 
the joint probability density function of two sig­
nals, to exploit this newly developed two-point 
Rayleigh scattering technique. 
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Numerical Modeling of Turbulent Combustion* 

A. ]. Chorin, A. F. Ghoniem, and A. K. Oppenheim 

Studies of numerical modeling of turbulent 
combustion were concerned with three topics: 

1. Evaluation of the properties of turbulent 
flow fields behind a rearward-facing step, 

2. Analysis of unconfined jets, 

3. Extension of the random walk method to 
numerical modeling of diffusional processes, 
in particular heat conduction. 

The work involved the 
graduate students: D.Y. 
Heydari. 

cooperation of three 
Chen, Y.W. Dai, and A. 

ACCOMPLISHMENTS DURING FY 1981 

Properties of Turbulent Flow Fields 
in Channels with Rearward-Facing Steps 

Following our studies of two-dimensional flow 
behind a rearward-facing step of height equal to 
1/2 the channel width, 1 we treated cases with step 
heights of 1/4 and 1/3. The scope of our studies, 
moreover, was extended by subjecting the numerical 
solution to statistical analyses. The results we 
obtained for inlet Re = 104 are exemplified by Fig­
ures 1 and 2, which display the properties of the 
flow field behind a step height equal to 1/4 of the 
channel width for inlet Re = 104. Shown in Figure 
1 are the computer-graphed vorticity fields, which 
depict vectorially the motion of all the vortex 
blobs used in the computations of time intervals 
expressed in terms of T = TUooiH, where T is the 
time, ~ is the inlet velocity, and H is the chan­
nel width with the computational time increment t = 
0.1 T. Profiles of the corresponding mean velocity 
components and of the concomitant fluctuating 
parameters, evaluated over the computational time 
interval from Nk 141 to Nk = 198, are shown in 
Figure 2. 

Numerical Modeling of an Unconfined Turbulent Jet 

In the case of flow through a channel, there 
is a natural attribution of computational vortex 
elements due to their efflux at the open end. As a 
consequence, after attaining a saturation level, 
their number remains constant. This is not so for 
an unconfined jet, where the number of vortex blobs 
increases indefinitely. In a two-dimensional 
field, the number of computations involved at each 
time step is proportional to the square of the 
number of vortex blobs. Thus the use of time sav­
ing devices is of particular importance in this 
case. 

*This work was supported by NASA on Grant NAG 3-131 
and by the u.s. Department of Energy under Contract 
No. DE-AC03-76SF00098. 

After a number of unsuccessful trials with 
various methods conceived to reduce the computa­
tional time, we have finally succeeded in develop­
ing a technique that lessens this time by at least 
a factor of two. The modification of the algorithm 
it involves is presented schematically in Figure 3 
by the block describing the operation performed on 
the set of vortex blobs prior to the implementation 
of the Biot-Savart Law specified in the next block. 
Its operating principle is described below. 

The field is partitioned by a grid into a set 
of square cells. To update the velocity vector of 
a vortex blob in a given cell, the Biot-Savart Law 
is applied to all the other vortex blobs within the 
cell, as well as to those in the neighboring 8 
cells. The area of the 9 cells is thus considered 
as the near field and its vorticities denoted by 
subscript nf. The vortex blobs located in cells 
outside of this area are considered as the far 
field, the corresponding vorticities being denoted 
~ubscript ff. Their effect is taken into 
account by a representative pair of vortices, whose 
strength and location for each cell is evaluated as 
follows: 
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+ 

r* = r. 
J. 

Ce!ll 

and 

+ 1 2 + + z- ~ r:-z:-
* J. J. r-

* cell 

where r is the circulation, z is the position vec­
tor," and index ! indicates that the summation is 
carried out within each cell separately for the 
positive and negative vortex elements. Thus if 
1r:1 = 1r;1 while z: = z; one has a doublet, 
rather than zero. 

1. 

2. 

This procedure has the following properties: 

It restricts the number of computational 
operations involved in the evaluation of the 
velocity field to twice the number of cells 
plus the number of vortices in the 9 cells 
of the near field. 

It yields a velocity field 
the integral invariants 
(Batchelor2 or Leonard3): 

I i;dA = const. 

and 

I~;;=: dA = const. 

that satisfies 
of the flow 

3. It protects the vorticity distribution from 
the mal-effects of numerical diffusion while 
preserving the identity of the vortex blobs. 
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Figure 1. Development of vorticity field in a channel behind a 1/4 step 
(Re = 104). (XBL 823-8336) 

The development of a turbulent jet, modeled by 
the random vortex method, is shown in Figure 4, 
where sequences of vorticity vector fields are 
displayed on the left and the concomitant velocity 
vector fields on the right. The time steps in Fig­
ure 4 are, respectively, Nk = 40, 90, 140, and 210. 
The first three time steps were obtained in the 
usual manner; the fourth was computed using the 
time-saving technique described above. The evident 
agreement between the fourth step and the first 
three steps provides a clear demonstration of the 
applicability of this technique. 

Extension of the Random Vortex 
Method to Diffusional Processes 

The main reason for extending the random vor­
tex method to diffusional processes other than the 
transfer of momentum is to provide means for treat­
ing problems where a number of different transport 
processes take place concomitantly. Of these, the 
most interesting involve the transport of momentum 
and energy as, for example, natural convection with 
strong interaction between temperature and density 
or turbulent combustion with significant effects of 
thermal expansion. It should be noted that the 
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most attractive feature of random walk methods is 
their essentially Lagrangian character. Conse­
quently, these methods lend themselves particularly 
well to the treatment of problems dealing with dif­
fusional flow processes, where chemical reactions 
proceed along particle paths, as in the case of 
turbulent combustion, the principal objective of 
our work. 

Principal features of our method were 
developed with particular application to conductive 
heat transfer in one dimension. They were based on 
the following concept. The dependent variables of 
a diffusion equation fall into three differential 
orders. In a one-dimensional space these are: 

1. The primary variables, e.g., the velocity, 
u, or the temperature, T. 

2. The secondary variables, the gradients of 
the primary variables, e.g., the vorticity, 
r, or the heat flux, q. 

3. The integral variables, i.e., either the 
line integrals of primary variables around 
the boundary of an area element or the area 
integral of the secondary variable over. this 
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Figure 2. Profiles of mean velocities and fluc­
tuating parameters in a channel behind a 1/4 step 
(Re = 104), evaluated over a time interval Nk = 
141-198. (XBL 823-8335) 

element (the two being equivalent according 
to the Stokes Theorem), i.e., the circula­
tion, r , or the internal energy, e. 

The fundamental relationships between these 
variables are presented in Table 1, demonstrating 
the analogy between the diffusion of momentum and 
that of energy. 
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Figure 3. 
rithm. 

Block diagram of the random vortex algo­
(XBL 821-5009) 
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of the simplified technique. (XBL 823-8333) 

Table 1. Analogy 
processes. 

Conserved quantity 

Primary variable 

Diffusion equation 

Diffusing element 

Conserved quantity 

Secondary variable 

Diffusion equation 

Diffusing element 

between 

Momentum 

u 

au a2u 
at = v--

d 2 
y 

f = J pudA 

Vorticity 

Cll; = v ~ 
at a 2 

y 

y =I f;;dA 

Note: dA = dy; w = de/dt. 

diffusional 

Energy 

T 

ClT ()2T 
()t =a--

d 2 
y 

e = J pcTdA 

Heat 

q = -kClT/Cly 

~ = a 2 
d y 

w = J i;qdA 

' I 
; 



The fundamental idea of the stochastic random 
walk solution is presented in Table 2. It is based 
on the fact that exact solution of the differential 
equation of diffusion, subject to initial condi­
tions expressed in terms of a Dirac delta function, 
is identical to the probability density function of 
a Gaussian random variable with zero mean. Thus, 
the solution is constructed by a sequence of random 
displacements of a set of discrete quantities of 
the diffusing elements. The solution is then 
evaluated by local sampling or by global sampling, 
depending on the variable of'primary interest in 
the problem. 

The three fundamental differential orders of 
the dependent variables lead to a hierarchy of dif­
fusion problems presented in Table 3. Depending on 
the particular type of problem, the diffusion equa­
tion can be formulated in terms of either the pri­
mary variable or the secondary variable. The boun­
dary conditions are, as a rule, implemented in 
terms of the integral constraints. The elements of 
the solution are evaluated by means of either the 
Dirac delta or the Heaviside step function, which­
ever is more appropriate. 

Typical examples of solutions we obtained are 
presented in Figure 5. In each case, the numerical 
results are shown in comparison to the exact solu­
tion. Shown in the upper left corner is the solu­
tion of Problem 2 of Table 3 with 0 = 1, obtained 
using Ns = 10 elements after 50 computational time 
steps comprising one run. On its right is a 
corresponding solution of the same problem, 
obtained with the same number of Ns = 10 elements 
and using ensemble averaging over 5 runs, each per­
formed with a different set of random numbers. 

Table 3. Hierarchy of diffusion problems. 

No 

Differential 
Equation all a211 -=a-at a 2 

y 

2 

Boundary 
Condition 

Constraint 

ll(y,O) = o(O) 

11> = 

ll'(y,O) = o(O} 

Ill = 1 or f(t) 

Diffusing 
Element 

Elements of 
Solution 

Examples 

11> = 2: 6\l>iH(y - Yil 

Instantaneous depo­
sition of energy 

Note: II' o!IS/3y etc. 

Prescribed tempera­
ture on the boun­
dary ( Couet te flow) 
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Table 2. Fundamental idea. 

Differential 

equation 

Initial and 
Boundary 
Conditions 

Constraint 

i!S(y,O) = 6(0) 

r 0dy 
_oo 

0 

Fundamental 
Solution II ---

1
--- exp[-(y/o) 2

] 
12rro 

0 = ,i'2(it 

Stochastic 
Solution 

Local 
Sampling 

Global 
Sampling 

l:O<I> = 

H - Heaviside step function 
6 - Dirac delta function 
E - Expected value 
n - Random variable 
o - Standard deviation 

3 

ll"(y,O)=o(O) 

II' = 1 or f(t) 

Prescribed heat flux 
on the boundary 

E<ni> = 2allt 

4 

a11 a211 
-=a--at a 2 

y 

ll(O,t) = 0 

II"(O,t)=1/a 

olli = aii"(O,t) at 

Uniformly distri­
buted source of 
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Figure 5. Temperature profiles of self-similar solutions for heat con­
duction (or diffusion of momentum) in a semi-infinite solid and a slab. 

(XBL 825-677) 

The remainder of the solutions displayed in 
Figure 5 refer to non-self-similar cases. 
Presented on the left in the middle row is the 
solution of Problem 2 with f(t) = 1, while the 
boundary conditions are applied on both sides of 
the field, i.e., 0 = 1 on one side and 0 = 0 on the 
other, as appropriate for a Couette flow. Next to 
it is a solution of Problem 3 with f(t) = 1, 
obtained immediately by the integration of the pre­
vious solution. The results are indistinguishable 
from the exact solution, demonstrating the signifi­
cant influence of numerical integration upon the 
accuracy, an example of the effect of proper selec­
tion of the variable subjected to random walk. The 
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bottom row displays solutions of Problem 4 of Table 
3 showing, on the left side, the development of the 
field where t* = 1 corresponds to 1000 computa­
tional steps and, on the right, the steady-state 
solution obtained at much longer times, as speci­
fied on the graph. 

PLANNED ACTIVITIES FOR FY 1982 

We will continue the calculations until steady 
conditions of a fully developed turbulent flow 
field are established. We intend to accomplish 
this by using a Cray computer. Arrangements are 



now being made to use the system at the NASA Ames 
Research Center for this purpose. 

At the same time, we are planning to model 
turbulent combustion using our algorithm described 
by Ghoniem et al. 1 This will be done first using 
the plume generated by an unconfined jet to study 
the consequences of multi-point initiation of 
combustion in comparison to single-point ignition. 
Then, in a similar manner to the case of the 1/2 
step reported by Ghoniem, combustion in the tur­
bulent flow field behind a 1/3 step and a 1/4 step 
will be studied. The major objective of this study 
will be to investigate the mechanisms of instabili­
ties, especially the influence of mixture enrich­
ment on flashback. 

Finally, we hope to develop further our novel 
random-element method that has been developed in 
connection with an elementary application to one­
dimensional heat conduction. At first, the method 
will be extended to two-dimensional heat conduction 

and then, in conjunction with the random vortex 
method, to convection in a turbulent flow field. 
This should eventually enable us to examine the 
effects of heat transfer in turbulent combustion, 
thus enlarging significantly the general scope of 
our studies. 
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The Formation and Reduction of Nitrogen Oxide 
tn the Combustion of Condensed Fuels* 

D. Lucas and N. J. Brown 

Combustion of fossil and synthetic fuels is 
ofte-n accompanied by the criteria and non-criteria 
emissions associated with high concentrations of 
chemically bound nitrogen and sulfur. The emis­
sions of nitrogen and sulfur oxides from such sys­
tems can result in acid rain, increased photochemi­
cal smog, and other atmospheric pollution 
phenomena. The reduction of these emissions can be 
achieved by combustion control and/or post­
combustion treatment of the product gases. 

A portion of our research effort is concerned 
with the conversion of fuel nitrogen molecules to 
nitric oxide, especially in the presence of fuel 
sulfur compounds. The conversion of fuel nitrogen 
compounds to NO has been studied extensively, but 
relatively little research has investigated the 
coupling between nitrogen and sulfur combustion 
chemistries. These synergistic effects can be 
quite important, and most existing methods for 
reducing nitrogen oxide emissions do not consider 
conditions where the concentrations of fuel sulfur 
compounds are high. Another objective of our 
research is to investigate a method for controlling 
nitrogen oxide emissions in the post-combustion 
environment that employs ammonia to selectively 
reduce nitric oxide in lean combustion products, 

*This work was supported by the Morgantown Energy 
Technology Center through the Assistant Secretary 
for Fossil Energy of the U.S. Department of Energy 
under Contract No. DE-AC03-76SF00098, and by the 
State of California Air Resources Board under Con­
tract No. A6-196-30. 
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again with emphasis on the influence that sulfur 
compounds exert on this process. 

Nitrogen and sulfur combustion chemistry was 
investigated in a turbulent flow reactor, which is 
shown schematically in Figure 1. The main sections 
of the reactor are constructed from 5-cm-inside­
di~meter, low-alloy-steel tubing, with combustion 
occurring in a 10-cm-diameter section. The larger 
section is water cooled to allow temperature con­
trol of the downstream products without altering 
the flow rates. The fuel is a U1 diesel oil from 
the Shell Oil Company, with a measured 
hydrogen/carbon ratio of 1.85 and less than 0.1 
percent (by weight) nitrogen. Higher concentra­
tions of fuel nitrogen and sulfur are obtained by 
mixing known amounts of pyridine and thiophene, 
respectively, into the fuel oil before placing it 
into the delivery tank. The oil is sprayed into 
the air flow through a commercial high-pressure 
atomizing nozzle (Monarch Type R, 30° radius, 0.05 
1/min). Rapid mixing from the fuel/air mixture was 
aided by the use of perforated and blocking discs 
upstream of the nozzle and by packing the air sup­
ply lines· with steel wool. Swirl introduced into 
the air supply was found to be detrimental to the 
combustion, as evidenced by increased flame length 
and greater sooting tendencies. A quartz tube at 
the end of the combustion section allows visual 
inspection of the flame to confirm that the visible 
flame front terminates at least 50 em upstream from 
the ammonia addition section. 

For the selective reduction studies, ammonia 
(Matheson CP grade)/nitrogen mixtures are intro­
duced into the combustion products through four 
symmetrically oriented, uncooled quartz injectors. 
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The heavily insulated reaction and sampling section 
begins immediately downstream from the injectors 
and extends for -6o em, where it joins the labora­
tory exhaust system. There are four different 
axial locations at which quartz microprobes and/or 
Chromel/Alumel thermocouples may be inserted into a 
desired radial location. An aspirated thermocouple 
is used to correct all reported temperatures for 
radiation losses. When no ammonia is added, com­
plete combustion and thorough mixing of the product 
gases are confirmed by measuring temperature and 
composition profiles in the reaction region. Vari­
ous analytical techniques are used to measure 
species concentrations, including chemiluminescent 
analyzers (NO, Nx), fluorescence detection (SOz), 
NDIR (CO, COz), GC (various species), and wet chem­
ical methods (NH3). At the reactant velocities 
normally used, about 17 m/sec, an axial temperature 
gradient of 1 K/cm was observed. Radial tempera­
ture gradients of 20 to 25 K were measured when the 
thermocouple was moved from the centerline position 
to one 80 percent from the distance to the combus­
tor wall. Concentrations of CO, COz, and NO were 
found to be independent of probe position, with the 
CO and COz measurements within experimental error 
of their expected values. Mixing characteristics 
from the ammonia injectors were determined by 
introducing NO through the injector system and then 
measuring the NO radial and axial profiles down­
stream. It was found that mixing was essentially 
complete within 20 em from the injection site. 
Concentration profiles of NO and NH3 measured when 
reduction occurs indicate that the reaction is 
essentially finished (>95 percent) by the final 
probe station. The data presented are from the 
centerline position of the final probe position, 
59 em downstream from the ammonia injection site. 

ACCOMPLISHMENTS DURING FY 1981 

The reduction of NO by NH3 addition to the 
post-combustion gases has been measured as a func­
tion of temperature, added NH3 concentration, and 
concentration of fuel sulfur. The equivalence 
ratio in this study was varied by changing the fuel 
rate to minimize changes in the overall flow rate. 
Fuel nitrogen was varied through the volumetric 
addition of pyridine to the fuel oil. Selected 
samples were analyzed by the Microchemical Analysis 
Laboratory of the University of California at 
Berkeley. Complete conversion to NO of a fuel with 
1.02 percent, by weight, pyridine would results in 
an NO concentration of ~1200 ppm in the exhaust 
gases at an equivalence ratio of 0.89. The actual 
measured concentration before reaction with NH3 is 
termed (NOli· The temperatures listed, T* values, 
are measured at the centerline immediately upstream 
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from the ammonia injectors. The relative amount of 
ammonia added is defined by B = (NH3)i/(NO)i. 

Before determining the effect of fuel sulfur 
on the NH3 reduction process, the conversion of 
fuel nitrogen to NO was measured as a function of 
fuel sulfur concentration, equivalence ratio, and 
exhaust gas temperature (T*). With no pyridine or 
thiophene added to the fuel, thermal NO concentra­
tions of 40 to 45 ppm were measured. This thermal 
concentration was subtracted from the (NO)i values 
when calculating the fuel nitrogen conversion effi~ 
ciency. For fuels with no sulfur added, the 
conversion of pyridine to NO followed expected 
trends for the different equivalence ratios, with 
conversion efficiencies of 40 to 45 percent meas­
ured for equivalence ratios between 0.78 and 0.95. 
Table 1 lists the results obtained for three dif­
ferent fuel sulfur concentrations and various T* 
values at a fixed equivalence ratio of 0.89. The 
addition of fuel sulfur tends to increase the 
amount of NO formed from a fixed amount of fuel 
nitrogen, with more NO formed as the concentration 
of thiophene increases. As might be expected, the 
formation of NO does not have a strong dependence 
on T*, which is measured well downstream from the 
flame. However, because T* is controlled by cool­
ing of the combustor around the flame zone, it was 
necessary to determine that this control did not 
affect the flame conditions. Within experimental 
error, measured SOz concentrations indicate that 
quantitative conversion of the fuel sulfur occurs 
when no NH3 is present. However, when both sulfur 
compounds and NH3 are present, serious errors in 
the measurements of both species can arise from the 
formation of sulfur-ammonia compounds, which most 
likely occurs at the lower temperatures in the 
probes, sampling lines, or analyzers. 

The temperature dependence of the reduction 
process for various fuel sulfur concentrations is 

Table 1. Conversion of pyridine to NO as a 
tion of thiophene concentration 
equivalence ratio of 0.89. 

func­
at an 

T/K * 
Fuel sa 

(%) 

1170"!5 o. 04 
1188 
1224 
1252 
1282 

1176"!5 
1200 
1230 
1268 
1293 

0.33 148"!15 

1167"!5 0. 63 
1194 
1245 

aAdded as thiophene. 

[NQ]iC % Fuel 
(ppm) Conversion 

515"!10 40 
510 39 
520 40 
515 40 
515 40 

610"!10 48 
600 47 
615 48 
627 49 
650 51 

635"!15 49 
630 49 
665 52 

bMeasured at terminal probe station with no 
addition. 

CAdded as pyridine (1.02 percent fuel N). 

N 
to NO 



shown in Figures 2, 3, and 4. Nitric oxide concen­
trations are normalized to the initial NO levels 
measured. Figure 2 illustrates the/ temperature 
dependence when no thiophene is added to the fuel. 
As more ammonia is added (increasing S), greater 
reduction of NO is obtained. Also, the optimum 
temperature for reduction increases with increasing 
S. The effect of increased fuel sulfur is shown in 
Figure 3. There is a noticeable shift to higher 
optimum temperatures when the fuel sulfur 
increases. However, while the temperature at which 
the optimum reduction occurs does change, the max­
imum amount of reduction for a given S is essen­
tially unchanged. A plot of NO reduction as a 
function of S at a fixed te~perature is shown in 
Figure 4. At S values less than 1, the fuel sulfur 
has little effect on the reduction process. Above 
S ~ 1, the change in the ·reduction process with 
increasing fuel sulfur at a constant temperature is 
more obvious. Preliminary results indicate that 
this trend continues at even higher fuel sulfur 
concentrations. 

The presence of fuel sulfur has two different, 
though interrelated, manifestations: there is an 
increase in the conversion of fuel nitrogen to NO 
as the fuel is burned, anq the optimum temperature 
for the NH3 reduction proc~ss, shifts to higher 
values. The observed increase iri NO production in 
the presence of fuel sulfur is ~n agreement with 
the results of Wendt et al,, 1 who added thiophene 
to rich turbulent diffusfon'fiam~s qoped with NH3 
or pyridine. By doping the"fuel with benzene in 
place of thiophene, they sqo~ed. 'th~t the burning 
characteristics of the fuei 'oil were not affected 
by the addition of an aromatic fuel'additive in low 
concentrations but rather by ·the presence of 
organic sulfur. They reported the ~0 produced to 
be quite dependent on the 'm~t~od ~f mixing the fuel 
and air, with more NO proquc~~ in· 'the less tur­
bulent diffusion flames. I~ is very difficult, 
however, to quantitatively ch~racterize "mixing" in 
a turbulent diffusion fl~me. In our study, the 
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flow conditions were.held constant, and there were 
no visible differences in the flames when thiophene 
was present. The addition of thiophene changes the 
equivalence ratio only slightly, less than 
the uncertainty introduced by the fuel and air 
metering systems. The dependence of the selective 
reduction of NO by NH3 on temperature and S has 
been reported previously.2 When no thiophene is 
added to the pyridine/oil mixtu.re (0.04 percent 
fuel sulfur), the results in terms of NO reduction 
are essentially identical to those obtained when NO 
is injected in the air supply (replacing the pyri­
dine in the-fuel) to produce a downstream NO con­
centration of -500 ppm.3 It should be remembered 
that the reduction process takes place in homogene~ 
ous, lean mixtures of post-combustion gases at tem­
peratures well below those encountered in the 
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flame. Sulfur compounds in the post-combustion 
gases could affect the reduction process by react­
ing with the ammonia or an ammonia-derived species, 
effectively lowering the concentration of the 
reducing agent (lower S). This would result in 
less NO reduction and in a decrease in the tempera­
ture for achieving the optimum NO reduction. Nei­
ther of these is observed. Lower concentrations of 
N02 and NH3 are measured when both species are 
present, but this is most likely attributable to 
reactions in the sampling system. The observed 
shift in the optimum temperature suggests a change 
in the reaction pathway when sulfur compounds are 
present. One possibility is the existence of 
fuel-rich pockets immediately around the ammonia 
injectors: the added ammonia can cause the mixture 
to become locally rich, reducing the so2 to other 
species such as SH, SO, or H2S, thereby altering 
the NHi (i = 0,1,2, or 3) concentration profiles 
and the temperature dependence of the reduction 
process. Alternatively, the sulfur species them­
selves could react with the NO or NHi species 
present. Sulfur dioxide has been identified as the 
major product of the combustion of sulfur species 

in lean environments; however, other sulfur species 
present in significantly smaller concentrations 
could also be important. 
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Tests and Criteria for Fire Protection of Cable Penetrations* 

R. B. Williamson and F. L. Fisher 

The spread of fire in nuclear reactors depends 
critically on the barrier qualities of the cable 
penetrations of fire-resistant walls and 
floor/ceiling assemblies. The ASTM E-119 Fire 
Endurance Test Method has been used to qualify the 
unpenetrated walls and floor/ceiling assemblies, 
but, if such assemblies contain cable penetrations, 
special attention is required. This is the focus 
of this project. 

The potential spread of fire in nuclear reac­
tors is controlled by fire-resistant wall and 
floor/ceiling assemblies that define fire areas or 
zones. One of the overriding considerations in the 
safe operation of nuclear reactors is that all sys­
tems and their associated circuits used to achieve 
and maintain safe shutdown are safe from fire dam­
age. This objective is achieved in part by identi­
fying "redundent systems" necessary for safe shut­
down and then assuring that both of these systems 
will not be subject to damage from a single fire. 
This can be accomplished by locating redundent sys­
tems in different fire areas separated by fire­
rated barriers, or in some instances, by separating 
them by "substantial physical separation. 11 1 How­
ever, although the latter approach has not yet been 
quantified, it has been recognized that: 

*This work was supported by the U.S. Nuclear Regu­
latory Commission through Sandia National Labora­
tories, Alburquerque, New Mexico under Contract No. 
46-6967 and through the U.S. Department of Energy 
under Contract No. DE-AC03-76SF00098. 

11Unpierced fire barriers offer the best 
protection of separating redundent trains 
of safety-related or safe shutdown equip­
ment. However, these barriers must be pi­
erced for both control and power cables. 
These penetrations must be sealed to 
achieve a degree of fire resistance 
equivalent to that required of the barrier 
that is unpierced." 

Paragraph N1 Comment Resolution 
Pg. 76008. 

The actual fire conditions represented by the 
E-119 test method are termed "post-flashover" con­
ditions in which fire fully involves a compartment, 
although the test itself is conducted in a "fur­
nace" that is not closely controlled by the stan­
dard. Under actual conditions, as opposed to 
laboratory test furnaces, post-flashover fires are 
characterized by a positive pressure differential 
between the upper half of the fire compartment and 
the unexposed face of the wall and floor/ceiling 
assemblies that make up its boundaries. The ~n~­

tial portion of this post-flashover period is also 
characterized by excess amounts of fuel that have 
been pyrolyzed by the fire within the compartment. 
The positive pressure and excess pyrolyzates are 
clearly proven by the flames that commonly are 
observed to emerge from the doors and windows of 
both actual and laboratory post-flashover building 
fires. 

A new ASTM standard, E-8412, for evaluating 
"Penetration Fire Stops" is essentially the same as 
Standard E-119 except that it is written 
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specifically to cover assemblies such as cable and 
pipe penetration devices in fire-rated construc­
tion. The new standard calls for the presure dif­
ferential in the test furnace to be measured and 
specifies who shall establish the pressure dif­
ferential. Figure 1 shows the flames that pour 
through an opening with positive pressure in a fire 
test. Below the flames in Figure 1 are two other 
openings that are below the neutral pressure plane 
and thus have a negative differential pressure 
between the inside of the furnace and the unexposed 
face. Two penetrations in the foreground, one 
above and one below the neutral pressure plane, 
have been filled with Al203 wool. The fuel for the 
flames shown in Figure 1 was polyethylene, con ­
tained in steel troughs fixed to the fire-exposed 
surface of the wall. This experiment, which was 
conducted in the fire-resistant furnace located at 
the Richmond Field Station (RFS), was instrumental 
in the development of the E-814 standard. 

ACCOMPLISHMENTS DURING FY 1981 

A new concept was discovered during 1981 that 
may have far reaching consequences for the evalua-

Figure 1. Flames are produced at openings where 
positive pressure and a source of fuel are present 
on the fire-exposed surface of open cable penetra­
tions. (CBB 825-4667) 

tion of all penetrations of fire-resistive bar­
riers. The concept is to evaluate penetrations 
through walls or floor/ceiling assemblies in a true 
post-fl ashover compartment fire exposure. Many 
problems associated with E-119 test furnaces result 
because they are "furnaces," not compartments. 
Thus, if we return to an actual compartment 
geometry and create a true post-flashover compart­
ment fire, the pressure differentials, excess pyro­
lyzates, and other characteristic features of 
post-flashover fires will be automatically created. 

The experimental approach during FY 1981 was 
to begin instrumenting a pre-flashover room test 
facility at RFS for post-flashover experiments. 
Special attention was paid to developing realistic 
fire conditions while retaining control of the fire 
itself. Experiments performed at LBL showed how 
large quantities of excess pyrolyzates could lead 
to run-away fire conditions in a traditional E-119 
furnace. Figure 2 shows the interior of the E-119 
furnace at RFS with six sources of excess pyro­
lyzates dominating the conditions in the furnace. 
Most fire-resistant furnaces, such as the panel 
furnace at RFS, are designed for efficient venting 
of the exhaust gases; this means that the excess 
pyrolyzates that do not burn in the furnace can 
burn above the exhaust stacks of the furnace. Fig­
ure 3 shows a view of the flames in the exhaust 
gases above the stacks of the RFS furnace. At the 
time Figures 2 and 3 were taken, there was more 
heat being released in the furnace than was neces­
sary to maintain the standard E-119 time­
temperature curve. Because there was no way in 
that experiment to control the rate of pyrolysis, 
the furnace was essentially out of control unless 
more air was added. When more air was added by 
opening the dampers, the neutral pressure plane 
moved up. 

In many nuclear plants there are unusually 
high pressure differentials across certain fire­
resistant barriers to prevent the escape of 
radioactive materials. The new concept described 
above is particularly suited to test cable 

Figure 2. A view of the interior of an ASTM E-119 
fire test furnace at RFS. Excess pyrolyzates cover 
the entire face of the wall and dominate the heat 
release. (CBB 813- 2409) 
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Figure 3. Excess pyrolyzates from the 
furnace can burn above the stacks 
insufficient air within the furnace. 

ASTM E-119 
if there is 

this is an 
undesirable condition for furnace operation. 

(CBB 813-2413) 

penetrations. The positive pressure difference 
across the specimen can be induced by creating a 
negative pressure, with respect to atmospheric 
pressure, in a special plenum on the unexposed face 
of the specimen rather than a positive pressure, 
with respect to atmospheric pressure, in the com­
partment . It is even possible to have a complete 
"compartment" on the unexposed side of the 
penetrated barrier. The methods for performing 
this type of evaluation were explored during the 
summer of 1981 • 

Another accomplishment during FY 1981 was the 
further development of the probabilistic network 
approach to modeling fire spread. A paper entitled 
"Coupling Deterministic and Stochastic Modeling to 
Unwanted Fire" was presented at the Symposium on 
Fire Risk sponsored by the Society of Fire Protec­
tion Engineers at the University of Maryland, March 

4-6, 1981. One of the principal features of this 
approach is that fire-resistive elements can be 
tested under different conditions, and their 
expected performance under potential fire condi­
tions can be interpreted in a quantitative fashion. 

PLANNED ACTIVITIES FOR FY 1982 

The principal research task for this year will 
be fire test experiments on cable penetrations 
using excess pyrolyzates and positive pressure 
induced in a compartment fire exposure. Another 
activity will be examination of the unexposed-face 
criteria during the experiments to determine how 
they relate to the possible spread of fire under 
actual fire conditions. The emphasis will be on 
instrumenting the experimental compartment for 
post-flashover fire tests of cable penetrations and 
on validating the concept of using a compartment 
instead of a furnace. 

A set of experiments will be performed to 
explore methods of producing a controlled post­
flashover fire condition on the end wall and ceil­
ing of the test compartment. This will entail 
placing different types of burners and possibly 
solid and liquid fuels within the compartment. 
Simple cable penetrations will be constructed for 
some of these experiments, and movies and still 
photographs will be taken to illustrate the concept 
of using the compartment for cable penetration fire 
tests. 
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LAKE ECOTOXICOLOGY RESEARCH 

Optimum Microcosm Design for Ecotoxicology* 

J. Harte, D . J. Levy, G. P. Lockett,]. M. Oldfather,]. T. Rees, E. I. Saegebarth, and R. A. Schneider 

Our criteria for optimization of microcosms 
are realism, replicability, and simplicity. Real­
ism requires that the ecologically significant 
parameters (e.g., nutrient concentrations and 
plankton densities) measured in the microcosm 
behave similarly to (i.e., track) those in the 
natural system being modeled. Replicability 
requires that microcosms initiated as identically 
as possible will develop in time nearly identi­
cally. Simplicity requires that realism and repli­
cability be achieved with a minimum of expense and 
complex gadgetry; simplicity is an essential 
requirement if microcosms are to be of widespread 
use in toxic-substance testing procedures and are 
to replace the simple, but often unreliable, single 
species bioassay currently used as a biological 
screening tool. 

Using particular lakes as a source of micro­
cosm water and as comparison field sites, we are 
identifying the factors that influence microcosm 
realism and replicability. Moreover, we are iden­
tifying the appropriate control variables which can 
be adjusted in the laboratory to optimize the 
microcosms. In earlier work, we identified the 
problem of algal wall-growth, exacerbated by the 
large surface-to-volume ratio of microcosms com­
pared with lakes, as a major cause of poor track­
ing, and we developed a simple effective solution 
to this problem. 1 In FY 1980, however, a series of 
tracking studies was completed that showed that 
even with wall-growth prevented, poor tracking of 
pelagic diatom populations resulted under certain 
circumstances. In a paper submitted for publica­
tion,2 the possible causes of this problem were 
identified and discussed. These causes included: 
(1) neglect in the microcosms of sources of 
nutrient to the water column, including upwelling 
from the benthic sediments and runoff from the 
watershed surrounding the lake, (2) a discrepancy 
in water temperature between microcosm and lake, 
and (3) an inappropriate level of water agitation 
or turbulence in the microcosms which could influ­
ence either the sinking rate of diatoms or the via­
bility of populations of zooplankton and small 
crustacea that graze on the diatoms. In FY 1981, a 
systematic study of these factors was begun. 

*This work was supported by the Environment and 
Energy Analysis Division of the Electric Power 
Research Institute and the Office of Toxic Sub­
stances of the Environmental Protection Agency 
through the U.S. Department of Energy under Con­
tract No. DE-AC03-76SF00098. 

ACCOMPLISHMENTS DURING FY 1981 

A new microcosm facility was designed and con­
structed in FY 1981 (Fig. 1). In this facility, 
the microcosms are housed in two separate rooms, 
each capable of containing 12 tanks , each up to 
50 liters in volume. Temperature control is 
achieved by a closed circulation system in which 
water of the desired temperature flows through 
copper piping in contact with an outer jacket of 
water surrounding the microcosm containers. 
Greater precision of temperature control, colder 
temperatures needed for wintertime studies, and 
reduced energy consumption characterize this system 
in comparison to the previous air-controlled cold­
room facility. Other features of the new microcosm 
facility include a greater and more uniform illumi­
nation intensity then before, a clock-regulated 
illumination schedule, and a relatively dust-free 
environment to reduce the potential for air-borne 
colonization of the tanks. 

Also in FY 1981, cylindrical benthic compart­
ments were designed and constructed for use in 

Figure 1. The Lake Microcosm Facility, located at 
Lawrence Berkeley Laboratory, is the site for acid 
precipitation studies. This facility simulates 
natural lake temperatures and ambient lighting dur­
ing controlled experiments using actual lake water 
and sediments. (BBC 818-7888) 
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evaluating benthic microcosms. To allow investiga­
tion of the influence of benthic surface area on 
microcosm realism, these chambers were built in two 
sizes with similar heights but different diameters. 
In one mode of operation, the sediments will fill 
the chambers to within about 1 em from the top. 
However, screw-on extenders extend the chamber top 
about 15 em above the sediment surface, thus pro­
viding partial shielding of the sediments from the 
water agitation present in the microcosm water 
column. Covering the chambers and extenders with a 
removable screw-on cap permits measurement of 
sediment-zone oxygen profiles and respiration 
rates. Because the chambers were also designed to 
double as sediment coring devices, the cores need 
not be removed and disturbed on transfer from the 
lake to the microcosms. 

The monitoring of Briones Reservoir continued, 
with increased emphasis on quantifying the spatial 
heterogeneity of the plankton populations. In 
addition, further data on light, temperature, and 
chemical depth profiles were gathered. This infor­
mation is expected to be of use in interpreting 
microcosm behavior under the typical circumstances 
in our laboratory, where the lake waters used to 
stock the microcosms are taken from a range of 
depths and mixed together in the tanks. 

Using the new microcosm facility, two experi­
ments were made in FY 1981 to determine the influ­
ence of the water agitation rate on the realism of 
pelagic (water-column) microcosms. In the first, 
conducted in late spring and early summer, two sets 
of triplicate microcosms were studied. In one set, 
the water was stirred continuously and vigorously 
by motor-driven propellers; in the second set, the 
water was undisturbed. Using the rate of gypsum 
block dissolution as a crude measure of water agi­
tation, the level of agitation in the first set was 
approximately the same as in the upper water column 
(epilimnion) of the lake. A second experiment, in 
the autumn, studied four levels of agitation: no 
mixing; gentle aeration; slowly rotating, motor­
driven broad paddles; and rapidly rotating, motor­
driven propellers. 

In both experiments, the greater the rate of 
agitation, the lower the population of the major 
grazers of phytoplankton (primarily daphnia) and 
the higher the population of the diatoms. During 
the spring-summer period, when diatom populations 
are at their peak, the more agitated systems 
tracked Briones Reservoir, the source of the micro­
cosm water, considerably better than did the 
still-water systems (see Fig. 2). Results from the 
second experiment are now being analyzed. The data 
from these and earlier experiments suggest the ten­
tative conclusion that an important influence of 
agitation rate on plankton dynamics acts through 
the influence of water agitation on grazer popula­
tions; higher levels of agitation suppress these 
populations and lead to . enhanced phytoplankton 
populations. The mechanism by which agitation 
affects grazer populations is not understood. 

In FY 1981, a paper was prepared 
tion describing the results of a 
analysis of microbial decomposition 
lake water. In experiments carried 
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past several years, we had observed unexpected and 
highly replicable behavior in lake microcosms to 
which organic matter was added.4 The organic 
matter stimulated the growth of microbe populations 
and the production of inorganic nutrients by decom­
position of the organic matter. By introducing the 
notion of a microbe carrying capacity into a 
mathematical model of the microbe-detritus-nutrient 
system and by assuming that microbes utilize all 
inorganic nitrogenous products of decomposition for 
their population growth until that capacity is 
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reached, a successful description of the observed 
phenomena was obtained (Fig. 3). The success of 
this approach provides a relatively simple pro­
cedure for measuring microbial carrying capacities 
in aquatic systems. Moreover, by organic addi­
tions, it makes possible the determination of the 
ambient and stimulated rates of decomposition in 
these waters. Finally, by using the model to 
analyze the results of experiments in which organic 
matter and a toxic substance are added to a micro­
cosm, practical damage indices can be extracted to 
measure the effect of a toxin on decomposition 
rates and microbial carrying capacities. 
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Figure 3. a - Results from an organic addition 
experiment showing inorganic nitrogen concentration 
as a function of time after the organic matter 
addition. b - Model prediction of the experimental 
results in 3-a. (XBL 794-1355, XBL 819-1280) 

PLANNED ACTIVITIES FOR FY 1982 

In FY 1982, we will test the benthic chambers 
described above and determine whether adequate 
tracking of Briones Reservoir can be achieved _dur­
ing the winter, when the reservoir is not thermally 
stratified into two isolated water layers (epilimn­
ion and hypolimnion). During winter, the benthic 
zone exerts its greatest influence on the surface 
waters; we observed that tracking of purely pelagic 
(water-column) microcosms is poorest at this time. 
Because of the great sensitivity of high-elevation 
lakes to acid rain, benthic microcosms from 
selected lakes in the California Sierra and in the 
Rocky Mountains will also be initiated and their 
realism determined. 

Also in FY 1982, high-elevation lake micro­
cosms will be used to measure the effects of acids 
and toxic metals on microbial decomposition 
activity. Using the microbial-detritus interac­
tions described above, we will extract from experi­
mental data obtained in the microcosms quantitative 
measures of impairment of decomposition activity 
and of changes in microbial carrying capacity 
induced by the perturbations. 

If this approach is successful and alterations 
in decomposition activity are observed, we will 
also determine the mechanism by which enzyme­
induced decomposition rates are affected by 
these toxins. Two alternative possibilities are 
(1) the toxin affects the ability of microbes to 
produce the appropriate enzyme (e.g., it kills the 
microbe), and (2) the toxin prevents the enzyme 
from functioning properly. By measuring the 
activity of enzymes such as phosphatase that are 
limnologically important and can be active extra­
cellularly, it will be possible to choose between 
these alternatives. 
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Acid Precipitation: Microcosm Applications and Field Studies* 

J. Harte, G. P. Lockett, R. A. Schneider, and K. Tonnessen 

Acid precipitation, composed primarily of 
dilute sulfuric and nitric acid originating from 
the burning of fossil fuels, has been the subject 
of intense research in the northeastern United 
States, southeastern Canada, and Scandinavia for 
more than a decade. 1,2 It was in those regions 
that the occurrence of acid precipitation (that is, 
precipitation with a pH substantially below 5.65, 
the value expected from kinetic equilibrium of pre­
cipitation with atmospheric carbon dioxide) and the 
nature of some of its ecological effects were first 
carefully documented. Recently, studies have shown 
that acid precipitation occurs in many other 
regions of the world as well.3-5 

Further studies of the distribution of acid 
precipitation throughout the world can be of con­
siderable use in helping to locate sources, to 
determine global and regional transport patterns 
for atmospheric pollutants, and to gain more 
insight into the chemical composition of natural 
background precipitation. Moreover, such studies 
can alert researchers to the potential for ecologi­
cal damage and economic losses resulting from acid 
precipitation. 

Our research has focused primarily on two 
regions, the western slope of the high Colorado 
Rockies and the western slope of the California 
Sierra Nevada. In addition, acid precipitation 
research was carried out in the Tibetan Plateau of 
China. The goals of these efforts are 

1. To document instances of acid precipita­
tion in areas not investigated by others. 

2. To determine the 
(buffering capacity) of 
and lakes in these areas. 

degree of sensitivity 
high mountain watersheds 

3. To predict chemical and ecological effects 
of acid precipitation in these regions. 

4. To find the sources of the observed acid 
precipitation events. 

A combination of laboratory and field methods is 
used to achieve these objectives, with emphasis on 
the use of microcosms to carry out experiments 
under controlled conditions. 

*This work was supported by the Environment and 
Energy Analysis Division of the Electric ·Power 
Research Institute and the Office of Toxic Sub­
stances of the Environmental Protection Agency 
through the U.S. Department of Energy under Con­
tract No. DE-AC03-76SF00098. 

ACCOMPLISHMENTS DURING FY 1981 

Acid Precipitation Effects in the Sierra Nevada 

Research conducted in FY 1981 was designed 
(1) to investigate the baseline characteristics of 
high-altitude lakes located on the western slope of 
the Sierra Nevada which may be particularly suscep­
tible to future damage due to acid deposition and 
(2) to evaluate the effect of acid stress on these 
systems in the laboratory by using microcosms 
(simulated lake systems) containing Sierra lake 
water and sediments.6,7 Changes in pH, alkalinity, 
trace-metal concentrations, and phytoplankton and 
zooplankton populations (unicellular plants and 
animals) were measured in treatment systems, with 
and without sediment compartments, and· in control 
tanks maintained under controlled conditions. 

This study provides evidence on the capacity 
of a number of different lake types to buffer (neu­
tralize) such acid inputs. The extent to which 
toxid metals are leached from sediments in lake 
microcosms, following acidification, provides 
information on the potential for such toxic metal 
loadings in actual lakes subjected to acid inputs. 
These experiments are designed to evaluate the 
effects of both decreased pH and metal increases on 
the microscopic flora and fauna. 

A field survey of 30 lakes on the western 
slope of the Sierra was also completed, and water 
and sediment samples were analyzed in the labora­
tory. Based on the chemical data collected on 
water quality in these high altitude lakes, base­
line conditions have been established. Many of 
these granite-based lakes may be classified as 
"sensitive," based on the following set of cri­
teria: (1) lake pH is generally circum-neutral, 
with some lakes having a pH as low as 6.0; (2) 
water column alkalinity is low (5-200 eq/1), indi­
cating a limited ability of these lakes to buffer 
or neutralize acid inputs; (3) ambient levels of 
dissolved metals in the water column are detectable 
for elements which might prove toxic to aquatic 
organisms at increased concentrations (e.g., alumi­
num, iron, and manganese). 

To date, three experimental systems have been 
tested in the laboratory in the temperature- and 
light-controlled Aquatic Microcosm Facility. One 
Bay Area reservoir (Briones) and two Sierra lakes 
(Tenaya and Mosquito) have been modelled in 15-
liter tanks containing water and sediment collected 
from the field (see Figs. 1-3). 

During each experiment, treatment systems were 
acidified to pH 4 and thim tracked through time to 
determine changes in pH, aikalinity, dissolved 
metals (Ca, Mg, Al, Cd, Cu, Fe, Mn, Pb, Zn), and 
biologica·l popula tiorts (phytoplankton and zooplank­
ton). Ambient water quality. and sediment type 
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Figure 3. Measured pH changes in the Tenaya Lake 
experiment. (XBL 8111-1581) 

proved to be the most important variables in deter­
mining the system response to acid inputs. 

In two of the three lakes tested, the pH of 
the system recovered to near normal levels in the 
weeks following acidification. In one of the lake 
systems (Tenaya), no buffering occurred in the 
tanks with or without sediments. 

Fluctuations in metal levels following acidif­
ication of the experimental systems differed among 
lakes. Levels of dissolved aluminum, manganese, 
and iron were observed to be most affected by 
changes in pH, with 10- to 100-fold increases in 
concentrations in the water column of these metals 
being detected following acidification. These 
metal resuspension phenomena may provide further 
evidence of lake basin vulnerability to acidic 
inputs. 

Population levels of phytoplankton and zoo­
plankton species were monitored following experi­
mental acidification. Many vulnerable species were 
adversely affected by the drop in pH levels in the 
experimental tanks. In many cases, population 
"blooms" in the control systems were not observed 
in the acidified systems. Diversity of species 
through time increased significantly in the control 
systems while rema1n1ng at a low level in the 
acid-stressed systems. 

Acid Precipitation and Its Effects in 
the Colorado Rockies 

An investigation of the incidence of acid pre­
cipitation, its chemical composition, and its 
likely effects has continued at a research site 
near the Rocky Mountain Biological Laboratory, 
Gothic, Colorado. The site, on the western slope 
of the Colorado Rockies, is a high-elevation 
watershed spanning an elevation from 11,000 feet up 
to 12,400 feet. Approximately 60 rain and snow 
events were analyzed in 1981. For the second year, 
we have measured acidic precipitation, with a low 
pH of 3.6 seen in a winter snow storm in January, 
1981. The major anions and cations, and also the 
trace-metal concentrations, have been measured in 
the rain samples from the summer of 1981. Several 
features of the precipitation data are noteworthy. 
First, the winter snow pH measurements showed far 
more variability from storm to storm than did the 
summer rain events. Second, there was no simple 
relation between the magnitude of a storm and its 
pH, contrary to results obtained in the eastern 
U.S. that suggest that the most intensely acidic 
events are those of least magnitude. The depen­
dence of event pH on the time interval between that 
event and the preceeding one showed a systematic 
seasonal dependence. The nitrate-to-sulfate ratios 
for the summer rain storms were generally greater 
than one and were greatest for those events of 
lowest pH. These results have implications for our 
current source-determination studies. 

In other work in Colorado, we continued our 
monitoring of the high-elevation ponds and lakes in 
the watershed. The data obtained from this moni­
toring effort have been used to evaluate the feasi­
bility of conducting microcosm studies on site. 
The microcosm studies will enable us to predict 
future effects of acid precipitation on decomposi­
tion rates in these aquatic systems. In addition, 
the field monitoring is providing a set of baseline 
data against which future changes due to acid pre­
cipitation can be detected. 

Acid Precipitation in China 

Interest in acid precipitation in remote areas 
was stimulated by the recent discovery of acid pre­
cipitation in remote regions of the Northern Hemi­
sphere such as Hawaii and the Indian Ocean, along 
with unexpectedly high concentrations of aerosols 
of probable anthropogenic or1g1n in the Arctic. 
These findings have led some to suggest that acid 
precursors of anthropogenic origin may be widely 
distributed throughout the Northern Hemisphere, 
while others have suggested that the natural back­
ground pH of precipitation may be well below the 
theoretically expected value of 5.65. 
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In June 1981, one of us travelled to Qinghai 
Province in central China to characterize the chem­
ical composition of precipitation in that region 
and to assess the resilience to acid precipitation 
(buffering capacity) of high-elevation lakes and 
streams in the eastern Tibetan Plateau. Precipita­
tion samples were taken in two types of location: 
small cities with intensive coal burning and highly 
variable air degradation and the remote and 
sparsely populated Amne Machin Mountains (Chi-shih 
Shan) on the eastern Tibetan Plateau in Qinghai 
Province.5 

In this study, precipitation samples were col­
lected on an event basis and the pH measured 
immediately with a pH meter and electrode. In 
addition, some of the precipitation samples were 
preserved and later analyzed for anion and cation 
(including trace-metal) composition. Lake, pond, 
and stream waters and glacial ice in the high moun­
tains were also sampled and pH measurements made. 
In some of these samples, ionic concentrations and 
phytoplankton densities were also measured. 

A total of seven precipitation events with 
sufficient volume for analysis occurred during the 
study period. Two of these were in populated areas 
(Machin and Wen-Chuan) and five in the remote moun­
tains. Because of limited capacity for handling 
samples for ionic analysis, only three of the sam­
ples were acidified and returned to the United 
States. 

Table 1 presents representative results of the 
precipitation analyses. The most interesting 

features in Table 1 are the extraordinarily low pH 
of the sample from Machin, the high ratio of 
nitrate to sulfate in that sample, the absence of 
significant acidity in the remote samples, and the 
relatively high calcium concentrations in all sam­
ples for which anion and cation concentrations were 
measured. The high nitrate-to-sulfate ratio in all 
samples from a predominantly coal-burning region is 
surpr1s1ng. The low pH event suggests the possi­
bility that numerous Chinese cities are being sub­
jected to very intense acid precipitation. 
Although the surface waters and soils of Qinghai 
Province we measured were highly alkaline, thus 
reducing the ecological risk, the potential for 
human health effects is great. Clearly, further 
studies of acid precipitation in China are war­
ranted. 

PLANNED ACTIVITIES FOR FY 1982 

Precipitation and surface-water monitoring 
will continue at the Rocky Mountain site, and on­
site microcosm experiments will begin. The micro­
cosm studies will first serve to determine if these 
high-mountain lakes can be successfully "tracked" 
with microcosms and then will be used to determine 
likely effects of acid precipitation on nutrient 
cycling rates. Measurements will also be made of 
cation exchange capacity in the watershed soils 
surrounding the lakes and ponds. Using data that 
will be available from our monitoring program by 
autumn of 1982, we will develop and apply a model 
to predict the chronology of acidification in the 
watershed and, in particular, to determine the 
approximate time scale for depletion of watershed 

Table 1. Precipitation analysis for Qinghai Province, China. 

Sample 

2 3 4 5 6 7 

Date 6/8/81 6/12/81 6/14/81 6/15/81 6/17/81 6/18/81 6/20/81 

Time of measurement 2.00h 19.30h 19.00h 18.00h 1.00h 20.00h 20.00h 

Location Machin Amne Machin mountains Wen-chuan 

Approximate latitude 34°30'N 34050'N 35040'N 
and longitude 10001Q'E 990E 99010'E 

Elevation (m) 3660 4270 4640 4330 4570 4570 3870 

Nature of sample rain hail hail hail rain rain hail 
& rain & rain 

Amount of precipitation (mm) 0.5 12 3 3 3 0.5 

pH 2.25 6.3 5.45 6.50 5.90 6.60 8.90 

[H+] (!J~) 5600. 0.50 3.6 0.32 1.3 0.25 0.0013 

[Ca] (!J !i) 43 48 19 

[Al] (!J~) 4.0 2.5 3.0 

[N03] ( !J!i) 6480 354 246 

[so2-] 
4 ()1 !i) 183 29 51 
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buffering capacity at prescribed rates of acid 
input. 

Given the presence of acid precipitation at a 
specified site, what information is needed and how 
should it be used to pinpoint the sources of aci­
dity? Relevant considerations are precipitation 
nitrate:sulfate ratios, weak-acid:strong-acid 
ratios, composition of the weak acids, and trace 
metals (e.g., the vanadium:manganese ratio, which 
is an indicator of the relative importance of 
petroleum versus coal as a source). In addition, 
event-basis information on storm direction, storm 
elevation, and a variety of factors that can influ­
ence the amount of alkaline dust in the atmosphere 
along the storm pathway needs to be considered. 

In FY 1982, we will work with the detailed 
time series of precipitation chemistry data that 
exists for the western slope of the Colorado Rock­
ies at Gothic, Colorado, augmented by meteorologi­
cal data to be obtained from the National Weather 
Service. We will examine event-basis correlations 
among (1) the results of precipitation analyses, 
(2) the meteorological conditions characterizing 
the storm events, and (3) the appropriate charac­
teristics of potential sources. These potential 
sources are coal-fired electric power plants in the 
Great Basin, smelters in the Salt Lake City area, 
California sources (particularly from the LA area), 
worldwide pollutants distributed throughout the 
upper atmosphere and scavenged by high-altitude 
storms, and natural background. 

From this effort, we will increase our 
knowledge of sources of acid precipitation in the 
West, and, more generally, we will acquire a work­
ing understanding of some of the types of meteoro­
logical problems that need to be addressed in 
developing a greater understanding of atmospheric 
pollution from fossil-fuel consumption. 
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TRACE ELEMENT ANALYSIS 

The Survey of Instrumentation for Environmental Monitoring* 

M. S. Quinby-Hunt, C. W. Case, R. D. McLaughlin, 
G. A. Morton, D. Murphy, A. V. Nero, Jr., and A. T. Quintanilha 

Applications of present and future energy 
technologies generate by-products that may pollute 
man's environment to varying degrees. An accurate 
analysis of such by-products is required if correc­
tive measures or preventative actions are to be 
taken. There are, at present, numerous sophisti­
cated instruments and techniques that can rapidly 
and accurately characterize and quantify the 
varieties and levels of pollutants associated with 
our technology. 

To help those concerned with energy-related 
pollution, the Environmental Instrumentation Survey 
was started in 1971 with the aim of collecting 
information pertinent to this environmental moni­
toring into a single source. This survey attempts 
to review three fundamental aspects of the problem: 
(1) environmental information, (2) analytical tech­
niques, and (3) commercial instrumentation (see 
Table 1). The first section provides an overview 
of the sources, characteristics, and effects of 
large numbers of pollutants and includes informa­
tion on regulatory means of control. The second 
section describes and compares the analytical tech­
niques used, including approved, on-going, and 
developing methods for sensitive, rapid, and accu­
rate identification and quantitation of such pollu­
tants. Problems which may be encountered with each 
technique are also reviewed. The third section 
covers instrumental techniques and provides infor­
mation on commercially available instruments. 
Instrument notes give detailed descriptions of 
modes of operation, performance, and other informa­
tion such as features, options, and cost. The 
information provided has proved to be extremely 
valuable to many workers in industrial, state, 
federal, and other laboratories. 

Seven looseleaf binders which cover Air, 
Water, Radiation, and Biomedical Monitoring are 
currently available. Wiley-Interscience has 
recently agreed to publish the RADIATION volume, 
and plans are currently being made for commercial 
publication of the entire Survey, thereby signifi­
cantly increasing its distribution. 

ACCOMPLISHMENTS DURING FY 1981 

The following new section and updates were 
completed and published in 1981. 

*This work was supported by the Assistant Secretary 
for Environment, Office of Health and Environmental 
Research, Pollutant Characterization and Safety 
Research Division, U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098. 

Radiation 

We have successfully negotiated a contract 
with Wiley-Interscience to publish the RADIATION 
volume. The work consists of three parts: "Ioniz­
ing Radiation and Its Measurement," "Nuclear 
Technology and the Environment," and "Special 
Radionuclides." Many of the nineteen chapters that 
make up this volume have already been edited for 
publication in book form. 

Before contracting with Wiley, we published 
two updates on "Monitoring Radiation by Radiation 
Type." Phase I includes a new introduction and 
updated information on radiation background, fall­
out, spent fuel processing, and updated instrument 
notes for some of the sections. Phase II describes 
monitoring of alpha, beta, gamma, and x-radiation 
and includes instrument notes for the monitoring 
sections of the volume, including "Special Radionu­
clides." The material to be published by Wiley 
will include an additional update of "Special 
Radionuclides." This section contains chapters on 
monitoring radon and its daughters, uranium, tho­
rium, plutonium, radium, strontium, krypton, and 
tritium. 

Water 

New sections on bacteria, residues (dissolved 
and suspended solids), halides, and cyanide and an 
update on asbestos were completed. These sections 
contain descriptions · of instrumental techniques, 
including ion chromatography, ion-selective elec­
trodes, and electron microscopy methods for moni­
toring asbestos. 

Air (Particulates) 

A new section on calibration and sampling, 
with new instrument notes for calibration and 
updated notes for mass and size determinations, was 
completed. 

PLANNED ACTIVITIES FOR FY 1982 

Our future work will involve several major 
updates of the volumes on WATER and AIR (Particu­
lates and Gases) and the preparation of a new 
ENERGY volume. In addition, we expect to have the 
RADIATION volume edited and ready for publication 
during FY 1982. 
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Table 1. Fundamental aspects of the environmental instrumentation survey. 

Environmental Information Analytical Techniques Commercial Instrumentation 

Characteristics and forms 
of pollutants or environ­
mental constituents 

Approved techniques Instrument notes including: 

Sources and pathways in 

On-going methods 

Developing methods 

Class--laboratory/field 

Description 
the environment 

Effects 

Controls 

Regulatory situation 

Sections on personal dosimetry and neutron 
monitoring are currently being rewritten, and a new 
section on electronics is in preparation. 

Air (Particulates) 

The first phase of the section on air particu­
late composition will be prepared. It will include 
sections on inorganic and organic composition and 
revisions of the earlier sections on atomic absorp­
tion spectroscopy, x-ray fluorescence, and neutron 
activation analysis. 

The initial material to be included in the 
ENERGY volume will be prepared. The introduction 
will address some of the regulatory and environmen-

Modes of operation 

Range 

Multiparameter capability 

Sampling 

Performance and specifications 
in the same units 

Operation 

Requirements 

Options 

References 

Cost 

Address 

tal problems encountered by those concerned with 
both conventional and developing energy technolo­
gies. 

Water 

A new section is being prepared on sampling 
techniques. This section discusses general sam­
pling techniques for saline and fresh water, 
including waste water, and special techniques for 
energy producing technologies. Instrument notes 
will also be included. 

The following sections concerned with organic 
pollutants will be written and updated: pesti­
cides, phenolics and synthetic fuel pollutants, 
petrochemicals, and oils and greases. The turbi­
dity section will be updated. A new section on 
biomass monitoring will be prepared. 
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Iridium Anomaly Approximately Synchronous 
with Terminal Eocence Extinctions* 

W. Alvarez, F. Asaro, H. V. Michel, and L. W. Alvarez 

Iridium and other siderophile elements 
depleted in the earth's crust occur in anomalously 
high concentrations at the same stratigraphic level 
as the marine micropaleontological extinctions that 
define the Cretaceous-Tertiary boundary at about 
66.7 m.y.B.P. This anomaly has been found world­
wide. Published data from six laboratories docu­
ment 12 sites in marine sediments1-6 and one site 
in terrestrial sediments from New Mexico7; several 
other occurrences have been discussed.8 Geochemical 
details of the anomaly indicate that it was caused 
by impact on the earth of an extra-terrestrial 
object, probably having the composition of a carbo­
naceous chondrite and a diameter of about 
10 km.2,8-10 An impact of this magnitude should 
occur roughly every 100 m.y.,11 and theoretical 
calculations of impact dynamics are compatible with 
this hypothesis. 12 Suggested killing mechanisms 
for an extinction following a bolide impact include 
suppression of photosynthesis during a period of 
darkness before settling of the dust injected into 
the atmosphere by the impact,2 a temperature 
increase resulting from direct energy coupling to 
the atmosphere and/or an enhanced greenhouse effect 
from water vapor transferred from an oceanic impact 
site to the stratosphere, 13 and poisoning by toxic 
chemicals introduced into ocean and atmosphere by a 
cometary impact object. 14 

The impact hypothesis for the terminal Creta­
ceous extinctions suggests that evidence for impact 
of an extraterrestrial object might be found at the 
stratigraphic horizons of other mass extinctions. 
In fact, there is already one case where evidence 
for an impact is known at, or at least close to, 
such an extinction. The North American tektites on 
land and the associated micro-tektites studied in 
sea-bottom cores, principally by Glass and his co­
workers, 15,16 provide direct evidence for a major 
impact. The strewnfield extends halfway around the 
earth and contains at least 1010 metric tons of 
impact melt in the form of far-traveled glassy 
spherules. 16 Five radiolarian species die out at 
the microtektite level,15 but the event occurred 
about 2 m.y.17 before the Eocene-Oligocene boun­
dary, as defined in the Deep-Sea Drilling Project 
(DSDP) reports.18 The boundary defined in this way 
may or may not be synchronous with the major turn­
over of mammal taxa that defines the Eocene­
Oligocene boundary in terrestrial sequences in 
North America, Europe, and Asia, 19 a question 
beyond the scope of this paper. Dates suggested 
for the boundary are 32.5 + 0.9 m.y.17 and 
38.0 m.y.20 The best value for the fission track 
and K/Ar ages of North American tektites is 34.2 ! 
0.6 m.y., 17 and the microtektites give fission 
track ages of 34.6 ! 4.2 m.y.21 

*This work was supported by the Department of 
Energy under Contract DE-AC03-76SF00098, the Cali­
fornia Space Institute under Award CS24-81, and the 
NASA Ames Research Center under Contract A-71683 B. 

ACCOMPLISHMENTS DURING FY 1981 

The possible relation between the Eocene­
Oligocene extinctions and a major impact has been 
considered by other workers. 16,22 To determine 
whether the impact that produced the North American 
strewnfield also gave rise to an iridium anomaly, 
we measured 30 elements by high-precision tech­
niques of neutron activation analysis (NAA) in 9 
samples from DSDP site 149 in the eastern Carib­
bean. Table 1 shows the elemental abundance of Ca, 
Cr, Ni, and Ir. A preliminary report on this work, 
including the recognition of a distinct iridium 
anomaly, has appeared as an abstract in the program 
for the October 1981, Snowbird, Utah, Conference.23 
A post-deadline paper on the same subject was 
presented at that conference by R. Ganapathy. 

DSDP site 149 cored a "radiolaria-rich nanno­
plankton chalk" in the Middle Oligocene of core 30, 
and a "semi-indurated calcreous-rich radiolarian 
ooze" in the Upper Eocene of core 31.18 The basal 
Oligocene is missing between cores 30 and 31,18,24 
a gap possibly amounting to 7 m. 15 This was the 
discovery site for the North American microtek­
tites,25 but unfortunately the peak of microtektite 
abundance was apparently lost in the unrecovered 
interval between cores 30 and 31. The microtektite 
abundance rises rapidly at the top of core 31, but 
is back to near zero at the base of core 30 
(Fig. 1). Despite the missing section, this core 
offered an opportunity to look for an extraterres­
trial component. 

An iridium anomaly has been found in exact 
coincidence with the known microtektite level in 
DSDP site 149 in the Caribbean Sea. The maximum Ir 
abundance was 0.4 ppb, and the best value of back­
ground for 6 samples not in the microtektite region 
was 0.00 ! 0.05 ppb. The Ir is probably not in the 
microtektites but was deposited simultaneously with 
them. This could occur if the Ir were deposited 
from a dust cloud resulting from a bolide impact, 
as has been suggested for the anomaly associated 
with the Cretaceous-Tertiary boundary. 

The principal conclusions of this report are 

1. The association of iridium anomalies with 
major impact events, inferred for the Cretaceous­
Tertiary boundary, is strengthened by recognition 
of an iridium anomaly at a microtektite horizon. 

2. Although not all impacts which produce 
detectable iridium enrichments are necessarily 
related to extinctions,26 the association of iri­
dium anomalies with extinctions is strengthened by 
the synchronous disappearance of five species of 
radiolaria with the appearance of the iridium and 
microtektite anomalies near the Eocene-Oligocene 
boundary. 
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Table 1. Selected DSDP 149 chemical data.* 

Core 

30 

30 

30 

31 

31 

31 

3~ 

31 

31 

Section 

2 

2 

2 

Interval 
(em) 

20-21 

100-101 

140-141 

1-2 

3-4 

14-15 

26-27 

40-41 

84-85 

Ca (%) 

25.1 ! o. 7 

23.5! 0.8 

19.7:!: 0.7 

5.4 :!: 0.5 

3.6! 0.5 

2.6 :!: 0.6 

1.2! 0.4 

6.1 ! 0.6 

6.9 ! 0.5 

Cr (ppm) 

27 .o ! o. 9 

27.7 ! 0.5 

34.0 :!: 0.5 

30.4:!: 1.1 

30.8! 1.1 

32.7:!: 1.1 

29.7! 0.7 

27.1 ! o. 7 

25.3 ! 0.9 

Ni (ppm) 

56 ! 6 

53 ! 6 

76 :!: 8 

86 :!: 10 

98 ! 10 

103 ! 10 

93 ! 9 

77 ! 8 

75 ! 9 

Ir (ppb) 

<0.36 (-0.06! 0.18) 

<0.21 (0.05 ! 0.08) 

<0.22 (0.02:!: 0.10) 

0.41! 0.16 

0.34 ! 0.10 

<0.42 (0.14! 0.14) 

<0.34 (0.06! 0.14) 

<0.24 (-0.01! 0.12) 

<0.26 (-0.15! 0.13) 

*The indicated prec~s~ons of measurement are standard deviations in the counting of 
gamma rays. Ca was calibrated vs a CaC03 primary standard; Cr and Ni were cali­
brated vs a secondary standard; STANDARD POTTERY (27), with abundances of 102 ! 4 
and 278 ! 7 ppm respectively (28); and Ir was calibrated vs a secondary standard, 
DIN0-1 (prepared from the Danish Cretaceous-Tertiary boundary layer) with an Ir 
abundance of 31.5! 0.6 ppb. The accuracies of the measurements are comparable to 
the precisions. When backgrounds comparable to gamma-ray peak intensities are sub­
tracted, negative differences are sometimes,obtained. If the difference is negative 
or smaller than 2 standard deviations, the sum of 2 standard deviation plus the 
value (if positive) is given as the upper limit for a 95% confidence level. The 
differences, expressed in ppb, are also shown in parentheses. 

Interval 
Core Section (em) 

Microtektite abundance 
(10 cc of sediment) 

0 2000 4000 

3. Detailed studies of the latest Eocene are 
needed to determine whether or not the terminal 
Eocene mass extinction of land mammals is synchro­
nous with the tektite-iridium horizon. 

30 2 0 

31 

LLJ 50 
z 
LU 
u 
0 
(9 
::::; 
0 100 

BOUNDARY 
150 

0 

LU 
z 
LU 

50 u 
0 
LU 

100 

r-

-

1-

~ 
I I 

• lr abundances 

I I 

c •C• [_ 
abundance 

--Microtektite data 
of Glass & Zwart 

r+--< - r- -

~ _[_ 
~ 

~~ 
> 

I " y 
·---+--< 

~~ 
0 

0 

- 1-' -

,_______, ~· 
I I I I I I 

0 0.2 0.4 0.6 0.8 10 0 10 20 30 

Iridium (ppb) Calcium (%) 

Figure 1. Iridium and calcium whole-rock abun­
dances in cores from DSDP Site 429. Error bars in 
the Ir data are one standard deviation. One stan­
dard deviation in the Ca measurements is smaller 
than the size of the points. (XBL 819-1356) 

PLANNED ACTIVITIES FOR FY 1982 

Further analyses are planned on DSDP cores 
having a complete Eocene-Oligocene sequence con­
taining microtektites. This will provide informa­
tion on the size of the impacting bolide. More 
work is needed on terrestrial Cretaceous-Tertiary 
boundaries and the other extinction horizons. 

Neutron irradiations were kindly provided by 
Tek Lim, supervisor of the small U.C. Berkeley 
research reactor, and his staff. We are very 
thankful to B.P. Glass for helpful discussions. 
The DSDP samples were supplied through the assis­
tance of the National Science Foundation. 
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Precise Characterization of New World Obsidian Sources and 
the Cost-Effective Determination of Provenience of Selected Artifacts* 

F. H. .Stross, F. Asaro, and H. V. Michel 

During the past decade and a half, careful 
chemical analysis has provided highly useful infor­
mation on the distribution and exchange of obsi­
dian, the volcanic glass, in ancient cultures. In 
the course of the relevant studies, the importance 
of this substance as a highly prized and widely 
used raw material for the production of a host of 
functional and ornamental artifacts has become 
increasingly evident, and today the study of obsi­
dian could be considered a discipline in itself. 
Pertinent information derived by the physical sci­
ences has come to parallel and complement that 
obtained by the conventional methods of archaeol­
ogy. 

Physical-chemical methods for analyzing pot­
tery, obsidian, and quartzite developed by Lawrence 
Berkeley Laboratory have proved very useful in 
archaeological studies. 1 Consequently, a number of 
academic institutions have requested assistance in 
their archaeological studies, and this collabora­
tive work during the last year has emphasized stu­
dies of obsidian in the New World. These studies 
are based on accurate and detailed measurements of 
the composition of sources from which the raw 
material for excavated artifacts was obtained. 
Since these artifacts are excavated in great 
numbers, it has also become important to devise for 
them, in contrast to source rocks, the most cost­
effective techniques of chemical measurement possi­
ble. From the artifact measurements, the origin of 
the artifacts (provenience) can be determined. 
Collaboration with other institutions and discip­
lines has insured that the provenience information 
is effectively integrated into contexts. 

ACCOMPLISHMENTS DURING FY 1981 

A substantial portion of the work reported 
here concerned obsidian from the heartland of the 
Maya culture. Important source areas in Guatemala 
have been analytically described earlier2; this 
report adds significant areas to these records. 
Included are the large region often designated as 
Rio Pixcaya or San Martin Jilotepeque, northwest of 
Guatemala City, and some smaller source areas 
within a 50-mile radius of Guatemala City. 
Artifacts from two well-known sites, Tikal and 
Quirigu~, both in Guatemala, were analyzed by spe­
cial techniques developed for their economy. 

Source investigations were also made of Ecua­
dorian obsidian, and artifacts from the Quito Val-

*This work was supported by the Council on Research 
and Creative Work of the University of Colorado and 
the Museo del Banco Central del Ecuador through the 
U.S. Department of Energy under Contract No. DE­
AC03-76SF00098. 

ley were assigned to sources. Procedures also have 
been developed to intercalibrate analytical data 
published by other laboratories with our own when 
direct comparisons, for one reason or another, are 
not possible. 

Neutron Activation Analysis (NAA) 

Measurements are made by precise and accurate 
NAA1; data are usually included for 20 ele­
ments,3,4 and errors are carefully evaluated. The 
measurements are made on specially prepared sam­
ples, and the procedures for both sample prepara­
tion and measurement are rigidly controlled. As an 
example, the element abundances of an obsidian 
artifact originating from Ixtepeque (one of the 
most important Guatemalan sources, located in 
southeastern Guatemala) were found to agree within 
1.7 percent, for the 16 most precisely measured 
elements, with the analysis of Ixtepeque obsidian 
measured three years earlier. 

Measurements are calibrated with the standard 
"Standard Pottery." The element abundances of the 
latter were determined by using primary standards, 
and their values and errors have been published. 1,5 
The accuracy, expressed in percent, for a particu­
lar element, which is usually close to the preci­
sion, may be determined by taking the square root 
of the sum of the squares of the precision, 
expressed in percent, and the accuracy5 of that 
element in Standard Pottery, expressed in percent. 
These measurements by NAA are very useful for char­
acterization of sources of obsidian but are too 
expensive for analysis of large numbers of 
artifacts. 

X-Ray Fluorescence (XRF) 

This type of measurement can be made with high 
precision and accuracy.6 The present work on 
artifacts, however, was not done in this manner 
because emphasis was on non-destructive measure­
ments and lowest possible cost. The accuracy of 
the latter measurements was approximately 10 to 
15 percent, and, with some additional effort, accu­
racies of 6 percent or better should be attainable. 

When comparing data measured against the same 
standard as in the NAA measurements, precision can 
be used to indicate the extent of agreement. When 
comparing data measured against different stan­
dards, the accuracy should be used to test the 
agreement. 

General Procedure (Artifacts) 

Artifacts are first measured for Rb, Sr, and 
Zr by XRF with a 109cd source and then for Ba with 

4-116 



a 241Am source. The artifacts are divided into 
chemical groups from these measurements, although 
other elements determined by XRF (Fe, Mn, Zn, Y, 
and Nb) are sometimes used if their abundances are 
unusually high. Representative members of each 
chemical group and any samples not falling into a 
group are analyzed destructively by an abbreviated 
NAA sequence for Mn, Na, Dy, K, and Ba. The number 
of artifacts for which this is necessary is approx­
imately 10 to 15 percent of those analyzed by XRF. 
These measurements must conform almost exactly to a 
known group before source assignments are made. 
For any sample that does not conform to a known 
group by the abbreviated NAA sequence, the NAA 
sequence is completed for all of the usual ele­
ments. Generally, 10 to 15 percent of the samples 
undergoing an abbreviated NAA sequence would need 
to have the NAA completed. All members of chemical 
groups determined by XRF whose representative 
members conform exactly with a known source by the 
abbreviated NAA sequence are assigned to that 
source. Any artifacts of uncertain origin will 
have had a complete NAA sequence and will ~ priori 
represent a new source or a new variation in a 
known source. 

Laboratory Intercalibration 

A number of laboratories2,7-10 have made chem­
ical measurements on obsidian from Mesoamerican 
sources, primarily by NAA and XRF. It is often 
difficult for one laboratory to use the source data 
of another for many reasons, including the follow­
ing: abundances are sometimes only given in terms 
of counting rates of gamma or x-rays, corrections 
are not made for background or interferring radia­
tions, measurements are calibrated against dif­
ferent standard materials, or measurement errors 
are made. The best solution would be for all 
laboratories that study obsidian source material to 
make accurate measurements against the same stan­
dard or against different but well-known standards. 
When this is not feasible, it is possible to inter­
calibrate those laboratories which make reproduci­
ble, but not necessarily accurate, measurements. 
Intercalibration of two laboratories does not imply 
that the results of one laboratory are better than 
those of the other. It is simply a way of relating 
the experimental results to each other. The LBL 
measurements by NAA have been intercalibrated with 
those of Ericson and Kimberlin11 and Hurtado de 
Mendoza and Jester.7 Our XRF data have been inter­
calibrated with Zeitlin et al.9 and with Cobean et 
a1.8 The interalibration procedures and formulae 
are being published.3 The XRF calibrations are 
rather complex because backgrounds sometimes are 
not subtracted from the peaks nor are interferences 
removed by other laboratories. 

Sources 

Because it is necessary to define the source 
compositions as completely and accurately as possi­
ble, both NAA and XRF measurements are made for the 
listings that are to be published. Whenever possi­
ble, several samples are analyzed to determine if 
the source is essentially homogeneous over a large 
area2 or shows systematid variations, possibly mix­
ing of two different obsidian magmas7 prior to 

eruption or fractionation of magma between erup­
tions. 

No strict definition of the concept of source 
area appears to exist at present. The source areas 
mentioned are listed in accord, i.e., with usage 
adopted in the literature and with a recognizable 
geographic context. These sources in Southern 
Guatemala include: 

1. Those previously referred to as San Martin 
Jilotepeque, Rio Pixcaya, and Aldea Chatalun, all 
in the department of Chimaltenago. 

2. A source in Sacatepequez, referred as 
San Bartolome Milpas Altas. 

3. A source in Santa Rosa by the Laguna de 
Ayarza, referred to as Media Cuesta. 

4. A possible source in the department of 
El Progreso, by the Puente Chetunal. 

The published composition records and the inter­
calibrated literature data3,4 supplement the compo­
sitions of El Chayal, Ixtepeque, and Tajumulco 
sources, which had already been published.2 In 
additio~, two sources located in Ecuador12,13 have 
been arialyzed: Mullumica a primary source in the 
high Andes, and Rodeo Corrales, a secondary source 
n9t far ·from Mullumica but in a different drainage 
system. Possible primary sources for the Rodeo 
Corrales obsidian are the nearby mountain peaks of 
Quiscatola and Yanaurco Chico, which have obsidian 
of identical composition. Mullumica is interesting 
because it appears to be one of the few obsidian 
outcrops in which more than one magma may have been 
incompletely mixed,14 as mentioned above. 

Our final objective is to determine the pro­
venience of artifactual material excavated and to 
make whatever deductions are possible from this 
information. In this work, artifacts from the site 
of Tikai, in the Department of Peten,4 and from 
Quirigua;3 Department of Izabal, were studied. 
Also'studied were artifacts from Ecuador; these 
were classified into six groups, 12 for which only 
two sources are known. 13 Most of the other groups 
may reflect the heterogeneity resulting from the 
incomplet~ mixing of magmas mentioned previously. 

Conclusions 

Whenever possible, attempts are made to corre­
late the distribution of proveniences, indicative 
of an exchange network, with the corresponding 
archaeological time period. This usually is done 
by dating associated datable material such as char­
coal, normally by radiocarbon methods. When 
several cultures are involved, the character of the 
artifacts also becomes important, as in the case of 
Tikal artifacts.4 

Tikal imported most of its obsidian from high­
land Guatemala (e.g., El Chayal, Ixtepeque, and Rio 
Pixcaya), probably in the form of large polyhedral 
cores. During the Classic period _(.approximately 
A.D. 300 to 900), it also received from central 
Mexico a very small proportion of obsidian as fin-
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ished point knives, green obsidian polyhedral 
cores,. and rare ecce·ntrics and other forms. 

The pr~sence at Tikal of central Mexican green 
obsidian has been known for years, but the presence 
of central Mexican gray obsidian was discovered by 
the program of analyzing point-knives.4 Evidence 
now demonstrates that obsidian from different 
sources was preferred for different types of 
artifacts. The location where the artifacts are 
found (e.g., in a midden or in a ceremonial depo­
sit) also becomes important because this may become 
an indicator of the relative wealth of a specific 
time period. 

In Quirigua, on the other ha~d, · no non­
Guatemalan obsidian (outside of a minute proportion 
of green-obsidian point knives) was found. This 
suggests trade with Mexican areas was less impor­
tant in Quirigua than in Tikal. The Ecuadorian 
studies are not far enough advanced to permit any 
conclusions beyond those of •provenience indicated 
above. 

PLANNED ACTIVITIES FOR FY 1982 

The University of Florida at Gainesville, 
University of Texas at San Antonio, ·Trent Univer­
sity (Alberta, Canada), Cornell University, Univer­
sity of California, Santa Barbara, and Greenwood 
and Associates (Los Angeles) already have indicated 
their desire to undertake collaborative work with 
this Laboratory along the lines indicated. 
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Organic Compounds in Coal Slurry Pipeline Water* 

A. S. Newton, H. M. Villarreal, W. E. Walker, and J. P. Fox 

The transport of coal by slurry pipeline is an 
established engineering practice. The methods, 
equipment, and operating procedures are well 
developed and have been demonstrated in the suc­
cessful operation of the Black Mesa Pipeline 
through which 5 million tons of coal per year are 
transported from Kayenta, Arizona, to the Mohave 
Generating Station on the Colorado River at Laugh­
lin, Nevada. At the source near Kayenta, the coal 
is converted to a slurry of about 50 percent coal 
in water by w~t grinding in rod miles. The slurry 
is temporarily stored in stirred tanks and then 
pumped under high pressure through 287 miles of 
pipe to the receiving station at the Mohave Gen­
erating Station, where it can be stored tem­
porarily. For use, it is passed through continuous 
centrifuges, and the moist cake is dried, 
repowdered, and burned to generate electricity. 
The separated liquid centrate still contains 
several percent coal fines. 

The centrate is further treated in a clari­
flocculator in which a clear overflow and a heavy 
underflow are obtained by the addition of small 
amounts of additive flocculants. The overflow is a 
good quality water, and it is used at the Mohave 
Generating Station as make-up water and cooling­
tower water. None is released to the environment. 
The underflow, a heavy black material, is pumped to 
sealed evaporation ponds. When dry, the residues 
are collected and burned in the boilers. Some 
trouble has been experienced in drying the under­
flow, and this part of the process has not been 
completely successful. Test wells between the 
Mohave Generating Station and the Colorado River 
have shown that there is no contamination of the 
ground water due to the operation of the coal 
slurry separation facilities. 

Because of the possibility that the production 
of finely divided coal in water under reducing con­
ditions can produce organic contaminants in the 
water, a study was initiated in August 1979 to 
measure the extent to which a clear centrate from 
coal slurry might be contaminated with organic com­
pounds and, if so, to determine if these compounds 
were toxic, requ1r1ng further treatment before 
disposal into the environment. In FY 1980, it was 
shown that no compounds were formed which could be 
detected in the coal slurry water, except phenol 
and possibly a few substituted phenols. Experi­
ments with perdeuterated hydrocarbons showed that 
addition of these compounds to water before slurry 
formation resulted in almost complete absorption of 
these compounds by the coal. The addition of 

*This work was supported by the Assistant Secretary 
for Environmental Protection, Safety, and Emergency 
Preparedness, Office of Environmental Compliance 
and Overview, Environmental Control Technology 
Division of the u.s. Department of Energy under 
Contract No. DE-AC03-76SF00098. 

phenols to water before slurry formation resulted 
in the same amount of phenol in the slurry water as 
was found when no phenol was added. 

ACCOMPLISHMENTS DURING FY 1981 

This year, work continued on the identifica­
tion and quantification of organic compounds in 
coal slurry 'water. Results last year indicated 
differences in behavior of various types of coal in 
regard to the degree of absorption of polynuclear 
aromatic hydrocarbons, PNA's, and phenolic com-

·pounds from water. One reason for such a variation 
is a difference in rates of equilibration between 
water and each of the respective coals. In earlier 
studies, the coal slurry water was separated from 
the coal soon after formation of the slurry, and 
equilibration may not have been achieved. In a 
working slurry pipeline, the coal is in contact 
with the water a minimum of three days and may be 
in longer contact in holding tanks at each end of 
the line. 

Therefore, emphasis was placed on results 
after three days' contact between coal and water. 
A sample of overflow water from the clarifloccula­
tor at the Mohave Generating Station was obtained 
through the cooperation of Dan Cobb, engineer at 
the Mohave Generating Station, Southern California 
Edison Company. 

Coal was slurried for 2 hours with water in a 
laboratory-size rod mill to make a 20-percent 
slurry of coal in water. Before slurry formation, 
perdeutero compounds were added to the water to a 
concentration of 100 ppb. After slurry formation, 
the mill was allowed .. to stand for 3 days, with 
occasional stirring to simulate the time in a pipe­
line. The centrate was then separated with a Beck­
man Model J-21B centrifuge with a JS-7.5 swinging 
bucket rotor. 

The-centrifugation was made at ooc and a rotor 
speed of 7500 RPM for 30 minutes. This yielded a 
clear centrate in all cases. To the centrate was 
added a perdeutero phenol internal standard to a 
concentration of 10 ppb and a 1.0-ppb normal 
anthracene internal standard. One liter of the 
centrate was made 1 N in NaOH and extracted with 
three 100-ml portions of n-hexane (nanograde). The 
combined extracts were dried with sodium sulfate 
and concentrated to about 2 ml in a rotary evapora­
tor. The concentrate from the rotary evaporator 
was further concentrated to 0.1 ml by evaporation 
with a stream of N2. A 1-~1 portion of this was 
injected into the GC/MS. Quantification was accom­
plished by comparing the signal at m/z = 178 of the 
added anthracene standard with the parent ion of 
each of the respective added perdeutero compounds. 
The emergence times and sensitivities of each of 
the added components were determined by calibration 
with standard mixtures, with each standard contain­
ing a known concentration of each of the added com-

4-119 



pounds. Since the GC/MS trace of the hexane 
extract showed no response from the perdeutero com­
pounds added, a maximum possible concentration was 
calculated by observing the minimum detectable peak 
signal in each run (set by the scan parameters) of 
the added anthracene internal standard peak and the 
ratio of the signal intensity of the parent peak of 
each compound to that of anthracene, each at a con­
centration of 100 ppm in the standard solution. 

The results are shown in Table 1. For each 
coal, it is evident that less than 0.02 ppb of 
PNA's or aromatic hydrocarbons can exist in the 
water. At this ratio of coal to hydrocarbons, all 
the hydrocarbons are adsorbed onto the coal, if 
they are ever formed, arid are disposed, of when the 
coal is burned. 

The overflow water from the Mohave Generating 
Station was treated similarly. Since no. perdeutero 

Table 1, Adsorption of added perdeuterated neutral organic 
compounds from waters during slurry formation with 
various coals. 

Wyodak 
Compound a Coal 

Acenaphthene-010 <0.009 

1,2-0iphenylethane-014 <0.005 

Phenanthrene-010 <0.005 

Pyrene-o10 <0.003 

p-Terphenyl-014 <0.003 

17-Tetracosane-050 <0.01 

1,2-Benzanthracene-012 <0.003 

Chrysene-o12 <0.003 

Perylene-o12 <0.008 

ppb of compound in 
coal slurry waterb 

Illinois No. 6 Black Mesa 
Coal Coal 

<0.013 <0.013 

<0.007 <0.007 

<0~010 <0.010 

(0,010 (0.010 

<0.013 <0.013 

(0,02 <0.02 

<0.015 <0.015 

<0.015 <0.015 

<0.02 <0.02 

aThe compounds are listed in their order of emergence from a 
25-m, J&W OB-5 bonded quartz column. The perdeuterated com­
pounds were added to the water before slurry formation to a 
concentration of 100 ppb. 

bThe water was in contact with the coal for 3 days after slurry 
formation.· The concentrations given are all maxima, the values 
depending on th~ final volume Of the hexane extract and the 
GC/MS sensitivity of an added internal standard. 

compounds had been added, a search was made of all 
peaks in the reconstructed ion chromatogram (RIC). 
A few peaks were observed which are normal low­
level contaminants of field samples, e.g., octyl 
and butyl phthalates, squalene, and C20 to C30 nor­
mal hydrocarbons, usually from a lubricating oil 
contamination. Naphthalene at 0.04 ppb, vanillan 
at 0.4 ppb, camphor at 0.3 ppb, and di-t-Butyl ben­
zoquinone at 0.8 ppb were observed. These are not 
normally found as contaminants. All of these may 
be from the proprietary flocculants added to the 
clariflocculator. 

All coal slurry waters and the Mohave overflow 
water contained phenols in the ppb concentration 
range. The phenols were separated by methylating 
the basic solution with dimethyl sulfate, extract­
ing the resulting methyl ethers with n-hexane 
(nanograde), and concentrating the resulting hexane 
by evaporation to about 1 ml. The resulting con­
centrate is analyzed by GC/MS as before, using the 
methyl ether of perdeutero phenol as an internal 
standard. 

The results are shown in Table 2; it is 
apparent that, in the range of 1-100 ppb, phenols 
are found in coal slurry waters from all of the 
coals tested. The general agreement of the phenol 
concentrations in the Mohave Generating Station 
clariflocculator overflow with the phenol concen­
trations in our laboratory study indicates that the 
laboratory results can be used to evaluate the 
problem of organic contaminants in coal slurry 
water. 

CONCLUSIONS 

This study shows that organic compounds, other 
than phenols, do not occur in environmentally sig­
nificant levels in coal slurry waters from the sub­
bituminous coals tested. Phenols do occur at the 
concentration levels of 1-100 ppb (~g/1). This 
concentration level is below the "safe" level set 
by EPA. If these slurry waters are chlorinated, 
these phenols will be converted to various 
polychloro phenols. 

Table 2. Phenolic compounds found in coal slurry waters. 

Concentration of phenolic in coal slurry water (ppb) 

Mohave 
Wyodak Illinois No. 6 Black Mesa Clariflocculator 

Coal Coal Coal Overflow 

Phenol 4.2 8.3 13.2 8.5 

0-Cresol 5.7 13.2 11.5 10.1 

P-Cresol 6.8 15.7 27.2 14.2 

2,6-0imethylphenol 2.6 3.4 7.1 2.9 

0-Ethyl Phenol 6.5 17.6 18.4 54 

P-Ethyl Phenol 2.4 10.1 4.6 6.8 

3,5~0imethyl Phe~ol 0.3 1.2 2.1 1.0 

C3-Phenolb (0.01 <0.04 2.9 1.5 

aPhenols are listed in the order of the emergence of their methyl ethers from 
a 25-m, J&W OB•5 bonded quartz capillary column. 

bThe C3-isomer is unidentified except by molecular weight. 
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The Development and Application of 
X-Ray Fluorescence Analytical Techniques* 

R. D. Giauque and L. E. Sindelar 

X-ray fluorescence (XRF) techniques are being 
developed and applied to support programs which 
require trace multielement chemical analysis. 
Emphasis is placed on improving the sensitivity 
capability of XRF and establishing accurate methods 
which compensate for matrix effects. XRF methods 
are applied to support (1) oil shale, (2) atmos­
pheric aerosol, (3) waste management, and (4) geo­
chemical research programs. A primary purpose of 
these programs is to study the distribution, speci­
ation, and fate of numerous trace elements. 

ACCOMPLISHMENTS DURING 1981 

An XRF method for the determination of forty 
elements of atomic number 22 (Ti) and higher, in 
oil shale and geochemical specimens, has been 
developed. Pulverized specimens are mixed 2:1 with 
microcrystalline cellulose powder which serves as a 
binder. Pressed disks of mass thickness 95 mg/cm2 
are prepared. Specimens of this mass thickness 
permit (1) high analytical sensitivities to be 
realized for elements which have characteristic x­
rays of energy greater than 7 keV (Z > 27) and (2) 
experimental attenuation measurements to be made at 
9.88 keV (GeKa) and 11.91 keV (BrKa) to ascertain 
corrections for matrix effects for all radiations 
of interest. Absolute calibration of the semicon­
ductor x-ray spectrometer is achieved using two 
individual-element thin-film standards, one for 
each secondary excitation radiation. Relative 
response of the x-ray spectrometer to characteris­
tic x-rays from most elements is achieved using 
nebulized deposits of multielement standard solu­
tions. 1 AgK excitation radiation is used for the 
determination of the elements which have charac­
teristic x-rays of energy between 4.5 and 17.5 keV 
(Ti + Mo and Hf + U). Similarly, the elements Ru + 
Ce are determined using TbK excitation radiation. 
Sensitivities realized for most elements are in the 
1 to 5 ppm range. Total analysis time required for 
each specimen is approximately forty minutes. 
Table 1 lists some results for NBS Standard Refer­
ence Material 1633, Trace Elements in Coal Fly Ash, 
and serves as an illustration of the capability of 
this method. 

PLANNED ACTIVITIES FOR 1982 

The previously described XRF method is being 
applied to investigate the geochemistry of oil 
shale from the Geokinetics In-Situ Retort No. 16 
near Books Cliff, Utah. Four spent cores and one 
raw-oil-shale core outside the periphery of the 

*This work was supported by the Director, Office of 
Energy Research, Basic Energy Sciences, Chemical 
Sciences Division of the u.s. Department of Energy 
under Contract No. DE-AC03-76SF00098. 

Table 1. NBS SRM 1633 coal fly ash. 

Element 

Ti 
v 

Cr 
Mn 
Fe 
Ni 
Cu 
Zn 
Ga 
Ge 
As 
Se 
Br 
Rb 
Sr 
y 

Zr 
Nb 
Mo 
Sn 
Sb 
Cs 
Ba 
La 
Ce 
Pb 
Th 

XRF 
(f.!glg"!2a) 

6300"!600 
169"!62 
123"!22 
440"!34 

54700"!2800 
102"!12 
131"!10 
211"!10 

44"!2 
26!2 
64!2 

9.4!1.0 
5.7!0.8 
113"!4 

1400"!50 
66!2 

295"!8 
24"!2 
20"!2 

5.0"!2.0 
6.0"!2.4 
6.9!2.4 

2570"!160 
80!8 

148!8 
73"!4 
28!4 

NBS 
(f.!g/g!2a) 

214!8 
131"!2 
493"!7 

98"!3 
128"!5 
210"!20 

61!6 
10.4!0.5 

( 112) 
(1380) 

70"!4 
(24) 

retort are being characterized. The depth of the 
cores was approximately eighty feet, and samples 
taken were typically composites over one-foot depth 
intervals. Statistical analysis is being carried 
out to establish relationships which exist between 
the numerous variables determined at this labora­
tory and elsewhere. These variables include ele­
mental and mineral analysis, as well as Fischer 
Assay oil and water content. 

A method for the determination of sulfur in 
crude oil and petrolem products will be esta­
blished, and thin specimens will be prepared. Fun­
damental x-ray scattering principles will be used 
to ascertain specimen mass. Detection limits of 
<0.01 percent sulfur should be achieved using 
five-minute counting periods. 

X-ray fluorescence techniques applicable to 
multielement analysis of small quantities (<10 mg) 
of geochemical specimens and evaporated residues 
will be developed. Emphasis is being placed on 
establishing procedures for the preparation of 
deposits of uniform mass thickness. Several 
mathematical methods to compensate for matrix 
effects will be studied. 
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Asymmetry of the Mitochondrial Membrane* 

R. J. Mehlhorn and L. Packer 

Mitochondria carry out aerobic metabolism in 
higher plants and animals by converting the energy 
contained in chemical bonds of low-molecular-weight 
substrates into transmembrane electrochemical gra­
diEmts. These gradients are "coupled" to the syn­
thesis of ATP, the fundamental unit of energy 
currency in'cells. Peter Mitchell received the 
Nobel Prize in chemistry for his role in increasing 
our understanding of this "chemiosmotic" process. 
However, most of the molecular details of how elec­
trochemical gradients are created and how energy is 
conserved in ATP synthesis remain to be elucidated. 

This project seeks to define the primary 
energy-conserving events in time and space when 
substrates are added to mitochondria by monitoring 
electrochemical potentials with novel spin probe 
methods. These methods enable us to selectively 
probe the interior or exterior of mitochondria as 
well as surface and hydrophobic regions of the 
mitochrondrial me.mbrane. Thus, we have the capa­
city to characterize the time-dependency of proton 
release and uptake of both membrane surfaces and 
the movement of charges across the membrane. A 
related application of site-specific spin probes is 
to ·observe one-electron redox reactions in terms of 
loss and recovery of the paramagnetic signal of the 
probes during electron transport activity iri mito­
chondria and to correlate these redox reactions 
with .the creation and collapse of electrochemical 
pot;e11tials. 

ACCOMPLISHMENTS DURING FY 1981 

Mitochondria were found to be unduly permeable 
to charged spin probes and other paramagnetic ions 
for routine studies. We therefore made preliminary 
studies with light-activated membrane systems which 
offered the opportunity to examine very rapid 
responses of spin probes to energy gradients. 

Accurate Determinations of Electrical Gradients 

A careful analysis was made of 
electrical transmembrane potentials 

light-induced 
in halobac-

*This work was supported by the National Institutes 
of Health under Grant No. GM-24273 through the 
U.S. Department of Energy under Contract No. DE­
AC03-76SF00098. 

terial envelope vesicles.1 Previously, we had been 
puzzled because our analyses of spin-labeled phos­
phonium ion uptake invariably gave much smaller 
potentials than other techniques, including phos­
phonium electrode data. We have now shown that the 
discrepancy was due to erroneous analysis of the 
data obtained with these other methods. We con­
firmed that the depletion of the phosphonium spin 
label from the vesicle exterior was consistent with 
data obtained with our phosphonium electrode. Com­
puter treatment of membrane-bound spin labels 
revealed that a significant increase in bound 
probes occurred upon illumination of the vesicles. 
This fact is not considered in analyzing electrode 
data and leads to substantial overestimates of 
electrical potentials. 1 Similar data Misinterpre­
tations may arise when·radioactive phosphonium ions 
or fluorescent probes are used to estimate membrane 
potentials. The alternative for estimating mem­
brane potentials, using curves derived from 
valinomycin-induced Nernst potentials, is also sub­
ject to artifacts because of experimental difficul­
ties in creating the large chemical gradients 
required to extend calibration curves beyond 100 
mV. Moreover, our experience indicates conven­
tional protocols used to load vesicles with defined 
salt solutions fall far short of achieving complete 
loading. From these studies, we conclude that pre­
vious conclusions concerning the quantitative rela­
tionship between electrochemical potentials and ATP 
synthesis may have to be revised. 

Use of Nitroxides for Radical Detection 
in Mitochondria 

Although it had been shown previously that 
nitroxides are reduced by the mitochondrial elec­
tron transport chain, the electron spin resonance 
(ESR) signal of spin probes is quite stable in 
inner mitochondrial membranes when no substrates 
are present. However, when we illuminated such 
membrane preparations with visible light, we 
observed a loss of the ESR signal.2 This spin loss 
occurred under conditions where visible light 
caused destruction of flavin-linked respiratory 
functions so it appeared possible that spin des­
truction was due to free-radicals and that these 
radicals were implicated in visible-light damage to 
the mitochondrial membrane. During the past year, 
we have characterized this phenomenon with the fol­
lowing results: 
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1. Free radicals are trapped by the nitroxides. 
A new technology has been evolved for 
discriminating between chemical reduction 
and free-radical capture by nitroxides. The 
method consists of comparing spin loss and 
reoxidation rates under carefully controlled 
conditions of oxygen tension during the ESR 
experiment. 

2. Free radicals are generated by aqueous but 
not bound flavins. The flavins require a 
reductant or free-radical precursor which is 
released from the membranes as a function of 
time. 

3. The initiation of light-mediated free radi­
cal reactions occurs in the aqueous phase, 
and some of these aqueous radicals subse­
quently react with the mitochondrial mem­
brane to cause lipid peroxidation, a well­
known membrane destruction process. 

Spin-Trapping Studies of Microsomal 
Free Radicals 

As part of our research to characterize free 
radical reactions with spin-trapping techniques, a 
study on hydrazine-derived radicals was performed.3 
It was shown that rat-liver microsomal preparations 
from phenobarbitol-treated animals reacted with 
ethylhydrazine and acetylhydrazine to form free­
radical adducts with the trap a-phenyl-tert­
butylnitrone. Curiously, no adducts could be 
demonstrated with another commonly used spin trap: 
5,5-dimethylpyrroline-N-oxide. A similarly 
puzzling anomaly was seen in our study with 
illuminated mitochondrial membranes where free­
radical trapping was seen with only one of these 
spin traps. We have, therefore, advocated the use 
of nitroxides as supplementary spin traps to help 
resolve ambiguities due to potential non-radical 
reactions of nitrones that may yield paramagnetic 
species.2 

Spin-Labeling of Protein Carboxyl Groups 

We have extended our studies of spin-labeled 
proteins by reacting carboxyl residues on bac­
teriorhodopsin with spin-labeled amines.4 It was 
shown that the spin labels were bound to hetero­
geneous protein sites, as reflected in different 
mobility states of the probes and differential 
broadening of spectral features by paramagnetic 
quenching agents. Detachment of a hydrophilic seg­
ment of the protein by trypsin digestion was 
readily apparent in terms of signal changes in the 
ESR spectrum. Protein conformational changes 
resulting from denaturation with urea-SDS (sodium 
dodecyl sulfate) also gave rise to dramatic changes 
in ESR spectra. Studies are in progress to del­
ineate the sideness of spin-label attachment and 
thus to map the topography of reactive carboxyl 
residues in the protein. 

Surface Potential Changes Due 
to Oxidative Membrane Damage 

The high sensitivity of our cationic amphi­
philic spin probes to surface potential changes was 
exploited to detect new negative surface charges at 
mitochondrial membrane interfaces resulting from 
oxidative damage.5 Damage was initiated by aerobic 
incubation, visible illumination, or respiration of 
exogenous substrates. Muscle mitochondria exhi­
bited consistently greater charge changes than 
liver mitochondria, and vitamin E deficiency exa­
cerbated these effects. 

PLANNED ACTIVITIES FOR FY 1982 

Improved mitochondrial preparations have 
become available and will be assayed with spin­
probe techniques. A rapid mixing device is being 
constructed to extend measurements to the initial 
energization events and to overcome problems asso­
ciated with excessive membrane permeability of some 
of the probes. Accurate electrical potentials will 
be determined in mitochondrial membranes for the 
first time by correcting for membrane binding 
artifacts. 
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ENERGY ANALYSIS RESEARCH PROGRAM 

INTRODUCTION 

The objective of the LBL Energy Analysis Pro­
gram is to assess a broad range of issues relating 
to energy demand, supply, prices, and policies. 
The Program also addresses a variety of more gen­
eral resource and environmental issues such as 
water availability and quality and the environmen­
tal and human health effects of energy demand and 
supply. The main thrust of the program is to per­
form systems studies that include assessment of the 
technical, economic, social, and environmental 
impacts of alternative policies relating to energy 
and resources. 

The approaches used by the Energy Analysis 
Program staff include a wide variety of disciplines 
and techniques--energy analysis of buildings, 
economics, computer simulations, architectural 
engineering, financial analysis, forecasting, 
operations research, and other--organized to solve 
problems. Most of these problems require the 
assembling of an interdisciplinary team consisting 
of LBL staff, faculty and students from the Univer­
sity of California at Berkeley or Davis, and con­
sultants. 

ISSUES IN ENERGY POLICY 

In early 1980's, we are experiencing a radical 
change in the manner of government involvement in 
energy policy. Although the nature of the key 
energy policy problems have changed little in the 
past decade--potential oil disruptions, environmen­
tal issues of energy development, increasing energy 
prices, underinvestment in energy conservation, and 
the need to prepare for a transition to new sources 
of energy--the government has chosen to become less 
directly involved in seeking solutions to these 
problems. The prevailing philosophy in Washington 
is to achieve energy price deregulation to the 
greatest extent possible and let the market find 
solutions to energy problems. 

There is, however, an opposing school of 
thought that maintains that many of the most impor­
tant energy problems cannot be solved by the market 
alone. The key energy policy issues involve fac­
tors external to the market that are only partially 
amenable to market solutions. 

The issue of energy policies to supplement the 
market or reduce market distortions is of particu­
lar interest to the Energy Analysis Program. The 
program is currently performing a comprehensive 
analysis of energy conservation in buildings. This 
analysis treats measures to achieve increased effi­
ciency of energy use, estimates of energy savings 
from computer model simulations and from measured 
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data, economics of conservation measures, forecasts 
of penetration of energy conservation, assessments 
of market barriers, impacts of conservation on 
electric utilities and other economic sectors, and 
policies to encourage investment of energy conser­
vation measures in buildings. In the past, the 
Energy Analysis Program has addressed in a 
systematic way a similar set of issues dealing with 
understanding market behavior on energy supply. 
The Hawaii Integrated Energy Assessment from fiscal 
y~ar 1980 is an example of one such study. 

CURRENT RESEARCH ACTIVITIES 

During FY 1981, the program addressed a series 
of energy supply issues, including environmental 
and institutional aspects of the coastal zone; 
water quality and efficiency of water use; and sys­
tems studies of energy development in the western 
United States, the California energy supply, and 
U.S. minerals requirements over the .next several 
decades. On the demand side, the program was 
involved with a variety of studies of energy use in 
buildings, including technical studies of energy 
conservation in residential and commercial build­
ings, effects of occupant behavior of energy use in 
homes, hourly and peak impacts of energy conserva­
tion, analysis of historical indicators of residen­
tial energy use, energy demand forecasting, and the 
study of policies to promote energy conservation in 
buildings (described above). The program also 
included a study of energy conservation in Kenya. 
Several other international energy studies were 
begun during the year. 

FUTURE DIRECTIONS 

In the coming years, the program's existing 
research will be extended and research in several 
new areas will be initiated. 

Significant improvements will be made in the 
energy-demand forecasting models, including the 
updating of demand and usage elasticities, develop­
ment and testing of new algorithms to project 
market penetration and energy efficiencies of 
applicances and space conditioning equipment, 
inclusion of interactions among internal loads and 
equipment efficiencies, and inclusion of new end­
use technologies. The hourly energy demand model 
will be validated for several electric utility ser­
vice areas. Quantitative analysis of the perfor­
mance of the market regarding investments in energy 
conservation will both improve energy demand fore­
casting tools and contribute to analyses of energy 
conservation policies. The energy and hourly 



demand forecasting models will be combined with 
other analytic tools, especially financial analysis 
models, to produce a state-of-the-art package to 
assess conservation impacts on utility systems. 

Research will continue on increasing our 
understanding of all factors affecting the energy 
use in building. This will include both computer 
calculations and measurements of energy use in 
occupied buildings. 

The program will place special emphasis on its 
international energy demand studies. Research will 
be expanded to include European and selected less 
developed countries. We hope to begin an assess­
ment of energy demand in the countries of the 
Pacific rim to complete our effort to analyze fac­
tors most likely to influence the patterns of world 
energy demand. 

ENERGY SUPPLY STUDIES 

Coastal Zone Assessment Program* 

R. L. Ritschard 

Many Federally supported coastal management 
programs are facing budget cuts or termination 
under initiatives from the new Administration. 
Programs such as the Coastal Zone Management Pro­
gram (CZMP) and the Coastal Energy Impact Program 
(CEIP), concepts such as "national interest" and 
"Federal consistency," and many existing rules and 
regulations are being reevaluated. The substantive 
and procedural results of such reevaluation could 
directly and indirectly affect the process and pace 
of energy development in variable ways. This 
revised coastal management scene will cause read­
justments within the Federal government and the 
states, generally resulting in program shifts from 
federal to state control. With many programs being 
transferred, increased, decreased, modified, or 
discontinued, the implications to environmental 
protection and energy development require atten­
tion. The basic intent of the FY 1981 activities 
was to identify and examine the new status of coa­
stal management programs, rules, regulations, etc., 
that interact with energy programs and agency 
responsibilities, authorities, and procedures. 

ACCOMPLISHMENTS DURING FY 1981 

During FY 1981, in conjunction with the 
Brookhaven National Laboratory, the Energy Analysis 
Program at LBL continued the joint coastal assess­
ment program. LBL's activities included an ecolog­
ical assessment of fossil-fuel-based technologies 
and an environmental analysis of marine biomass 
(both reported elsewhere in this report) in addi­
tion to the accomplishments listed here. 

The purpose of the FY 1981 study was to exam­
ine the coastal zone management programmatic 
changes that relate to energy at both Federal and 
state levels. It was anticipated that the differ-

*This work was supported by the Assistant Secretary 
for Environment, Office of Environmental Assess­
ments, Regional Impacts Division of the U.S. 
Department of Energy under Contract No. DE-AC03-
76SF00098. 
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ences in impact and response between states and 
regions would be identified as determined by the 
varying levels of coastal energy activity, their 
degree of participation in various programs, the 
state of development or implementation of various 
coastal plans, and the expected response to program 
changes. 

Coastal Zone Management Program 

The Coastal Zone Management Act of 1972 (CZMA) 
established a program of Federal grants to assist 
states in the development and implementation of 
programs aimed at more rational management of coa­
stal resources through the preservation, protec­
tion, development, restoration, and enhancement of 
the Nation's coastal zone. In October 1980, 
Congress unanimously reauthorized the CZMA and 
rejected recommendations that Federal funding 
levels should be reduced during the next five 
years. As part of the 1980 reauthorization action, 
Congress acknowledged that the implementation phase 
is extremely critical in joint Federal-state 
efforts to deal with the intensity of both present 
and future development pressures and use conflicts 
confronting the Nation's coastlines. 

As a result of the CZMA, effective state coa­
stal management efforts are underway. Since 1972, 
all 35 eligible coastal states or territories have 
participated in the program. Twenty-five of these 
participants--representing 78 percent of the 
nation's coastline--have developed or are currently 
implementing coastal management programs, and 
another six are making reasonable progress toward 
program approval (Table 1). However, these states 
are not yet in a position to assume the full finan­
cial burden of coastal zone management. Of the 25 
coastal states and territories with approved coa­
stal management programs, 7 received approval in 
1980, 6 in 1979, and 10 in 1978. In other words, 
half of the approved programs have been functioning 
for less than three years. Most of these programs 
have had little opportunity to become institution­
ized and still rely heavily on the Federal 
government's commitment to support their implemen­
tation efforts. 



Table 1. Status of state coastal zone management programs. 

State 

Washington 
Oregon 
California 
Massachusetts 
Wisconsin 
Rhode Island 
Michigan 
North Carolina 
Puerto Rico 
Hawaii 
Maine 
Maryland 
New Jersey 

(Bay and Ocean Shore 
Segment) 

Virgin Islands 
Alaska 
Guam 
Delaware 
Alabama 
South Carolina 
Louisiana 
Mississippi 
Connecticut 
Pennsylvania 
New Jersey 

(Remaining Section) 
Northern Marianas 
American Samoa 
Florida 
New Hampshire 
Texas 

New York 
Ohio 
Indiana 

Georgia 
Virginia 
Minnesota 
Illinois 

Actual or Estimated 
Federal Approval Date 

By Fiscal Yea~ (ends 9/30) 

1976 
1977 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 

1979 
1979 
1979 
1979 
1979 
1979 
1980 
1980 
1980 
1980 
1980 

1980 
1980 
1981 
1982 
1982 

1982 
? 

Probably Not 
Probably Not 
Probably Not 
Probably Not 

Comments and Status 
1/30/81 

Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 

Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 
Approved 

Approved 
Approved 
DEIS in preparation 
Legislation needed 
Public Hearing held in 

October on Public 
Hearing Draft 

Legislation pending 
Legislation pending 
Legislation/Executive 

Order needed 

Source: Coastal States Organization, Coastal Management--,! ~ 
Investment, April 1981. 

From its inception in 1972, the Federal coa­
stal zone management program has required partici­
pating coastal states and territories to give 
explicit recognition to the national interest in 
the formulation of state coastal management pro­
grams. In return, the coastal states and terri­
tories receive technical and substantial financial 
assistance to implement the programs. In addition, 
the law contains a unique provision requiring that 
federal activities and decisions that affect a 
state or territorial coastal zone will be con­
sistent with the policies of the state or terri­
torial coastal management program. 

For the past seven years, the mutually benefi­
cial partnership existing between the Federal 
government and the states and territories has 
worked quite well. For example, the following 
areas have been addressed: 

1. One of the major goals of the CZMA is to 
eliminate unwarranted delays by Federal, 
state, and local governments in issuing 
environmentally related permits. The states 
have been encouraged to simplify and stream­
line their permitting processes and to coor­
dinate their permitting efforts with Federal 
and local agencies that exercise concurrent 
permitting jurisdiction. The state coastal 
zone management programs also provide a 
mechanism for state assumption of coastal 
wetlands regulatory functions now admin­
istered by the U.S. Army Corps of Engineers 
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and the Environmental Protection Agency 
under Section 404 of the Clean Water Act. 

2. In conjunction with state port authorities 
and other Federal and state agencies, 
several state coastal management programs 
have undertaken extensive port planning and 
management efforts. California, South Caro­
lina, Washington, Oregon, Hawaii, and the 
Virgin Islands have acted to prevent the 
exclusion of marine industrial uses by plac­
ing the highest priority on coastal­
dependent uses. 

3. State coastal management programs have pro­
tected natural resources including wetlands 
which provide habitat, nursery grounds, and 
food sources for most of the Nation's com­
mercially and recreationally valuable fish 
and shellfish and breeding grounds for more 
than ten million waterfowl. 

As part of the Administration's budget trim­
ming efforts, the Office of Management and Budget 
(OMB) proposed that all Federal funding for the 
coastal zone management program be terminated at 
the end of FY 1981. The Congress, however, 
retained $33 million from other sources (specifi­
cally from the Coastal Energy Impacts Program that 
will be discussed below) to maintain the coastal 
management program through the current fiscal year 
(FY 1982). The future of continued funding for 
CZMA is unknown at this time. 

Coastal Energy Impact Program (CEIP) 

The 1976 amendments to the Coastal Zone 
Management Act state that "the national objective 
of attaining a greater degree of energy self­
sufficiency would be advanced by providing Federal 
financial assistance to meet state and local needs 
resulting from new or expanded energy activity in 
or affecting the coastal zone." The CEIP, the cen­
tral element for implementing this policy, is 
designed to help states m~n~mize the social, 
economic, and environmental disruptions resulting 
from new or expanded coastal energy activity, espe­
cially oil and gas exploration and development on 
the Outer Continental Shelf (OCS). The program 
helps states plan for providing needed new public 
facilities and services while preventing or reduc­
ing "unavoidable" losses of environmental or 
recreational resources. CEIP is intended to bal­
ance the need for more energy resources in the 
national interest with the need to preserve our 
coastal areas for the myriad of other valuable 
functions they perform. 

Money for the grants, loans, and guarantees 
comes from two inter-locking sources: the Coastal 
Energy Impact Fund and Formula grants. The Impact 
Fund is to be used only to plan and provide public 
facilities and services required as a result of all 
new coastal energy activity. Congress authorized 
appropriation of $800 million until October 1, 
1986. Formula grants provide states with addi­
tional money (up to $50 million annually until Sep­
tember 30, 1984) to help mitigate the impacts of 
OCS activity; the total authorized was $1.2 bil­
lion. Grants may be used only after a state has 



exhausted its Fund allotment and after offshore 
leasing begins. The exception is that Formula 
grants are the primary source of funds for environ­
mental projects. 

Support for the CEIP will change drastically 
in FY 1982. Congress decided in early June to sup­
port both the coastal zone management grants and 
the CEIP with the $40 million left in the CEIP loan 
fund. Most of the funds, $33 million, are allo­
cated for state coastal management programs, while 
CEIP will receive only $7 million. In FY 1982, 
CEIP is scheduled to grant this money to partici­
pating states for the following specific activi­
ties: energy impact planning, OCS state participa­
tion, and mitigation of impacts from the transport 
and storage of coal at coastal sites. This will 
probably be the last year of .the program. 

Several important energy-related 
been addressed by the CEIP over 
years. Among these are the following: 

issues have 
the past five 

• 

• 

• 

Investigation of the potential for and 
impacts of exporting coal from various coa­
stal areas, including the Great Lakes 
region. 

Assessment of the Northern Tier Pipeline 
proposal to create a crude oil transshipment 
port in the state of Washington. 

Port and navigational hazards studies con­
ducted for the Santa Barbara Channel and the 
Los Angeles/Long Beach harbors in Califor­
nia. 

• Assistance to coastal states likely to be 
affected by OCS energy activities in carry­
ing out their responsibilities under the OCS 
Lands Act. 

Impacts of Decreased Federal Funding 

Through CZMA program funds and CEIP funds, 
coastal states and territories have for the first 
time received Federal financial support to help 
plan for and address the social, economic, and 
environmental problems associated with energy­
related activities occurring in or affecting the 
coastal zone. Coastal states and territories have 
used these funds for planning, mitigation of 
environmental effects of energy development, and 
public facilities and services required as a result 
of coastal energy activities. 

Historically, there has been a disparity in 
the disposition of revenues between states that 
experience impacts from energy development activi­
ties on Federal lands within their borders and 
those states that experience similar impacts as a 
result of energy development on the ocs. In fact, 
the only Federal programs that provide financial 
assistance to coastal states for coastal dependent 
energy resources development are those created by 
the CZMA. If these programs are abolished by ter­
mination of Federal funding, the inequities of this 
situation wiil only increase. Furthermore, coastal 
states will be asked to assume this unexpected bur­
den at the very time when the Administration has 
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announced its intentions to intensify activities 
that will have impacts on coastal areas. 

The Secretary of the Interior has recently 
announced that OCS oil and gas development will be 
expedited by an accelerated five-year leasing 
schedule. Since the coastal management program's 
inception in 1972, OCS oil and gas exploration, 
development, and production activities have for the 
most part been concentrated in areas with long his­
tories of offshore energy development activities, 
primarily the western Gulf coast and offshore 
southern California. In the years ahead, however, 
the Department of the Interior plans to lease OCS 
lands in a number of "frontier areas" off northern 
California, Alaska, and the East Coast, where there 
has been little or no experience in offshore energy 
development. The Federal government is also 
encouraging other energy-related activities such as 
increased coal exports from coastal sites. The 
environmental, economic, and social impacts of 
these proposed expansions on local communities are 
significant and must be carefully assessed. 

The Coastal Zone Management Act established a 
politically sensible and constructive approach for 
handling coastal problems by partnership of 
Federal, state, and local institutions. States, 
however., are not yet in a position to assume the 
full financial responsibility of coastal zone 
management. The coastal zone management program is 
consistent with the Administration's philosophy 
that state and local governments should assume a 
larger role in management and regulatory functions. 
Termination of this program will undoubtedly gen­
erate ill-will toward energy development activities 
in coastal states. 

It is too early to predict whether or not the 
Administration's change in policy regarding coastal 
energy planning and mitigation will result in 
delays in energy development or in expedited 
activities. One can foresee, however, that many of 
the problems previously addressed by the coastal 
zone management program could become more critical 
and could result in further litigation. 

P4ANNED ACTIVITIES IN FY 1982 

Several tasks planned for FY 1982 will con­
tinue and expand the coastal zone assessment pro­
gram. These activities include: 

• 

• 

• 

Identification, collation, verification, 
assembly, and reconciliation of existing 
data bases and coastal resource mapping 
efforts to enable construction of a compo­
site data base of the natural environment. 

Compilation of a data base consisting of the 
location of known or suspected energy 
resources within the coastal zone and OCS as 
well as energy-related activities, facili­
ties, etc. 

Identification of pertinent statutes, pro­
gram activities, and policies that interact 
with coastal and offshore energy activities. 



• Evaluation of viable alternatives to exist­
ing plans, policies, programs, statutes, and 
regulations of other agencies which appear 

to constrain energy production/development 
in the coastal zone. 

Estuarine Impacts of Fossil-Fuel-Based Technologies: A Case Study*t 

R. L. Ritschard, V. J. Berg, and M. A. Henriquez 

Coastal regions, particularly estuaries and 
salt marshes, are rich in life forms. Of all eco­
logical zones, estuaries have the greatest natural 
rate of food production. Man, at the same time, 
often burdens these productive regions with 
energy-related environment-disturbing activities, 
such as power plants and refineries with their 
accompanying terminals and storage tanks. 

San Francisco Bay, largest estuary on the West 
Coast, is an example of a marine ecosystem which is 
impacted by numerous fossil-fuel-based energy 
activities. This is especially true in the upper 
reaches of the Bay, where more than 70 percent of 
the electrical generating capacity is located. 
Furthermore, most of the additional electricity 
generating facilities proposed for the area have 
recommended sites in the upper San Francisco Bay 
Area. 

Man's past activities have already altered the 
Bay. Hydraulic mining of gold in the Sierras con­
tributed large sediment loads. Water flow in the 
Delta has been controlled and reduced by storage 
reservoirs, irrigation withdrawals, and diversions 
to southern California. The marshes in the Delta 
have been diked for agriculture, and the periphery 
has been filled for urban development. Various 
exotic species, such as striped bass and certain 
ship-fouling organisms, have been introduced both 
accidentally and on purpose. A huge volume of mun­
icipal and industrial wastes is discharged daily 
into the Bay, wastes which are the main impact of 
energy-related facilities. 

The purpose of this study is to investigate 
the potential cumulative ecological impacts on a 
specific estuarine system resulting from fossil­
fuel-based technologies. The upper reaches of San 
Francisco Bay are used as a case study because the 
majority of such activities in California occur in 
this region. The specific study area used in this 
project is divided into six zones in the northern 
reach (see Fig. 1). 

*This work was supported by the Assistant Secretary 
for Environment, Office of Environmental Assess­
ment, Regional Impacts Division of the·u.s. Depart­
ment of Energy Under Contract No. DE-AC03-
76SF00098. 
tcondensed from R. Ritschard, v. 
riquez, "Estuarine Impacts of 
Technologies," Lawrence Berkeley 
LBL-13145, September 1981. 

Berg, and M. Hen­
Fossil Fuel-Based 

Laboratory Report 

5-5 

v Della } 
o Suisun Boy Northern Reoch 
o Son Pablo Boy 
0 Central Boy } Southern Reach 
o South Boy 

N 

l 
0246810 
~ 

Figure 1. San Francisco Bay estuarine system. 
(XBL 8110-1382) 

ACCOMPLISHMENTS DURING FY 1981 

Data were collected on routine discharges from 
power plants and refineries and on oil spills from 
petroleum transporting, handling, or storage. For 
both plant discharges and oil spills, Zone 4 is a 
highly impacted region of the Bay. In fact, in 
1978, 29 thousand gallons of petroleum from 34 
spills (about 30 kg/day of oil and grease) and over 
170 kg/day of copper were reported to have entered 
this zone. Because not all dischargers are 
required to monitor for all effluent constituents, 
it is difficult to obtain a complete picture of the 
total level of effluents reaching the Bay. In 
addition, it is best to interpret the values 
reported as low estimates of discharges into the 
Bay system because supporting data have not been 
included. 

We conclude from the data available that 
energy-related discharges, as well as other indus­
trial wastes, may not be the most significant con­
tributors to pollutant loading of the Bay. Munici­
pal outfalls, only briefly considered in this 
study, and Delta outflow seem more important to the 
well-being of the Bay ecosystem, at least in terms 
of the volume and mass loading of different 
effluents. 



A study bas'ed on field monitoring and computer 
modeling was conducted for the Association of Bay 
Area Governments (ABAG) as part of federally funded 
water quality planning.1 Annual loads of biochemi­
cal oxygen demand (BOD), nutrients (total nitrogen 
and phosphorus), heavy metals, and total suspended 
solids (TSS) were estimated for San Francisco Bay 
for each source category: municipal, industrial, 
non-point, and Delta outflows. 

The ABAG study reported that municipal waste­
waters were the largest contributors of BOD 
(57 percent), nitrogen (58 percent), and phosphorus 
(79 percent). 1 Elevated BOD levels decrease dis­
solved oxygen, whose presence is essential for 
fish, shellfish, and other aquatic animals. Nitro­
gen and phosphorus are' piant nutrients and are 
responsible for nuisance blooms of algae. Compli­
ance with current water quality standards will also 
cause a decrease in certain pollutant loads from 
both municipal and industrial sources. These new 
treatment programs will decrease BOD loadings to 
the Bay but will not greatly affect the nitrogen or 
phosphorus inputs. However, the proposed Valley 
Drain, which would take agricultural waste water 
from the San Joaquin Valley and release it into 
Zone 4, could increase nitrogen concentrations sig­
nificantly. 

Delta outflow in responsible for much of the 
pollutant loading within San Francisco Bay. It 
contributes to the level of TSS (77 percent), heavy 
metals (56 percent), nitrogen (33 percent), phos­
phorus (17 percent)-, and BOD (26 percent).2 Delta 
outflow also fluctuates in response to storms and 
to the level of diversions by the state and federal 
water projects. As a result of upstream develop­
ment and diversions, Delta outflow for the next two 
decades is projected to average about 5.5 MAF dur­
ing normal precipitation years.3 This level is 
compared to 3.7 MAF during the 1977 drought and a 
typical present outflow of about 12 MAF per year. 

There appears to be a well-established, direct 
relationship between the level of Delta outflow and 
the health of part of the Bay ecosystem. Suspended 
particulate materials carried by the Delta outflow 
are trapped in the null or entrapment zone of the 
northern reach, which is also the area where phyto­
plankton standing crops are the highest. Both the 
entrapment zone and the phytoplankton standing crop 
can be regulated, in turn, by manipulating the 
Delta outflow.4 Zooplankton, especially Neomysis 
(mysid shrimp) and juvenile striped bass, are also 
concentrated in the entrapment zone. 

This relationship can be further illustrated 
by examining low flow conditions. When the outflow 
is low, the null zone migrates from Suisun Bay to 
deep, narrow, upstream channels that do not support 
phytoplankton production. The standing crop in 
this area is therefore low. Under these condi­
tions, the normal population of the mysid shrimp is 
reduced by about 75 percent and the young striped 
bass population by about 90 percent of normal. 
Therefore, the entrapment zone, the phytoplankton 
standing crop, and the population of 
zooplankton, shrimp, and juvenile striped bass are 
also regulated by controlling the Delta outflow. 
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If a water policy decision i~ made to maintain 
entrapment zones within Suisun Bay through July to 
protect the striped bass population, this same 
assemblage of organisms will be exposed for a 
longer period of time to effluents from the energy 
facilities (power plants and refineries) and to 
municipal outfalls in Zone 4. The consequences of 
this interaction are unknown at this time, but they 
will have to be considered in the future. 

The major pollutants reported as discharges 
from energy-related facilities are oil and other 
petroleum products (oil/grease), total suspended 
solids (TSS), and copper. These pollutants also 
make up a significant portion of the municipal 
discharges and the load in the Delta outflow. In 
addition, we have shown that a considerable amount 
of oil and other hazardous substances are spilled 
in the Bay system each year. 

Fuel and crude oil generally contain toxic 
materials that are harmful to estuarine life, even 
at very low concentrations. Their effect may also 
be accentuated by synergistic interactions. Oil 
damage in many regions can be persistent, sometimes 
lasting for years or decades, particularly if the 
oil becomes incorporated in bottom sediments. The 
impact of low-level, chronic oil discharges on 
organisms is still a debated scientific issue. 

Total suspended solids, such as silt, clay and 
organic particles, can affect water transparency. 
This, in turn, may limit the amount of light avail­
able to aquatic producers, i.e., phytoplankton, and 
disrupt the base of the estuarine food chain. 
Furthermore, much of the heavy-metal load bf any 
estuary has been found to be associated with 
suspended solids, as well as other toxicants. If 
the Delta outflow, the major contributor of TSS to 
the Bay, decreases over the next two decades 
because of additional Federal and state water 
diversions such as the Peripheral Canal, the level 
of TSS could also be expected to decline. 

In sufficient concentrations, heavy · metals 
such as copper can have damaging effects on aquatic 
organisms. These chemicals can also interact with 
other substances to create synergistic or anta­
gonistic responses. A recent study of clams in the 
southern reach reported a fourfold variation in 
copper levels over time.5 This observation was 
related to Delta outflow and local stream runoff. 
Because freshwater flushes high concentrations of 
metals out of organisms such as clams, the future 
levels of Delta outflow will be an important con­
sideration. Striped bass in the bay have been 
reported to be heavily burdened with copper and 
zinc. This increased pollutant burden in the adult 
bass is believed to be at least partly responsible 
for the unhealthy state of the striped bass 
fishery.6 

In the northern reach of San Francisco Bay, 
the impact of power plants and refineries is 
extremely site-dependent. These impacts include 
the routine introduction of pollutants into the 
aquatic environment, entrainment (passage of small 
organisms through the cooling water system), 
impingement (impaction of larger aquatic species on 



water intake screens), and the possibility of ther­
mal pollution. Entrainment and impingement may be 
very important at power plants using once-through 
cooling systems. However, in relation to other 
major activities in the Bay system such as the out­
flow of municipal discharges and Delta outflow, 
these effects may seem minimal. If we consider 
energy facilities in conjunction with other contri­
butory factors, the health of the Bay may be at 
stake. 

Pollution from fossil-fuel energy facilities 
must be considered in conjunction with pollution 
from other sources such as municipal waste 
discharge and Delta outflow. In addition, major 
activities of the Bay that must be included in a 
systemwide assessment are (1) the Peripheral 
Canal, which will divert large quantities of fresh­
water from the Bay; (2) the Valley Drain, which, if 
built, will become a significant contributor of 
algae-producing nitrogen to the study area; and 
(3) the proposed Baldwin Ship Channel, which could 
allow more salt water to intrude into important 
spawning and nursery areas. 

As we have pointed out in this study, estua­
rine ecosystems are highly dynamic and, at times, 
unpredictable. Estuaries are also associated with 
marshes or wetlands, which serve as intermediate 
zones between the marine and terrestrial environ­
ments. Wetlands are highly productive, serve as a 
reservoir and buffer for nutrients, and are nursery 
areas for juveniles of many species. 

Even though a technical evaluation of man's 
impact on estuaries is a complex and difficult 
task, it should be conducted in a more systematic 
and comprehensive fashion than in the past. This 
applies not only to studies of the San Francisco 
Bay system, but also to studies of estuaries 
located anywhere in the country or anywhere in the 
world, for that matter. Our modest effort here has 
attempted to develop this new paradigm. Studies in 
the future should monitor the health of the entire 
ecosystem, particularly species that man uses for 
food or that are considered as the most sensitive 
indicators of environmental health. These studies 
should consider all aspects of the environment-­
biological, chemical, and physical--and should 
address all sectors of the economy--municipal, 
industrial, and agric~ltural. Furthermore, we 
recommend that such an integrated ecological study 
include improved sampling techniques and an inter­
calibration of methods used by various researchers. 

Data on pollutant loadings in the Bay are 
sparse. In addition, much of the existing data are 
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of limited value because there is little or no 
mention of the sampling techniques or sample varia­
bility. Because natural variability caused by phy­
sical, chemical, or biological disturbances may be 
great enough to mask many effects of man's activi­
ties, we recommend that a more complete, better 
organized, and readily accessible data base on the 
pollutant loadings in the Bay be constructed. If 
all these recommendations are followed, a sound 
understanding can be developed of how the Bay 
ecosystem functions in relation to its multiple 
uses. An assessment of this nature can be a useful 
tool for decision-makers who are responsible for 
estuaries throughout the country. 

PLANNED ACTIVITIES FOR FY 1982 

Although this specific project was concluded 
in FY 1981, the information gathered and the 
methods developed will be used to support the Coa­
stal Zone Assessment Program described previously 
in this Annual Report. 
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Environmental Impacts of Marine Biomass*t 

R. L. Ritschard, V. J. Berg, and S. Killeen 

Lawrence Berkeley Laboratory (LBL), under the 
sponsorship of the Gas Research Institute (GRI), 
conducted a workshop on "Environmental Impacts of 
Marine Biomass." The Workshop, held in Napa, Cali­
fornia, on· April 7, 8, and 9, 1981, involved over 
40 experts from a wide range of disciplines, 
including biological, chemical, and physical 
oceanography; ocean engineering; and several 
related marine areas. 

The work~hop had three objectives. First, the 
participants were asked to identify both positive 
and negative potential environmental issues of an 
open ocean biomass system that employs artificial 
upwelling. Second, each issue was evaluated by an 
extensive discussion to determine how critical the 
issue was to the success of the marine biomass pro­
gram. Finally, the attendees submitted recommenda­
tions to GRI for research in the environmental 
aspects of the kelp farm system. 

The format of the workshop provided a flexible 
structure emphasizing smail working groups. The 
first day began with a presentation of the marine 
biomass program by the prim~ contractor, Re-Entry 
Systems Division of the.General Electric Company. 
This presentation established boundary conditions 
for the subsequent working group sessions. The 
participants were divided into two working groups, 
biological and physical/ chemical, . that identified 
and evaluated the potentialenvironmental issues in 
their areas.of expertise. Interaction between the 
two groups was encouraged by periodic plenary ses­
sions where each chairman and selected participants 
presented a summary of working group activities. 
These meetings provided an opportuqity for further 
elaboration and refinement of the specific issues 
and subsequent research recommendations produced by 
each study group. · . 

ACCOMPLISHMENTS DURING FY 1981 

Marine Biomass Farm Concept 

A marine biomass farm is ope of the few bio­
logically based systems that has the potential to 
contribute large quantities of synthetic gaseous 
fuels to the Nation's future energy supply because 
biomass grown in the open ocean would not be lim­
ited by space, plant nutrien~s, or ~ater availabil­
ity as it would be if grown on land. The basic 
concept of the marine biomass system is to culture 

*This work was supported by Gas Research Institute 
through the U.S. Department of Energy under Con­
tract No. DE-AC03-76SF00098. 
tcondensed from R. Ritschard, v. Berg, and S. Kil­
leen, "Proceedings of a Workshop on Environmental 
Impacts of Marine Biomass," Gas Research Institute 
Report (GRI 80/0076), September 1981. 
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and harvest seaweed plants on artificial structures 
submerged at the same depth as natural kelp beds. 
Marine kelp require light, carbon dioxide, water, 
and nutrients from the surface layers of the ocean. 
However, along the southern California coast, many 
of the areas capable of supporting marine algae may 
be nutrient-limited for most of the year because of 
a lack of upwelling. Therefore, fertilizing opera­
tions are clearly necessary to .Produce high yields 
of kelp on ocean farms. The selected fertilization 
process pumps nutrient-rich.waters from depths of 
several hundred to a thousand feet. 

Past and present work on this program has had 
the primary objective of determining the economic 
and technical feasibility of a system for producing 
methane from California giant kelp, Macrocystis 
pyrifera, grown on man-made structures in the open 
ocean. Macrocystis was selected as the biomass. 
source because of its high growth rate; its size, 
structure, and growth patterns, which enable it to 
be mechanically harvested; and its year-round 
growth cycle. 

A set of basic parameters for a hypothetical 
1000-square-mile commercial-size farm was presented 
to the workshop attendees (Table 1). A farm of 
this size, which could theoretically contribute 
about 0.3 quads of substitute natural gas (SNG) to 
the Nation's current natural gas supply of 22 
quads, could represent a commercial-scale opera­
tion. The specific configuration and other dimen­
sions and properties of the farm should be viewed 
only as hypothetical values of the baseline system 
used by the participants in their environmental 
examination. Figure 1 depicts the elements of the 
hypothetical system. The actual dimensions and 

Table 1. Basic parameters of a commercial kelp farm. 

Site location 

Biomass source 

Biomass requirement 

Plant survival 

Yield potential 

Nutrient requirement 

Station-keeping method 

California coastal waters 
(about 20 miles offshore) 

Macrocystis pyrifera 

279 million kelp plants 

20% plant loss per year due to 
environment and harvesting 

50 DAF tons/acre-year 
(Range: 25-75 DAF tons/acre-year) 

3 microgram atoms Nitrogen/liter 

Bot tom moored 

Upwelling system Direct displacement wave pump 

Upwelling requirement 2100 gallons/minute/acre 

Upwelling depth 300-1500 feet 

Construction material required 6690 kilotons concrete 
760 kilotons steel 
3970 kilotons synthetics 



Marine 
Kelp 
co, 
Water/ 
Nutrients· 

Production 
System 

Harvesting 
System 

Processing 
System 

Fertilizer 
FeedStock 

Feed 
Supplements 

Algin 

Intermediate 
BTU Gas 
(Methane) 

Figure 1. Complete marine biomass system. (XBL 781-13495) 

parameters are dependent upon cost studies, yield 
analyses, and other technical research currently 
underway or planned. 

The standing crop of the kelp farm discussed 
at the workshop would be harvested by special ships 
several times a year. These vessels would be pat­
terned after the Kelco Company design used for com­
mercial harvesting along the California coast for 
many years. Although some pre-processing, e.g., 
removal of water and grinding, could be accom­
plished on the harvesting ships prior to transport­
ing the kelp to onshore processing plants, this 
pre-processing step was not included in the system 
used as a prototype. The only harvesting and tran­
sportation information available to the attendees 
was an estimate that a commercial size farm (1000 
square miles) would require as many as fifty 
10,000-dead-weight-ton ships making three 
roundtrips per day to the onshore dock facility and 
pipeline system. 

The SNG processing and conversion ,plant was 
hypothetically sited one mile inland from the dock 
facility. It was assumed that the raw wet kelp 
would be shredded and subsequently transported by 
pipeline to the process site. The digester itself 
would require a unit capacity (inside volume) of 
about one million standard cubic feet, which is 
about 2.5 times the largest existing digester. The 
process would also include a carbon dioxide scrub­
bing unit, which releases pure carbon dioxide, and 
compressors for delivery of pipeline quality 
natural gas. 

Since there are no full-scale marine farm sys­
tems in operation today, the parameters that were 
used at the workshop represent a compilation of 
data from bench-scale experiments and conceptual 
plans and data obtained on a biological test plat­
form placed five miles off the southern California 
coast. To provide a data base on kelp yield, one 
of the key parameters affecting the initial capital 
requirements and unit gas costs, GRI and DOE have 
designed and constructed nearshore biological test 
farms. These experimental test facilities are used 
to conduct kelp yield experiments on adult kelp 
plants in a controlled fertilization environment. 
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Important environmental issues were identified 
and the research recommendations to address these 
issues were developed at the workshop using the 
design parameters described here. No attempt was 
made to predict the actual appearance of a marine 
biomass farm. Instead, the information was used to 
provide sample conditions within1 which a discussion 
of potential environmental concerns would be con­
ducted. 

Major Conclusions 

During the three-day extensive discussions 
participants identified several issues that should 
be considered by the GRI environmental research 
program. The major research recommendations from 
both the biological and physical/chemical group are 
summarized in Table 2 (Biological) and Table 3 
(Physical/Chemical). These issues and recommenda­
tions cover a wide spectrum of areas including bio­
logical,' physical, and chemical oceanography as 
well ~s ocean engineering. Several issues critical 
to the development of the marine biomass concept as 
a whole emerged from the individual work group dis­
cussions. These overall concepts, which seemed to 
dominate the workshop, may serve as our main con­
clusions. 

First, questions arose regarding kelp produc­
tivity in an open ocean system. Immediate efforts 
should be made to define more precisely the 
expected yield in offshore farms. This information 
is required for the projection and evaluation of 
several other potential impacts and also for deter­
mining the feasibility of the ocean farm concept 
from a biological standpoint. Because supplying 
the farm with proper nutrients in correct quanti­
ties is a major problem for cultivated kelp beds, 
the dynamics of upwelled water must be understood, 
especially their relation to nutrient availability 
and uptake and to kelp growth and stability. 
Workshop participants were concerned about the 
amount of upwelled water required to maintain 
desired productivity. 

Second, participants were concerned about the 
stability and survivability of offshore kelp farms. 



Table 2a Biological research recommendationsa 

Debris 

Define more precisely the kelp yield expected from offshore 
farming in order to evaluate potential environmental impacts 
of the loss and decomposition of kelp from a farma 

Assess the particulate organic matter (POM) flux from the 
kelp (due to kelp wrack, kelp fragments, fermentation resi­
dues disposal on the farm, fouling organisms) to the deep 
water column and sediments to determine impact on oceanic 
oxygen budgetsa 

Develop scenarios for disposal options or utilization of 
fermentation residueS 1 including post-treatment processes; 
animal feed, fertilizer, ocean-farm disposal, and by-product 
utilization. 

Assess the consequences of farm failure on the sea-floor 
and/or coastline. 

Organisms 

Ranking 

High 

High 

High 

Medfum 

Assess potential for entrainment of small organisms (small Low· 
fish, crustaceans, and plankton) into a kelp farm's upwelling 
syStem a 

Assess potential of a kelp farm to restrict migratory Low 
patterns of larger marine organisms (such as whales and 
sharks). 

Communities 

Determine the relationship, positive or negative, of a 
large kelp farm to recreational and/or commercial 
fisheries. 

Obtain a better understanding of the biological 
communi ties 1 both· benthic and pelagic, expected to 
be· associated with_large offshore farms. 

Biochemical/Biophysical 

Determine possible impacts of chemical treatments on 
the ·farm to control pests such as weed species 1 animal 
grazers 1 and fouling organisms. 

Address possible changes, both positive and negative, to 
planktonic systems and detrital food wells downstream of the 
plume of upwelled water. · 

Investigate displacement of planktonic communities as a 
result of changes in light, nutrients, temperature, etc. 

Consider ways by which polyculture (i.e., the intentional 
culture of organisms with kelp) could mitigate· or 
oiodify iSsues such as particulate organic matter disposal, 
non-natural-chemical and waste additions, and organic 
exudates. 

Medium 

Medium 

Medium 

Medium 

Medium 

Low 

Can kelp plants remain attached to a floating 
structure in the open ocean? If not, can the 
amount of drifting kelp that reaches the shore be 
restricted to socially acceptable levels? Kelp 
fragments and other organic particles are expected 
to sink from the farm and to affect oceanic oxygen 
budgets. The potential oxygen depletion in the 
water column and bottom sediments caused by 
enhanced sinking flux of organic particles is one 
of the most serious problems identified. There­
fore, a detailed assessment of particulate organic 
matter flux from the kelp farm to deep water and 
sediments is needed. 

Third, critical physical/chemical issues iden­
tified from an engineering and operational perspec­
tive included the integrity of the farm structure 
and its associated upwelling system with regard to 
ocean currents, waves, climate, and other hydro­
dynamic properties. To determine the feasibility 
Of the offshore system, it wa·s · suggested that a 
critical test experiment of the farm structure, its 
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Table 3. Physical/chemical research recommendations. 

Oceanographic 

Develop a model to determine the fate and motion of upwelled 
water within the farm as a prerequisite to determining 
design issues such as pumping rates and siting criteria. 

Analyze data on variable and medium scale currents to enable 
detailed farm structural design to be carried out. 

Collect and analyze data on-mixed layer depth distribution 
from the southern California Bright waters on a seasonal 
and locational basis. These upper waters make up the 
thermocline and this knowledge is crucial in estimating 
the amount of water to be pumped. 

Determine the effects of a dampened wave field due to a large 
kelp farm, on ·local wave climate,. shoreline formation and 
ultimately on inshore habitats. Obtain a better 
understanding of local climatic effects as a result of large 
scale upwelling. 

Determine residence time of upwelled water. 

Obtain a better understanding of the deep ocean circulation 
patterns which provide oxygen and nutrients to the kelp 
farm. 

Obtain a better understandirlg of 1:-ocal climatic; effects as 
a result of iarge seal~ upwelling. 

Design 

Ranking 

High 

Medium 

Medium 

Medium 

Medium 

Low 

Low 

Determine hydrodynamic loading on the kelp farm instailations Me(u~ 
(kelp plants, mooring system, kelp attachment structure, and 
deep-water pipe. and pumps) as a result of forces generated by 
ocean currents and large, long-:period waves. 

Assess Survivability of the farm structure including fatigue, Low 
synthetics and flex joints. 

Study deepwater pumping in light of the efficiency and Low 
survivability of wave-powered. pumps and other pumping 
alternatives. 

Investigate various farm ·configUrations as methods to minimize Low 
current loads and mci.ximize the utilization of wave energy. 

Opera tiona! 

Develop and apply practical site selection criteria that 
consider site features, farm characteristics, and site 
usage. 

Examine the characteristics of the waste generated and 
develop disposal strategies or utilization options. 

Investigate the environmental impact (air, water, land) of 
a continuous construction and maintenance period on the 
kelp farm. 

Study legal issues associated with open ocean farms 
(international and U.S. policy). 

Determine the biotic and abiotic releases from the kelp farm. 

Determine what other substances (gases, trace metals) may be 
released in upwelling the deep water. 

High 

High 

Medium 

Medium 

Medium 

associated wave-driven pumps, and mooring system be 
conducted. 

Fourth, the residuals from the anaerobic 
digestion process seems to pose the greatest threat 
to the onshore environment. Several options were 
suggested for disposing of or utilizing these resi­
dues, including use as cattle feed and fertilizer 
or disposal at the farm site. Research into miti­
gation and monitoring of process residues could 
contribute to the ultimate success of the marine 
biomass program. 

Finally, the overall theme of the suggested 
recommendations is that any energy system in the 



open ocean 
logical, 
features. 

must consider the existing natural bio­
chemical, and physical oceanographic 

engineering 
experts from 
be conducted 

Therefore, a thorough review of 
designs and process characteristics by 
a wide range of marine sciences should 
early in the development process. 

PLANNED ACTIVITIES FOR 1982 

This project was completed in FY 1981 and will 
not continue in FY 1982. 

Effectiveness and Implications of Technical Innovations to Reduce Water Use* 

J. A. Sathaye, R. L. Ritschard, M. M. El-Gassier, and S. C. Rainey 

Availability of adequate water to support mun­
icipal, industrial, agricultural, mineral, and 
steam generation activities has been a major con­
cern, not only in the arid western United States, 
but also in the East. The 1981 drought in the 
eastern United States emphasizes this problem. 
Methods which may be used to mitigate anticipated 
water shortages include implementation of innova­
tive water-saving techniques, further development 
of water supplies, and better management of 
ground-surface water systems. This study has 
focused on innovative techniques and their contri­
bution to reducing water shortages. 

There are three basic ways to reduce water 
usage: reuse, recycling, and conservation through 
process innovations. In this report, we provide 
national and regional perspectives of the problem 
of reducing water use. This is not a "national 
assessment" that would provide quantitative esti­
mates of the conservation potential in each region 
and the impact on communities; rather, it is a per­
spective of the potential for reducing water usage. 

The study concentrates on three areas of con­
cern: agriculture, industry, and domestic consump­
tion. For each area, we examine the application of 
water-saving innovations in a specific geographical 
region. We examine agricultural water use in the 
Northern Great Plains Region, industrial use in the 
Great Lakes Region, and domestic use in the Lower 
Colorado Region, as well as potential for savings 
in each area. 

ACCOMPLISHMENTS DURING FY 1981 

Background 

Five major activities account for more than 
99 percent of water use: agriculture, steam elec­
tricity generation, manufacturing (or industrial 
usage), municipal needs (both commercial and domes­
tic), and mineral development. Agriculture uses by 
far the greatest amount of water, 47 percent of 
total water withdrawals (Table 1). The percentage 

·*This work was supported by the Assistant. Secretary 
for Environment, Office of Environmental Assess­
ments, Regional Impacts Division of the U.S. 
Department of Energy under Contract No. DE-AC03-
76SF00098. 
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Table 1. Fresh water withdrawal and consumption, 1975. 

Total Total 
withdrawals consumption Consumption as percentage 

Type user bgd % bgd % of withdrawals 

Agriculture 

Irrigation 158.7 47 86.4 81 54 
Livestock 1.9 1 1.9 2 100 

Steam electric 
generation 88.9 26 1.4 2 

Manufacturing 51.2 15 6.1 12 

Domestic and 
commercial 28.8 7.4 26 

Minerals 7.1 2 2.2 2 31 

other 1.9 1.2 63 

Totals, Regions 
1-21 338.5 100 106.6 100 32 

Source: u.s. Water Resources Council, Second National Water Assessment, 
The Nation'~ Resources, 1975-2000, VoL T,December 197"8,li"":" 57. 

used by agriculture is considerably larger in the 
West. For example, 85 percent of the withdrawals 
in California are used for agricultural irrigation. 
Nationally, steam electricity generation uses 
26 percent and manufacturing, 15 percent of water 
withdrawals. Over 50 percent of water used for 
such generation is required by the Great Lakes and 
Ohio regions. Although steam generation accounts 
for 26 percent of withdrawals, its consumption is 
only one percent of the national total. Agricul­
tural irrigation consumes the greatest amount, 
81 percent of the total consumption; domestic, com­
mercial, and manufacturing uses account for 13 per­
cent. 

Agriculture 

Water use in agriculture is a function of the 
irrigation system used, soil type, crop type, cli­
mate, and topography. A nationwide review of irri­
gation techniques suggests that the efficiencies of 
most irrigation systems can be measurably improved. 
This is especially true in the 17 western states 
where nearly 90 percent of all agricultural irriga­
tion is located. It has been estimated that from 4 
to 10 percent increases in off-farm1 efficiencies 
and from 6 to 13 percent increases in on-farm2 
efficiencies are possible in the West, depending on 
the number and type of conservation measures 
adopted. 



Optimum improvement of irrigation efficiency 
can be achieved by using 

1. Physical systems that can deliver water with 
minimum losses and can apply water uniformly 
when needed and without waste, 

2. Methods of determining the timing and 
optimum amounts of irrigation water to be 
applied, and 

3. Technical and financial assistance programs. 

Northern Great Plains Region. The Northern 
Great Plains Region was selected for more detailed 
analysis because it accounts for almost one-fourth 
of the total value of all irrigated crops in the 
United States and because irrigation is.responsible 
for about 95 percent of the region's total water 
consumption. In addition, the extraction, process­
ing, and use of energy resources in the Northern 
Great Plains Region will probably increase competi­
tion for water by agriculture and industry. 

Our estimates indicate that, if various water 
conservation measures are implemented in the North­
ern Great Plains Region, off-farm 'efficiency could 
be increased by 14 percent and on-farm efficiency 
by 16 percent. Although the maximum potential 
reduction in water diverted for irrigation use 
could be as high as 27 percent, 15 percent is a 
more realistic estimate; Within this region> on­
farm conservation measures have the greatest poten­
tial for water savings at least cost. Specific 
conservation measures include 

1. Reducing seepage from ditch and conveyance 
systems; 

2. Reducing on-farm irrigation return flows by 
use of tailwater recovery systems and land 
leveling; and 

3. Reducing incidental' 
evaporation from 
phreatophyte growth, 
groundwater recharge 
cally recoverable. 

water lOsses such as 
canals and ditches, 

and that portion of 
that is not economi-

Controlling seepage from off-farm ditch and con­
veyance systems can also contribute significantly 
to water savings, but only at considerable expense. 

Benefits from efficient water use and manage­
ment include increased water supply for present 
users, especially during water-short years; 
increased water availability to meet increasing 
needs; improved water quality; and improved 
instream flows. Implementation of an irrigation 
water conservation program also can have major 
impacts upon the quality, quantity, and timing of 
the water supply available at diversion points 
within a hydrologic basin. Although water conser­
vation and reuse will not increase the natural 
water supply of a hydrologic basin, these practices 
will generally provide increased beneficial use of 
the total water supply. 

An effective national, regional, or local 
water conservation policy may include programs to 
subsidize capital-intensive conservations as well 
as incentives to reduce water consumption. This 
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may also encourage irrigation districts and other 
water management agencies to institute water­
pricing policies. Optimum methods for conserving 
water and the incentives to bring these methods 
into use can best be determined on a district-by­
district basis. Determination of optimum conserva­
tion methods may also result in discovery of oppor­
tunities for districts, other political bodies, or 
individuals to exchange water or to establish water 
banking or other water reallocation schemes. 

Industry 

There are three methods used for industrial 
freshwater conservation: recycling, reuse, and pro­
cess innovations. In recycling, water is circu­
lated through a system as many times as process 
quality requirements and treatment costs permit. 
Recycling minimizes the water withdrawal rate of a 
plant. However, evaporation losses from cooling 
devices and from holding ponds will increase, 
resulting in a lower rate of water-conservation. 

In water reuse, a firm uses treated or 
untreated effluents released by another user. Com­
pared to recycling, reuse has the advantage of 
adding to the diversity of water use within a com­
munity. 

Process innovations are technological changes 
capable of reducing a manufacturer's dependence on 
water. Both withdrawal and consumption rates can 
be lowered by these process changes. The most 
promising innovations involve cooling systems. 
Development of dry cooling towers and hybrid cool­
ing systems (wet and dry) will result in consider­
able water savings. However, the extent to which 
innovative technologies are used will be determined 
by time and location-dependent costs. 

Recycling. At the present time, recycling is 
the dominant form of industrial freshwater conser­
vation and will continue to be so in the immediate 
future; its use will increase over the next 
25 years. The nation's total industrial with­
drawals could diminish by about 62 percent of their 
1975 level over the next 25 years. On the other 
hand, consumption will increase at an annual rate 
of 3.5 percent, and discharges will diminish. The 
anticipated rapid expansion of recycling use is not 
caused by water shortages as much as by industry's 
attempt to minimize the escalating costs of treat­
ing effluents to meet federal and state pollution 
control regulatory requirements. In areas where 
water shortages constrain water consumption, recy­
cling may have a negative impact and even may be 
opposed. 

Reuse. In the near future, reuse of indus­
trial water will grow at a· slower rate than recy­
cling because the obstacles confronting reuse are 
greater than those facing recycling. An industrial 
firm will attempt to exhaust recycling opportuni­
ties within its own facilities before contracting 
for the effluents of another water user. However, 
water shortages provide more motivation for reuse 
than does pollution control. Consequently, as 
freshwater becomes more scarce, reuse will expand 
at an accelerated rate. 



WQter reuse will be hindered by downstream 
water rights. Discharges that may appear available 
for reuse in some instances are a source of supply 
for a downstream user, and any upstream reuse 
scheme could be considered a diversion of flow sub­
ject to court litigations. Most current water 
reuse projects are located in coastal states, along 
the oceans and the Great Lakes, at the very down­
stream end of use. In appropriative doctrine 
states, downstream senior water rights may be obs­
tacles to upstream industrial use based on water 
reuse. In riparian doctrine states, where water 
availability is relatively less constrained, there 
is very little legal experience with water reuse. 

Industrial water reuse will continue to be 
limited to using urban waste water. The dominant 
application will be for industrial cooling. Firms 
that have their own water supplies will not resort 
to reuse unless adequate economic incentives are 
created. 

Considering only municipal effluents as the 
source of water, the potential for reuse is large, 
nationwide about 20,580 million gallons per day by 
the year 2000 compared to the present level of 
about 214 million gallons per day. Even if reuse 
is used only for cooling, the potential is still 
considerable: 14,526 million gallons per day by 
the year 2000. 

Great Lakes Region. Although industrial with­
drawals are projected to decrease in the Great 
Lakes Region, consumption of fresh water is 
expected to increase. Part of this growth in con­
sumption will be caused by industrial expansion. 
The anticipated decline in withdrawals can be 
distributed to projected increases in the use of 
recycling. 

Availability of adequate supplies of treated 
municipal effluents will limit industrial water 
reuse in many parts of this region. Self-supplied 
firms will be reluctant to change to reuse of reno­
vated waste-water in place of fresh water supplies 
they already own. Because many of the community 
innovations will be made at the downstream end of 
water use, the resultant water savings are real 
because there are no downstream users in this 
region who might be deprived of the treated return 
flow. 

Domestic 

In the domestic sector, water is used both 
indoors and outdoors. Indoor water uses, such as 
for showers and dishwashing, is relatively constant 
throughout all regions of the country. However, 
outdoor water uses, such as for irrigation of lawns 
and landscaping, varies depending on the climatic 
region and on annual rainfall patterns. 

From a national perspective, there is substan­
tial potential, from 17 to 29 percent, for reducing 
domestic water use. Indoor water use is inelastic 
to price changes at current prices and can best be 
reduced by using conservation devices. Plumbing 
codes for new building construction have also been 
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effective in reducing water use. 

Exterior water use by the domestic sector can 
be influenced by pricing mechanisms. For example, 
converting user costs from flat rates to metering 
can reduce peak demands and average water usage. 

Reuse of municipal waste water for irrigation 
is widespread and is the largest single use of 
these effluents. Power plant cooling and indus­
trial cooling are two additional major uses for 
municipal waste water. Waste water reuse for 
domestic activities, however, has limited potential 
because of generally stricter water quality cri­
teria. It is estimated that over 90 percent of 
municipal waste water is available for reuse. 

Lower Colorado Region. In the Lower Colorado 
Region, domestic water withdrawal can be reduced 
from 25 to 36.5 percent. Housing stock, climate, 
conservation devices, pricing measures, and the 
level of implementation will determine how much 
conservation can be accomplished. Although it is 
not difficult to estimate the savings that can be 
achieved, the implementation plan and the subse­
quent availability of water to other users are 
questions which need to be examined far more care­
fully. 

The example of Tucson suggests that conserva­
tion measures, especially pricing mechanisms, need 
to be analyzed carefully before implementation. 
New water sources for the Tucson area are acquired 
by buying prime agricultural land. Water-use con­
flicts between mining companies, urban residents, 
and agriculture are common. Energy development 
will add to this problem. 

Although water reuse in the Tucson and Phoenix 
areas will solve part of the groundwater depletion 
problem, a long term strategy is needed to resolve 
both water use conflicts and groundwater depletion. 
The Arizona Groundwater Management Act, which 
emphasizes water conservation as the first alterna­
tive towards balancing supply and demand, is a 
major step toward eliminating groundwater deple­
tion. 

Other regions of the country can also benefit 
by implementing water conservation measures in the 
domestic sector. Although the amount of water 
saved may be small compared to agricultural water 
usage, the savings in distribution networks and 
treatment plants can be significant. It is possi­
ble that small local areas could implement a well­
thought-out conservation plan, including pricing 
measures, as has been done by the Washington Subur­
ban Sanitary Commission. 

Implementing a statewide act, as has been done 
in Arizona, is much more difficult because this 
requires united and concerted political and leg­
islative action both to initiate and carry out such 
a program. It is too soon to determine whether or 
not Arizona will be able to enforce the Act effec­
tlvely. However, the Act does recognize, perhaps 
for the first time, that water is a finite resource 
that should be managed accordingly. 



PLANNED ACTIVITIES IN FY 1982 

This project was concluded during FY 1981 and 
will not be continued in FY 1982. 

FOOTNOTES 

1. Off-farm refers to systems conveying or storing 
water from its source 'or the point of diversion 
to the boundary Of a farm. 

2. On-farm refers to both conveyance and applica­
tion and storage systems or methods used within 
farm boundaries. 

Groundwater .Impacts of Enhanced Oil Recovery* 

J. A. Sathaye 

Enhanced (tertiary) oil recovery (EOR) is a 
method which stimulates depleted oil reservoirs to 
yield additional crude oil. The method requires 
pumping steam, injecting chemicals or gases, or 
fire flooding the reservoirs to increase oil flow 
to the surface. Large quantities of brine are also' 
produced with the oil. Federal and state· regula~ 
tions require safe disposal of brine by reinjecting 
it into the ground. During the reinjection pro­
cess, brines can leak into surrounding freshwater 
aquifers. This study examined the potential 'for 
groundwater contamination from such leaks.· Oil and · 
chemicals which can contaminate groundwater 
aquifers were included in the analysis. 'The study 
also examined the water requirements for EOR tech­
niques and evaluated the availability of water sup­
plies. 

ACCOMPLISHMENTS DURING FY 1981 

This study was conducted over a period of two 
years. The findings of a workshop on environmentai 
impacts.of EOR techniques, reported in the 1981 
Annual Report; 1 were published 'this year. 2 The 
groundwater impacts assessment was conducted mostly 
during FY 1981. The project is now complete. 

Groundwater Availability 

Numerous reports and studies have demonstrated 
that groundwater contamination is a widespread 
problem affecting every region of the country. 
Contamination may result from petroleum production, 
injection wells, surface impoundments, agriculture, 
landfills, leaks and spills, septic tanks, and min­
ing activities. An EPA report3 to Congress identi­
fied disposal sites as the most serious source of 
nationwide contamination. However, in many 
regions, petroleum activities are the primary cause 
of contamination. Often, industrial sources are 
located closer to population centers than 
petroleum-related sources and are therefore easier 
to detect. 

*This work was supported by the Assistant Secretary 
for Environment, Office of Environmental Assess­
ments, Technology Assessments Division of the U.S. 
Department of Energy under Contract No. DE-AC03-
76SF00098. 
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The groundwater problems caused by petroleum 
development are not well documented. The extent of 
contamination has been quantified but is not. gen-· 
erally available. Several different activities 
have caused contamination problems in the South 
Central and Southwest regions. In Texas alone, 
23,000 cases of ground and surface water contamina­
tion have been reported. One of the major causes 
of contamination, the use of pits for brine dispo­
sal, is now banned in producing states •. An EPA 
report4 estimates that oil and gas and m1n1ng 
impoundments may have contaminated 0.1 percent of 
the Nation's useable aquifer area. 

Brine is now disposed of by underground injec~ 
tion into deep saline formations and occasionally 
into lined pits. Underground injection will be 
regulated by the EPA's Underground Injection Con­
trol (UIC) Program. The Safe Drinking Water .Act 
(1974) established the UIC program to prevent 
underground injection of wastes that endanger 
drinking water sources. States may assume primary 
enforcement responsibility for operating effective 
programs. We report on one such state, California, 
and its contamination data for brine injection 
wells later in this paper. An estimated 500;000 
injection wells are in operation nationwide; 
140,000 of these are Class II wells for disposal of 
fluids brought to the surface in connection with 
oil and gas production or to increase oil and gas 
recovery. 

There are two major underground sources of 
groundwater contamination in oil fields: oil from 
oil wells and brine from injection or disposal 
wells. In tertiary recovery, the chemi.cals used 
for oil recovery are an additional hazard. Surface 
spills of these contaminants and leakages from 
storage tanks and ponds and from pipelines are the 
other major sources of contamination. 

The main difference between oil and brine con­
tamination is .that brines .are miscible with water, 
whereas oil is not. Brines will therefore mix with 
water and be carried away towards the user far more 
easily than will oil. Brine contamination and the 
release of inorganic and organic compounds and 
trace metals can be far·more serious problems. than 
oil contamination. In tertiary recovery, brines 
are injected under pressures ranging from 500-1500 
psi. Injection pressures are at or slightly above 



the natural formation pressure. Excessively high 
pressures are not used indiscriminately because a 
high pressure can cause fractures and fissures and 
can also cause brines to overwhelm semi-impermeable 
layers leading to freshwater aquifers. 

Flow of brine into aquifers basically depends 
on the same variables that control oil flow. For 
surface spills, the adsorption coefficient, soil 
porosity, rate of brine leakage, and the distance 
to the aquifer play important roles in determining 
how fast brines will reach the aquifer. The extent 
to which brines will pollute an aquifer depends on 
the brine concentration and the initial aquifer 
concentration. In the case of direct releases from 
wells to aquifers, the pollutant concentration in 
the aquifers is a function of the distance 
travelled, the seepage velocity, aquifer porosity, 
the dispersion constants, and the pollutant decay 
rate. 

Water Standards and Brine Characteristics 

Elements in oil field waters commonly are 
present in the following concentration ranges. 

Chemical Element Concentration 

Na, Cl >1000 ppm 

Ca, so4 Up to 1000 ppm 

K, Sr >100 ppm 

Al, B, Ba, Fe, Li 1-100 ppm 

Cr, Cu, Mn, Ni, Sn, Ti, Zr ppb (most brines) 

Be, Co, Ga, Ge, Pb, v, w, Zn ppb (some brines) 

No significant relationship exists between brines 
and the minerals in aquifer rocks. 

The drinking water standards proposed by EPA 
specify the acceptable concentration for minerals 
in drinking water. These include barium and 
chloride that are found in oil-field brines. Total 
dissolved solids (TDS) are also present in large 
concentrations. 

Brine concentrations of chloride exceed the 
drinking water standards by several orders of mag­
nitude. Barium concentrations can also exceed con­
centrations specified in the standards by a factor 
of 10 or more. Chlorides and TDS are the two major 
pollutants from brine disposal that would be a 
cause for concern. 

Incidents of Contamination 

Recent data gathered by the California Divi­
sion of Oil and Gas (CDOG)5 (Fig. 1) suggest that 
incidents of groundwater contamination from oil 

Years {Five-year intervals) 

Figure 1. Underground source drinking water con­
tamination (USDW) by date of occurrence. 

(XBL 8111-1639) 

drilling activity are increasing. In the last 
40 years, CDOG records indicate that 32 cases of 
underground source drinking water (USDW) contamina­
tion have occurred as a result of Class II weil 
operations. Discovery of these cases resulted 
mostly from CDOG surveillance work and from citizen 
and well operator complaints. In all but one case, 
the elapsed time from discovery to correction was 
less than one year. 

Conversations with CDOG staff reveal several 
reasons why the increase in contamination cases may 
have occurred. Improved monitoring techniques, the 
age of the well, and the proximity of the water 
user to oil fields may explain the increase. These 
reasons have a direct bearing on EOR operations. 

Oil field operators prefer to use old oil 
wells for reinjection of disposal fluids. The old 
well is usually cemented off below the brine injec­
tion zone, the casing is perforated at the injec­
tion formation, and the well is set up for brine 
reinjection. Although these old wells are 
inspected to ensure that the seal is tight and 
acceptable, they are more apt to have casings.cor­
roded by oil operations and are more likely to fail 
under corrosive brines injected at high pressures. 

The second reason is already evident in 
several counties in Texas where multipurpose use of 
groundwater by municipal, agricultural, and oil 
producers is being litigated. Water users are 
closer to oil field operations and are likely to be 
affected by contamination before the pollutants can 
be diluted. However, the proximity of users helps 
institute corrective measures before the pollutant 
spreads. 

Water Availability and Requirements 

Water requirements vary by EOR techniques. 
Table 1 shows the water requirements for each tech­
nique. The quality of water required for oil 
recovery can vary among the techniques and even 
within a technique for specific processes. It 
should be noted that these water requirements are 
total volumes injected, not necessarily consumptive 
use. 

Water used for injection in oil reservoirs 
· must be compatible with the chemistry of the forma­

tion water, with the chemistry of injected fluids, 
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Table 1. Water requirements in bbl of water per 
bbl of oil produced. 

Technique 

Steam soak 
Steam drive 

Improved waterflood 

co
2

, N
2

, HC, miscible 

Caustic 

Micellar polymer 

In situ 

Water requirement 

7 

100 

4-16 (generally lower values) 

10 

10 

<1-5.5 

and with the formation itself. Waters are usually 
considered compatible if they can be mixed without 
producing chemical reactions among the different 
fluids. Precipitation of insoluble compounds is 
undesirable and may reduce the permeability in the 
formation. Some fluids may react with the forma­
tion clays, causing swelling and a reduction of 
permeability and production from a reservoir. 

There are three main sources of water: 
( 1) produced water, (2) surface water, and 
(3) groundwater. Water is produced with oil, gen­
erally in large quantities. Not uncommonly, 90 
percent or more of the fluid in producing oil 
fields is water. 

Large EOR production will occur in regions 
that currently face severe groundwater problems. 
However, this will not necessarily constrain the 
development of fields for EOR production. It will 
certainly create difficulties in acquiring water, 
it may delay projects, or it may force developers 
to use more produced water. Each development will 
require a unique set of decisions, partly institu­
tional and partly economic. If water can be pur­
chased at a relatively low price, the developer 
will probably do so as long as it is cheaper than 
treating produced water. 

Kern County, California, is an interesting 
example with all the attendant problems. Groundwa­
ter overdraft is very large in the basin; all the 
water is already allocated. A new oil producer has 
the following choices, not necessarily in this 
order of priority: (1) use produced water 
directly, (2) use treated produced water, (3) con­
tact the local water agency for additional water, 
(4) tap into groundwater reservoirs, (5) buy land 
in anticipation of expansion, or (6) buy water from 
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other users. If freshwater is not readily 
available--and this may be the case in Kern 
County--producers will resort to the last two 
options. Many producers have already resorted to 
option (5). Both options (5) and (6) require addi­
tional initial capital to start a project. Small 
producers will be squeezed out if they cannot raise 
the required capital. Large producers, or those 
who already have access to water, will be less 
affected. In regions where water is in short sup­
ply, small EOR operators may be adversely affected 
and even forced out of the market. 

In many situations, however, the rights to 
groundwater may not be clear. Multipurpose use of 
groundwater from the same reservoir for agricul­
ture, industry, and oil production oan create legal 
problems when the freshwater supply is shrinking. 
In Gaines County, Texas, for example, the rights to 
groundwater are being challenged legally. The .out­
come from such litigation may help clarify the 
rights to groundwater nationally. Similar problems 
may be expected in other areas as EOR production 
expands.and conflicts with rights of other users to 
the same groundwater. 

PLANNED ACTIVITIES IN FY 1982 

This work was concluded in FY 1981 and will 
not continue in FY 1982. 
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Growth and Energy Development in the Rural West* 

R. G. Sextro and J. M. Bernier 

The western inland states (Arizona, Colorado, 
Idaho, Montana, New Mexico, Nevada, Utah, and Wyom­
ing) have experienced rapid population growth over 
the past decade. Energy and mineral resource 
development and an expanding economy have attracted 
increasing numbers of people to the region. Many 
of the more dramatic changes have occurred in the 
rural West where the traditional agricultural base 
has given way to growing towns and expanding 
resource development activities. Because the West 
has large, relatively untapped reserves of coal, 
oil shale, and natural gas, the development pres­
sures may continue as the nation looks to increased 
domestic production of energy supplies. 

This paper reviews the changes in rural 
employment and population growth over the past 
decade. We then discuss possible future energy 
activities and their implications for the rural 
areas of the western states. 

ACCOMPLISHMENTS DURING FY 1981 

General PoEulation Trends 

In the last ten years, overall population 
growth in the region has averaged 2.8 percent per 
year, compared with a percent annual growth 
nationwide during the same period. This change 
actually accelerated during the course of the 
decade, from 2.7 percent per year from 1970 to 1975 
to 3.7 percent per year from 1978 to 1980. State­
by-state population trends1 are shown in Figure 1. 

The eight-state region grew 35 percent between 
1970 and 1980. Approximately two-thirds of that 
growth was in urban areas, while one-third of the 
growth occurred in the rural areas. Although the 
metropolitan areas have had greater population 
growth in absolute numbers, the relative change in 
rural population in the last decade, 30 percent, is 
about the same as the change in metropolitan areas, 
38 percent. By comparison, the overall population 
increase from 1960 to 1970 was 20 percent, with 
essentially all of this population change occurring 
in the metropolitan areas. The surge in rural 
population is consistent with the rapid accelera­
tion in fossil fuel production during the 1970's. 

Rural PoEulation and EmEloyment Changes 

• 
We have classified the rural areas into three 

groups corresponding to areas where the principal 

*This work was supported by the Assistant Secretary 
for Environment, Office of Environmental Assess­
ments, Regional Impacts Division of the u.s. 
Department of Energy under Contract No. DE-AC03-
76SF00098. 
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activities are energy extraction, recreation, 
and/or agriculture. For some parts of the West, a 
growing retirement population also appears to be an 
important growth factor.2 Much of the rural popula­
tion growth in Arizona, for example, can be attri­
buted to the development of retirement communities. 
This analysis focuses on the first three 
categories, with a detailed county-by-county 
analysis of the energy resource areas. 

Energy resources. Rich in energy resources, 
the region currently produces 25 percent of the 
nation's coal, 10 percent of domestically produced 
oil, and 9 percent of natural gas. The fossil fuel 
production trends are shown in Table 1. As can be 
seen, coal production has shown the most dramatic 
change, growing from less than 20 million tons per 
year in the early 1960's to just over 160 million 
tons by 1980. 

This rapid expansion of energy extraction 
activities in parts of the West is reflected in the 
population data shown in Table 2. In many of the 
energy resource counties, population declined or 
grew only slightly between 1960 and 1970. Between 
1970 and 1980, as energy development occurred, the 
population increased rapidly, averaging over 50 
percent in ten years. We have used the mining sec­
tor, which includes coal and uranium mining as well 
as oil and gas extraction, as our primary indicator 
for energy development. Significant employment in 
non-energy mineral mining occurs in only a few of 
the energy development counties, and we have elim­
inated these effects in the analysis of the changes 
in mining sector employment. As the data presented 



Table 1. Fossil fuel production in the western states. 

States 

Percent of 
total u.s. 

Annual Production Arizona Colorado Montana New Mexico Utah Wyoming Total production 

Coal (millions of tons) 

1970 0.13 6.03 3.45 7.36 4.13 1.22 28.92 6 
1975 6.97 8.22 22.05 8.79 6.96 23.80 76.81 13 
1978 9.os 13.81 26.60 12.06 9.14 58.33 114.63 22 
1980 11.80 19.50 32.92 16.50 16.23 88.92 161.82 24 

Change, 1970-80 (%) 8800 225 850 125 240 1130 460 

Oil (millions of barrels) 

1970 25 38 128 23 160 ' 374 11 
1975 38 33 95 42 136 344 11 
1978 37 30 83 30 137 317 10 

Change, 1970-78 (%) 48 -21 -35 30 -14 -15 

Gas (billions of cubic feet) 

1970 106 1139 339 1548 1 
1975 172 1217 316 1706 8 
1978 184 1192 335 1711 9 

Change, 1970-78 (%) 74 5 -1 8 

Table 2. Changes in population and employment in energy resource counties. 

Population in 1000s Employment % total employment change 

State 
and % Change 1979 % Change Manufac- Energy 

County 196o 1970 1980 1970-80 ( 1000s) 1970-79 Mining turing Retail Services Resources 

ARIZONA 
Navajo 38.0 47.8 67.7 42 9-3 91 22 20 32 coal 

COLORADO I! 

Delta 15.6 '15.3 21.2 38 3.0 68 17 -1 28 25 coal 
Garfield 12.0 14.8 22.5 52 6.2 123 11 5 24 25 coal 
Gunnison 5.4 7.6 10.7 41 3.8 196 10 6 31 28 coal, uranium 
Mesa 50.7 54.4 81.5 50 25.9 123 10' 11 22 23 coal, oil & gas, uranium 
Moffat 7.1 6.3 13.1 107 3.2 133 26 1 38 2 coal, oil & gas 
Rio Blanco 5.2 4.8 6.3 29 2.1 128 60 -1 18 1 coal, oil & gas 
Routt 5.9 6.6 13.4 103 5.2 307 13 0 32 7 coal 

MONTANA 
Big Horn 10.0 10.1 11.1 10 2.4 74 75 -32 0 44 coal 
Rosebud 6.2 6.0 9-9 64 2.2 199 44 0 13 36 coal 

NEW MEXICO 
McKinley 37.2 43.2 55.0 27 11.9 86 32 -3 33 27 coal, oil & gas, uranium 
San Juan 53.3 52.5 80.8 54 20.7 103 4 -5 24 22 coal, oil & gas 
Valencia 39.1 40.5 60.8 54 10.8 115 45 6 23 5 oil & gas 

UTAH 
Carbon 21.1 15.6 22.2 42 5.3 10 43 5 21 12 coal 
Duchesne 7.2 7.3 12.6 72 2.4 243 25 5 19 12 oil & gas 
Emery 5.5 5.1 11.5 123 2.5 233 76 0 17 2 coal 
Summit 5.7 5.9 10.2 74 3.2 262 8 3 40 28 oil & gas 
Uintah 11.6 12.7 20.5 62 4.8 91 15 6 22 16 oil & gas 

WYOMING 
Campbell 5.9 13.0 24.4 88 8.9 158 33 0 18 14 coal, oil & gas 
Carbon 14.9 13.4 21.9 64 6.9 125 53 -7 14 21 coal, oil & gas, uranium 
Converse 6.4 5.9 14.1 137 4.2 285 46 0 17 10 coal, oil & gas, uranium 
Fremont 26.2 28.4 40.3 42 10.8 88 25 0 24 20 oil & gas, uranium 
Lincoln 9.0 8.6 12.2 41 2.7 77 43 17 27 11 coal 
Natrona 49.6 51.3 71.9 40 29.5 117 10 5 20 21 oil & gas, uranium 
Platte 7.2 6.5 12.0 85 2.2 111 0 7 23 28 
Sheridan 19.0 17.8 25.0 40 6.8 97 7 1 20 20 coal 
Sweetwater 17.9 18.4 41.7 127 12.4 170 38 2 23 14 coal, oil & gas, uranium 

TOTAL 492.9 519.8 794.5 53 209.3 121 23 32 27 
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in Table 2 indicate, with one exception, energy 
development is the on~y basic industry of any sig­
nificance in these counties. Only Lincoln County, 
Wyoming, shows any sizeable growth in manufacturing 
sector employment. Thus, increased energy employ­
ment as a basic industry has been a significant 
factor in population growth in these areas. Secon­
dary or induced employment, such as retail trade 
and services, also generally shows growth, reflect­
'ing increased demand in these sectors driven by 
growth in the primary employment sector. 

Recreation. Outdoor recreation is also an 
important western resource and has contributed to 
population and employment growth in several rural 
areas. Population growth in these areas appears to 
be a function of the presence of outdoor recreation 
opportunities, such as skiing, and national parks 
or monuments, etc. We have examined a number of 
selected counties for changes in employment in ser­
vice and retail sector establishments related to 
recreation such as hotels and eating and drinking 
establishments, and for the presence of significant 
employment in other recreation-related establish­
ments. These data for selected recreational coun­
ties indicate that the service and retail sectors. 
have changed significantly, while other major 
industrial categories such as mining or manufactur­
ing are small and have changed very little. 

Some counties have had both resource and 
recreation employment growth. Routt County, 
Colorado, is one such example. Coal mining and a 
mine-mouth electrical generating station are 
located on one side of the county, and the Steam­
boat Springs ski area is located on the opposite 
side. 

Agriculture. Historically, agriculture has 
been a significant part of the western state 
economies. Almost every county has some agricul­
tural activity. However, except for growth in farm 
employment in a few areas following World War II, 
farm employment has declined steadily since 1940 
(Fig. 2). This overall trend is consistent 
throughout the western states, in urban and rural 
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Figure 2. Agricultural employment trends for the 
western states. (XBL 824-464) 
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In part, these declining trends in farm 
employment reflect the migration from rural to 
urban areas as increased farm mechanization and 
larger farms displace employment and ownership. 
Around urban areas, the amount of land devoted to 
farming has also substantially decreased during 
this period because of expanding urban populations. 
There has also been a decline in farm employment 
throughout the rural areas, including counties 
where agriculture is a major economic activity as 
well as in those counties where energy development 
has occurred. In the case of the urban and energy 
development areas, the decline in agricultural jobs 
has been offset by expanding non-farm employment, 
and population has grown commensurately. On the 
other hand, areas that are predominately agricul­
tural generally have experienced declining or, at 
best, stable population as farm employment 
decreased. In some cases, expanded retail and ser­
vice sector jobs tempered the loss of farm employ­
ment. 

Looking to the Future 

Energy has been one of the key factors in 
changing the rural West, and it will have an impor­
tant role in shaping the future. The projections 
of productive capacity for western coal (excluding 
production in North Dakota) for 1990 range between 
420 million tons/year and about 650 million 
tons/year; produc·i:.ion will approach one billion 
tons by the turn of the century.3-5 While present 
production is 160 million tons/year, productive 
capacity is closer to 200 million tons. Thus, 
according to these estimates, coal production in 
the western states could double or triple over the 
present levels. Similarly, oil shale and deep 
natural gas, with substantial resource bases, have 
generated considerable interest in the western 
states. 

The rural, resource-rich areas will continue 
to grow in population as additional energy develop­
ment occurs. In some cases, new development will 
occur as existing resource production declines, 
thus substituting one employment sector with 
another. This appears to have happened, for exam­
ple, in the uranium-producing regions of western 
Colorado, Wyoming, and New Mexico, where the 
uranium boom of the 1960's was replaced in the 
1970's by coal mining and, in some cases, power­
plant construction and operation. At the same 
time, the current trends in agricultural employment 
are expected to continue as the economy of the 
western states shifts to other sectors. This will 
mean that the existing differences in employment 
and population growth among various parts of the 
rural West will continue, and, as some counties 
expand economically, others will face economic 
stagnation. 

PLANNED ACTIVITIES IN FY 1982 

This work was completed in FY 1981 and will 
not continue in FY 1982. 
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California Energy Systems Assessment Models* 

J. A. Sathaye, H. Ruderman, P. T. Chan, and H. Schmidt 

Early in 1980, the Assessments Division of the 
California Energy Commission (CEC) asked the LBL 
Energy Analysis Program to construct a set of 
models that could project the economic and environ­
mental consequences of energy development in Cali­
fornia. Because the California Air Resources Board 
(ARB) was interested in similar models, it became a 
joint sponsor. The models will be used by the CEC 
and ARB in assessing the impacts of various energy 
scenarios. Model development began in the first 
quarter of FY 1981 and continued through the fiscal 
year. The project will be completed early in 1982. 

Construction of energy facilities requires 
steel, cement, generating equipment, manpower, 
etc., which are supplied by industries located 
within the state, elsewhere ih the country, and in 
the rest of the world. The investment in energy 
facilities will stimulate employment and output in 
the industries supplying these materials and ser­
vices. These industries will purchase goods and 
services from other supporting industries, setting 
up a chain effect that will filter through the 
entire economy of the state. To estimate direct 
and indirect economic impacts and environmental 
impacts of energy activities, the models simulate 
flow of fuels between various energy facilities and 
consumers and the structural interaction among 
economic sectors. 

This project emphasizes development of a sys­
tem of models and demonstrates their capability by 
comparing two scenarios formulated by CEC. The 
data used in making these comparisons are the best 
available to us and the CEC. No attempt was made 
to develop new data for this analysis. 

*This work was supported by the California Energy 
Commission and the California Air Resources Board 
through the Department of Energy under Contract No. 
DE-AC03-76SF00098. 
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ACCOMPLISHMENTS DURING FY 1981 

Overview of the Modeling System 

Figure 1 is a schematic of the California 
Energy Planning Model. Energy scenarios specifying 
the primary energy from each type of fuel are the 
basic input for the chain of models: an Energy 
Planning Model (EPM) and a California Input-Output 
(I-0) Model. The scenarios specify the amount of 
energy supplied by oil, gas, coal, nuclear, solar, 
wind, ocean, and biomass facilities that is needed 
to fulfill the demand in the end-use sectors. Dif­
ferent end-use demands will affect the economy and 
the environment differently, depending on the 
investment in each end use. 

USER 
SPECIF1ED 

USER Locale all facilities 
SPECIFIED including conservalionf 

OR solar activities bY 
DEFAULT region 

USER 
SPECIFlED 

OR 
DEFAULT'--"=-===---' 

USER 
SPECIF1ED 

OR DEFAULT 
REGIONAL COEmCtENTS 

California Secondary Employment, 
Value Added, Air Emissions, 

Water Use 

USER SPECiflED 
OR DEFAULT 

Direct and Indirect 
Erilployment. Income, 
Emissions, Water Use 
by Sub-State Region 

Figure 1. Analytical framework, California energy 
planning model. (XBL 823-268) 



The California Energy Planning Model 

The California EPM is patterned after a 
national model developed for the National Science 
Foundation by the Bechtel Corporation.1 The EPM 
translates the scenarios into the number of energy 
facilities of each type that would have to be 
constructed to meet the specified energy demand. 
The energy supply facilities are coal mines, oil 
wells, power plants, solar and wind generators, 
etc.; the end uses are refrigeration, air condi­
tioning, space heating, etc. The EPM contains 
algorithms for determining the number of transpor­
tation facilities required to move the coal, oil, 
gas, and other energy fuels, as determined by the 
orlgln of the projected energy resources and the 
demand at the destination. 

All the energy facilities are sited by air 
basin. The user can site power plants in the 
appropriate basin if the location is available from 
utility plans. The model will select sites for end 
uses and for solar and biomass facilities if none 
are specified by the user. 

The capital and labor to operate and construct 
each type of facility are subdivided into 140 
categories of manpower, materials, and equipment. 
These data are used to calculate the direct capital 
costs and labor required to meet the prescribed 
energy supply. The 1978 EPM data were extended at 
LBL to include data on solar and other renewable 
facilities and residential end uses. Data on each 
type of facility have been included. In addition, 
data on airborne effluents from the operation of 
motor vehicles were developed using a transporta­
tion model. 

The California Input-Output Model 

The EPM estimates of capital expenditures on 
equipment, materials, and labor are treated as 
final demands in the I-0 model. To match the I-0 
sectors, the equipment and material expenditures 
are disaggregated using fractional shares in the 
Gross Private Domestic Capital Formation vector and 
the manpower expenditures are disaggregated using 
the shares in the Personal Consumption Expenditures 
vector. The two vectors are combined into a single 
vector of final demands. The I-0 model is then 
used to estimate the output of each industry 
required to meet these final demands over the next 
twenty years. 

The California Input-Output Model was derived 
from the 496-sector national table for 1972 
prepared by the Bureau of Economic Analysis.2-4 
The national table was projected to 1977 using data 
from the 1977 Economic Censuses, the National 
Income and Product Accounts, and numerous other 
sources. It was then converted into a California 
input-output table to reflect the state's economy 
during 1977. This conversion eliminates sectors of 
the national economy not in California, such as 
coal mining and tobacco. The technical coeffi­
cients which reflect the state of the technology do 
not change in such a conversion. To accurately 
reflect industrial energy consumption by fuel type 
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in California, we modified the fuel-use coeffi­
cients in the I-0 table. 

The 1977 direct transactions coefficient were 
updated to 1985 and 1990 on the basis of projec­
tions made by the Bureau of Labor Statistics.5,6 
In arriving at the coefficients for 1985 and 1990, 
we assumed that the California coefficients would 
change at the same rate as the national. These 
energy coefficients were then adjusted to reflect 
the projected use of energy in California during 
those years. Employment and income coefficients 
were projected in a similar manner. 

Using payroll data for 1977 from the County 
Business Patterns,7 the output of each industry was 
disaggregated to air basins. Labor and income 
changes from energy plant construction can be 
estimated for each air basin by combining indus­
trial output estimates with employment and income 
coefficients. 

Vehicle Emissions Model 

The vehicle emissions model enables users to 
estimate the annual tonnage of carbon monoxide, 
nitrogen oxides, and hydrocarbons emitted by high­
way transportation. The model can produce three 
sets of emissions for each of the years 1985, 1990, 
and 2000, depending on the data provided by the 
user. The first set of projections results from 
relatively few user-specified variables which are 
essentially identical to those produced by ARB's 
model and can be used as a reference. The second 
set results from user-provided values for the total 
number of vehicle miles traveled by each of six 
classes of vehicles for each air basin in 1985, 
1990, and 2000. The third set is derived from 
user-provided values for the gallons of fuel used 
in the state during a given year. 

In the first two sets, in addition to vehicle 
emissions, the model calculates total fuel used in 
each air basin in each future year. In the third 
set, where fuel use is given, the model calculates 
fleet average-vehicle efficiencies for each vehicle 
class and the sum of vehicle miles traveled for 
each air basin in each future year. 

Factors such as vehicle use, number of vehi­
cles, vehicle miles traveled, and fuel use can 
easily be changed, and the amount of atmospheric 
pollutants generated for each scenario thus can be 
quickly determined. To make updating the data as 
simple as possible, the data are input in the form 
provided by ARB and other state agencies. 

PLANNED ACTIVITIES FOR FY 1982 

Preliminary models completed during FY 1981 
will be installed on the CEC computers. The models 
will be improved during the first quarter of FY 
1982, and the two scenarios will be analyzed. We 
will compare the results with similar runs made at 
CEC to verify that the model has been transferred 
properly. Final models and user's manuals will be 
delivered early in the second quarter, completing 
work on the project. 
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Mineral ,Requirements for En~rgy Scenarios* 

J. A. Sathaye and H. Ruderman 

The next twenty to thirty years are expected 
to be a period of transition from an era dependent 
on conventional energy sources, such as oil and 
gas, to one more dependent on unconventional and 
virtually inexhaustibl;e sources of energy. The 
viability of these alternative energy sources is 
contingent, in part, on the availability of certain 
materials and minerals. In June 1980, the Senate 
Committee on Energy and Natural Resources asked the 
General Accounting Office (GAO) to identify 
minerals critical to developing future energy tech­
nologies, their,availability, and projected demand. 
GAO, in turn, asked LBL to develop a methodology to 
evaluate projected ·energy~related demand for non­
fuel minerals. . ·Work on the project began in 
November 1980 and was completed in March 1981. The 
results, conclusions, and recommendations of the 
study were transmitted to the Senate committee in 
June 1981.1 

The analysis described in this report 
estimated and ·evaluated the materials and raw and 
processed mineral::~ that would be demanded by energy 
development through the year 2000 under four 
national energy scenarios formulated by the Depart­
ment of Energy (DOE). We examined the demand for 
minerals selected for their potential strategic 
importance in future energy development. Specific 
minerals which may be viewed as strategic and crit­
ical to U.S. energy development in light of their 
domestic and worldwide availability were identi­
fied. A more detailed discussion of the methods 
and results of this study may be found in another 
report.2 

*This work was supported by the u.s. General 
Accounting Office through the Department of Energy 
under Contract No. DE-AC03-76SF00098. 

ACCOMPLISHMENTS DURING FY 1981 

Energy Scenarios 

We investigated the minerals requirements for 
.four DOE prepared scenarios of u.s. energy develop­
ment to the year 2000. These national projections 
of energy supply and demand include a broad range 
of energy technologies from solar energy to nuclear 
power as supplements to oii, gas, and coal use. 
The Energy Information Administration (EIA) Annual 
Report to Congress3 contains a series of scenarios 
based on different combinations of world oil prices 
and energy demand growths. The Office of Policy 
and Evaluation issued National Energy Plan II 
(NEP-2)4 with two scenarios (NEP-2 High and NEP-2 
Low) based on the EIA high and low oil-price cases. 
A set of scenarios emphasizing solar energy, 
developed by the Domestic Policy Review Committee 
(DPR),5 served as the basis for the Technology 
Assessment of Solar Energy (TASE).6 The TASE 14 
and TASE 6 scenarios were also based on the NEP-2 
High and Low cases, with the DPR projections of 
solar energy embedded in the TASE 14. 
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The NEP-2 High and Low scenarios differed in 
their assumptions about future world oil prices, 
while the two TASE scenarios differed in the amount 
of energy produced by solar and renewable facili­
ties. All four show similar growth in primary 
energy use, reaching 123 to 129 quads (1015 Btu) in 
2000. Primary energy use in the NEP scenarios 
increased from 74 quads in 1975 to 124 quads in 
2000 in the high oil price cases, an annual rate of 
2.1 percent, and from 74 quads to 129 quads in the 
low price case, an annual rate of 2.25 percent. In 
the TASE scenarios, primary energy supply grows 
from 73 quads in 1975 to 123 quads in 2000. Solar 
energy use in TASE 14 in 2000, excluding hydroel~c­
tric and geothermal generation, amounts to 13.8 
quads as compared to 6.0 quads in the TASE 6 
scenario. Figure 1 shows the projected energy use 
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Figure 1. Primary energy supply 1975-2000, in qua­
drilion Btu's. 

(XBL 8111-1582) 

in the two TASE scenarios. By comparing the 
mineral requirements of the four scenarios, we 
could see the effects of different growth rates and 
technologies. 

Methodology 

Energy scenarios specifying the primary energy 
from each type of fuel serve as the basic input for 
the chain of models, an Energy Supply Planning 
Model (ESPM)7 and a u.s. Input-Output (I-0) Model 
(Fig. 2). The ESPM translates the scenarios into 
the number of energy facilities of each type which 
would have to be constructed to meet the specified 
levels of energy supply. The 118 types of facili­
ties in the model include stationary facilities 
such as coal mines, various types of power plants, 
oil wells, solar and wind generators, etc. The 
ESPM also contains algorithms for determining the 
number of transportation facilities required to 
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move coal, oil, gas, and other energy fuels. The 
number of trains, pipelines, trucks, etc., are 
estimated on the basis of projected energy supply 
and demand by origin and destination for each 
federal region of the country. 

The capital and labor needed to construct and 
operate each type of facility are subdivided into 
140 detailed categories. On the basis of these 
data, the direct capital costs and labor required 
to meet the prescribed energy supply scenario are 
computed. The 1978 ESPM data base was modified at 
LBL to include data on twenty additional solar and 
renewable technologies. 

The capital costs include expenditures on man­
power, equipment, and materials. Equipment and 
materials costs are presented by two-digit I-0 sec­
tors. These capital expenditures are treated as 
final demand vectors in the I-0 table sectors. The 
equipment and materials expenditures are disaggre­
gated using fractional shares in the Gross Private 
Domestic Capital Formation vector, and the manpower 
expenditures are disaggregated using the shares in 
the Personal Consumption Expenditures vector. The 
I-0 model estimates the output of each industry 
required to meet these demands for the next twenty 
years. 

The u.s. Input-Output Model was derived from 
the 496-sector national table for 1972 prepared by 
the Bureau of Economic Analysis.B-10 The disaggre­
gation of the minerals from 7 to 46 sectors was 
based on data from the Bureau of Mines and Bureau 
of Economic Analysis worksheets for 1972. This 
table was aggregated to 178 sectors, keeping the 
detail in the mineral producing and using sectors. 

The dollar outputs of the minerals sectors of 
the input-output model were converted to physical 
quantities of minerals. These outputs are the 
direct and indirect demands for the minerals needed 
to construct the energy facilities called for in 
the scenario. 

Results and Conclusions 

Demand for 46 nonfuel minerals was projected 
in five-year intervals to the year 2000 for the 
four scenarios. Twenty of the mineral sectors were 
excluded from detailed analysis because (1) the 
United States is a net exporter of the mineral and 
has adequate reserves·and resources; (2) there are 
readily available, geographically dispersed, and 
virtually inexhaustible world resources; (3) the 
sector included two or more minerals that could not 
be disaggregated; or (4) the sector was a service 
sector and thus not applicable to any one given 
mineral. 

We compared our projections of domestic 
energy-related demand for the remaining 26 minerals 
to the Bureau of Mines' projections of total u.s. 
and world primary demands and to their projections 
of u.s. and world production capacities. The pro­
jected percentage of energy-related demand as a 
fraction of total demand and production capacity 
were calculated for both the alternative and con­
ventional facilities under each scenario. A s~m~­

lar analysis was conducted, substituting a dif-



ferent technological design for the solar heating 
and cooling of building facilities. 

Our analysis indicated that implementation of 
any of the national energy scenarios would require 
large increases in the supply and availability of 
certain nonfuel minerals. Energy-related demand 
for the 26 minerals is shown in Table 1. The four 
scenarios required an average of between 17 and 
23 percent of total projected u.s. demand for these 
minerals to the year 2000. However, the percentage 
of each mineral varied sharply from a low of 3 per­
cent for molybdenum to a high of 75 percent for 
tantalum. Requirements for minerals are highest in 
the high solar scenario, primarily due to the large 
component of solar and otper renewable energy tech­
nologies. 

Demand for the 26 nonfuel minerals by the con­
ventional oil, gas, and coal technologies remained 
relatively constant among the four energy 
scenarios, averaging between 8 and 9 percent of 
total U.S. demand. However, demand by alternative 
solar, synfuels, and nuclear technologies varied 
from 8 to 15 percent, depending primarily on the 
amount of energy in the scenario provided by solar 

Table 1. Mineral requirements fo~ the four s,cenarios ( 1976-2000). 

Mineral 

Aluminum ores (103 st) 

Antimony ( 1 o3 st) 

Asbestos (103 mt) 

Barite (103 st) 

Chromium ( 103 st) 

Columbium ( 106 lb) 

Copper (103 mt) 

Feldspar (103 st) 

Fluorspar ( 1 o3 st) 

Gold ( 1 o3 oz) 

Gypsum (106 st) 

Iron (106 st) 

Lead (103 mt) 

Manganege (103 st) 

Mercury (761b flasks) 

Molybdenum ( 103 lb) 

Nickel (103 st) 

Platinum group ( 103 oz) 

Silver ore ( 106 oz) 

Sulfur (103 mt) 

Tantalum ( 193 lb) 

Titanium (193 st) 

Tungsten (103 lb) 

Vanadium oxide (105 lb) 

Zinc (103 mt) 

Note: 

TASE 6 TASE 14 NEP-2 Low NEP-2 High 

26,569 

206 

3,336 

6,434 

9,859 

123 

4,566 

2,776 

6,657 

25,521 

116 

425 

3,010 

26,388 

35,186 

293 

3,972 

8,520 

13,043 

177 

5, 734 

4,274 

7,900 

39,Q18 

246 

472 

5,223 

30,010 

119,565 201,280 

104,510 119,140 

1,606 

3,385 

594 

7,924 

49,283 

1,990 

76,577 

164 

3,056 

2,139 

5,173 

906 

10,973 

70,625 

2,971 

87,709 

167 

4, 785 

30,486 

247 

3,891 

8,299 

12,153 

119 

4, 729 

4,073 

7,317 

24,789 

293 

441 

2,954 

27,610 

132,136 

109,331 

1,597 

3,262 

579 

9,915 

48,040 

2,439 

76,892 

171 

3,143 

25,075 

203 

3,192 

6,951 

10,016 

100 

3,945 

3,210 

6,258 

20,623 

229 

384 

2,491 

23,913 

109,703 

94,417 

1,362 

2,720 

479 

8,144 

40,518 

1,982 

64,885 

141 

2,641 

--st:'" short tons; lb: pounds; mt: metric tons; oz: troy ounces 
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and other renewable technologies. Average energy­
related demand for minerals was projected to be 
between 5 and 7 percent of the projected total 
world demand for the 26 minerals to the year 2000. 

While world supplies would appear adequate to 
meet U.S. energy-related demand, the uncertain 
availability of some minerals poses potential 
constraints to a smooth transition from oil and 
natural gas to alternative sources of energy. This 
uncertainty stems primarily from the possibility 
that there might be a serious disruption in sup­
plies or a sharp increase in prices of certain 
minerals. Either could delay implementing a 
national energy program. In this sense, "stra­
tegic" refers to the relative availability of a 
mineral, while "critical" refers to its essential­
ity for energy-related uses. 

Based on our analysis of energy-related demand 
and additional research at the General Accounting 
Office, we have identified nine minerals which may 
be "energy-critical" and "strategic": aluminum 
ores, chromium, cobalt, columbium (niobium), gold, 
manganese, nickel, platinum group metals, and tan­
talum. These minerals are characterized as coming 
from few and potentially unreliable foreign 
sources, having inadequate domestic mine capacity, 
being almost entirely imported, and being essential 
to energy development. 

Alternate technology designs can help mitigate 
adverse supply disruptions or sharp price 
increases. For example, an alternate design for 
solar heating and cooling of buildings reduced the 
amount of chromium required for the solar group by 
over 50 percent. However, alternatives for a 
specific strategic and critical mineral may not 
always be available. Other possibilities for miti­
gating adverse impacts of a minerals shortage 
include reducing consumption through conservation, 
recycling, and drawing down industry and government 
stocks. Each mineral may have to be analyzed and 
evaluated on its own merits before comparative 
options can be completely assessed. 

PLANNED ACTIVITIES IN FY l982 

This work was concluded in FY 1981 and will 
not continue in FY 1982 •· 
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ENERGY DEMAND STUDIES 

Residential End-Use Demand Modeling: Improvements to the ORNL Model* 

J. E. McMahon 

Estimates of future demand for energy are used 
by policy analysts, energy suppliers, utility com­
panies, and some government agencies. Prior to 
1973, very simple methods were adequate for fore­
casting demand growth in the United States. Two 
such models were (1) exponential growth at a con­
stant rate, e.g., electricity demand increased 
seven percent per year, and (2) energy consumption 
proportional to the GNP. In the ensuing eight 
years, which encompassed rapidly rising oil prices, 
these models predicted energy demand substantially 
higher than actually occurred. 

More refined models were developed to include 
the more complex relationships necessary to explain 
current demand. Specifically, conservation efforts 
and technological changes needed to be considered. 
The Oak Ridge National Laboratory (ORNL) developed 
a detailed end-use model1 intended for use in 
analyzing alternative energy policies in the United 
States. Originally based largely on 1970 Census 
data, the model was subsequently updated to utilize 
1977 input data. This important tool provides a 
framework within which further improvements are 
being made. 

ACCOMPLISHMENTS DURING FY 1981 

The ORNL model was altered to become the 
ORNL/LBL Residential Energy Demand Model during an 
analysis of u.s. Department of Energy proposed Con­
sumer Product Efficiency Standards. Results of 
that analysis are described elsewhere.2 Three 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings and Community Development, Buildings 
Division of the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098. 
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major changes to the methodology were undertaken. 
First, the approach to changes in efficiency of new 
appliances was improved. The marketplace is chang­
ing for a variety of reasons, and newer appliances 
are generally more efficient than their predeces­
sors. Second, methods of constructing new homes 
involve .higher levels of insulation than in the 
past and should exhibit significant effects on 
energy consumed for space conditioning (heating and 
cooling). Third, the expected sales of appliances 
wili 'depend not only on the number in stock but 
also on the age distribution of existing units. A 
vintaging approach, in which the age distribution 
is updated each year, provides a better guide for 
future replacement sales. 

Before modification, the model accounted for 
changing efficiencies and housing characteristics 
in future years but from an incorrect starting 
point~ For this reason, the .first two changes were 
initiated. The third change, the vintaging 
approach, replaces the methodology for estimating 
the number of potential purchases of appliances to 
be installed in existing homes each year. All 
three modifications replace simpler assumptions 
with a more complex set, and all three impose 
additional data requirements on the model. 

Efficiency of New Appliances 

The ORNL model previously contained the 
assumption that, in the first year of a simulation 
(in this case, 1977), the efficiency of a new 
appliance was the same as the efficiency of the 
average unit already in use. With the passage of 
time and increases in energy costs, manufacturers 
are providing and consumers are purchasing appli­
ances with higher efficiencies. The disparity 
between the efficiency of a new unit and the unit 
it replaces will be increasingly significant when 



estimating 
shows the 
1975. 

future energy consumption. Table 
efficiency improvements since 1972 and 

The ORNL model was capable of projecting 
future equipment efficiencies from a base year 
starting point. The improvement to the model 
involved adding an input that specified the effi­
ciency of new units relative to the average stock 
unit in the initial year. This removes the con­
straint that these efficiencies had to be the same. 
In addition, the set of design options available 
for purchase in future years was readjusted to 
begin with the base-year new unit rather than with 
the stock unit. The constraint that future appli­
ances cannot be less efficient than a 1978 unit was 
retained. 

Methods of Constructing New Houses 

.Just as.new appliances are more efficient than 
those already in use, new houses are constructed in 
such a way as to reduce space conditioning energy 
requirements, compared to old houses. While meas­
ured data on the actual energy consumption of new 
houses are more difficult to obtain, the charac­
teristics of new houses are available. Charac­
teristics considered include amount of ceiling 
insulation, wall insulation, glazing level, floor 
area, floor insulation, and window area. Physical 
models of heat transfer in a house, such as the 
DOE-2·.1 Building Energy Analysis Program, were used 
to determine the annual energy consumption for 
heating' and for cooling; based on the characteris­
tics of the house. The relative thermal integrity 
factor is defined as the ratio of annual heating 
requirements for a new house to the annual heating 
requirements for a stock house. The thermal 
integrity factor is accurate only for change's in 
housing construction. Correction for changes in 
the floor area of the house, efficiency of the 
heating system, and usage patterns are performed in 
addition to, and separate from, the· .thermal 
integrity factor. 

Just as in the treatment 
ciency, the new distinction 

of appliance effi­
made for thermal 

Table 1. Efficiency improvements since 1972 in residential appliances. 

Percent changeb in 
Shipments-weighted unit energy consumption 

energy factorsa since 1975 

1975 1978 1980 1978 1980 

Furnaces - Gas 63.24 63.55 63.3 -0.5 -0.1 
- Oil 73.65 75.20 75.7 -2.1 -2.7 

Since 1972 

1972 1978 1980 1978 1980 

Room Air Conditioner 6.22 6. 75 6.72 -7.9 -7.4 
Central Air Conditioner 6.66 6.99 7.06 -4. 7· -5.7 
Water. Heater - Electric 79.80 80.67 78.3 -1.1 +1.9 

- Gas 47.35 48.17 47.9 -1.7 -1.1 
Refrigerator /Freezer 4.16 5.09 5.51 -18.3 -24.5 
Freezer 7.53 10.0 9.73 -24.7 -22.6 
Range/Oven - Electric 42.8 53.6 43.25 -20.1 -1.0 

- Gas 13.9 17.6 25.82 -21.0 -46.2 
or}rer - Electric 2.61 2.59 2.88 +0.8 -9.4 

- Gas 2.10 2.38 2.60 -11.8 -19.2 

a1972, 1975, and 1978 values are from CS 17.9 surveys conducted by DOE 
(Ref. 3). 1980 values are from Engineering Analysis for CPES (Ref. 4). 
b[ (SWEF ( 1975)/SWEF (X)) - 1) 0 100, for year X. 
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integrity is that the average new house has dif­
ferent characteristics and therefore different 
energy consumption than the average house already 
in existence. Similarly, the set of design options 
available in future years must begin with what is 
available in present-day new houses. The con­
straint that future ·new houses must be at least as 
efficient as 1978 new houses is retained. 

Appliance Retirements 

The model as originally written distinguished 
between purchase of appliances each year for new 
houses and purchase of appliances for installation 
in existing houses. Most of the latter are 
replacements of appliances:that have reached the 
end of· their useful service life. The original 
formulation uses an exponential retirement function 
equivalent to assuming that a constant percentage 
of the existing appliances retire each year. In a 
population that is growing at a significant rate, 
this assumption is poor because the. most recently 
purchased appliance will not soon require replace­
ment.' The general solution to this problem 
involves keeping track of the vintage, or age dis­
tribution, of all'appliarices and retiring them only 
at appropriate intervals 'a:fter the year of pur­
chase. This vintaging approach requires a more 
complex computer model and a significant increase 
in computation time, but it 'provides a more accu­
rate representation of the real turnover of appli­
ances. 

A derivation of retirement functions was found 
in the literature.5 A retirement function is an 
expression of the percent·of appliances that retire 
as a function of the number of ·years since they 
were originally purchased. A comparison of the 
retirement function arid the exponential assumption 
that it replaced is given in·Figure 1. While the 

80 

20 

Figure 1. 
purchase: 

Exponential 

Percent survivors vs years 
refrigerators. 

since first 
(XBL 816-948) 



old formula retired about 5.1 percent of the exist­
ing appliances each year regardless of their age, 
the new formulation retires no refrigerators until 
they are 12 years old. ~resumably many refrigera­
tors are sold as second-hand items, but continue to 
function under new ownership. Also, the old for­
mula allowed a number of very old refrigerators to 
go on operating for 40 years, while the new 
approach effectively eliminates refrigerators older 
than 26 years. 

The changes to the model required to consider 
a vintaging approach to appliances are general in 
nature and do not depend on the specific set of 
inputs selected. If other studies refine the 
retirement functions, only the input data to the 
model will need to be replaced, and the model 
itself will accommodate the.new data without pro­
gram modifications. 

Future Directions 

Modeling efforts have improved substantially 
in recent years. While forecasts of exactly what 
will come in the future are now--and will. remain-­
impossible, model simulations can define the rang~ 
of probable futures. . , 

Considering the ORNL/LBL Residential Energy 
Demand Model as a framework, · there are several 
areas in which changes need to be made (these pro­
posed changes are discussed in more detail else­
where6): 

• Quantify and examine the uncertainty in the 
simulation 

• 

• 

• 

Redefine the set of end uses to combine 
space heating and cooling 

Update historical econometric formations, 
especially the fuel split algorithm 

Consider the variety of· ·decision segments 
involved in appliance purchase and use 

• Broaden the applicability of the model to 
utility service areas. 

PLANNED ACTIVITIES IN FY 1982 

This work was concluded during FY 1981 and 
will not continue in FY 1982. 
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Analysis of Appliance Efficiency Standards* 

J. E. McMahon, M. D. Levine, and H. J. Herring 

The Energy Policy and Conservation Act, as 
amended by the National Energy Conservation Policy 
Act, requires that the Department of Energy 
prescribe energy efficiency standards for the fol­
lowing consumer products: refrigerators and 
refrigerator-freezers; freezers; clothes dryers; 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings and Community Development, Buildings 
Division of the u.s. Department of Energy under 
Contract No. DE-AC03-76SF00098. 
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water heaters; room air conditioners; home heating 
equipment, not including furnaces; kitchen ranges 
and ovens; and central air conditioners. The law 
requires that standards be designed to achieve the 
maximum improvement in energy efficiency that is 
technologically feasible and economically justi­
fied. 

The ORNL/LBL Residential Energy Demand Model1 
was developed as a tool for assessing the effects 
of proposed efficiency standards. Two important 
measures of those effects were: 

• Energy savings to the Nation 



• Dollar savings to the consumer. 

Much additional detail about projected energy 
demand (by end use, fuel type, home type, etc.) was 
provided by the model but will not be discussed 
here. Those details and other aspects of the stan­
dards, including their effects upon manufacturers, 
will be discussed in forthcoming publications of 
the Department of Energy.2 

ACCOMPLISHMENTS DURING FY 1981 

Synchronous with the improvements to the 
ORNL/LBL Residential Energy Demand Model, input 
data were updated to include recent survey data on 
the following: 

• Efficiency of new appliances 

• Current housing construction practice 

• Appliance retirements as a function of age 

• Saturation of appliances in new houses and 
in the existing housing stock. 

In addition, the fuel price projection 
National Energy Policy Plan was utilized. 
Engineering Analysis provided estimates of 
chase cost of each appliance as a ·func.tion 
ciency. 

of the 
The DOE 

the pur­
of effi-

The methodology involved incorporating all 
available data into the Base-Case simulation. This 
simulation provided estimates of future energy con­
sumption for each of the products, e.g., furnaces, 
water heaters, etc. Figure 1 illustrates the 
result. Then, a second simulation was performed 
using the same input data and model · but assuming· 
the efficiencies of regulated products to be at or 
above the proposed u.s. DOE Consumer Product Effi­
ciency Standards. The differences between the 
first simulation, the Base Case, and the second, 
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Figure 1. U.S. residential energy use projections, 
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the Standards Case, are the expected effects of the 
Consumer Product Efficiency Standards (CPES). 

Energy Savings to the Nation 

The first effect studied is the amount of 
energy saved by the CPES for each product. Only 
small savings were found for ranges, ovens, and 
clothes dryers. The annual energy savings for the 
nation for other products are shown in Figure 2. 

The aggregate energy savings include secondary 
effects in addition to the difference in effi­
ciency. The Standards Case represents an alterna­
tive future in which the choice of appliance effi­
ciency is restricted as a result of government pol­
icy. The ultimate result of such a policy is to 
alter the number of appliances purchased; the 
choice of fuel, e.g., electric or gas water heater; 
and the usage behavior of the consumer. These 
effects are included in the energy savings shown. 
In·these simulations, the major effect of CPES was 
to decrease operating costs of appliances. This, 
in turn, caused no change or only a slight increase 
in appliance sales and in usage hours. Overall, 
u.tility of appliances was unchanged or increased. 

The efficiencies of new central air condition­
ers for the two cases are shown in Figure 3. Note 
that the Base Case assumes a continuation of sub­
stantial efficiency improvements in the Base Case, 
even in the absence of standards. Energy savings 
are obtained by CPES, over and above the dramatic 
savings attributed to market forces. 

Dollar Savings to the Consumer 

The second major effect of C~ES is to alter 
the cost to the consumer purchasing and operating 
an appliance. In the Standards Case, the mandated 
higher efficiency has a higher purchase cost but 
lower operating cost,compared to the Base Case. 
The proposed standard levels were chosen to reduce 
the life cy,cle cost of each product. That is, the 
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savings 
over the 
increase 
appliance 

in operating costs, discounted and summed 
useful operating lifetime, exceed the 
in purchase cost for each individual 
unit. 

For all appliances purchased in the period 
1987-2005, the total savings over their useful 
lifetimes would be over $5.5 billion, if the Consu­
mer Product Efficiency Standards were enacted. 
This net savings is accrued from about $10 billion 
in reduced energy costs, less about $5 billion in 
increased equipment costs (these figures have been 
normalized to the sales of appliances in the Base 
Case). 

PLANNED ACTIVITIES FOR FY 1982 

Documentation of the input, assumptions, and 
model methodology will be completed. 
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Residential Hourly and Peak-Demand Model*t 

G. Verzhbinsky and M.D. Levine 

We have developed a model. that simulates the 
hourly residential electricity demand for electric 
utility service areas. This model is integrated 
with the Oak Ridge National Laboratory 
(ORNL)/Lawrence Berkeley Laboratory (LBL) residen­
tial energy demand forecasting model. The most 
important new feature of the hourly demand model is 
that it is disaggregated to 12 end uses. This 
disaggregation, in addition to its extensive time 
of use and engineering/econometric data base, makes 
possible the evaluation of specific electric util­
ity conservation programs and various energy con­
servation policies. 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings and Community Development, Buildings 
Division of the u.s. Department of Energy under 
Contract No. DE-AC03-76SF00098. 
tA more detailed description of this work is found 
in G. Verzhbinsky and M. Levine, "Residential 
Hourly and Peak Demand Model," Lawrence Berkeley 
Laboratory Report LBL-12856, 1981. 
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ACCOMPLISHMENTS DURING FY 1981 

Electric utility systems design, capacity pro­
jections, financial impacts of alternative supply­
and-demand management strategies, rate setting, and 
energy-conservation and load-management programs 
are all important facets of the electric utility 
industry. Each of these subject areas raises key 
issues confronting electric utilities today. Many 
of the issues relating to energy conservation and 
load management are assuming increasing importance 
to utilities in the current economic climate 
because of the difficulty in raising capital for 
new power plants. 

In an effort to understand these issues and 
provide a quantitative evaluation of some of them, 
we have developed a computer model that forecasts 
hourly electricity demands for the residential sec­
tor. A key feature of this model is its disaggre­
gation into each of the twelve major end uses. The 
model is based both on econometric and 
engineering/economic data, as well as measured data 
on time of use of energy demand by end use. The 
high degree of detail about hourly demand by end 
use, combined with economic information and a 



specification of the average efficiency of each 
appliance type in and the thermal integrity of the 
house, make possible the evaluation of the poten­
tial impact of specific energy conservation and 
load management activities within an electric util­
ity service area. The model has been applied to 
the evaluation of the likely impacts of the pro­
posed Building Energy Performance Standards and the 
Consumer Products Efficiency programs of the U.S. 
Department of Energy. 

The residential hourly demand model is 
currently integrated with the ORNL/LBL residential 
energy forecasting model. 1,2 In order to achieve 
this integration, selected changes were made in the 
ORNL/LBL model, especially in the characterization 
of their thermal integrity of new houses, and a 
utility specific data base was used as input to the 
ORNL/LBL model.2,3 This approach of incorporating 
the hourly and average energy demand forecasting 
models takes advantage of the key features of the 
ORNL/LBL model: its treatment of socio-economic 
determinants of energy demand growth, its 
engineering/economic data, and its analysis of 
residential end-use efficiency choices. At the 
same ·time, including 'hoilrly demand data and 
appropriate algorithms substantially increases the 
analytical capabilities of the ORNL/LBL model. 

We are currently testing the re~idential 

hourly load model. We anticipate completing a 
validation of· the model results against one or two 
electric utility service areas, using historical 
data from the past five to ten years. After a full 
validation exercise is completed, probably requir­
ing application to at least ten utilit~es, we 
intend to develop appropriate interfaces between 
the model and other utility planning tools: capa­
city expansion, dispatch, and financial models. 

Overview of Residential Hourly Demand Model 

This paper describes the structure, input 
data, operation, and results of the disaggregate 
residential hourly demand model developed by LBL 
with the assistance of Hittman Associates, Inc. 
(HAI).4 The model does the following: 

• 

• 

Projects the hourly and peak electricity 
demand for the residential sector of an 
electric utility service area 

Estimates the impact of different energy 
conservation policies on the hourly demand 
curve (load shape, including peak demand in 
the residential sector) 

• Estimates reductions in the fuels and capa­
city for electric generation, by fuel type~ 
resulting from residential energy conserva­
tion programs. 

The model considers 12 end uses divided into 
two groups: temperature sensitive (central space 
heating, room space heating, heat pumps, room air 
conditioning, and central air conditioning) and 
temperature insensitive (water heating, refrigerat­
ing, freezing, cooking, clothes drying, lighting, 
and miscellaneous). The model deals with three 
housing types: single family, multi-family, and 
mobile homes. Also, it disaggregates the total 
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housing stock into three groups by.age of the house 
(and hence, by average, its thermal integrity): 
houses built before 1974, those built from 1974 to 
the present, and homes built after the start of the 
u.s. Department of Energy Building Energy Perfor­
mance Standards program, assumed to have its ~n~­

tial impact in 1982. The model can handle as many 
as five climate zones within a utility service 
area. It simulates hourly electricity demand .for 
each year from 1977 to 2005 (8760 hours each year). 
The total hourly demand curve is transformed into 
the load-duration curve which presents the number 
of hours where load exceeds any fixed value. 

The model is part of a larger modeling effort 
to assess conservation impacts on utilities (CIUS) 
wi~h the following objectives: 

• Computing hourly electricity demand profiles 
under a wide range of economic conditions 

• Evaluating and projecting hourly load pro­
files by climate region within a service 
area, by building type (single family 
detached house, single family attached 
house, mobile home), and by building thermal 
integrity 

• 

• 

• 

• 

• 

Evaluating the likely impacts of energy con­
servation programs on the hourly and peak 
demands of an electric utility 

Quantifying the costs and benefits of energy 
conservation programs to the consumer 

Evaluating the effect of utility conserva­
tion programs on the cost of delivered elec­
tricity and on the.financial performance of 
electric utiiities 

Estimating the degree to which energy con­
servation will , reduce demands for oil and 
gas to generate·peak and intermediate elec­
tricity 

Evaluating a range.of potential load manage­
ment strategies to reduc~ peak demand in the 
residential sector 

• Providing a quantitative basis for comparing 
costs. and effects of investments in energy 
conservation programs and in increased gen­
erating capacity' (including expansion of 
transmission and distribution systems, if 
required) in specific electric utility ser­
vice areas. 

Input Data 

The model is extremely data intensive. Esti­
mates of time-of-use of each end use are the most 
important and most difficult data to obtain. For 
the five weather dependent end uses (central space 
heating, room space heating, heat pump, room air 
conditioning, and central air conditioning), time 
of use is a function of temperature and humidity, 
as well as·time of day. 

To keep track of the data, we have followed 
the NEPOOL model5 procedure of defining time-of-use 
matrices. Initial matrices of relative fraction of 
capacity of individual appliances in use, as a 



function of temperature and hour of day, are input 
into the model. Adjustments are applied for ser­
vice area, climate zone, house type, house vintage, 
and day type (weekday or weekend). Specification 
of the hourly temperature profile permits selection 
of relative use values from the adjusted matrices. 
The final set of values is normalized to the annual 
demand obtained from the ORNL/LBL residential 
energy use demand model. 

All calculations of hourly electricity demand 
for temperature-sensitive end uses are based on 
appliance-use matrices,5 Each element of these 
matrices gives the fraction of the connected appli­
ance that is operating at any specified temperature 
and time-of-day conditions. In other words, these 
matrices show the shape of hourly demand for any 
given hourly temperature curve. 

Because space heater matrices have been 
derived for the temperature· range from -220 to 
+620F by steps of +3o (28 values), 28 x 24 matrices 
are used for · a space heater. For space cooling 
(end uses 4,5), the temperature range is from 60° 
to 960F; in this case we use 13 x 24 matrices. For 
heat pumps 41 x 24 matrices are'used, corresponding 
to the temperature range from -22°F to +960F, 
These matrices depend on house type, vintage of the 
house, and climatic zone. Usually, there is only 
one climate zone in the service area, and the model 
generates 9 matrices for each temperature sensitive 
appliance for each service area to account for 3 
house types and 3 vintages. 

For temperature-insensitive appliances, the 
corresponding appliance-use matrices do not depend 
on temperature conditions and house vintage but 
instead depend on housing type (single-family, 
multi-family, mobile homes), day type 
(weekday/weekend), season (winter/summer), and hour 
of the day. The load shapes for these appliances 
are considered to be the same for all service 
areas. These matrices are provided by California 
Energy Commission Study (1979).6,7 

Illustrative Results 

Figures 1 and 2 show the types of results that 
can be obtained from the model. Figure 1 illus­
trates the hourly demand for electricity by each of 
the major end uses in a winter-peaking electric 
utility during the peak day. Figure 2 provides the 
same information for a summer-peaking utility. 
From these hourly results, available from the model 
for each hour of the year, it is possible to derive 
a wide range of information useful for evaluating 
the impacts of energy conservation and load manage­
ment on electric utilities. 

PLANNED ACTIVITIES FOR FY 1982 

While this attempt to build a highly disaggre­
gated peak demand model has resulted in a new 
methodology being made available to the utility 
industry, there remain several major areas in which 
further research is desired. 
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1. The electricity demand of commercial and indus­
trial customers needs to be modeled in greater 
detail. 

2. The model needs to be modified and extended so 
that the impact of some load management pro­
grams (such as time-of-day rate policy, custo­
mer energy storage, etc.) can be analyzed. 
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Figure 2. Peak day hourly residential electricity 
demand by end use for a summer-peaking utility. 

(XBL 824-863) 



3. The model needs to be implemented and tested 
for more utility service areas. 

4. It is desirable to make the model sensitive to 
the programs affecting utility financial per­
formance, capacity expansion, and dispatch. 
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Analysis of Energy Conservation Measures in Residential Buildings* 

]. G. Ingersoll, ]. Huang,]. ]. Mass, and M. D. Levine 

The objective of the residential energy 
analysis program is to research the technical 
aspects of efficient energy-use management in 
residential buildings. Using computer models to 
simulate the hour-by-hour performance of a building 
in any given climate, we can determine the impact 
of specific measures on energy requirements, 
including the building envelope, materials, design, 
equipment, and operation. These measures can then 
be evaluated as a means of improving the heating 
and cooling energy utilization in residential 
buildings. 

ACCOMPLISHMENTS DURING FY 1981 

The energy analysis of single-family residen­
tial buildings was completed during the year. Four 
prototype designs were produced: one-story, two­
story, multi-level, and townhouse, and these 
designs were analyzed for 48 cities (Table 1). 
Three 'different foundation types were modeled: 
basement, slab on grade, and crawl space. Depend­
ing on the degree of usage of a foundation type in 
any given city, one, two, or even all three founda­
tion types were analyzed for that city. The infor­
mation on usage of foundation types, as well as all 
other building characteristics used in the design 
of the four prototype buildings, was obtained from 
relevant 1979 reports of the National Association 
of Homebuilders Research Corporation. For each 
prototype with a specific foundation type, between 
15 and 20 different levels of envelope thermal 
integrity were analyzed in every city. These dif-

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings and Community Development, Buildings 
Division of the u.s. Department of Energy under 
Contract No. DE-AC03-76SF00098. 
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Table 1. Cities for 
analysis. 

1. Albuquerque, NM 
2. Atlanta, GA 
3. Birmingham, AL 
4. Bismarck, ND 
5. Boise, ID 

6. Boston, MA 
7. Brownsville, TX 
8. Buffalo, NY 
9. Burlington, VT 

10. Charleston, SC 

11. Cheyenne, WY 
12. Chicago, IL 
13. Cincinnati, OH 
14. Denver, CO 
15. Detroit, MI 

16. El Paso, TX 
17. Fort Worth, TX 
18. Fresno, CA 
19. Great Falls, MT 
20. Honolulu, HI 

21. Houston, TX 
22. Jacksonville, FL 
23. Kansas City, MO 
24. Lake Charles, LA 

the 

25. 

26. 
27. 
28. 
29. 
30. 

31. 
32. 
33. 
34. 
35. 

36. 
37. 
38. 
39. 
40. 

41. 
42. 
43. 
44. 
45. 

46. 
47. 
48. 

residential energy 

Los Angeles, CA 

Medford, OR 
Memphis, TN 
Miami, FL 
Minneapolis, MN 
Nashville, TN 

New Orleans, LA 
New York, NY 
Oaklahoma City, OK 
Omaha, NB 
Philadelphia, PA 

Phoenix, AZ 
Pittsburgh, PA 
Portland, ME 
Portland, OR 
Raleigh, NC 

Richmond, VA 
Salt Lake City, UT 
San Diego, CA 
San Francisco, CA 
Seattle, WA 

St. Louis, MO 
Tulsa, OK 
Washington, D.C. 

ferent levels of thermal integrity covered the 
whole spectrum of building thermal losses, from 
very loose to very tight. The envelope thermal 
integrity was a combination of: roof or ceiling 
insulation varying from R-0 to R-60 with intermedi­
ate levels of R-11, R-19, R-38, and R-49; wall 



insulation including R-0, R-11, R-19, and R-27 lev­
els; window glazing, either single, double, or tri­
ple; foundation insulation including R-5 and R-10 
exterior perimeter insulation or no insulation (R-
0) for all three foundations, varying in depth from 
two feet (slab on grade) to eight feet (basement), 
and R-0, R-11, and R-19 floor insulation for base­
ments and crawl spaces. The average rate of infil­
tration for the five winter months (November-March) 
was 0.7 air changes/hour (ach) for the normal case 
and 0.4 ach for the tight case (both numbers 
include 0.1 ach due to the building operation, 
i.e., opening doors, windows, etc.). Equipment 
modeled included furnaces, air conditioners, and 
air-to-air heat pumps. 

The DOE 2.1A computer program was used in all 
of the analyses to simulate the hourly performance 
of buildings. The standard output (public domain 
version) of the program was modified to extract a 
significant amount of information for each produc­
tion run. This information is stored on tape for 
future use by homebuilders, architects, home­
owners, and loan officers after an appropriate data 
base is developed early next year. · 

At the present time, a summary sheet of the 
energy consumption (heating and cooling) is given 
for any given building type with all the various 
insulation options available in each city (Table 
2). To facilitate the analysis, we have also 
developed a graphics output that generates 14 two­
dimensional bar graphs and 4 three-dimensional 
graphs per run. Samples of the graphics output are 
shown in Figures 1 and 2. 

During the past year, a number of improvements 
and additions were made to our modeling capabili­
ties. First, in DOE 2.1, we improved the modeling 
of the performance of air-to-air heat pumps and air 
conditioners by using what we believe to be more 
appropriate full-load and part-load curves for 
residential-size equipment. We also improved our 
capability of modeling heat losses through a foun­
dation by using a two-dimensional, steady-state, 
heat-flow model instead of the one-dimensional 
model traditionally used. Hence, we can model full 
basements, partial basements (basement and crawl 
space or basement plus slab-on-grade), slab-on­
grade, and ventilated as well as unventilated crawl 
spaces. We have added water-to-air heat pumps to 
the existing heating and cooling systems. Ground­
water temperatures to 100 feet for 48 cities can be 
obtained from a specially created library outside 
of DOE 2.1. Depending on whether or not the 
groundwater temperature for any given location is 
below or about 600F, the appropriate full load 
curve of a low temperature or a standard water-to­
air heat pump is used. An add-on or hybrid heat 
pump (heat pump and furnace) heating system, with 
the heat pump operating as long as outdoor dry bulb 
temperature is above or equal to 400F, can now be 
modeled. Furthermore, a whole-house fan, operating 
when outdoor dry bulb temperatures do not exceed 
820F, can also be modeled now as a separate cooling 
system and in addition to an air conditioner. 

Another major analysis activity during the 
past year was development of a package of sensi­
tivity analyses that permitted trade-offs to be 
made among a number of different conservation meas-
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Figure 1. Annual heating and cooling loads for one 
story, slab-on-grade house with R-30 ceiling insu­
lation, R-19 wall insulation, R-5 perimeter slab 
insulation, 0.7 ach winter average infiltration and 
2 glazings. (XBL 824-467) 

ures, as well as selected items of user behavior 
and amenity changes such as different window areas 
and different thermostat settings. The work in 
this area of sensitivity analysis was reported in 
an energy conservation rating system for Minnesota. 
The computer runs were also made for a rating sys­
tem in a warm climate, Riverside, California, but 
no rating system was produced. The purpose of the 
rating system was to focus attention on the most 
important trade-offs among different conservation 
measures. 

Starting at the end of the past year and con­
tinuing into the next year, we are examining in 
great detail topics of special interest to energy­
use management in ·residential buildings. A com­
plete analysis of the management of heating energy 
requirements through temperature control has been 
completed. The effects of no temperature control, 
night set-back, and zonal control (day set-back) 
have been studied for various levels of building 
thermal-integrity and for the major climate zones 
in the country. Presently, we are examining the 
effects of microclimate modification (landscape) on 



Table 2. Sample of summary output for one-story slab-on-grade house in Houston. 

Houston 
slab Heating Cooling 

1-story load, load, 
million million 

Code RC RW FLR IN GLS Btu Btu 

A01 00-00-FMO-HI-1 36.393 58.794 

DOl 19-11-FMO-HI-1 18.186 44.401 

E01 19-11-FMl-HI-1 14.701 40.174 

F02 19-11-FMl-HI-2 11.740 38.400 

G05 19-19-FMl-HI-2 10.522 37.629 

G01 30-11-FMl-HI-2 10.791 37.493 

H04 30-19-FMl-HI-2 9.578 36.734 

I07 30-19-FMl-HI-3 8.770 35.731 

I06 38-19-FMl-HI-2 9.234 36.387 

J06 38-19-FMl-HI-3 8.428 35.371 

K03 30-19-FM3-HI-3 8.284 35.080 

K01 38-19-FM3-HI-2 8.748 35.781 

L04 38-19-FM3~HI-3 7.949 34.781 

M03 38-27 -FM3-HI-3 7. 316 34.259 

H54 30-19-FMl-L0-2 6.338 33.644 

H04 30-19-FMl-HI-2-HP 9.552 36.735 

the heating and cooling loads of residential build­
ings. This work was prompted by another activity 
of the previous year involving the validation of 
the DOE 2.1 code. Simulation of the cooling energy 
requirements of measured data in Davis, California, 

Houeton 
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Figure 2. Annual cooling load binned by month and 
outdoor dry bulb temperature. (XBL 8110-11995) 

Heating 
energy, Cooling, 
million energy No. of hrs No. of hrs 

Btu KWH heated cooled 

51.991 7046.7 2170 3526 

25.981 5566.2 1763 3836 

21.002 5091.4 1542 3859 

16.772 4898.1 1402 3928 

15.032 4814.1 1345 3970 

15.416 4797.4 1353 3960 

13.683 '4714.2 1291 3996 

12.528 4600.6 1249 4009 

13.191 4675.2 1270 4003 

12.040 4559-9 1225 4010 

11.834 4525.1 1191 3999 

12.497 4605.4 1216 4002 

11.356 4491.6 1175 4019 

10.452 . 4432.0 1124 4018 

9.055 4340.3 . 1053 4109 

3.612 4698.,6 1273 3996 

during the summer of 1980 indicated that, for 
predicted and measured data to be compatible, 
landscape effects had to be properly taken into 
account. We have also attempted to validate DOE 
2.1 by simulating the performance of 10 wood-frame, 
unoccupied houses built and monitored for one year 
(1977) by Owens-Corning. This work was concluded 
to the extent possible; a few critical data will 
not be released by Owens-Corning until early 1982. 
The results obtained thus far indicate a relatively 
good agreement between measured data and DOE 2.1 
predicted values for the heating and cooling energy 
consumption of these buildings. 

Finally, effort was devoted to weather data 
related to the energy requirements of residential 
buildings •. A progr>am, CLIMA, under development for 
six months, will enable us to summarize weather 
data out of standard TRY or TMY tapes in a form 
that can be used for simplified energy calculations 
for buildings as well as other applications (design 
of equipment, etc.) • 

PLANNED ACTIVITIES FOR FY 1982 

The analysis of residential buildings during 
FY 1982 will include completion of sensitivity stu­
dies involving building area, window area, window 
distribution, building construction materials, air 
infiltration, movable window insulation and shad­
ing, building internal loads, building shape, and 
equipment efficiency. In addition, the following 
tasks will be completed: weather program and 
attendant reports, the. comparison and validation 
studies of DOE 2.1 with measured data,and develop­
ment of a data base to facilitate access and dis­
semination of the DOE 2.1 results. 
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Assessment of Energy Conservation Rating Systems* 

P. G. Cleary, J. G. Ingersoll, J. J. Mass, and M. D. Levine 

There are at present a number of methods to 
estimate the average annual energy use of a 
residence. The simpler methods tend to be rather 
inaccurate, while the more accurate ones tend to be 
rather expensive. However, it is possible to pro­
cess the results of computer-based calculations to 
construct a score card for energy-use estimation 
that is both accurate and simple and has wide-scale 
applicability. The processing method is a develop­
ment of the effective degree-day method. 

ACCOMPLISHMENTS DURING FY 1981 

Energy Estimating Methods 

Design Heat Loss and the Degree Day Method. 
It is not easy to estimate the annual heating load 
of a house because heat loss and gain are complex 
and dynamic. The traditional method used is the 
degree-day method, which assumes that solar heat 
and waste heat from appliances and occupants on the 
average will offset heat losses as long as the 
average outside temperature is greater than 65°F. 
The general equation for the method is 

L = (H/t) X DD X 24 

where 

L = annual heating load, Btu per year 
H = design heat loss, Btu per hour 
t = design temperature difference, °F 

DD = number of degree days, base 65°F 

Note: 
H/t includes infiltration losses; it is 

equivalent to UA, the overall heat transfer 
coefficient, Btu per hour per oF. 

This method is admirably simple· but not particu­
larly accurate for today•s houses. The number of 
degree days to base 650F is not directly propor­
tional to the heating load as calculated by hour­
by-hour computer models. This is illustrated in 
Figure 1, which shows the results of calculations 
using the DOE-2 building energy-use model. It is 
clear that, although the load calculated by DOE-2 
does vary almost linearly with design heat loss 
per °F, it does not pass through the origin as 
expected from the degree-day method. On the 
assumption that the hour-by-hour calculation is 
more accurate than the degree-day method, we 
explored simple methods to improve the agreement. 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings· and Community Development, Buildings 
Division of the u.s. Department of Energy under 
Contract No. DE-AC03-76SF00098. 
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Figure 1. Variation of annual heating load with 
design heat loss per °F. Results of calculations 
with the DOE-2 building energy use model. 

(XBL 824-462) 

Interpolation Systems 

Agreement can be improved by introducing an 
empirical constant to correct for the difference 
between degree days and heating load. However, a 
much greater improvement is possible by using the 
computer model to calculate the load of a base 
house and then using the degree-day model to extra­
polate from the base house. The change in load is 
calculated as 

L = (H/t) X DD X 24 

A better fit may be achieved if a base other than 
650 is used; by interpolating between two computed 
values of L an empirical value of DD can be found. 
The empirical DD is called the number of effective 
degree-days. Closer analysis reveals that it 
varies from component to component in a house. For 
example, in the Washington, D.c., house shown in 
Figure 1, the ceiling has approximately 5400 effec­
tive degree-days, while the walls have approxi­
mately 4200 effective degree-days. This suggests a 
final improvement: the load is best predicted by 
an equation of the form 

Hi 
L = Lbase + --- X D~ X 24 

ti • 

where 

Lbase = load of a base house, Btu per year 

Hi = difference in design heat load of com-
ponent i compared to the base house, Btu 
per hour 

ti = design temperature difference for com-
ponent i, OF 



Di = number of effective degree-days for com-
ponent i. 

This equation is an interpolation formula and can 
be expected to hold over small ranges where the 
contributions of all the components to the total 
load can be regarded as independent. 

Extension of the Interpolation Formula 

The linearity shown in Figure 1 suggests that 
the interpolation formula might hold over wide 
ranges of load. To test this hypothesis for com­
monly installed insulation values, the formula was 
rewritten: 

L = Lbase + f1(Rceiling) + f2(Rwalls) 

Here, fi is simply a table of difference in load 
from the base case caused by a change in component 
i. The functional form of fi was not ·considered; 
it may be expected to be complex~ because Ri is a 
proxy for the heat-transfer· coefficient of the 
whole component. It is ·clear from comparing the 
two forms of the interpolation formula that, if the 
design heat loss per OF had been chosen as the 
variable, fi would have oeen equal to 24 D· times 
the difference in heat transfer coefficient: Table 
1 shows a typical set of values of the interpola­
tion function, fi, for ceiling insulation for a 
1540-square-foot light-construction ranch house in 
Minneapolis, Minnesota. 

The house with R49 in the ceiling was chosen 
as the base house, and, therefore, the function is 
zero for this level of insulation. The numbers in 
Table 1 were obtained from five computer runs in 
which all house parameters except ceiling insula­
tion level were kept constant at their base case 
values. The fi for all other components can be 
found in the same way. The variables used need not 
be R-value: for windows, the parameters could be. 
window area, window glazing, and window orienta­
tion; for night thermostat setback, the parameters 
could be simply yes or no for a well-defined set­
back. 

To test the range over which the interpolation 
formula is accurate, a model house was set up for 
the DOE-2 computer program, and a number of calcu­
lations made for houses in Minneapolis, Minnesota, 
and Riverside, California, weather. A very wide 
range of component thermal resistances was used 
although it was expected that the formula, with it~ 
implicit assumption that the heat loss through any 
component is independent of the total load, would 
only hold for a moderate· range of loads. The 

Table 1. Variation in annual heating load (106 Btu 
per year) caused by a change in ceiling 
insulation level in a Minneapolis house. 

Insulation le'vel R19 R30 R38 R49 R60 

Heating load change 8.1 1. 5 o.o -1.0 

Cooling load change 0.7 0.3 0.1 o.o -0.1 
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interdependence can be considered as a variation in 
the number of effective degree-days. As the house 
becomes thermally tighter, more of its load is .met 
by solar heat gain and by waste heat from appli­
ances and occupants. The number of effective 
degree-days therefore decreases with the total 
house load, and fi should become commensurately 
smaller. The results of the computer calculations 
for Minneapolis are shown in Table 2. 

Range of Validity of the Interpolation Formula 

If the interpolation formula were to apply 
accurately to all combinations of the variables 
given in Table 2, this table would be able to 
predict the energy consumption of over a quarter of 
a million different houses. For example, consider 
a Minneapolis house similar in construction to the 
base house but with R19 in the ceiling, R11 in the 
walls, no basement insulation, an infiltration rate 
of 0.67 air changes per hour, no night setback 
thermostat, with windows on the north-east and west 
sides totalling 15 percent of its floor area, with 
a south window of 2.5 percent of its floor area, 
all windows being single glazed. This house would, 
according to Table 2, have an annual heating load 
greater than the base house by 

[8.1 + 9.7 + 16.6 + 9.6 + 2.3 + 31.7 + 4.6] 
. ~ 106 Btu ·per year 

= 82.6 x 106 Btu per year more 
than the base house 

= 133.2 x 106 Btu per year. 

Similarly, the cooling load would be 14.6 x 106 Btu 
per year. The table makes available sophistication 
of the hour-by-hour comput~r program in the format 
of a simple table. The possible advantages for 
energy auditors are obvious; a walkthrough audit 

Table 2. Difference in annual heating loads for a Minneapolis house 
compared to the base house (annual heating load 50.6 x 106 
Btu). Load differences are given in 106 Btu per year. 

Ceiling~ insulation R19 R30 R38 R49 R60 
Load differe!l~e- 8.1 3. 3 1.5 0.0 -1.0 

Wall insulation R11 R19 R27 
Load difference 9.7 . 3.4 o.o 

Basement insulation None 4' R5 4• R10 8' R5 8• R10 
Load difference 16.6 8.9 5.5 4.8 o.o 

Infiltration (ach) 0.67 0.50 0.33 0.17 
Load difference 9.6 o.o -9.5 -18.6 

Setback thermostat Yes No 
Load difference 0.0 2.j 

Glazing as a Percentage of Floor Area 

(a) North + East + West Single Double Triple 

2.5J 3.5 -0.3 -1.5 
5$ 9.1 1.5 -0.8 
7.5$ 14.8 3.5 0.0 
10J 20.4 5.4 0.8 
15$ 31.7 9-3 3. 7 

(b) South glass Single Double Triple 

2.5$ 4.6 1.0 o.o 
5% 8.3 1.2 -0.8 
7.5J 12.1 1.5 -1.6 
10$ 15.9 1.8 -2.3 
15J 23.6 2.7 -3.3 

Note: 
----setback is from 700F to 6QOF from midnight to 6 a.m. R19 basement 
insulation is in floor. 

R19 
-1.6 



could well produce the same results as a time­
consuming individualized computerized audit, pro­
vided the interpolation formula holds. It is 
therefore important to examine its accuracy. One 
systematic way of doing this is to construct a 
series of houses, ranging from very loose to very 
tight, and to compare the load predicted by Table 2 
with the value obtained by an individualized DOE-2 
run. At the two locations mentioned earlier, 
Riverside, California, and Minneapolis, Minnesota, 
two series of model houses were set up, starting 
with a house with the most energy-consuming options 
listed in the tables. These houses were 
transformed, one component at a time, into the base 
houses, and then transformed, again one step at a 
time, into the tightest houses possible. 

The values predicted by the interpolation for­
mula are very close to those predicted by DOE-2 
runs. For Riverside, the heating loads agree to 
within 15 percent except for the very tightest 
house. The cooling loads in Riverside agree to 
within 5 percent. For the Minneapolis house, the 
heating loads agree to with~n 5 percent, while the 
cooling loads agree to within 10 percent. It was 
not expected that the agreement would be this good, 
nor that it would hold over such a broad range of 
loads. 

It should be noted that this conclusion 
applies only to those measures considered here: 
ceiling insulation; wall insulation; floor insula­
tion; window size, glazing, and orientation; infil­
tration rate; and thermostat setback. There are a 
number of parameters which were not varied, includ­
ing thermostat setting (except for night setback), 
cooling schedule, thermal mass, floor area, and 
shading. For example, exploratory DOE-2 runs for 
cooling loads in Davis, California, indicate a 
strong interaction between infiltration reduction 
and cooling schedule and systematically higher 
cooling loads per unit area for smaller houses. 

Point Systems 

For houses within the region where the total 
house load is well predicted, the interpolation 
formula may be used as the basis of a simple rating 
system. If the system is required to predict the 
heating and cooling loads, the figures in Table 2 
can be used. If the system is required to produce 
an overall figure of merit for heating and cooling 
energy use, the values in the tables can be multi­
plied by appropriate conversion factors to account 
for heating and cooling system efficiency. For 
example, if the chosen figure of merit is the 
resource energy used per square foot of floor area 
per year, the conversion factors are 

Heating factor = 
Area-1 x Efficiency-1 x Resource factor 

Cooling factor = 
Area-1 X cop-1 X Resource factor 

For the house in Minneapolis with gas heating effi­
ciency of 70 percent, electric cooling (SEER 5.3), 
and an area of 1540 square feet, these factors are 
0.93 and 1.23, respectively. The units are 
thousands of Btu of resource energy per square feet 
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per year, with electricity counted at 11,600 Btu 
per kWh. For the sake of brevity, this unit is 
called one "point," and the method used to produce 
it a "point system." A table of points for the 
Minneapolis house is given in Table 3. 

This table, with sub-tables to correct for 
different heating and cooling system efficiencies, 
may now be used to rate Minneapolis houses, with 
over 150,000 different combinations of components. 
The points for each component are simply added. 
For the vast majority of these houses, the rating 
provided by such a point system will be within 10 
percent of the rating that would have been produced 
had an individualized DOE-2 run been made, provid­
ing that there are no gross differences between the 
base house and the rated house in parameters for 
which points are not awarded. For example, these 
parameters include size, shape, and window shading. 
The points system does not account for behavioral 
and other effects which tend to make actual energy 
use different from calculated energy use. It is no 
more or less than a simplified method of presenting 
processed results of computer calculations. There 
is no limitation on the computer models used to 
construct the point system. As long as the meas­
ures considered do not interact substantially over 
the range of houses to be considered, any model may 
be employed. 

Conclusion 

The point system presented can be used for 
ranch houses in Minneapolis. It would be extremely 
simple to develop a similar system for another 
house type in another weather zone, perhaps using 
another building energy model. The interpolation 
method on which the system is based was tested for 
a series of houses in Riverside, California, and 
Minneapolis, Minnesota, weather. The hypothesis of 
linear additivity of load contributions from all 
components of the house was found to hold over a 

Table 3. A point system for Minneapolis single-family homes, gas or oil 
heated. 

Ceiling insulation R19 R30 R38 R49 R60 
8.4 3. 4 1.5 0.0 -1.1 

Wall insulation R11 R19 R27 
9.6 3· 3 0.0 

Basement insulation None 4• R5 4• R10 8• R5 8• R10 R19 
16.2 8. 6 5.4 4.6 0.0 -0.9 

Infiltration Loose Standard Tight Very Tight 
g. 1 0.0 -9.1 -17.7 

Setback thermostat Yes No 
o.o 2., 

Glazing as a Percentage of Floor Area 

(a) North + East + West Single Double Triple 

2.5% 0.8 -3.0 -4.3 
5% 7. 7 0.2 -2.2 
7.5% 14.9 3.6 0.0 
10% 21.9 7 .o 8.8 
15% 36.2 14., 6.8 

(b) South glass Single Double Triple 

2.5% 4.6 1.1 o.o 
5% 9.8 2. 7 0.6 
7.5% 15.3 4. 7 1.3 
10% 20.7 6. 7 2.4 
15% 32.2 11.2 4.8 

Note: 
""""""R19 basement insulation is in floor. Thermostat setback is from 700F to 
6QOF from midnight to ~ a.m. 



rather wide range. It predicted heating and cool­
ing loads within 15 percent of those predicted by 
individualized DOE-2 runs, except for some non­
physical negative heating loads. However, the 
difference in load caused by a change in one com­
ponent is less well predicted. The predicted load 
changes from a thermostat setback in loose houses 
in both Riverside and Minneapolis were in error by 
almost a factor of five. The method could be 

improved, at the expense of added complexity, by 
the addition of cross terms to account for the 
interaction between components. 

PLANNED ACTIVITIES IN FY 1982 

This work was concluded in FY 1981 and will 
not continue in FY 1982. 

Determinants of Residential Energy Use* 

P. P. Craig, J. C. Cramer, T. M. Dietz, B. Hackett, D. J. Kowalczyk, M, D; Levine, and E. L. Vine 

Lawrence Berkeley Laboratory, in conjunction 
with a number of other cosponsoring organizations,t 
is investigating residential energy consumption 'in 
the cities ·or Davis and Lodi, California. Data 
from this project are being used as input to the 
DOE-2.1 .energy-use model to validate the model's 
energy-use estimates for·· resident·ial buildings. 
The project data will allow validation checks for 
projections of hourly and weekly electricity use 
and for annual ·and monthly electricity and gas use. 
A second goal of this investigation is the con­
struction of a multiple regression model that com­
bines physical characteristics of a residence with 
appliance information, occupant behavioral informa­
tion, occupant attitudes, demographics, and weather 
variables for explaining the variation in monthly 
energy use. A third·and final goal of this project 
is the evaluation of utility-sponsored and locally 
run community electricity · management programs in 
Davis and Lodi through the use of survey results 
and the analysis of actual billing data. 

ACCOMPLISHMENTS DURING FY 1981' 

Data Collection 

During the summer of 1980, 241 surveys were 
administered to a systematic random sample of Davis 
residents. To obtain hourly meter readings of 
electricity use, the sample had to be selected 
within a single electrical circuit served by the 
local utility company, Pacific Gas and Electric 
Company (PG&E). There are eleven circuits in 

*This work is supported in part by the Assistant 
Secretary for Conservation and Renewable Energy, 
Office of Buildings and Community Systems, Systems 
Analysis. Division, u.s. Department of Energy under 
Contract No. DE-AC03-76SF00098. 

tKellogg Public Research Program, University of 
California, Davis; Pacific Gas and Electric Com­
pany, San Francisco, Calif; Center for Environmen­
tal and Energy Policy Research, University of Cali­
fornia, Davis; and the Callfornia Energy Commis­
sion, Sacramento, Calif. 
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Davis. Therefore, the sampling area was defined by 
the boundaries ·of a PG&E circuit that serves 
approximately 2 1 000 customers.· This circuit was· 
selected because more than 95 percent of the 
circuit's load was residential with only a small 
(540) commercial customers' contribution. PG&E 
recorded the electricity readings each half hour 
for the circuit. · PG&E also provided monthly bil­
ling information for the entire survey sample under 
the condition that their customer's billing infor­
mation remain confidential. Only adults over 18 
years of age were interviewed. An 80 percent 
response rate was achieved in the Davis survey. 
The average length of the interview and the energy 
audit was approximately 75 minutes. 

The questionnaire used in the survey consisted 
of two sections. The first section included infor­
mation on the resident •.s 'life style, demographics; 
energy-use attitudes, energy knowledge, and 
applianc·e-use behavior. The second section gath­
ered information on building characteristics such 
as type of wall construction; orientation; wall, 
window, floor, and ceiling areas; and appliances. 
The survey was administered by paid interviewers 
who received building audit training from a PG&E 
auditor. 

Weather data for the project were provided by 
the University of California Davis Campus Climatic 
Station, which is partially funded by a Department 
of Energy grant to gather detailed solar radiation 
data. Hourly data for the following key weather 
variables were supplied by the station for this 
project: total radiation on a horizontal surface, 
direct normal radiation, dry bulb temperature, dew 
point temperature, pressure, wind speed, and wind 
direction. 

Because one of the principal goals of this 
investigation is to validate the DOE-2.1 energy 
model, detailed information on internal house tem­
peratures and infiltration rates was required. A 
subsample consisting of 50 households was randomly 
selected from the larger s~mple to participate in a 
phase of the project that gathered continuous data 
on internal house temperatures. Also, weekly eleC­
tric meter readings for the subsample were recorded 
for an eight-to-ten week period from mid-August 
through early October. 



To characterize the infiltration rate of the 
houses, air pressurization measurements were taken 
with blower-door equipment made available by the 
LBL air-infiltration group. Air pressurization 
data were obtained for approximately 70 percent of 
the subsample. 

During the summer of 1981, interviewing in 
Lodi was started; as of November 1, 1981, approxi­
mately 200 households had been interviewed. In 
contrast to the Davis survey, a reverse street 
directory was used for sampling, and a systematic 
random sample of the entire city was conducted. 
PG&E will again provide monthly billing information 
on gas use for the entire sample under the condi­
tion that their customer's billing "information 
remain confidential. The City of Lodi will provide 
monthly billing information on electricity use for 
the entire sample under the same condition (Lodi 
purchases electricity wholesale from PG&E). Only 
adults over 18 years of age have been interviewed. 

The questionnaire used in the Lodi survey · is 
very similar to the one .used in the Dav'is survey. 
The survey has been administered by paid inter­
viewers who received building audit, training from 
one of the members of the Davis 1 Energy Group. 
Weather data for the project w.ili. be provided by 
the Stockton Weather Station, the nearest weather 
station. As in Davis, a subsample consisting of 49 
households was randomly selected from' . the larger 
sample to participate in a phase of. the project 
that gathered continuous data on internal house 
temperatures. 

Analysis 

The survey and billing information along with 
the more detailed engineering data on the subsample 
houses have been used for validating the DOE-2.1 
model, for constructing a structural-behavioral 
regression model, and for evaluating peak-load 
management programs. 

DOE-2.1 Validation. The U.S. Department of 
Energy's computer model (DOE-2.1) is currently 
being used by energy analysts for calculating 
energy use in residential and commercial buildings. 
To build confidence in the usefulness .of this 
model, there is a · need for comparing measured 
energy use with predicted energy use. The first 
part of the "validation process" was conducting 
sensitivity analyses on a "base case house." This 
house was constructed using the average values of 
key physical characteristics of single-family 
detached houses in the Davis sample. The "base 
case house" consisted of a one-story detached 
building with the following characteristics: wood 
frame construction with R-11 wall and R-19 ceiling 
insulation; slab-on-grade foundation with floor 
area 1975 square feet; window area 300 square feet 
with single glazing; glazing area sha~ed 50 percent 
and distributed equally on all ·four sides; wall 
area 1750 square feet; air conditioner with an EER 
of 7.1; summer thermostat setting 700F operated 
between the hours 1200 and 2300; night venting 
(window opening) occurred down to 720F outdoor tem­
perature from 2300 to 0700 hours; natural-gas heat­
ing system; and house oriented north-south. Sensi­
tivity analyses were conducted on the following 
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parameters: summer thermostat setting, summer air 
conditioner operating schedule, infiltration level, 
wall and ceiling insulation level, house orienta­
tion, shading percentage and distribution, glazing 
area distribution, floor area, venting schedule, 
and foundation type. Many runs were conducted to 
determine the effect of the change in these parame­
ters on the cooling load for three months in 1980 
(July, August, and September). 

In brief, the change in cooling load was 
linearly related to changes in all of the parame­
ters examined. For example, it was discovered that 
a one-degree increase in the thermostat setting 
resulted in an increase of about 174 kWh in the 
cooling load. It was also found that varying the 
infiltration level from 0.45 air changes per hour 
to 0.64 air changes per hour had only a slight 
effect on the cooling load. It is important to 
note that air infiltration--the leakage of air 
through cracks, crevices, fan openings, and various 
other places in the building--may be a more impor­
tant factor in the heating season. Similarly, the 
change in orientation of the house, change in wall 
and ceiling insulation levels, and change in insu­
lation levels of the foundation produced compara­
tively small effects on the cooling load. The 
insulation effects are not very surprising because 
conductivity is not as important as direct light in 
the summer; in the winter, however, conductivity 
plays a more important role. In terms of their 
effect in the cooling load the most important 
parameters, were: thermostat setting, air condi­
tioning schedule, floor and glazing areas, shading 
of glazing, and venting. 

In the second part of the "validation pro­
cess," the results of the DOE-2 sensitivity runs 
have been incorporated into a "point system," a 
series of equations containing key building parame­
ters and coefficients derived from DOE-2 results. 
Preliminary analysis of a subset of 18 single­
family detached homes has indicated that the Davis 
point system is a very good predictor of cooling 
loads in comparison with measured data provided by 
PG&E. For example, in difference-of-means tests, 
the point system was not significantly different at 
the 0.01 level than measured data provided by PG&E, 
the difference in means being 86 kilowatt hours 
over a three-month period. Future work will 
emphasize the refinement of the point system on 
larger samples and on different building types. 

Regression Model. Previous research on energy 
consumption in the residential sector has 
emphasized structural features of residences, e.g., 
window area and floor area, for the modelling of 
energy use in the household. More recently, 
appliance-use behavior has been incorporated into 
these studies to improve the accuracy of these 
energy models. Except for a few studies, social 
and economic characteristics of occupants have not 
been included in the analysis of energy use in the 
residential sector. In this ·investigation, 
detailed information on physical characteristics of 
residences, social and economic characteristics of 
residents, and appliance-use behavior was collected 
to construct a regression model of residential 
energy consumption that combines these types of 
data for explaining the variation in monthly energy 
use. 



The multiple regression model for predicting 
energy use in the residential sector is being 
developed in several phases. In the first phase, a 
model using structural and behavioral determinants 
was constructed and run on all the building types 
in our sample during the cooling season. This 
model is discussed in this report. Later analyses 
will construct a similar model for the heating sea­
son and for total energy use. In addition, other 
models will include demographic data as well as 
additional attitudinal and behavioral information, 
and these models will be tested during the cooling 
and heating seasons, as well as for the entire 
year. All of these models will be tested with the 
Lodi data in order to see how generalizable the 
results are. 

Prior to constructing the structural-
behavioral regression model, several parameters 
were selected from the survey and energy audit for 
statistical analyses: wall and ceiling insulation 
levels, floor and glazing areas, number of rooms, 
orientation of house, frequency of air conditioner 
use, venting, glazing shading areas, air condi­
tioner settings and schedules, and a constructed 
conductivity measure. Bivariate correlation 
analysis was performed on single-family detached 
buildings with one of the correlates always being 
the amount of electricity consumed in July, August, 
and September (TELEC). The qnly variable that was 
statistically significant at· the 0.05 level was 
floor area. Next, multiple r~gr~ssion analysis was 
conducted with the depend~nt variable being TELEC 
and with the above parameters as the selected 
independent variables. 'stepwis~ regression was 
used, and many combinations of variables .were 
tested to find the best equation. The models were 
run separately on single-family detached homes, all 
other households (e.g., apartments, duplexes, and 
single-family attached houses), to discover the 
independent variables whicn were statistically sig­
nificant at the 0.05 level and to find out that 
model which explained the most variation in elec­
tricity use, i.e., high R2. After testing for 
interaction effects and nonlin!'larity and examining 
the problem of multicollinearity, where independent 
variables are highly correlated with one another, a 
final structural-behavioral re~ression model was 
constructed: 

Total Electricity (kWh) = -1093.29 + 229.53 

(Frequency of Air Conditio~er Use) + 0.65 

(Appliance Saturation Ind~x) + 0.80 (Floor 

Area) + 512.26 (Building Type) 

The standardized form of this equation is 

Total Electricity (kWh) = 0.40 (Frequency 

of Air Conditioner Use) + 0.54 (Appliance 

Saturation Index) + 0.62 (Floor Area) + 

0.10 (Building Type) 
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where: 

1. Frequency of Air Conditioner Use is coded 
from 0 (never) to 4 (always) 

2. Appliance Saturation Index is composed of 
the following electrical appliances: 
water heater, clothes dryer, clothes 
washer, oven, refrigerator, freezer, 
dishwasher, and swimming pool filter/pump 

3. Building Type is coded (1) single family 
detached and (O) for all other building 
types. 

This model explains 73 percent of the variation in 
electricity use in the cooling season for all of 
the households in the Davis sample. In terms of 
the importance of the various parameters in the 
model, using the standardized coefficients as the 
basis of comparison, floor area is the most signi­
ficant predictor followed by appliance saturation, 
frequency of air conditioner use, and building 
type. 

Evaluation of Peak Load. During the summer of 
1980, the City of Davis and PG&E implemented the 
first year of a two-year experimental peak­
electricity load-management program named Prime 
Time. The program,was based on the principle of 
implementing peak electricity-use reduction 
behaviors via goal-setting, community and indivi­
dual financial incentives, and feedback. Similar 
programs were implemented in Chico and Merced in 
1980 and in Lodi and Eureka in 1981. Unlike the 
Davis program, the Lodi program was scheduled to 
run for one year only. 

In these programs, residents were asked to 
reduce their weekday use of electricity during a 
specified afternoon time period (in Davis, from 
noon to 6 P.M.). Throughout the program, litera­
ture drops, newspaper, radio, and television 
reports, and a wide variety of special community 
events organized by citizen activists and c~v~c 

leaders brought the message of peak-load management 
to the public. The program's success is measured 
by reductions in peak demand in the experimental 
year compared to a control year. In Davis, each 
one-percent reduction in peak demand earned the 
city $10,000, up to a $100,000 limit, from PG&E. 

Based on responses to questions in our survey, 
approximately one-half of the respondents reported 
that they were participating in the Prime Time pro­
gram. Most of the other people stated that they 
either had not heard of the program (mostly people 
in apartments, where the program was not well pub­
licized) or could not reduce afternoon electricity 
use because they already used so little. Many peo­
ple responded to the program by reducing their 
total consumption of electricity rather than merely 
shifting consumption from afternoon to morning or 
evening. By comparing participants and non­
participants, the average household saving of elec­
tricity due to the Prime Time program was estimated 
to be about seven to eight percent. Over one-half 
of this saving was accomplished by the reduced use 
of air-conditioning; the rest was due to a wide 
variety of conservation behaviors. 



PLANNED ACTIVITIES IN FY 1982 

For the Davis program, the point system will 
be refined for improving the validation process of 
the DOE-2.1 energy model, and regression models 
will be constructed for the heating season and for 

the entire year. It is also expected that an 
hourly electricity demand curve will be synthesized 
by DOE-2.1 and compared to actual circuit data on 
an hourly, daily, weekly, and monthly basis. For 
the Lodi program, all data collection activities 
will be completed, and data analysis will follow 
the procedure used in the Davis program. 

Analysis of Energy Conservation Measures in Commercial Buildings* 

I. Turiel, D. A. Boschen, M. D. Levine, J. R. Smith, and M. Zentner 

An energy and life-cycle cost analysis was 
made of a six-story, 100,000-square-foot office 
building. The building energy analysis computer 
program, DOE-2.1, was used to obtain annual energy 
consumption by end use.1 Annual energy used for 
the base-case building and for several energy­
conserving designs, plus initial added cost of the 
energy-conserving measures, served as input to a 
life-cycle cost model (LCCM). The LCCM is used to 
assess the economic costs and benefits, with refer­
ence to a base-case building, to the commercial 
building owner who constructs a new building of 
varying initial cost and energy efficiency. The 
conservation measures that were evaluated include 

1. Building orientation, 

2. Added insulation, 

3. Single and double glazing with varying solar 
transmission, 

4. Use of daylighting, and 

5. Use of night setback thermostats. 

ACCOMPLISHMENTS DURING FY 1981 

Many assumptions must be made concerning the 
base-case building's operating conditions and 
characteristics before its operation can be simu­
lated with DOE-2.1. Our main source of information 
about appropriate assumptions is included in a 
report prepared for the Department of Energy 
(DOE).2 It contains occupancy, lighting and hot­
water use schedules, thermostat set points, etc., 
intended for use in obtaining the design energy 
consumption for various commercial building types. 

Figure 1 shows the annual energy use profile 
for a six-story office building located in Denver, 
using a 1971 NOAA weather tape. This building is 
one of those studied during Phase II of the DOE 
Building Energy Performance Standards (BEPS) pro­
ject.3 The lighting load in the DOE-2.1 simulation 

*This work was supported by the Assistant Secretary 
for Conservation and Renewable Energy, Office of 
Buildings and Community Systems, Buildings Division 
of the u.s. Department of Energy under Contract No. 
DE-AC03-76SF00098. 
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Figure 1. Total building site energy use and peak 
demand are shown for each month for a six-story 
office building in Denver, Colorado. 

(XBL 815-879) 

is 2.6 W/ft2, and the ratio of window to wall area 
is 25 percent. Cooling and space heating are pro­
vided by a zoned, water-to-air, unitary heat pump 
system with a circulating water loop. A 300-kW 
electric boiler provides heat generation to main­
tain the water temperature above 60°F. Also shown 
in Figure 1 is the peak demand for each month in 
kW. For this building type in Denver's climate 
zone, energy consumption and peak demand are 
greatest in the winter months. The total annual 
energy use is approximately 50,000 Btu/ft2. 

Energy Analysis of Redesigned Buildings 

Glazing Choice and Use of Daylighting. Figure 
2 shows the results of a parametric energy analysis 
of the office building located in Denver to deter­
mine the dependence of space conditioning energy 
use on the solar transmission of both single and 
double glazing. Changes in heating and cooling 
energy consumption tend to cancel each other when 
the transmission of the windows is varied. Figure 
2 also shows that space conditioning energy use is 
approximately 25 percent lower for double pane as 
compared to single pane windows of the same solar 
transmittance. 
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Figure 2. Space conditioning energy use is shown 
as a function of overall solar transmission-for 
single and double pane windows. (XBL 813-578) 

The weak dependence of the total space condi­
tioning energy use on the solar transmittance of 
the glazing is a very important finding; it implies 
that in a climate zone similar to Denver's, the 
maximum benefit from the use of daylight to offset 
electric lighting consumption will occur when the 
glazing with the maximum visible light transmission 
is utilized. In the daylighting analysis, we 
assumed that lighting existed throughout the build-

ing perimeter at a level of 50 foot-candles and 
that the maximum lighting power reduction was 
70 percent for the base-case building power use 
when the daylight availability reached 50 foot­
candles. We also assumed that only diffuse sky 
light is used as a substitute for electrical light­
ing in order to minimize glare which would other­
wise result from direct sunlight. The reduction in 
power use is achieved through a dimmable lighting­
control system actuated by photoelectric sensors • 
The lighting schedules were modified in the perime­
ter zones, 40 percent of building floor space, for 
each orientation and for each of the four seasons 
of the year. Details of the method of analysis are 
discussed in a report prepared by LBL's Windows and 
Lighting Group.4 

Table 1 shows energy consumption by end use 
for double pane windows with and without daylight­
ing. It can _be seen that .. daylight utilization 
allows a reduction in energy used for cool'ing, 
lighting, and fans. At the.same time, it increases 
the energy required · for ·space heating. The net 
result is a reduction in total building energy use; 
the maximum reduction is approximately 10 percent 
for double pane windo.ws in the. Denver climate zone. 

A parametric energy analysis was also carried 
out for varying amounts of roof and wap insula­
tion.5 The maximum reduction in total energy use 
is ,Quite small, between 2 and 3 percent for 
12 inches of fiberglass insulation as compared, to 
3 inches of fiberglass insulation in both.cases. 
The cost. benefit analysis is dispussed in a 
later section. 

Other Energy Conserving Measures 

Many other -energy conserving 'measures were 
assessed in the· six-stor,y office building ~ocated 
in a Denver climate ~one •.. A few are. discussed 
below. The first measure,,changes in orientation, 
produces less than .. a one percent change in total 
energy use. The original orientation of the build­
ing, with dimensions of 70;feet .by 210 feet, is 
with the long axis oriented northeast to southwest 
at an angle o.f .600 east· of north. The other two 
orientations .that . were; r simulated are a due north 
and a due east orientation for, the long axis. , All 
windows were set back one foot. 

Table 1. Energy use as a function of glazing type and daylighting utilization in a six-story office building in 
Denver. 

Double-Pane 

Base Base Clear Clear Blue-green Blue-green 
Site energy use, case case glass, glass, glass, glass, 

106 Btu bronzed glass daylighting no daylighting day lighting no daylighting day lighting 

Space heating 1332 1423 1253 1357 1332 1445 
~: 

Space c~oling 586 509 685 586 586 498 

HVAC auxiliary 50 48 55 53 50 48 
- . 

Domestic hot water 409 409 409 409 409 409 

Lights 25~8 ~ 2167 2568 2095' 2568 2108 

Vertical transport 93 93 93 93 93 93 

Total 5038 4649 5062 4594 5038 4601 

% Hours , any zone 
Outside 'throttling range 7.9 8.1 8.9 8.6 7.9 8.1 
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Altering the thermostat setpoints produces a 
significant change in energy use. The base-case 
building utilized heating and cooling thermostat 
setpoints of 72oF and 77oF, respectively. Widening 
the deadband (temperature range where neither heat­
ing or cooling takes place) so that the setpoints 
are 6go and 810F, respectively, results in a 6~ 
percent decrease in total annual energy use. This 
is not a very large change in total annual energy 
use considering the large increase in deadband 
width from 30 to 100F. The heating energy use, 
however, decreased by 23 percent and the cooling 
energy use by 7 percent. Because energy used for 
space heating is approximately one-fourth of the 
total energy use, a relatively large change in that 
end use resulted in only a 6-percent change in 
total energy use. 

We have also studied the effect of varying the 
night setback temperature on total building energy 
use. The base-case building was modeled with a 
600F night setback temperature from 6:00 P.M. to 
6:00 A.M. Monday through Friday and all day week­
ends and holidays. Reducing the night setback tem­
perature to 55oF produces less than a one percent 
reduction in annual energy use. Removing the night 
setback entirely increases energy use by 8 percent. 

· A reduction of the electric lighting power 
density to 1.5 w/ft2 from 2.6 w/ft2 reduces annual 
energy use to 4100 x 106 Btu. Further investiga­
tion is necessary before we can determine if the 
comfort or productivity of building occupants would 
be affected by this energy-conserving measure. 

Cost Benefit Analysis 

Methodology. We applied the methodology of 
life-cycle cost analysis to the evaluation of the 
economic costs and benefits to the commercial 
building owner who constructs a new building with 
varying initial costs and energy efficiency. There 
are a number of economic parameters that may be 
evaluated to rank a series of 'potential capital 
investments: rate of return, net present benefit 
or life-cycle cost reduction, payback period, and 
benefit-to-cost ratio. All of these, except pay­
back period, yield the same rank ordering when a 
list of potential investments of equal lifetime and 
cost is prioritized. 

The life-cycle cost of owning and operating a 
building is equal to the purchase price plus the 
operating and maintenance costs over the lifetime 
of the building. ·In our analysis, we assumed that 
the purchase price is financed by a loan. The 
major inputs required for performance of a life­
cycle cost analysis are initial cost, annual 
energy use, and an assortment of energy-cost and 
financial factors. Energy-cost factors include 
initial fuel costs, fuel-cost escalation rates, and 
peak-power charges. To rank a number of potential 
capital investments, energy-conserving measures or 
otherwise, a profit-making organization should con­
sider the effects of taxes, depreciation, and the 
cost of capital. The LCCM developed at LBL takes 
account of these factors and computes all the 
economic parameters mentioned above. In developing 
this model we assumed that all expenses and reve-
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nues would not be known, and we therefore calcu­
lated differences in LCC between redesigned and 
base-case buildings. We assumed that unknown costs 
and revenues, such as insurance, property taxes; 
and rental income, remained constant as energy use 
varied. 

It is important to consider the effect of 
taxes in the cost-benefit analysis because a reduc­
tion in energy use causes a decrease in expenses 
and corresponding increase in taxable income and, 
therefore, taxes. Hence, the benefit derived from 
an energy-conserving investment is lessened when it 
is appropriate to consider taxes. To compute taxes 
owed (one of the costs in total LCC), it is neces­
sary to determine the annual cash flow before 
taxes. We make the conservative assumption, i.e., 
it lowers benefits, that revenues in the form of 
rental income are unchanged when the building is 
constructed in a more energy-efficient manner. 

One of the objectives of the life-cycle cost­
ing process is the minimization of total cost or 
maximization of net benefit to the building owner. 
The net present benefit is essentially the differ­
ence between after-tax, energy-cost savings and 
initial investment, with proper discounting and 
energy-cost escalation. If the more efficient 
building design results in greater net benefit to 
the owner-builder over the lifetime of the build­
ing, the owner-builder benefits although a higher 
initial capital outlay may cause an adverse impact 
in the short run. This potential problem of higher 
first costs associated with greater net benefit of 
more energy-efficient buildings will be assessed in 
terms of a payback period, that is, the time 
required for the investor to recoup his or her 
additional investment in a more energy-efficient 
building. 

Assumptions. The results of the economic 
analysis depend on estimates of several factors. 
These include discount rate, fuel-price escalation 
rate, initial fuel price, and additional cost of 
the conservation measure. Because there is almost 
always some uncertainty in projecting values of 
these parameters, a sensitivity study was per­
formed. The Base-Case parameters are described 
below. 

We chose an economic life time for the build­
ing and a loan amortization period of 25 years for 
our basic economic studies. The loan interest 
rate, discount rate, and fuel escalation rate were 
chosen to be 3, 3, and 2.5 percent real, respec­
tively.6 The initial electricity price, 
$0.023/kWh, and peak demand charge, $8.18/kw, were 
obtained from the Public Service Company of 
Colorado. 

We assumed no change in maintenance costs and 
a 50 percent tax rate for all of our economic stu.;. 
dies. Although we calculated all economic parame­
ters for three depreciation methods (straight line, 
sum of years, double declining balance), we have 
only included results obtained from the first 
method because there was little difference in the 
final results among the three methods. However, 
the pattern of cash flow is altered by varying the 
method of depreciation. The cost of the various 



conservation measures was obtained by telephone 
calls to equipment suppliers and from two other 
construction cost sources.7,8 

Results. A cost-benefit analysis was made of 
varying . amounts of roof and wall insulation, 
respectively. The added initial cost of the con­
servation measures includes only the added cost of 
insulation material and labor but not any other 
potential costs of additional framing. It appears 
to be cost-effective to use as much as 12 inches of 
roof insulation in .the Denver climate zone. The 
payback period for 12 inches of insulation,. rela­
tive to the base case of 3 inches, is 5.8 years. 
Many builders of commercial buildings may choose 
option 2, 6 inches of insulation, of this conserva­
tion measure because of its much shorter payback 
period (3.1 years). For energy-conserving measures 
in existing commercial buildings, the desired pay­
back period is usually two to three years or less.9 
When wall insulation thickness is varied. and roof 
insulation thickness remains constant at six 
inches, we find nine inches to be the greatest 
thickness of insulation that is cost effective. 
However, the payback period of seven years will 
probably discourage most builders from going beyond 
six inches of wall insulation (R-19). As stated 
earlier, the energy savings derived from increasing 
insulation are very small, and the cost of the con­
servation investment may be somewhat underes­
timated. 

The cost-benefit analysis just described was 
also carried out for a building being designed by a 
non-profit-making organization such as a government 
agency. In this case, there are no tax considera­
tions. As expected, the benefit-to-cost ratios of 
all measures increase by approximately a factor of 
two, and all the payback periods decrease by 
approximately a factor of two. Therefore, all con­
servation measures are more cost-effective when 
taxes are not one of the costs. 

We have performed a cost-benefit analysis of 
different glazing types with and without daylight­
ing. Figure 3 illustrates the relationship between 
the net present benefit, relative to the base case·, 
derived from each conservation measure and 
the annual energy use. The maximum net present 
benefit occurs at a site energy use of approxi­
mately·47,000 Btu/ft2 although there is less than a 
10 percent difference in the net present benefit 
for double-pane glass with reflective coating 
(31 percent reflectance for overall solar spectrum) 
and blue-green tinted double-pane glass with day­
lighting. There is, however, a large increase in 
the discounted payback period from 1.7 to 
5.5 years; this may discourage profit making organ­
izations from making the added initial investment 
of approximately $27,000. 

Sensitivity Studies. The sensitivity of the 
results described above to variations in a number 
of parameters was studied. The position of the 
maximum in net present benefit was unchanged by all 
of the following variations, made one at a time. 
We assessed variations in the fuel price escalation 
rate of zero to 5 percent real, discount rate of 1 
to 6 percent, economic lifetime of 10 to 25 years, 
tax rate of 0 to 50 percent, depreciation period of 
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Figure 3. The relationship between net present 
benefit and energy use is shown for several·meas­
ures in' a six-story office building in· Denver, 
Colorado. (XBL 815-877) 

5 to 15 years, and initial•cost of :!:50 percent of 
original values. The marginal benefit to cost 
ratios are sensitive to values of the above parame­
ters, particularly for daylighting relative to the 
reflective coating option. 

PLANNED ACTIVITIES FOR FY 1982 

We will study ·the sensitivity of office­
building energy consumption by ~nd use to varia­
tions in more than twenty design parameters in five 
climate zones. Simplified techniques for calcula­
tion of energy use will be developed. Lastly, we 
will compare DOE-2.1 energy-use predictions to 
actual energy use for one office building. 
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Energy Conservation in Kenya: Progress, Potentials, Problems*t 

L. J. Schipper, J. M. Hollander, M. V. Milukas, J. Alcamo, S. P. Meyers, and S. Noll 

This study had four purposes: (1) to charac­
terize the flows of commercial energy in the Kenyan 
economy, (2) to assess progress made to date in 
energy conservation in Kenya, (3) to determine the 
potential role for conservation in future Kenyan 
energy and economic development, and (4) to make 
recommendations for development of Kenyan conserva­
tion policies and international assistance pro­
grams. To accomplish these purposes, the study 
determined Kenyan oil and electricity use by sector 
and industry, quantified progress in conserving 
energy already made by individual firms, estimated 
the future potential for ene~gy conservation in all 
sectors, and evaluated some of the major barriers 
to achieving this conservation potential. 

Several methods were used to obtain and 
analyze data indicating energy flows and conserva­
tion in Kenya. The largest oil companies were 
asked to provide data on total sales of major pro­
ducts and sales to individual firms. At the same 
time, complete data from the Kenyan electric util­
ity were analyzed to determine electric-power con­
sumption. Personal interviews with personnel of 
nearly 50 firms produced additional information on 
energy consumption and its relation to output. 
With this consumption data, energy flows were quan­
tified in seven sectors (residential, commercial, 
industrial, energy, construction, agriculture, and 
transportation) for many individual industries. By 
analyzing the changes in the energy/output ratios 
of large firms, progress in conservation was 

*This work was supported by the u.s. Department of 
Energy under contract No. DE-AC03-76SF00098, and by 
Resources for the Future, Inc., contractor for U.S. 
Agency for International Development, under Con­
tract No. 4026-014. 
tcondensed from L. Schipper, et al. (1981), Energy 
Conservation in Kenya Progress, Potentials, Prob­
lems, Lawrence Berkeley Laboratory Report LBL-
12741, Berkeley, Calif. 
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evaluated. Additional measures of output were 
taken from government statistics to illustrate the 
link between sector energy use and economic 
activity. 

ACCOMPLISHMENTS IN FY 1981 

Findings 

Fuel and Electricity (Table 1). Total con­
sumption of commercial energy forms in Kenya 
reached 80 PJ (1Q15 Joules) in 1979, equivalent to 
about 5 GJ (109 J) per person. Direct consumption 
of fuel accounts for 94 percent of the commercial 
energy used by Kenyan final consumers, with elec­
tricity accounting for 6 percent. The dominance of 
fuel in the overall Kenyan energy economy is due to 
the large relative size of the transportation sec­
tor in Kenya. As a result, the share of Kenyan 
'electricity use is relatively small in comparison 
with most industrial countries or advanced develop­
ing countries such as Korea. In the commercial 
sector, however, consumption of electricity exceeds 
that of fuels. 

Residences (Table 2). Households account for 
21 percent of electricity consumption (about 1 per­
cent of total energy) and 5 percent of commercial 
fuel consumption (about 5 percent of total energy). 
Electricity use is concentrated in the large 
cities, although found in no more than 7 percent of 
Kenyan homes overall, while fuels--kerosene and 
LPG--are most important in rural households. Com­
mercial energy uses are overwhelmed by the use of 
charcoal, wood, and other non-commercial fuels not 
examined in this study. The number of customers 
using off-peak electricity to heat water is also 
growing at this rate. However, there has been lit­
tle growth in electricity use ~ household for 
normal electric service, except among the lowest­
income consumers. This suggests some restraint on 
increased use beyond basic services such as cook-



Table 1, Commercial energy use in Kenya, 1979. 

Fuel Electricity 

Total Total Primary 
Sector PJ % GWh % PJ PJ 

·Residential 3.48 77 286.8 23 4.51 5.20 
% 4.6 21.4 5.6 

Commercial 0.92 41 363.1 59 2.22 3.09 
% 1.2 27.1 2.8 

;Industriill 15.73 88 598.8 12 17.89 19.33 
% 20.8 44.7 22.3 

Energy 7.95 98 53.8 2 8.14 5.05 . 
% 10.5 4.0 10.1 

Construction 0.8 97 7.5 3 0.83 0.85 
% 1.1 0.6 1.0 

Agriculture 6.57 98 29.2 2 6.67 6.74 
% 8.7 2.2 8.3 

Transport 39.84 100 0 0 39.84 39.84 
% 52.7 49.7 

Road (20.7) 
% 27.4. 

'Rail (2.56) 
% 3.4 

Air (15.0) 
% 19.8 

Marine ( 1.6) 
% 2.1 

Other 0.33 0.33 0.33 

Total 75.62 94 1339.2 6 80.43 80.43 

NOTES: Percentages in rows give split between fuel and electri­
city within each sector. Percentages immediately below each 
sector's fuel .or electricity consumption and the sector total show 
the sector percentage of the total national consumption of fuel 
and. electricity, obtained by adding vertically. Total energy use 
includes consumption of oil for electric power production and oil 
refinery use, minus the value of thermal electricity produced by 
E4PL .(960 TJ). Total Primary signifies energy consumption with 
electricity conversion losses (3218 TJ) removed from the energy 
sector and apportioned among the other sectors according to their 
end-·use electricity consumption. Hydro is counted at 1 kWh = 3.6 
MJ. 

ing, refrigeration, and small appliances. Fuel use 
has outpaced electricity growth and has grown at 
nearly 8 percent per year until very recently when 
supply constraints slowed or stopped growth. 

There is a significant potential for conserva­
tion of electricity by substitution. of solar water 
heaters and replacement of inefficient appliances 
in upper income homes. We have insufficient data 
for evaluation of the conservation potential of 
fuel uses. 

Industry (Table 3). Much of our analytical 
effort was devoted to the modern industrial 
(manufacturing) sector, which consumes 45 percent 
of all electricity and 21 percent of all fuel. 
Aside from the energy-intensive paper and cement 
industri~s, ·in which three firms consume nearly 10 
percent of all electricity purchased in Kenya, 
electricity use is rather evenly spread throughout 
Kenyan industry, particularly in food and textiles, 
where the number of firms is large. The refining 
and basic metals industriP-s account for about 
7 percent of total electricity sales. These 
energy-intensive industries are important .to the 
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Table 2. Residential energy use. 

Electricitya 

Consumption 

No. of Total Per Home 
Year Users0 GWh kWh 

1972 Total 82025 160.0 
Normal 39600 120.5 3042 
Small 41380 10.0 240 
Hot Water -14000 35.0 -2500 
Staff, Bulk 1045 2.50 2380 

1977 Total 110456 242.8 
Normal 51115 172.4 3372 
Small 58120 17.2 297 
Hot Water -2ooood 50.0 -2500 
Staff, Bulk 1221 3.18 2606 

1978 Total 119417 264.7 
Normal 55934 190.6 3408 
Small 62238 18.50 297 
Hot Water 21000 52.5 -2500 
Staff, Bulk 1245 3.11 2500 

1979e Total 127783 287 
Normal 77633 214.3 2760 
Small 48900 11.7 240 
Hot Water 21616 54.0 -2500 
Staff, Bulkf 1250 -6.8 ? 

No. of 
Users 

Fuelsb 

LPG 
Total 

TJ 

Kerosene 
Total 

TJ 

253(208) 1615(2000) 

384 2012 

540 2939 

NOTES: (a) See App. 2, LBL-12741. (b) Data for 1977 and 1979 were obtained 
from each oil company. Data for 1972 in parentheses were extrapolated from 
1972 Shell sales. Shell ·sales in 1977 and 1979, when extrapolated· to the 
entire industry, were inconsistent wi~h the actual industry-wide figures 
shown. Therefore we multiplied the 1972 Shell approximations by the average 
of the differ·ences between these apprqximations and actual industry-wide data 
for 1977 and 1979. The results are shown outside of parentheses. (c) Total 
number excludes off-peak hot water consumers, who are already counted under 
normal serVice. "Normal" customers include households using more than 30 
kWh/month, "small" use less than 30 kWh/month, "Hot Water" users are those 
using the off-peak tariff for hot water production. These definitions were 
slightly different before 1979. (d) Estimated from 1976 EAPL data. (e) 1979 
figures are not strictly comparable with those for earlier years because they 
were taken from analysis of number of customers using less than 500 but more 
than 31 kWh/month, not tariff classifications. We assume all customers using 
>500 kWh/month are shops, probably leaving out some residential customers. 
(f) We have included about 1200 .homes of EAPL employees, whose consumption is 
relatively high (2400' kWh/meter in -1972), in "staff" and included sales to 
employee housing maintained· by other large, firms for 1979 only. 

Kenyan economy, generating substantial export earn­
ings through sales of refined oil, paper, and 
cement. There is a considerable potential for 
reducing electricity and fuel use per unit of out­
put in all Kenyan industries and in nearly every 
existing Kenyan factor. At 1980 oil prices, this 
potential is approximately 20-25 percent for fuel 
use and 15-20 percent for electricity use. 

Table 3. Commercial energy use of manufacturing and commercial firms 
(units: TJ), 1979. 

Industrial 
Food, kindred 
Textiles 
Paper 
Rubber 
Chemicals 
Cement 
Clay & glass 
Metals 
Transport equip. 
Sm. shops, misc. 

Commercial 
Schools & hospitals 
Offices & other services 
Hotels 

Coal 

1310 

1310 

Oil 

15730.6 
3217 
1354 
1684 
281 
837 

5570 
794 
330 

96 
1567.7 

916.5 
276.0 
130.7 
509.8 

IUectricity Total 

2155.7 17886.3 
535.0 3752.0 
290.4 1644.4 
85.5 1769.5 
56.6 337.6 
70.4 907.4 

446.3 6016.3 
37.4 831.4 

202.2 532.2 
20.3 116.3 

411.6 1979.3 

1307.3 2223.8 
126.1 402.1 
784.5 915.2 
157.8 667.6 

NOTES: Source is Table A2.2, LBL-12741. Figures for "Hotels" 
derived by this survey, while remaining "Commercial" figures are from 
Shell. 



Commercial Buildings (Table 3). Buildings use 
27 percent of Kenyan electricity and about 1 per­
cent of the fuel. These figures correspond to 
about 2 percent and 1 percent of total energy use, 
respectively. At least half of the fuel is used 
for heating water. At current energy prices, there 
is a significant conservation potential from the 
substitution of solar hot water heaters, particu­
larly in hotels, hospitals, and schools, which dom­
inate fuel use. Further potential for conservation 
of both fuels and electricity exists through 
improved ventilation and cooling practices in 
existing and new buildings, particularly in . large 
office buildings. 

Transportation (Table 1). The transportation 
sector consumes 53 percent of the fuel used in 
Kenya. Nearly half of this is used by automobiles 
and a smaller fraction by private use of autos. 
Even though the number of private automobiles will 
probably rise as incomes increase, there are recent 
signs of reduced driving per vehicle. Although the 
power of new autos imported is already decreasing, 
there is great potential for increased energy effi­
ciency as the fleet turns over. Better maintenance 
of existing autos, trucks, and buses could also 
save significant quantities of energy. 

International air travel consumes 18 percent 
of all oil in Kenya, second only to total land 
transportation. The importance of air transporta­
tion reflects the popularity of tourism in East 
Africa and the hub role of the Nairobi airport. 
The introduction of wide-bodied aircraft has 
reduced the ratio of energy inputs to growth in air 
traffic. This conservation, however, has been a 
mixed blessing for Kenya because sales of jet fuel 
to foreign carriers are an important source of hard 
currency. Because high fuel costs threaten tour­
ism, tour and airline oper~tors alike undoubtedly 
will seek opportunities to improve operating effi­
ciency of passenger air traffic. 

Energy (Table 1). ·The energy sector, includ­
ing refining, thermal generation of electricity, 
and the oil pipeline, accounts for 11 percent of 
fuel use and 4.4 percent of electricity consumed in 
Kenya. Overall thermal-generation efficiency is 
low, and the recent sluggish world oil market has 
depressed operation of the refinery to well below 
its maximum capacity, thus reducing efficiency. 
Cogeneration of electric power is being practiced 
in some industries, but a significant potential for 
increase remains, especially in the food and sugar 
industries. The introduction of the oil pipeline 
has reduced by over tenfold the energy required to 
bring light oils from the Mombasa refinery to 
Nairobi. Finally, the transmission and unaccounte.d 
losses of the electric utility, which had reached 
over 10 percent generation in some years, have 
recently been reduced. 

Solar Energy (Table 4). Although accounting 
now for only 0.01 percent of Kenya's total commer­
cial energy supplies, use of solar water heating is 
expanding rapidly. This share could be increased 
more than fifty-fold over the next decade, accord­
ing to our estimates of fuel and electricity 
requirements for water heating. The costs of this 
solarization would be competitive with costs of 
fuels or electricity, at present rates. Addition-
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Table 4. Solar water heating, installed collector area in 
Kenya. 

Cumulative Additions Annual energy % Increase from 
Year sq. meters sq. meters displaced, TJ previous year 

1975 44.6 44.6 0.14 

1976 199.6 155.08 0.61 336 

1977 484.4 284.6 1.48 143 

1978 1295.1 810.6 3.96 168 

1979 1979.5 684.4 6.053 53 

1980 2947 967.5 9.014 49 

These data cover the three largest of the four firms selling 
solar water heaters. Displaced energy was estimated by appor­
tioning delivered energy to the fuels that would otherwise have 
been used to heat water. In hotels and schools, water is 
heated primarily by fuel oil; in remote lodges and other struc­
tures, LPG or wood is used. For this calculation, we assumed 
that hot water in homes and all other buildings would otherwise 
have been produced by electricity. If the alternative assump­
tion that fUel would have been used to produce hot water in 
homes had been made, the estimate of energy displaced would be 
roughly 50% greater because the efficiency of fuel used is 
lower than that of electricity at the point of application. 

ally, some remote users of electricity, such as 
lodges, may eventually be economically adaptable to 
the use of photovoltaic solar systems with storage, 
given the varying load and the high cost of running 
diesel generators at less than full load. 

Potential for Energy Conservation 

The most important conclusion reached in this· 
study is that energy conservation, defined as 
reduced energy input for a given output, could slow 
the growth of energy use dramatically relative to 
economic growth in Kenya, especially if oil and 
electricity prices rise steadily over the coming 
decades. Even at today's oil prices,· significant 
reductions in energy use are economically attrac­
tive. The net trade deficit in oil products has 
grown to 4 percent of GDP, making conservation an 
important method of saving foreign currency. 

In the past, energy use grew about as fast as 
economic output in Kenya. Now, there is great 
potential for improvement in energy efficiency. in 
the near future, energy use in the production and 
services sectors could grow only 57-85 percent as 
fast as economic output if cost-effective conserva­
tion measures were taken. In transportation, effi­
ciency can be enhanced by 20-25 percent through 
improved maintenance and operation of existing 
vehicles and by stock changeover to more efficient 
vehicles. In industry, a 20-25 percent improvement 
is also attainable by economically attractive pro­
cess changes. Savings of up to 50 percent in 
energy consumption are available for residences and 
commercial buildings by installation of solar water 
heating systems. Conservation of hot water, espe-· 
cially in hotels, could also contribute signifi-· 
cantly to energy saving. 

Without attention to increasing energy-use 
efficiency and conservation, the Kenyan economy, as 
well as those of other developing countries, will 



suffer increasingly from higher oil prices. With 
sufficient resolve, these countries can ease their 
oil import burdens significantly and foster a 
smooth transition to both higher priced conven­
tional oil, gas, coal, or electricity and renewable 
energy sources. 

In the future, the structure of the economy 
will affect profoundly the overall demand for 
energy. Kenyan energy planners need to have a 
fuller knowledge of the energy consequences of 
strategies that may favor heavy manufacturing vs 
light manufacturing and services, centralized v~ 
decentralized production and services, and greater 
vs lesser dependence on transportation. The struc­
ture of the economy and the end uses of energy will 
also influence the appropriateness of renewable 
energy sources. The dominance of transportation in 
Kenya's energy-demand mix makes rapid 
substitution of biomass for a large share of the 
oil consumed today an expensive proposition because 
transportation fuels, unlike industrial or residen­
tial biomass, must be refined. 

Barriers to Energy Conservation 

Major barriers to more efficient energy use in 
Kenya will exist even after price controls on fuels 
have been removed. The most important barriers are 
the general lack of in-house expertise to install 
and maintain energy-saving devices, high tariffs on 
energy-saving equipment, and general problems with 
factory organization. Exceptions are some well-run 
local firms and multinational companies, which do 
have such expertise . and are introducing wide­
reaching conservation measures. While some indus­
try and building managers and engineers fully 
understand the potential for conservation, most are 
so occupied with more immediate concerns that they 
have not taken the time to plan the best energy 
strategies for their firms or plants. In many 
cases, the difficulty firms encountered in assem­
bling the data requested for this study suggests 
that they have not fully grasped the economics of 
their energy situation and the opportunities avail­
able for reducing costs through energy conserva­
tion. We found this to be the case in many 
medium-sized factories, hospitals, and hotels and 
ev'en in some of the largest firms in Kenya. 

Recommended Government Actions 

The most important step towards promoting 
efficient use of energy in Kenya would be allowing 
fuel prices to reach world levels, but there are 
additional policy steps that could remove or reduce 
barriers to energy conservation. First, tariffs on 
imported conservation and solar water-heating 
equipment should be reduced or removed. Second, a 
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careful and thorough system of energy-use reporting 
among large firms and energy suppliers would 
develop a much better sense of the economic aspects 
of energy use at management levels. This would 
also improve official efforts to monitor and deal 
with the energy situation, particularly in times of 
shortage. Third, government could encourage better 
utilization of present and future transportation 
equipment and systems, both by a program of 
improved maintenance and by careful study of the 
ways in which people and goods are moved in Kenya 
and how these patterns are affected by different 
development strategies. Fourth, government should 
regulate to some extent the designs of new large 
buildings and th~ importation or sales of equipment 
used in buildings, homes, and factories, to assure 
that the most energy-efficient designs and machines 
will be employed. Such regulations would have to 
be developed with full regard for the costs and 
benefits accruing both to the affected private 
firms and the Kenyan economy as . a whole. The 
recent revision of auto tariffs that resulted in a 
more progressive tax on engine displacement 
represents a step in this direction. F.inally, to 
maximize economic well-being and minimize the costs 
arising from the importation and use of scarce oil 
supplies, the Kenyan government should consider the 
energy implications of alternative development and 
investment strategies. 

International and b{lateral aid organizations, 
which have for the most part ignored energy use and 
conservation in their energy-related assistance, 
could do much to further the efficient use of 
energy in Kenya and in other developing countries. 
They should, for example, support and participate 
in demonstrations of energy audits and installation 
of energy-saving equipment. Demonstration meter.ing 
of energy use in institutions, such as hotels or 
hospitals, would accelerate the acceptance 0~ soiar 
energy for both water heating and local electricity 
production. Equally useful would be assistance in 
developing expertise for establishing national 
energy-use ·accounts similar to those used in many 
OECD countries. 

PLANNED ACTIVITIES FOR·FY 1982 

In FY 1982, we anticipate projects that will 
continue the analysis. begun in Kenya. First, we 
will look carefully at energy use in the buildings 
sector in the members of the Association of South 
East Asian Nations. Second, we expect to compare 
studies similar to the present one from at least a 
dozen countries from among the Newly Industrializ­
ing Countries (NICS) and begin to draw conclusions 
about the general trend of energy use in middle­
income countries. Finally, we expect to partici­
pate in detailed analysis of several countries that 
have not previously been examined. 



Indicators of Residential Energy Use and Conservation*t 

L. J. Schipper, S. P. Meyers, and A. N. Ketoff 

For the last two years, we have been conduct­
ing a detailed international study of residential 
energy use in Canada, Denmark, France, West Ger­
many, Italy, Japan, Sweden, the United States, and 
the United Kingdom (UK). Although this information 
is vital to understanding the progress and poten­
tial of conservation, much of it was unavailable 
through "official" government channels. The kind 
of information that the International Energy Agency 
(IEA) and other official agencies report is too 
aggregated and contains little on housing or appli­
ance stock, climate, or other factors that must be 
included in any reasonable analysis of conserva­
tion. The IEA and other groups all are still too 
preoccupied with manipulating ratios of energy use 
to gross national product. Elsewhere, it has been 
shown that such a ratio tells us little about 
energy use efficiency or changes in efficiency. 1 

A further problem with the existing data is 
that they do not accurately portray energy use in 
the residential sector. Based on our extensive 
data base of national literature and studies, com­
parison of our own estimates of residential energy 
use for the countries in our study with those given 
by the IEA convinced us that the latter are 
severely flawed and probably unusable as represen­
tations of residential energy use.2 Of course, the 
problem lies not with the IEA alone, but also with 
the responsible agencies in the member nations. 
Only recently have the OECD countries begun to ear­
nestly analyze sector data. In fact, LBL research 
presentations in Italy, Canada, and Sweden for 
official bodies has resulted in further work in 
those countries.3 

ACCOMPLISHMENTS IN FY 1981 

Structure and Intensity: Indicators of Energy Use 

Residential energy consumption is a function 
of the structure and intensity of energy use. 
Structural factors both define tasks for which 
energy is used and shape the way in which it is 
used. These factors include dwelling size, family 
size, climate, appliance ownership, etc., and often 
include measures of lifestyle (ownership of a 
freezer) or behavior (indoor temperature). Energy 

*This work was supported by the u.s. Agency for 
International Development and by the Assistant 
Secretary for Conservation and Renewable Energy, 
Office of Buildings and Community Development, 
Buildings Division of the u.s. Department of Energy 
under Contract No. DE-AC03-76SF00098. 
tsee "Indicators of Residential Energy Use and 
Efficiency" (L. Schipper, A. Ketoff, S. Meyers, 
LBL-11703, 1981) for a complete description of the 
LBL data base described herein. 

5-49 

intensities tell us how much energy is used for a 
given task and are in-part determined by the struc­
tural factors existing in a particular place. 
Energy per dwelling, energy per ton of industrial 
output, and energy per passenger mile are all 
intensities. Both · structure and intensity are 
affected by economic factors, especially household 
incomes and energy prices. 

To assess changes in energy use patterns, we 
believe it is important to connect energy intensi­
ties with the key structural factors that affect 
energy use. Thus, where reasonable and possible, 
we have combined energy intensities and structural 
factors to form what might be called "leading" 
energy indicators. An example is the indicator 
"Head/dw/DD," the average energy used for space 
heating per dwelling per degree-day. Comparing the 
intensity "heat/dw" between years within a country 
of among countries ignores the effect of climate. 
We can account for climate by dividing this inten­
sity by an average number of degree-days, an 
approximate measure of the need for heating. 

Measuring Conservation Progress 

Macroscopic data, averages over an entire 
stock or some large subset of the stock, can show 
broad trends in energy use but are a useful source 
of conservation indicators only if properly 
disassembled. An examination of pre- and post­
embargo residential energy consumption in the OECD 
countries reveals that the high growth rates of the 
1960s have slowed considerably since 1973 
(Table 1). By itself, however, this tells us lit­
tle about conservation, since the difference could 
be due to changes in the structural components of 
energy demand and not necessarily to changes in 
energy utilization efficiency. Therefore, it is 
essential to look at the structural factors that 
affect residential energy consumption, not only the 
number of dwellings, but also the fraction of 
"single-family" dwellings, the penetration of cen­
tral heating, the number of people per dwelling, 
dwelling size, and, of course, the relative satura­
tion of appliances. 

These structural parameters explain many of 
the changes in consumption over time or differences 
among countries. Dwellings have increased in size 
in most countries, but the number of persons per 
dwelling has generally decreased. As a result, the 
dwelling area per person increased 20-35 percent 
over the 1960-78 period in the countries studied. 
Thus, there is more space to be heated per person 
and more heat loss surface per person; on the other 
hand, there are fewer users of hot water. The 
expected decrease in hot-water use per dwelling has 
not occurred in most cases, however, as other 
structural changes, such as the increase in the 
saturation of hot-water-using appliances, have 
tended to override the decrease in users per dwel­
ling. Much of the increase in dwelling area per 



Table 2. Indicators of end-use intensity. 

Indicator Canada France Germany Italy Japan Sweden UK u.s. 

Heat per degree-day 
(MJ/dw) 
1960-65 28.6 16.0 16.6 9.8 6.2 18.5 23.6 
1970-73 31.5 30.6 22.8 27.1 12.1 20.3 19.9 
1975-78 28.7 26.1 23.1 22.4 11.2 19.1 19.4 35.0 

Cooking 
(GJ/dw) 
1960-65 6.8 4.5 4.5 3.4 4.7 3.2 7.8 
1970-73 4. 5 4.4 2.8 3.6 5.4 2.9 7.2 
1975-78 3.2 7.8 2.3 4.6 5.1 2.7 8.3 

Hot water 
(GJ/capita) 
1960-65 4. 7 1.1 1.1 0.9 1.6 5.8 4. 7 
1970-75 7.6 3.0 3.2 1.2 2.6 9.4' 5.9 
1975-78 10.5 3.8 4.7 2.1 3.8 10.7 4.3 9.5 

Appliance electricity 
(kWh/dw) 
1960-65 2225 535 375 255 640 1770 705 
1970-73 3665 1115 950 1060 1345 2680 1315 
1975-78 4320 1470 1225 1455 2055 2910 1975 5925 

NOTES: 
Source.: 

LBL data Base. US Data based on material from Oak Ridge National La bora tory. 
Years Covered: 

Canada: 1961, 1971, 1978; France: 1962, 1973, 1978; Germany: 1960, 1972, 1978; 
Italy: 1960, 1972, 1978; Japan: 1965, 1973, 1979; Sweden: 1963, 1972, 1978; UK: 
1961, 1970, 1978. 

To permit comparison, heat per degree-day uses normal climate for each coUntry adjusted to 
an 18°C base. Hot water/capita refers to the total population and thus shows the effect 
of increasing saturation of hot water facilities. Appliance electricity does not include 
electricity used for space heat, hot water, or primary cooking devices. 

Indicators for space heating and hot water adjust electricity to a fossil-fuel equivalent, 
using a hypothetical. conversion efficiency of 65 percent in to avoid the structural bias 
that accompanies changes in the penetration of electricity. 

even under tables. Although there are winter tem­
peratures in northern Japan comparable to those of 
Northern Europe, most of Japan simply chooses not 
to heat in the Western sense. 

Our data reveal the most striking differences 
in electric-specific appliance energy use. 
Although saturation data are not presented here, we 
can see the effects of the differing saturation 
levels in the indicator "appliance electricity per 
dwelling." It is also important to look carefully 
at the nature of the energy services offered by the 
electric appliances. For example, refrigerators, 
freezers, and most washers are much smaller in 
Europe and Japan than in the u.s. or Canada. Thus, 
measures of annual energy use may not reveal 
whether the device in question is more efficient, 
in the sense-· that it requires less energy per unit 
of service, in one country or the next. At the 
same time, the size of an appliance is not neces­
sarily a measure of the amenity it delivers. 

The Role of Prices and Incomes 

In general, we can say that most other Western 
nations pay dearly for residential energy use, com­
pared to the u.s. or Canada. At the same time 
there were notable exceptions, for example, elec­
tricity in Sweden and ·natural gas in the U.K. Not 
surprisingly, those countries with the lowest elec­
tricity prices tend to have the high'est levels of 
appliance electricity use. It is interesting to 
note that there seems to be a threshold of consump­
tion at about 4 kWh/dw/day; higher prices do not 
seem to cause electricity use to drop much below 
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this level. Rising levels of disposable 
fostered the rapid structural growth in 
services--more central heating, dwelling 
appliances--that took place in the 1960s and 
1970s. 

Behavior and Energy Use 

income 
energy 
area, 
early 

Behavior patterns, reflected as indoor tem­
perature settings, ·bathing· practices, hot water 
use, or cooking habits, explain in part the differ• 
ences among countries : and over time in energy 
demand for the various ertd-l.ises.4 The evidence we 
have collected supports the 'the·ory that historical 
energy price levels affect energy-related behavior 
as well as efficiencies. Perhaps more important 
than price, per se, is the cost of providing energy 
services. As efficiency of utilization is 
improved, the cost of meeting a particular end-use 
becomes less than it otherwise would have been. 
Thus, some of the savings made by capital­
investment efficiency improvements will doubtless 
be cashed in for greater amenity levels. If the 
marginal cost of heating, hot water, cooling, or 
refrigeration is considerably lower due to high 
efficiency devices, people are likely to demand a 
little more of the amenities for which these dev­
ices are used. 

Conclusion 

The data we have collected show that it is 
possible to construct a detailed portrait of his­
torical and present residential energy use at the 



Table 1. OECD residential end-use energy consumption, 1960-78. 

Canada France Germany Italy Japan Sweden UK us 

Growth rates 
(J/yr) 
Pre-1973 Embargo 3·3 
Post-1973 Embargo 3.8 
1978 2.3 

Energy per dwelling 
(GJ) 
1960-65 164 
1970-73 181 
1978 170 

person came about because families have 
smaller and more affluent. The trend 
smaller families may continue, not without 
however, but this tends to mitigate the move 
larger dwellings. 

5.1 
6.9 
0.6 

42 
83 
80 

become 
toward 
limit 

toward 

Two structural factors contributed strongly to 
the rise in average energy consumption per dwelling 
observed in almost all of the countries over the 
1960-73 period (Table 1): increasing penetration 
of central heating, from a low of 10-20 percent in 
most of Europe in 1960 to 50 percent or more in 
most countries by the oil embargo, and the rapid 
growth in saturation of major appliances. Typi­
cally, refrigerators increased their saturation by 
as much as four fold; dishwashers, clothes washers, 
freezers, and televisions increased by even greater 
amounts. Although cooking appliances were virtu­
ally saturated, there was a marked transition in 
all of Western Europe from cooking based upon solid 
fuels to gas or electricity. By the mid-1970s, 
however, the rapid increases in appliance satura­
tions began to level off, as reflected in the 
slower growth, or decline, in energy-use per dwel­
ling. 

In Canada, France, Sweden, and the United 
Kingdom, end-use energy per dwelling decreased, and 
in the others, the increase was modest. Part of 
this decrease, however, is also due to a structural 
change: the continued penetration and substitution 
of electricity for other fuels. The large increase 
in the share of electrically heated dwellings in 
France and Sweden since 1972 might be counted as 
oil conservation, but reductions in energy use for 
heating in electrically heated dwellings, a change 
in intensity, have not been observed. Because 
electricity has practically no conversion losses 
inside the building, the same house will use less 
end-use energy if it is electrically rather than 
oil-heated. One must be careful not to confuse 
this substitution effect with a real change in 
intensity. In Sweden, some 25 percent of the 
reduction in space-heating energy consumption in 
oil-heated dwellings is due to the introduction of 
wood stoves and, to a lesser extent, electricity. 

The increasing substitution of electricity for 
other fuels is evidenced by the primary energy use 
per dwelling shown in Table 2. Here, we use the 
same conversion factor to account for electrical 
losses for all countries. By so doing, comparisons 
among countries with differing electricity generat­
ing systems can be made, and changes in dwelling 
energy use are not confused with changes in the 
generation mix. 

4.1 
4.9 
2.1 

62 
84 
87 
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6.6 5.4 1.9 0.5 2.2 
8.6 6.9 2.8 0.4 3.4 
2.1 2.7 0.4 0.5 0.4 

24 21 98 88 141 
59 33 110 83 173 
63 36 102 81 149 

Because so many changing factors affect aver­
age energy use per dwelling, this average is not a 
very useful indicator of conservation. To accu­
rately portray energy-use patterns, we have 
attempted to disaggregate residential energy con­
sumption by the major end-uses: space heating, hot 
water, cooking, and electric-specific appliances. 
The latter refers to electricity other than that 
consumed by primary space heating devices, hot 
water devices, and kitchen ranges. This is usually 
done "from the bottom up"; that is, total consump­
tion for each end-use is calculated from estimates 
of unit consumption and the number of energy-using 
devices. Although the data are sometimes weak, we 
feel that the time~series we have developed are 
reasonably accurate, particularly those for space 
heating, by far the most important end-use in terms 
of energy consumption. In Table 2 we present a 
summary of key end-use indicators. 

Comparing Energy Use Indicators 

The space heating indicator "Heat per dwelling 
per degree-day" reveals rather large differences in 
energy consumption between North America and 
Western Europe. But are these differences due more 
to efficiency (tighter houses), behavior, or struc­
tural factors such as dwelling size, central­
heating penetration, or the fraction of single­
family dwellings? The average size of a home in 
the u.s. (120m2) is 50 percent greater than s~m~­
lar averages in most of Western Europe. It also 
appears that internal temperatures in central Euro­
pean, and especially in English homes, are lower 
than those in North America, and Scandinavia, and 
central heating is still far from universal in most 
of those countries. Because of these features, the 
indicator for Sweden provides strong evidence for 
the greater thermal integrity of the Swedish hous­
ing stock. While it is true that Sweden has a 
higher proportion of multi-family dwellings (55 
percent), this difference is not critical because 
heat losses per inhabitant or per square meter of 
dwelling are nearly equal in Sweden for single and 
multiple family dwellings, largely due to the fact 
that most multiples are unmetered. 

The problems inherent in making international 
comparisons are illustrated by the case of Japan, 
where dwelling area per person is significantly 
less than in Europe or North America, and the pres­
ence of true central heating is rare. The most 
common forms of heating in Japan use small gas, 
oil, or electric stoves, called "Kotatsu," located 
in convenient places such as in sitting rooms or 



national level. For the first time, the evolving 
patterns of residential energy use in major indus­
trialized nations have been placed in a common 
framework. To understand the dynamics of energy 
use in the residential sector, it is necessary to 
break apart aggregate data and look at fuels and 
end-uses separately. The structural and economic 
factors that shape energy demand must also be part 
of the analysis of why residential energy use has 
changed with time and why it differs from one coun­
try to the next. 

Preliminary analysis suggests that most of the 
differences in the amount of energy used to. meet 
household tasks among countries can be attributed 
to structural and economic factors. Although 
structural and behavioral characteristics are 
shaped in part by relative incomes and energy 
prices, an analysis that looks only at economic 
variables will miss those elements that actually 
cause energy to be used in certain ways, e.g., the 
presence of central heating, the number of people 
per dwelling, etc. The data we have collected 
reflect the slowing of the structural trends that 
brought the rapid growth in residential energy 
demand in the 1960s and provide a basis for more 
informed prediction of future energy consumption. 
In general, it seems likely that the combined 
effect of higher energy prices and slower struc­
tural growth, visible in the post-1973 heating 
indicators, will bring a levelling or decline in 
aggregate residential energy demand in the OECD 
countries. 

PLANNED ACTIVITIES IN FY 1982 

In FY 1982, our work aims at concluding the 
econometric analysis of pooled, cross-sectional, 
consumption data, with w.c.c. Chern of the Lawrence 
Livermore National Laboratory. Using new data 
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acquired recently, we will quantify the effects of 
the 1979-80 price increases and compare 1980 energy 
uses with those in 1972 to evaluate the magnitude 
of conservation. We will also investigate some of 
the lifestyle implications of our comparison and 
attempt to draw historical lessons of use to 
regional energy studies in the developed countries 
or energy planners in the newly industrializing 
countries. Finally, we will compare our observa­
tions with national goals and forecasts as 
expressed in official or recognized unofficial stu­
dies. These results will be used where possible to 
make a judgemental forecast of residential energy 
use in the year 2000. 
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