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ANGULAR DISTRIBUTION AND ATOMIC EFFECTS

IN CONDENSED PHASE PHOTOELECTRON SPECTROSCOPY

Richard Francis Davis

Materials and Molecular Research Division
Lawrence Berkeley Laboratory

and

Department of Chemistry
University of California

Berkeley, California 94720

ABSTRACT

Ageneral concept of condensed phase photoelectron spectroscopy

is that angular distribution and atomic effects in the photoemission

intensity are determined by different mechanisms, the former being

determined largely by ordering phenomena such as crystal momentum con­

servation and photoelectron diffraction while the latter are manifested

in the total (angle-integrated) cross section. In this work, the

physics of the photoemission process is investigated in several very

different experiments to elucidate the mechanisms of, and correlation

between, atomic and angular distribution effects. In the first chap­

ter, which serves as an introduction to the underlying concepts of

condensed-phase photoemission, theoretical models are discussed and the

connection between the two effects is clearly established. The
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remainder of this thesis, which describes experiments utilizing both

angle-resolved and angle-integrated photoemission in conjunction with

synchrotron radiation in the energy range 6 eV ~ hv ~ 360 eV and

laboratory sources, is divided into three parts.

In Part I, angular distribution effects arising from crystal

momentum conservation in valence band (VB) structure studies are

probed for the following single-crystalline faces:

Cu(S}-[3(111}x(100}], Pt(100}-(5x1}, Cr(100}-c(2x2}, and Cr(110}. In

these studies, the technique of angle-resolved normal photoemission

(ARNP), in conjunction with synchrotron radiation in the range

6 eV ~ hv ~ 34 eV, is utilized to determine detailed VB dispersion
,

relations, E([}, along [1 from the hv dependence of VB-peak-structure

energy positions in electron energy distribution curves (EDCs).

Emphasis is placed on the critical evaluation of the direct-transition

model (DTM) in the interpretation of ARNP data for metals, with con­

siderable attention focused on the nature of photoelectron dispersion

relations, competing processes which give rise to non-DTM features in

the EDCs, and the influence of the surface on EDCs. In general, it is

found that the DTM, in conjunction with a quasi-free-electron final­

state dispersion relation, is quite successful in the determination of

E(R1 } from ARNP data.

In Part II, atomic effects in the total cross section are probed

in two experiments designed to minimize angular distribution effects:

(1) samarium clusters, via intensity measurements of valence- and

core-level photoemission peaks (at hv = 60 eV and 1486.6 eV), are

)

)

)
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shown to exhibit a particle-size-dependent electronic configuration,

and (2) VB photoemission from Co-Pd (with 40 eV ~ hv ~ 220 eV) is

shown to display a dramatic adsorbate-molecular-orbital sensitivity

enhancement near hv = 130 eV arising from a Cooper minimum in the

substrate VB (4d) cross section.

Part III is devoted to (localized) angular distribution effects

which do not originate from bulk crystallographic order. Rather, they

are analogous to well-known atomic and molecular asymmetry effects in

the gas phase. In the first set of experiments, condensed-phase

photoelectron aSYmmetry arising from the t·p interaction in randomly­

oriented pt, Ag, and Se-Pt systems is found to show atomic behavior

similar to that expected for free atoms, as observed in angle- and

energy-dependence measurements of photoemission intensity for core and

valence levels in the range 40 eV ~ hv ~ 252 eVe The second group of

experiments is devoted to studies of C{ls) shape resonance phenomena

in CO overlayers on Ni{lll) and Ni{OOl) (300 eV ~ hv ~ 360 eV). At

the resonance maximum (hv = 311 eV) each system exhibits an angular

distribution of C{ls) intensity peaked nearly along the CO molecular

axis. In both sets of experiments in Part III, significant deviations

from gas-phase expectations are observed, but an important result is

nonetheless established: the traditional notion that atomic and

angular distribution effects in photoemission have different origins

is not correct. Gas-phase angular distribution effects in modified

form are present in the condensed phase.



)

)



()

()

,
,i

1

I. INTRODUCTION

The goal of this thesis has been to investigate two aspects of

condensed phase photoelectron spectroscopy (PES) that are tradition­

ally separated mechanistically:1 (1) angular distribution and

(2) atomic effects. The emphasis has not been on the solution of any

practical problems through the utilization of PES, nor is the main

theme the discovery and characterization of new phenomena with PES,

although it will be shown that the latter has been achieved in at

least three new experiments. Rather, the general approach taken has

been to investigate the physics of the photoemission process in sev­

eral vastly different experiments. A special goal has been to

elucidate the correlation between atomic and. angular distribution

effects. With a fortuitous choice of experimental conditions, atomic

(total cross section) effects can be ignored in angular distribution

experiments with ordered systems (Part I of this work--valence band

structure studies), and angular effects can be rendered unimportant in

atomic effect measurements where a total cross section is probed2

(Part II). However, additional angular distribution effects have been

found that do not originate from bulk crystallographic order (Part III

of this thesis). Rather, they are analogous to gas phase atomic3 and

molecular4 photoelectron asymmetry effects. The atomic effect,

heretofore completely unnoticed (or unmentioned), is observable in

randomly oriented condensed phase systems, and the molecular effect

arises as a consequence of molecular adsorbate alignmeilt.
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There are subtle differences between the angular distribution

effects in Parts I and III. Those in Part I arise from linear

(k-space) momentum conserving transitions in itinerant states--sharp

in real space because they are really k-space distributions. In Part

III, the effects arise from (localized) angular momentum conservation,

reflecting the symmetry properties of orbitals--broader real space

angular distributions, although somewhat sharper in the molecular case

because the orbitals are aligned.

Individual results are discussed separately in each chapter, but

one central conclusion is stressed here: atomic and angular effects

are strictly non-separable in condensed phase photoemission because

the well-known gas phase angular distribution effect3 is present in

modified form in the condensed phase--the condensed phase atomic

effect has an anisotropic angular distribution and is therefore

generally not a simple measure of total cross section unless all

angles are included. It will be shown that atomic effects can be very

strong functions of the angle between A(radiation vector potential)

and p (photoelectron momentum vector). They have usually been missed

in condensed-phase studies because (1) intensities were not me~sured,

and/or (2) the correct polarization experiments were not performed.

The fact that atomic and angular distribution effects usually are

separated is probably a matter of relative importance of order-induced

and atomiclike angular distribution effects; i.e., although it really

depends on the particular experiment, condensed-phase effects that

have no atomic analogues (i.e., crystal momentum conservationS and

)

)

)

)
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orbital orientation6) usually dominate the angular distribution with

sharp and intense structures. In this case, the angular part of the

photoemission matrix element derived from atomic photoexcitation can

be ignored because it is a slowly varying function of angle by com­

parison, and is not always readily observable in ordered systems.

However, if condensed phase ordering effects are small, the atomic

analogue can appear as the dominant effect in the angular distribu­

tion. The traditional condensed-phase atomic effect2--total cross

section--can still be measured in many systems, but great care must be

taken in the experimental arrangement.

The remainder of this chapter is organized as follows: In

Section A general aspects of a condensed-phase photoemission experi­

ment are discussed, with particular emphasis on the nature of atomic

effect and angular distribution measurements and their separability.

In Section B, a brief overview of the theory of angle-resolved photo­

emission will be given. Aspects which have implications for atomic

and angular distribution effects will be stressed, especially those

which are related to bulk valence band structure measurements in

Part I. Section C contains a brief experimental description (most

details are found in the individual. chapters), and Section D is a sum­

mary of the diverse experiments described in the remaining chapters of

this thesis.
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A. General Background

Throughout this chapter, a one-electron view of the energetics in

the photoemission process will be taken. In the present and later

chapters, it will become increasingly clear that there exist important

many-body·effects that perturb photoemission in the condensed phase.

Nevertheless, the relaxation energy (for example) is ignored, espe­

cially because the focus of much of this discussion is on valence band

structure. In this work, "condensed phase" refers to the bulk and

surface regions of poly- and single-crystalline solids, adsorbate­

substrate systems, and supported metal clusters. The range of systems

is quite diverse, reflecting the broad scope of this ·thesis: Cu(211),

Pt(lOO), Cr(lOO), Cr(llO), small clusters of Sm supported on carbon,

CO-Pd, pt, Se-Pt, Ag, CQ-Ni(OOl), and CQ-Ni(lll).

A condensed-phase photoemission experiment can be characterized

by both (scalar) energy- and (vector) momentum-related properties.

There are three parts to the photoemission event, each with its

associated scalar and vector quantities: photon, system, and photo­

electron. Perhaps the most exciting aspect of photoemission is that

the measurement of the photoelectron's scalar and vector quantities

gives direct information about the associated system quantities. The

energy relationship between the three parts is simple. The photon has

an energy hv, the system has initial state energies Ei (in later

parts of this chapter, the subscript "n" is used), and the photo­

electron (kinetic) energy is Ef • In the one-electron approximation,

these are always related by a conservation condition

)

)

)
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(1)

, )

)

, \
I

where Ei and Ef have a suitable energy reference. There are many

vector quantities, and there is no analogous general relationship

between them, although momentum conservation must always be satisfied,

leading to another conservation equation. The important vectors

depend on the experimental conditions, but the following are usually

considered: The photon is characterized by its vector potential A
(Ref. 7), and in some cases the propagation wave vectorkhv is

important; the system has an associated coordinate system (x, y, 1)
that might consist simply of a single vector such as the surface

normal ~ or an adsorbate molecular axis M, or it might contain a full

crystallographic coordinate scheme and the bound electron crystal

momentum wave vectors ki ; and the outgoing photoelectron is des­

cribed by its external momentum vector p and/or its internal crystal
-+momentum wave vector kf •

A general spherical coordinate scheme for these vector quantities

is depicted in Fig. 1. The axes (;, y, 1) refer to the coordinates of
-+ -+the system such that z and n are parallel. Thus, the angles (9,O) for

Aand p are canonically referenced to the; and! axes as shown in

Fig. 1. There is an additional angle, a (between Aand p), that is

important in angular distribution studies. It can be derived from the

(9,O) angles via the relation

cos ~ = cos 9A cos 9 + sin 9 sin 9 cos(~ - °)
pAp P A (2)
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This general coordinate scheme is quite useful and it will be referred

to quite frequently.

Atomiceffects2 traditionally refer to phenomena that are

manifested in the total photoemission cross section 0fi(Ef ) of a par­

ticular initial state i to a final state f, but not in its angular

properties, the latter being either averaged over or deemed unimportant.

Thus, the physical view in this case is that the local atomic environ­

ment8 dominates the photoemission event with a photocurrent I(Ef )

reflecting atomiclike behavior in 0fi(Ef ). An atomic effect measure-
-+-

ment can usually be achieved by integrating over p (angle-integrated

PES), employing disordered (or polycrystalline) systems, using

unpolarized radiation, probing core levels with x-ray photoemission,

or all of the above. The advent of synchrotron radiation a~ a source

of photons has facilitated the measurement of 0fi(Ef ) [or 0fi(hv)] in

a number of interesting atomic-effect experiments with different

materials. 8- 12 Additionally, atomiclike resonances in 0fi(Ef ) have

been found in several systems. 13- 16 The magnitude of 0fi(Ef ) gives much

insight into atomic properties, and measurement of its energy depend­

ence is critical in this regard (see Chapter VI). In the overwhelm­

ingly large field of analytical x-ray photoemission17 (usually

referred to with Siegbahn's acronym ESCA18), photoelectron energy

distribution curves (EDCs) routinely reveal the elemental composition

of materials by virtue of the atomic or localized nature of core-level

photoemission.

)
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Angular distribution studies refer to experiments where the vector

properties of photoemission are probed.19 This can be done (i.e., with

synchrotron radiation) in conjunction with energy-dependence

measurements. The major experimental requirement is that the technique
-+

of angle-resolved photoemission (ARP) be employed. Vectors such as A,
-+ -+ -+ -+
khv ' n, M, and ki can be present in any PES experiment, but ARP is

-+ -+
necessary to measure a well-defined p vector. In ARP, p is defined by

utilizing an electron analyzer with a known, small (: 2 to 5°) angular

acceptance. It is not always necessary that the angles (ep'~p) be

variable in an angle-resolved experiment, but it is naturally more
-+informative to be able to change the orientation of p. Photoemission

can be conceptualized as a three step process: 20 (1) photo­

excitation, (2) electron transport to, and (3) escape from the surface.

There are numerous examples where ARP has been successfully employed to

probe the effect of all three steps.21 Here, the discussion is con­

cerned with the first step, because it is the only one where atomic

effects occur. It would otherwise be ridiculous to ignore the fact

that the second and third steps can have large effects on the angular

distribution even if the first step is atomiclike. 22- 26 A prime

example is core-level photoelectron diffraction. 22- 25 Thus, we in

effect equate photoemission cross section with photoexcitationcross

section even though this is not rigorously correct. Actually, it will

be shown in the next section that the effect of step three can be

ignored if the internal angular distribution of photoelectrons is

considered.
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There is a particularly insightful, qualitative argument for the

validity of separating atomic (i.e., total intensity) and angular

properties in photoemission. In an ordered material (single- or poly­

crystalline) the potential V(t) has the periodicity of the crystal

lattice. Consider the photoexcitation matrix element (Mfi ) between

an initial state i and a final state f, where i and f are both eigen­

states of the ground-state one-electron Hamiltonian ~ (in several

chapters, it will be shown that this is at best only approximate27 ):

)

++
In this formulation, the P·A term in the inter-

action Hamiltonian ~ is, as usual, ignored, because it mainly intra-

duces additional surface terms to Mfi • It is straightforward to show

that28-30

, (3)

where V is the potential part of J< The latter form of Mfi indicates

that its magnitude is proportional to the gradient of V(t). Think of

V(r) as a muffin-tin potential; ~V(t) is largest in the ion-core region

and is rather small outside the atomic sphere. Thus, the atomic part

of VCt) is responsible for the finite cross section 0fi a: IMfi 1
2• In

this atomic picture, the photoexcitation is essentially localized at

the atom, giving rise to a total atomic photoyield. On the other hand,

condensed phase angular distribution effects in this photoyield, which
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depend highly on the physics of momentum conservation, transport

phenomena, and escape processes, should arise from the part of the

potential (thus, the wave function) external to the core30 (this is

really just another way of saying that a free electron cannot absorb a

photon). Therefore, if disorder is induced by the methods discussed

above, atomiclike photoemission is the only remainder. An obvious

manifestation is that core-level spectra are generally viewed as

atomiclike, because there is minimal amplitude in the initial-state

wave function outside the core. The important (and obvious?) but

subtle point that has been left out is that the atomic-core photo­

excitation process described here could also have an angular effect in

the condensed phase that does not depend on alignment of atoms. This

is why atomic and angular distribution effects are nonseparable. Also,

it can be asked: If the atomic core is responsible for the photoyield,

is the final-state wave function approximated very well by a plane

wave?30 It is sometimes standard practice to do so.

B. Internal Photoemission

In the ensuing discussion, the photoemission process is analyzed

internally. In this way, many of the important aspects of PES and

angular distributions can be rationalized. This is simply a way of

considering only the first of the three steps~ It should, however, be

kept in mind that the form of the measured external angular distribu­

tion can be quite different from the internal distribution because of

transport and surface effects. Such perturbing effects will be
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considered later in this section. The only other requirements imposed

are (1) lattice periodicity so that band states exist, and (2) the one­

electron approximation holds. Sections B.lthrough B.3 apply mainly to

valence band structure. In Section B.4, the breakdown or smearing of

R-conservation will be considered, with part of the emphasis on

recovery of traditional atomic effects in the photoemission cross

section.

1. The General Form of the Angular Distribution: ~-Conservation in

Valence Bands.

Consider the internal photoemission intensity I in a particular

final state of energy Ef and crystal momentum ~f excited by photons

with energy hv. Most theoretical formulations of the intensity (and

there are many20,22,28-37) start with an expression of Fermi·s Golden

Rule:

(4)

The sum is taken over all occupied energy levels (occ.) at each ~i

point in the first Brillouin zone (BZ), and the delta function

expresses the energy conservation condition, Eq. (1). Let us

concentrate on the photoemission matrix element IMfi /2 ~

1< Ef,kfl(A·P + P.A)/En,ki >12. As usual, the surface-field
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term p·A can be ignored,38 especially because we are dealing with

internal emission for now. The spatial part of the vector potential

is A« £ exp(ikhv·t). For simplicity, the wave vector ~hv is also

ignored (it has a negligible effect on spectra for photon energies

below about 200 eV anyway39). However, the incorporation of ~hv

into IMfil2 will be investigated later. The final state is taken

I -+-) -+- -+-to be a plane wave Ef,kf = exp(ikf·r). This has been the subject of

controversy in recent years30- 32,37,40-51 and is discussed in con­

siderable detail later in this section and in several additional

chapters (especially II and IV) of this thesis. The initial states
-+- -+- .+ -+- -+-

must be of the Bloch form: ~nk(r) = Unk(r) exp(1kor), where U(r)

has the periodicity of the lattice (the plane-wave final state

satisfies this also, with U= 1 as in the so-called "empty-lattice"

approximation). The connection between Eq. (4) and atomiclike photo­

emission will be readily apparent later if a tight binding or Wannier

Bloch form is assumed for the initial state:

., (5)

where the sum is over lattice points with vectors Rs' and ~n,s is

a Wannier or tight-binding function centered at Rs• Using these

initial- and final-state wave functions, IMfi12, becomes: 32

(6 )
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~~ ~

where af = L(A,kf ) (* a in Section A) and tn(kf ) is the Fourier

transform or momentum representation of 6n(t) evaluated at kf • It has

been assumed that t is site-independent. Additionally,32 the term

reflects, via Bloch's theorem, the alignment of orbitals (6) in the
~

solid state. Since k is a "good" quantum number, the 6s 's are in
~ ~

spatial phase coherence with each other via the factor exp(iki·r).

Consider them to be a series of coherent electron guns. In photo­

excitation, the photon does not change the phase (khv - 0), so the

excited electrons must not only be coherent in the final state

[exp(ikf ·;)] but also with the initial state. Phase is only conserved

modulo exp(iG·;); i.e., k is conserved modulo G, where Gis a recipro­

cal lattice vector, giving rise to the condition ki - kf = G. Consider

this another way: the momentum mismatch created in photoexcitation is

compensated by the entire crystal lattice (that is, if no other momen­

tum transfer takes place), which is quantized in Gvectors. Finally,

a third view: Eq. (7) is similar to the Bragg scattering condition

found in x-ray diffraction. The sum over lattice vectors is negligible

unless Ri - kf =G, i.e.,

)

L exp[i(R. - Rf)·(R - Rt )] =~6(R. - Rf - ttl
s, t 1 s t 1

(8)
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Equation (8) is the crystal momentum conservation counterpart to the

energy conservation condition [Eq. (1)] for a system with lattice

periodicity. It represents a direct interband transition requirement
+ + + +

because the photoexcitation ki ~ kf = ki - G occurs at a single point

(ki ) in the reduced zone scheme.

Substitution of Eqs. (6), (7), and (8) into (4) gives for the

angle-resolved intensity:

(9)

, )

\
/

The momentum conservation delta function in Eq. (9) leads to q

tremendous reduction in the number of allowed Ri states--only a few

terms, if any, survive. This gives rise to a large anisotropy in the

angular distribution of a particular initial state, because the elec­

tron propagation direction is strictly confined by its group velocity

vector:

, (10)

)

and for a free-electron-like band, Vn(I) is parallel to t. Thus, with
+ + +a final-state wave vector kf = ki - G, the photoelectron propagates

+
in the kf direction. Therefore, at the particular final-state energy
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(Ef ) the angular distribution will contain intensity at only a few

angles, as governed by the two delta functions in Eq. (9). As the

internal "analyzer" is rotated to select different kf values, the

angular distribution contains delta-function-shaped peaks, i.e., spikes,

modulated in amplitude by the factors cos2af and I~n(kf) 1
2•

~

The "sharpness" of k-conserving direct transitions can be

comprehended by considering that the initial- and final-state wave

functions extend spatially throughout the crystal. 52 Thus, the

transitions are delta functions in k-space. It would appear that
~

measurement of Ef and kf by virtue of peak position in the EDC and

orientation of the electron analyzer in an ARP experiment gives En =
~ ~ ~

Ef - h~ and ki =kf + G directly, representing a powerful method
~

for the empirical determination of En(k) relations. While the true

external experimental situation is not so simple and the peaks are not

actually delta functions in angle (see Section B.4 and Chapters II-IV),

the direct-transition requirement can still be utilized to "map" band

structures if the photoelectron dispersion relation Ef(~f) is known.

This will become more apparent in the next two sections (Sections B.2

and B.3), where diagrammatic demonstrations of direct-transition

angular distributions will be presented. There are several additional

features concerning Eq. (9) to discuss, first.

The photoemission intensity is modulated by the terms cos2af and

l~n(tf)12 in Eq. (9). The ~n(kf) term generally has an angular
~

dependence in k-space which behaves like that of ~n(r) in r-space,

because the Fourier transformation does not alter the angular parts of

)
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-the 'wave function in either the real or momentum representations. 31 ,44

This is the basis for the d-orbital-directed x-ray photoemission effect

discovered by McFeely, et !l.6 We comment on it here because orbital­

directed photoemission 11 an atomic effect to the extent that it is

derived from orbital characteristics and not band-structure effects.

However, it is not the type of atomic angular distribution effect

discussed before; i.e., it is orientation-related, with no gas-phase

analogue because the angular parts of ~ are averaged over in the

latter. Specifically, if Yn(&t'~t) is the angular part of ~n{t) =

Rn(r)Yn(&f'6yt) and ~n(R) = Pn(k)Yn(&1t'~1t), then I~n(it) 1
2

a: IPn(k) 1
2

in a randomly ordered system, where Rn and Pn are the radial parts of

the real and momentum representation wave functions, respectively.

The polarization-dependence term, cos2af' is interesting because

it suggests that the angular distribution is proportional to Jt.itf ,

having no intensity for A1 kf • This is a simple consequence of the

plane-wave approximation (PWA) for the final state. 32 It was pointed

out above that the finite cross section comes from the atomic core. 30,42

It is well known that the PWA yields incorrect angular distributions for

free atoms. 53 What, then, of the condensed phase? If it cannot yield

correct atomic angular distributions, how can the PWA be expected to

give the correct condensed-phase angular distribution [as in Eq. (9)]?

There are ordered condensed-phase systems which yield significant

intensity in the A1 t f geometry at low photon energies. 41 Addition­

ally, the PWA does not accurately predict relative EDC peak intensities
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in ARP spectra.44 However t the PWA is generally found to be a good

approximation to the photoelectron wave function as far as propagation

direction t band structure t and energy position of EDC peak structures

are concerned in metals: it yields empirical valence band dispersion

relations that agree well with theory.54 There are at least three

plausible reasons for this: (1) As mentioned before t the atomic part

of the PES process mainly yields the total cross section in ordered

systems for which the angular distribution is dominated by the sharp

direct-transition resonances. The atomic part contributes a

background that varies more slowly with angle and is thus rendered

unimportant regardless of its validity. (2) It is apparent from this

discussion that phase-coherence relationships are the important

determining factors for the photoelectron propagation direction and

band eigenstate. The plane wave has all the important characteristics

of a phase factor. (3) The effective pseudopotential for photo­

electron band states should be weak in d-band metals t30 and the

coefficients in the pseudo-wave-function-plane-wave expansion should

become smaller with increasing IGI and Eft except for the leading

term (I'GI = 0).

The last point should be discussed in more detail. Smith t et

~.19t41 explained the presence of intensity in the A1 kf geometry by

taking the final state to be an expansion in plane waves rather than a

single plane wave; i.e. t

)
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, (ll)

, )

along with an initial state IEn'~i) given by Eq. (S), yielding for

the angle-dependent matrix element magnitude:

The form of Eq. (12) indicates that the polarization dependence now

contains an additional factor: A·G' • Therefore, photoemission

(12)

)

)

intensity can occur at any emission angle, so long as there exists a

GI t Ato supply the momentum transfer. But this is the whole point.

Crystal momentum transfer in the various ~f - GI channels is

governed by the coefficients CG,{kf ), which, in turn are generated

in the plane-wave expansion by an effective pseudopotentia1

(l3)

via first order perturbation theory, yielding for the CiS:

(l4)

The series in Eq. (13) converges rapidly in metals, and relatively few
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VG1 terms should be important at any energy Ef • Furthermore, inspec­

tion of the terms in the right-hand side of Eq. (14) indicates that

CG,(kf ) decreases with increasing IG1I and Ikfl. Therefore, except at

low Ef (near threshold), only the leading term (with 161I = 0) of the

sum over GI in Eq. (12) survives with any appreciable amplitude, giving

rise exactly to the expression in Eq. (9) for intensity with the plane­

wave final state if the small terms are ignored, even though the total

intensity may need to include many more terms. The conclusion, then,

concerning the photoemission final state is that the PWA is totally

acceptable in explaining EOC peak structures and their energy

dispersion characteristics because the leading term in Eq. (12)

dominates at most energies. 50 ,51 Therefore, a single plane-wavelike

photoelectron dispersion relation, with only one ~ vector component

(the one involved in the direct transition) from the sum in Eq. (9),

should be sufficient to explain the origin of all dispersive initial­

state peak structures in ARP EOCs, even though a prediction of the
+

total intensity might require many GI vector components of the sum in

Eq. (12). This is consistent with the experimentally observed result
+ +

that photoemission yield from Cu(110) in the A1 kf geometry is

attenuated by a factor of ca. 100 relative to a geometry with af =
27 0

, at hv 240 eV (Ref. 46). It is also consistent with the results

discussed in Chapters II through IV for the range 6 eV ~ hv ~ 34 eVe

Together with the direct (Chapter II) and indirect (Chapters III and

IV) demonstration that photoelectron bands show dispersion through
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bulk one-electron conduction band gaps, this gives us a pretty clear

picture of final-state band structure in metals.

2. Mahan Cones and Valence Band Angular Distributions.

Mahan29 was the first to demonstrate theoretically that

photoelectron angular anisotropy in single crystals of free-electron­

like metals is significant and has the form of conical distributions.

These distributions represent a direct consequence of momentum and

energy conservation. In the spirit of this early work,29 we shall

consider the direct-transition process involving free-electron-like

bands to illustrate some of the important features of the

direct-transition process. Since the crystal momentum vector is

conserved [Eq. (8)], we resort to k-space. The first BZ of the face­

centered cubic (FCC) lattice is shown in Fig. 2, in which an irreduci­

ble (1/48)th wedge is the region bound by the dashed and solid lines.

The high sYmmetry points are indicated by their respective point group

labels. A portion of the extended-zone plane that cuts through

rALUsx~r [the (Oli) plane] is shown in Fig. 3. Some of the reciprocal

lattice points are indicated by their respective k-space coordinates,

and the first BZ is enclosed by the six-sided polygon. Also shown is

a circle indicating a constant energy contour for k states. in the

first BZ with En(k) = Ei ; the vector shown represents one of the k's.
-+

All k vectors ending on the circle correspond to occupied states with

energy Ei • The circular shape of the contour is the result of imposing

the nearly-free-electron (NFE) approximation to the valence band
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structure; i.e. t En(~) = h21~12/2m (m is the electron mass t and the

inner potential is assumed to be zero for simplicity). GenerallYt the

process to be described here is valid for valence bands in transition
-+

metals if (1) distortions in the sphericity of En(k) = Ei that are pro-

duced by the crystal potential are accounted fort and (2) it is noted

that the photoemission final state must be a plane wave in vacuum.

In Fig. 4t the same k-space region is shown as in Fig. 3t except

that now there are constant energy surfaces centered at the (iii) and

(~OO) lattice points~ These surfaces are both otherwise the samet

with En,(k' ) =h2lk' 12/2m* = Ei + hv = Ef • Consider the sphere

centered about (iii). The inset in the lower left corner shows (a) the
-+- -+-

intersection of the two contours En(k) and En,(k')t (b) a dashed line·
-+- -+-

corresponding to the contour En,(k ' ) - En(k) = hV t and (c) the vectors
-+ -+- -+- -+- -+- -+- -+-
k = kit G= Giii t and kf = ki - Giii. The point of intersection of

the three energy contours in the (011) plane corresponds to the
-+- -+- -+-

equalities Ef = Ei + hv and kf = ki - Giii t or Ei + hv ~

h2/ki - GiiiI2/2m*. This is just the direct-transition condition t

where energy and momentum conservation conditions [Eqs. (1) and (8)t

respectively] are simultaneously satisfied. According to Eq. (10)t

the photoelectron corresponding to this interband transition is travel-
-+- -+- -+-

ing in the kf = ki - Giii direction. There are two such directions

indicated t but it is not difficult to generalize to the three-dimensional

case: the angular distribution of photoelectrons is conical in shape t

centered about the Gvector involved in the direct transitiont20t29

with the photoelectron wave vectors ending at a plane corresponding to

)



,)

,)

21

-+ -+
the contour En,(k ' ) - En(k) = hv. At the energy Ef , there are no

internal direct-transition photoelectrons at other angles corresponding

to momentum transfer with Grrr. However, G200 is shown in Fig. 4 to

also satisfy the conservation conditions, with h2 /tj - G2ooI2/2m* =
Ei + hv. Thus, there is an additional cone of photoemitted electrons

+at Ef centered about G200•

Employing NFE initial and final states, Mahan29 obtained for the

photoemission matrix element:

, (15)

where the VGI S are the Fourier components of the crystal potential

[Eq. (13)]. Equation (15) illustrates that the relative strengths of
+ + +7

the Giii and GlOO transitions in Fig. 4 depend not only on L(A,b),

but also on the magnitudes of Viii and V200• It should not be
+

necessary to consider very many higher G transitions at a given Ef
because either the initial- and final-state energy contours will not

overlap [Eq. (1) .will not be satisfied], or the associated VGwill

be negligible for the same reason as discussed in Section B.1:

Equation (13) should converge rapidly with increasing IGI. What

should now be clear is that the shape and orientation of the photo­

electron cone directly leads to the initial-state bands En(k) if the

energy Ef is measured concurrently with the angular distribution.

Of course, the cones are still internal, but the next section will
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demonstrate that the external cones lead to information--empirical

determination of En{~)--about the valence bands if the normal

emission geometry is chosen.

Incidently, Eq. (15) differs from Eqs. (6), (7), and (8) in two

respects: (1) a sum over VGhas replaced ~n{kf)' and (2) A·G
replaces A·~f. The first modification reflects the nature of the

NFE and tight-binding initial states. Of the two choices, the tight­

binding function is preferable for d-band metals. Although the NFE

approach works well for the final states, it is a poor approximation

for the bound d bands. 20 ,55 The second difference gives a somewhat

different polarization dependence for emission angles that are not

oriented along the Gvector involved in the transition. However, this

is not the same polarization dependence as in Eq. (12). There, the

expression predicts finite intensity for s-polarization of the radia­

tion (i.e., A orthogonal to the plane of incidence) and the normal

emission geometry [where ~ = L{tf'~) = 0°], whereas Mahan's expres-
f

sion generally does not. In Section B.3, it will be shown quite simply

that normal emission direct-transition intensity from low-index faces

usually arises only from transitions involving GII ~f in the Mahan-cone

model expressed by Eq. (15). Therefore, if af = 90° and 9k = 0°,
f

then AeG =A.tf = O. In Section B.1, it was mentioned that a plane-

wave final state always gives rise to a cos2af dependence in the

angular distribution, and that this is also true for free atoms (and

molecules). But, Mahan employed a plane-wave final state also. The
2

reason that the cos af dependence is not found in Eq. (15) is that the

)
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Mahan29 noted that the various
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matrix element was calculated in the form of the operator shown on the

right hand side of Eq. (3) to include the effect of a real (pseudo)

crystal potential. In so doing, the plane-wave final state was

orthogonalized (OPW) to the initial state. This is a requirement for

the transformation in Eq. (3). The OPW final state gives the differ­

ent polarization dependence to the angular distribution in Eq. (15),

just as it does for molecules in the gas phase. In fact, an OPW gives

the correct form of the angular distribution for photoemission from

unlike the unorthogonalized plane

-+ -+ -+
transitions like ki ~ ki - G

allowed by Eq. (15) are not the only possible ones; i.e., electrons can
-+be emitted in other directions. He termed the first type, with kf =

-+ -+
ki ~ G, primary cones because they should be the most intense

transitions and are truly conical in shape with the cone center at G.
-+ -+ -+ -+ .

The second type, with ki ~ ki - G- G' are called secondary cones,
-+

and are not conical because they are obtained by adding the same G' to
-+

each kf in a conical distribution. They come about because the

crystal potential causes the true final state IEf,kf > to be a full

Bloch sum of plane waves in a form identical to Eq. (11), giving
-+ -+

intensity to the kf - G' channels. The matrix element for this looks
-+ -+ -+ -+-+

like Eq. (12), if ~n and A·(kf - G') are replaced by VGand A·G,

respectively. Secondary Mahan cones are not expected to yield peak

structures in ARP EDCs for the same reasons, discussed in Section B.1,

that the plane-wave final state is valid. The CG"s are all small
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except for the leading coefficient with IGI I = 0; in the limit of

neglecting all other CG1 terms, the matrix element in Eq. (15) is

once again obtained. Secondary Mahan cones are not expected to yield

direct-transition peak structures in ARP EDCs. In the limit of a NFE

model for the initial states, the secondary cones essentially give the
~

same effect as the sum over G1 vectors in Eq. (12); the physics is the

same. To repeat the important observation noted before: Experience

has shown that in nearly every system studied, and for all results

discussed in this thesis, the plane-wavelike final state yields the

correct interpretation of all major direct-transition features in ARP

valence band spectra, even though the single PWA can yield incorrect

EDC peak inten~ities.54 This is evidenced by (1) the absence of

secondary-cone-derived peaks in the spectra and (2) agreement of
~

derived En(k) relations with bulk band theory. As long as an experi-

mental band structure study is concerned mainly with peak positions and

not intensities,49 there is no problem with the PWA. Finally, d-band

metals have constant energy contours diffe~ent from those in Figs. 3

and 4, but Mahan's original primary-cone direct transition model for

NFE metals carries over quite well to the d-band metals. Work reported

in this thesis and elsewhere demonstrates this. 57

3. The Normal Emission Geometry for Valence Band Structure Studies.

In this section, the external angular distribution is discussed,

because it ties in directly with Sections B.1 and B.2, and must be

measured in an actual ARP experiment to determine band structure

)

)
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properties. Amajor perturbation of the direct-transition angular

distribution is the surface. Consider a NFE direct-transition

photoelectron propagating internally in a state IEf,kf > =

IE~,kf ,kf >, where the energy reference is the vacuum level;
.... II .... 1
kf and kf refer to the surface parallel and perpendicular com-

U 1
ponents of the internal final-state crystal momentum wave vector,

....
respectively. At the surface-vacuum interface, only kf is conserved

U

as the electron is matched to a running plane wave in the vacuum--the

electron suffers from refraction which changes its propagation

direction. 46 ,58 Additionally, the ~urface acts as a source of crystal
....

momentum; kf is only conserved modulo a surface reciprocal lattice
.... II

vector GU. Thus, we have the following relationships:

E~{kf) = (h
2Ikf I2/2m*) v 1P"1 2/2me+ Va = ,

.... .... G;
PII = h{kf + U) ,

II

and

Ipll = {2meE~ _ Ip1I 12)1/2 ,

(16a)

(16b)

(16c)

....
where p is the external photoelectron momentum vector (as in Section

A), V~ is the inner potential, and m*, me are effective and free­

electron masses, respectively. Refraction effects can be quite large

when E~ and V~ are of the same order of magnitude. 46 Surface

umklapp scattering, which corresponds to IGul > a in Eq. (16b), ;s
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generally not an important effect unless the surface has a super­

lattice59 (see Chapters III and IV).

Refraction adds an indeterminacy to the relationship between the

internal and external angular distributions. It is critical, however,

that this be overcome because the relationship between pand kf must

be understood for the external distributions to yield information
+

about En(k i ) inside the crystal. There are various ways to overcome

this problem in an ARP experiment. Two of the most useful approaches

are: (1) to employ high-enough photon energies that Ef » Iv~l, and
+ +

(2) to select pUn in the experiment. In t~is thesis work, the latter

method, termed angle-resolved normal photoemission (ARNP), has been

utilized in band structure studies. At normal emission, fP'u I = 0 so

that in the absence of surface umklapp scattering, Eq. (16b) becomes

Ikf 1= O. Thus, the angular relationships are: 9p+ =9~ =0
0

, or
U fPU itf • Additionally, we know from the discussion about photoemission

final-state band structure that the free-electron-like approximation

holds; i.e., a dispersion relation like that shown in Eq. (16a) should

yield an accurate final-state band structure, with m* and V~ as

variables to be somehow determined. With this model, ARNP-EDC peak

energy positions (Ef ) yield kf directly. Therefore, (iti - G) is

known, assuming that the peak is derived from a direct transition. If

Gcan be determined, then ki is also known, giving En(ki } directly.

The problem is actually easier than it sounds from these statements, as

illustrated by the NFE primary Mahan cone diagrams in Fig. 5 for normal

emission from an FCC(lll) face. From the "cones" for the two different

)
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-+
photon energies hV1 and hv2, it is clear that Giii gives rise to

primary Mahan cone electrons propagating in the [111] crystallographic

direction that were excited from initial states along the~ direc­

tion in the first BZ. There is a general result for normal emission

from low index faces like (100) and (111): the primary cones reduce

to lines with G, ki , and kf all parallel to~. This is always true

because the only Gvectors which can yield itf " ~ for (100) and (111)

faces are collinear with ~ and the r point in the first BZ. These are

the only GiS for which the initial- and final-state constant energy

contours can intersect. Therefore, Gis always known, and R.i is always

along kl • If tunable radiation is used in conjunction with ARNP so

that the size of the final-state contour can be varied, the relations

En(ki ) can be determined for the A[FCC(lll)] and A[FCC(100)] lines.

This is also the case for the corresponding body-centered-cubic (BCC)

low-index faces, i.e., BCC(110) and BCC(100), along I and A,

respectively.

It is not always true that G" 1i for FCC(110) and higher-index

faces like (211) (see Chapter II); i.e., iti is not always along Rl • In

fact, for Cu(211), GiS along 1i can not be utilized below hv ~ 170 eV.

However, an amazingly simple construction in k-space shows that Gis

always unique and determinate under the conditions that (1) the normal

emission geometry is employed, and (2) only primary cones give rise to

photoelectrons along;. This is illustrated for FCC(Oll) and FCC(211)

in Fig. 6. Again, a region of the (Oli) plane in reciprocal space is

shown along with the first BZ (shaded portion). Solid and dashed
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lines are shown parallel to [211] and [011], respectively, in Fig. 6.

Only reciprocal lattice points on one of the lines can give rise to

normal emission in the respective [211] or [011] directions. Further-

more, only one inequivalent final-state contour intersects the first
-+ -+

zone at any given h~. Therefore, G and ki can always be determined.

It cannot be overemphasized that the model described here represents a
-+

powerful method for the determination of En(k i ) relations in

crystals.

In an actual ARNP experiment, it is most convenient to use the

Fermi energy (EF) as the reference level. In this way, the empirical

dispersion relations can be directly compared with theoretical band

structure calculations. The flow diagram below summarizes the

procedure outlined above for the utilization of ARNP to empirically

determine valence band structure in metals:

)

)

(17)

In Eq. (17), Ef refers to the location of a peak in the EDe, E~ and

E~ are energies referenced to EF, and DTM stands for the direct­

transition model with k-conservation.
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-+
4. Effective Relaxation of k-Conservation and Recovery

of Atomic Effects.

The direct-transition process has a dominant influence on the

angular distribution of photoemission from initial states with

energy-band dispersion; i.e., phase coherence amongst the constituent

atomic centers dictates the propagation direction of photoelectrons.

However, the ideal mechanism suggested by Eq. (9) is never quite

realized in any experiment. Atoms vibrate at finite temperatures,

photoelectrons and associated holes have finite lifetimes, valence

bands are not usually free-electron-like in d-band metals, the surface

can influence the photoemission process, electron analyzers are

limited by finite angular and energy windows, and no condensed phase

system exhibits perfect order. In Part I of this thesis, it will be

demonstrated that some of these effects are important and observable

in the form of apparent k-conservation breakdown and other complica­

tions in the valence bands of ordered metals, but perhaps surprisingly,

valence band En(k) relations can still be determined from ARNP data in

the ultraviolet-photoelectron-spectroscopy or UPS energy region

(hv ~ 40 eV) because direct transitions are still present and usually

dominate the EDCs. It is the purpose of the present subsection to

briefly consider some of the perturbing factors on the angular distri­

bution model already discussed, and especially to point out that they

generally give rise to a more atomiclike or localized PES process.

Seven mechanisms will be considered by which the k-conservation

delta function in Eq. (9) becomes a less-constrained term. The first
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five effects are intrinsic because they alter the form of the photo-

emission cross section directly, while the latter two are extrinsic as

they arise from experimental conditions that effectively simulate a
~ +

breakdown of k-conservation by integrating Eq. (9) over kfo

(1) Other linear momenta. If the interaction Hamiltonian is

modified so as to contain creation operators for other elementary

excitations simultaneous to the photoexcitation event,60 and if the
~

effect of the photon wave vector khv is included, then the delta

function in Eq. (8) would take on a form like

)

)

)

, (18)

where the sum over qa includes all other excitations, usually phononso

The effect of phonon excitation, which is both temperature~ and

hv-dependent, has been discussed by several groups39b,61-63 and will

not be detailed here (Chapter IV contains more discussion). Generally,

its effect on valence band EDCs is not nearly as severe in the UPS

region as it is at x-ray photoemission energies. One of its most

salient features is that a momentum conservation condition still exists

via the delta function in Eq. (18), but the transitions are no longer

direct because Gis not the only momentum transfer. For a given final

state IEf,kf }, more initial states can be selected in the sum over ki
[Eq. (9)J that satisfy the momentum requirement. This is, in effect, a

~BZ-averaging process to the extent that the sum over qa connects many



C)

)

31

initial states with the single final state. In the limit of complete
0+- 0+-

zone-averaging, where there always exists a qa such that any ki can
0+-

be excited to kf , Eq. (9) reduces to

Equation (19) is the expression for total-density-of-states (TOOS)

photoemission; the ARP spectrum reflects the angle-independent density

of initial states modulated by the factor cos2af l~n(kf)12. Fortu­

nately, this situation is approached only with x-rays or systems that

have low Oebye-Wa11er factors39b (see discussion in Chapter IV).

However, UPS spectra always contain a background structure that

probably arises in part from indirect transitions. Finally, the effect
0+- 0+-

of khv in Eq. (18) is different from qa because the photon wave vector

is always well-defined. Therefore, it does not produce zone-averaging.

In fact, in the XPS regime, where its magnitude is not negligible, ~hv

can be easily accounted for in the analysis of "direct transi­

tions."39b,43 The incorporation of khv in Eq. (18) can be likened

philosophically to the indirect-gap process in a semiconductor at very

low temperatures, where a single phonon might account for all of the

indirect transitions.

(2) Narrow-band states. Initial-state bands that show little

energy dispersion with ki have small group velocities

[IVk En(ki )I - 0, see Eq. (10)]. These are the "narrow-band" states.
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The velocity may be small enough that the photohole cannot delocalize

throughout the band on the time-scale of the PES process (- 10-16 sec),

in which case the spatial phase coherence condition discussed in

Section B.1 does not exist: iti is not a "good" quantum number. This

situation especially corresponds to core-level bands, for which the

one-electron band velocity is negligible and the outgoing photo­

electron interacts with a hole that is essentially localized. The sum

over ki in the angular distribution expression can then be performed

directly on the phase factor in Eq. (7), yielding32

)

)

)

, (20)

where the subscript n now refers to a single initial state. Equation

(20) is of the atomic form. If there is no angular dependence in

l~n(kf)12, the angular distribution will be simply governed by the

polarization term A.Rf • Note that this is a slowly varying function of
-+ -+
kf , unlike the sharp k-conserving transitions encountered before.

Incidently, Eq. (20) would also have resulted from an initial state

taken to be a localized atomic orbita1 20 (or linear combination,
-+ -+

thereof) centered at Rs' with no phase factor to reflect a ki quantum

I -+-+
number: En> = ~n{r - Rs). Also, we generally do not consider the

final-state bands, which are free-electron-like, to suffer from narrow­

band effects. It might appear that flat d bands in the valence shell

of many transition metals would experience this "localization" problem
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in addition to core levels. However, even d-band electrons have a

finite velocity, and the problem becomes twofold: the hole velocity

and lifetime must be considered together. Evidently, based on the

size of Part I and the quantity of other recent work, hole lifetimes

and group velocities for the d bands are large enough that direct

transitions are usually observed. Lifetime effects will be taken up

next.

(3) Final-state lifetime broadening. This effect is usually

termed momentum broadening because the strict t-conservation selection
+ +

rule is relaxed along kl , thereby increasing the region of ki that can

give rise to transitions over that allowed by a delta function. 58,59,64

The finite lifetime of the outgoing photoelectron, Te(Ef ), places a

severe restriction on. the spatial extent of the final state: the wave

function is confined to a region near the surface, resulting in a loss

of phase coherence along kf and thus ki • We can easily see how a
I I

concomitant "smearing" of the k-conservation selection rule leads to a

lifetime broadened initial-state energy distribution analogously to

other types of spectroscopy. The Lorentzian broadening factor is

characterized by an energy-dependent "inverse lifetime" half-width,

Le(Ef ) = h[2Te(Ef )]-1, for the resulting energy-broadened distribution

of photoemitted electrons in a particular final state. Thus, the total

final- or initial-state crystal momentum uncertainty is64

(21)
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This is related to the broadening in the initial-state energy distri­

bution along \ via the hole velocity, giving for the total photo­

electron lifetime-induced energy broadening factor

';

, (22)

where Vh and Ve are hole and photoelectron group velocities,
1 1

respectively, along the surface normal. The energy broadening is

obviously largest when the photoelectron velocity along the normal is

smallest. Another way to view momentum broadening37,4S,S8,6S is to

consider the inelastic scattering length l(Ef,kf ) = 're(Ef ) I~e(itf) I
to be the spatial restriction factor. 66 Then, !k1 and l are simply

related by the momentum representation of the uncertainty principle:

![l = [l(Ef ) cos ~ ]-1. The form of the energy dependence of l(Ef )
f

is the so-called "universal curve" of electron scattering lengths,

shown in Fig. 7 (see, also, Chapter VI), with a minimum in the SO-2S0

eV region. "Universal" is actually nothing more than a statement of

the fact that re is relatively invariant from one material to

another. 64 In early ARP work, !~l for typical resonance lamp

energies (e.g., He I and He II in Fig. 7) was considered to be so

large that the resulting initial-state energy distribution curves were

characterized by a complete smearing of ki; i.e., the EOCs were
0+-

thought to reflect only the one-dimensional DOS (OOOOS) along k1 (Ref.

67). This seemed to be a reasonable assumption, because it was

presumed that most of the photoemission signal came from the first

)
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"
layer of atoms (A - 5 ~), thereby rendering the concept of Bloch's

theorem for electrons meaningless along R1 (Ref. 58). However, many

experiments have since shown that the notion of a complete smearing

along I1 is ridiculous for most systems, even at energies near the

minimum scattering length.57 Typical values of ~~l are usually only

several percent of a BZ dimension in the UPS energy region. 45 In

several UPS experiments, values for Ee have been determined

empirically from the energy broadening of ARP-EOC-direct-transition

features. 59 The results, Ee typically 1 to 5 eV, support the idea that

~itl is a much smaller perturbation than originally thought. It should

be noted, however, that the extent to which the DODOS plays a role in

determining some of the valence band EOC peak structures is still

under question. 68 In some systems (see Chapters III and IV) it is

clear that both direct-transition and DODOS mechanisms give rise to

features in the EDCs, but certainly not all features are derived from

the DODOS as the early work indicated: Perhaps the former misconcep­

tion concerning the DODOS is related to the final-state band structure.

It is credible that particular one-electron conduction bands which are

non-free-e 1ectron-l ike have small enough group velocities that un­

physically large ~kl's [Eq. (21)] are yielded. It is rather amusing,

however, that the reason that this is a fallacious notion may be the

lifetime itself, because a current perception is that the finite

lifetime is partially responsible for the success of the plane-wave

approximation for its dispersion relation. This latter conjecture is

reasonable because the bulk band structure calculations, which generally
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give many non-plane-wavelike conduction bands, do not account for

lifetime effects which in turn essentially reduce the influence of the

crystal potential on the photoemission final state. 50 ,51,69 The work

presented in Part I, particularly in Chapter II, represents strong

evidence for this notion.

(4) Initial-state lifetime broadening. This effect has already

been mentioned in reference to the direct-transition process in d-band
+metals. Unlike that of the photoelectron, the lifetime Th(En,k i ) of

the hole can vary widely from material to material because it is much

more strongly influenced by the crystal potential and the detailed

band structure. 64,70 It is therefore intrinsically a more complicated

effect. Generally, there is an initial-state energy dependence for

Th; phase-space arguments suggest that it varies inversely with

(E~)2 (Ref. 64), but absolute values of Lh = (h/2Th) are typically an

order of magnitude lower than Le for Cu d bands. 59,71 However, Lh can

be quite large in open d-shell systems because the larger d-e1ectron

mobility in these metals accounts for much of the finite lifetime. 72

Again; we can derive a simple expression for the initial-state­

lifetime-induced k broadening which reflects a loss of phase coherence

in the valence band: 6ki = 2L h(En)/hVh• Obviously, the effect of a

large L h can be counterbalanced by a large group velocity. Fortunate­

ly, open d-shell metals generally have larger d-band velocities than

closed shells, as evidenced by the general trend of 3d-band narrowing

as one progresses from Sc to Zn. 73

)
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(5) Random orientation of atomic species. At first glance, this

appears to be a trivial effect: if the condensed phase system does

not possess lattice periodicity, then Bloch's theorem does not apply

even in principle; the k-conservation delta function drops out of Eq.

(9) and the resulting expression for the angular distribution looks

like Eq. (20), except that ~(Rf) is replaced by ~(kf). The effect is

'not actually this simple, as will be discussed in more detail below

after the extrinsic effects are introduced.

(6) Random orientation of crystallites. Within the microcrystal

structure of the polycrystalline sample, It-conservation can still be

important, but if the arrangement of crystallites is truly random,

then there is effectively an integration of Eq. (9) over all final­

state directions with a retainment of the cos2af factor. The angular

distribution expression would have a form similar t032

, (23)

\
, /

where 1~12 and cos2af are assumed to be constants of integration over

kf orientations. The sum over it in Eq. (23) reflects a "density of

dir~ct transitions," usually referred to as the joint density of states

(JDOS).74 It has no angular dependente, though it may have an energy

dependence (Ef ). The only angular dependence comes from cos2af'

reflecting the preferential excitation of photoelectrons oriented along
-+ 2
A. Again, cos af is always the result for a plane-wave final state.
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(7) Angle-integrated photoemission (AlP). Equation (9) is again

integrated over Rf • yielding Eq. (23) except that the angular factor

cos2af is lost in the integration. In a true angle-integrated PES

experiment. Rf is not defined and there obviously cannot be an angular

distribution; the intensity measurement yields a true cross section if

it is integrated over the appropriate range of Efo Partial angle­

integration is. of course. always obtained even in an angle-resolved

photoemission experiment. but this is a different mattero One strives

to achieve total angular integration of EDC intensity with AlP. while

with ARP the goal is to select finite but small cones of solid angle.

The effect of partial angle-integration in ARP is usually included in

model calculations of valence-band spectra.75 but it is vague in its

relationship to the much more detailed band-by-band analysis of

spectral features presented in Part I.

An important feature of these effects for which either intrinsic
~

or extrinsic partial or total relaxation of k-conservation is induced

is that the angular distribution tends to become dominated by the

expression cos2af ~(n)l~n(kf)12' x DOS (or x JDOS); i.e., the atomic

part governs at the expense of crystal momentum. If the system is

disordered, then we have cos2af ~(n)l~n(kf)12 =

cos2af ~(n)l~n(hv)12. Further, if AlP is employed, then the expression

is simply ~(n)l~n(hv)12. Only the atomic part of the matrix element

remains (of course, the details of an actual calculation of this matrix

element have not been discussed). It is possible, in this case, to

study atomic effects in the condensed phase if the hv dependence of

)

"

J

;
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l~n(hv)12 is probed (Chapter VI). Another method, however, is to

measure 1~(hv)12 at a fixed photon energy with some other parameter of

the system as a variable (Chapter V)o

Let us return to the problem of a disordered condensed phase

system, for here we know that Bloch's theorem is invalid. The angular

distribution has the form cos2af 1~(kf)12. As a direct consequence of

the plane-wave final state, the only angular factor in this expression

is A.kf (Ref. 53). According to Yang's theorem,76 however, the general

form of the photoelectron angular distribution from a randomly oriented

system excited by a vector potential A, via a dipole process, is

(24)

\. /

Here, a(Ef ) is the angle-averaged cross section (- 1~12) and P2 is the

second Legendre polynomial P2(x) = (3x2 - 1)/2. The asymmetry

parameter, S(Ef ), has the limits -1 ~ S(Ef ) ~ 2, as required to insure

that the intensity (I) is nonnegative. It is now well known that this

expression applies to gaseous systems;3,53b what about the disordered

condensed phase? The simple cos2af dependence of the angular distri­

bution for a plane-wave final state implies that S = 2, independent of

energy; a plane wave always gives this result. Atomic final states

are generally not plane-wavelike; s(Ef ) typically goes through dramatic

oscillations with energy that may cover its entire range. In Chapter

VII, it will be shown that under conditions for which Eq. (24) applies,

the condensed phase angular distribution of a particular photoemission
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transition (1) does indeed have the form of Eq. (24), (2) is energy

dependent, and (3) has an energy dependence of B(Ef ) that is

qualitatively similar to analogous gaseous systems. This is the

condensed phase "atomiclike" angular distribution effect mentioned at

the outset of this chapter. One of its interesting consequences

concerns the final state: the latter cannot be a simple plane wave.

Based on the discussion already,'this comes as no surprise. The PWA

works for direct transitions because they have sharply peaked Mahan­

cone angular distributions. Shevchik, et !l.,30,42 suggested that

the true final state ought to have the atomic form (which is not plane­

wavelike) near the core because the PWA gives the wrong atomic angular

distribution, and a more plane-wavelike form outside the core, where

Bloch's theorem takes over. However, if the final state is purely

atomiclike near the core, then it might be expected that a purely

atomiclike angular distribution is yielded in condensed phase experi­

ments with a randomly oriented system. Unfortunately, this is not the

case. In Chapter VII, it will be shown that the value of the photo­

electron asymmetry parameter B tends to be closer to 2 than atomic

theory suggests, implying that the true final state is neither purely

atomiclike nor plane-wavelike. Obviously, there are nonlocal inter­

actions even in the disordered condensed phase system. The results of

Chapter VII suggest that the relatively rapid transition from atomic­

like to plane-wavelike final states, as the photoelectron propagates

away from the hole, does not occur simply as a consequence of Bloch's

theorem.

)

,
)

)
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There are many important features of PES that have not been

discussed in this simple but far-reaching introduction. Some will be

dealt with as they arise in the course of this thesis. The reader is

also referred to the reviews listed at the end of this chapter.

c. Experimental Summarx

Each chapter is a fully contained unit. Therefore, there is some

overlap in their content, such as with references, introduction, and

experimental sections. Regarding the experimental sections, they are

generally more complete than one usually finds in journal articles,

but the exhaustive description of experimental procedures and instru­

mentation common to many theses is not found here. This is mainly

because there are several excellent reviews of instrumentation and

ultra-high vacuum (UHV) procedures utilized in condensed phase

photoemission,19,77 and the Ph.D. theses of S. D. Kevan,78 P. S.

Wh 79 GA' 80 D R D 1 81 S P K 1 k 82 M G Whl'te,83e ner, • pal, •• en ey, •• owa czy , ••

and D. J. Trevor84 contain ample descriptions of experimental solid­

state electron spectroscopy,78-82 synchrotron radiation in genera1 83

and specific VUV beam lines,78-81,83,84 and x-ray photoelectron spec­

troscopy.82 Sample preparation and characterization procedures are

described separately in each chapter of this thesis. Only a few

details concerning photoemission are discussed below.

A conventional photoemission experiment requires (in addition to

the sample or system) a source of photons and an electron energy

analyzer. Three different electron analyzers were employed in these
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studies. The first was a double-pass cylindrical mirror analyzer79t85

(CMA) with a hemispherical retarding grid (Physical Electronics Model

PHI 15-255G). This CMA is not an angle-integrating detector t i.eo 9 it

does not accept electrons over the full 2w sr emanating from the

sample. Rathert it analyzes an (azimuthal) cone of electrons centered

about its symmetry axis t with a cone half-angle of 42.3° and a polar

angular acceptance of =6° along any azimuth. However t this is close

enough to nangle-integrating n for many purposes t and this analyzer was

utilized as such in atomic effect studies (Chapter VI). It was also

utilized for ARNP studies of valence band structure (Chapters III and

IV) for which case the analyzer was modified by placing an aperture on

the front t yielding an acceptance cone of about 10 msr (1 msr =
10-3 sr).

It is important in many ARP studies to be able to vary the angles

(9pt •p) at will. This is obviously the only way to obtain a full

angular distribution measurement of emitted photoelectrons. However t

the CMA is not particularly well-suited in this regard. While it

performs its duties in ARNP studies admirablYt the CMA is heavy and

cumbersome; not easily rotated internally while under vacuum. This

can be partially circumvented by employing several samples with

different azimuthal orientations (if they are single crystalline) and

by rocking the sample about an axis orthogonal to; (see Fig. l)t

thereby achieving variability of both 9p and 6p' However t there are

problems with this procedure. There is the obvious problem of charac­

terizing several different samples in the same experiment. Then t there

)

)

)
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is the problem with 9A; it is also changed as 9p is varied. As indi­

cated by Eqs. (4), (9), and (20), and (23), this changes the angular

distribution two ways simultaneously: (1) a new Ikf > state is analyzed

with (2) a different A·P operator--not a very useful way to measure the

angular distribution. [This points out a problem inherent with

condensed-phase ARP that does not exist in the gas phase. In

condensed-phase experiments, all three parts (see Section A) can

contain vectorial alignment, even with a randomly oriented sample. In

the gas phase, only Aand p are aligned with polarized light.] The

azimuthal angle (~p) problem can be alleviated by utilizing a rotatable

sample manipulator. Additionally, G. J. Lapeyre and co_workers19,41

partially circumvented these problems by employing an angle-resolving

aperture that is internally rotatable in the second stage of the CMA.

This type of mechanism is now commercially available with newer CMA

models. However, there is still an obvious restriction on the spatial

extent of detectable photoelectron trajectories. Therefore, a 1800

hemispherical sector energy analyzer with independent two-circle

rotation was designed and constructed at Lawrence Berkeley Laboratory.

Most of the "think work" and "hard labor" in this regard was performed

by Dr. S. D. Kevan in collaboration with mechanical and electrical

engineers and technicians (others assisted in different ways,

especially with the construction of various associated UHV hardware

and surface/adsorbate analysis instrumentation), and the premier

source of information about this ARP instrument is contained within

his Ph.D. thesis. 78,86 Briefly, the detection system consists of two
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stainless steel Einzel lenses t a stainless steel 5.40-cm mean radius

hemispherical analyzer t and a microchannel plate imaging detector

assembly. The analyzer has an angular acceptance cone of about 9 msr

and is continuously rotatable inside its associated vacuum chamber by

=180° in the horizontal plane and by ca. 90° in the vertical planet

thereby covering a full 2n sr t or the entire lower half-space of

photoelectron trajectories originating at the sample. This detection

systemt in conjunction with a rotatable sample manipulator t allowed

the relative orientations of vectors At Pt Ot and the crystallographic

axes to be independently varied in experiments described in Chapters

lIt Vll t and VIII.

The third analyzer systemt utilized in experiments discussed in

Chapter Vt was a specially modified Hewlett-Packard Model HP 5950A

electron spectrometer82t87 which employs a (unpolarized) monochroma­

tized Al Ka (hv = 1486.6 eV) x-ray radiation source in conjunction

with a 15.87-cm mean radius hemispherical analyzer. This analyzer is

inherently angle-resolving because the dispersion compensation lens

system has an electron angular acceptance cone of about 15 msr t but

the experiments (with randomly oriented Sm metal clusters) were not

designed to take advantage of this feature.

Other than those in Chapter Vt all experiments were performed at

the Stanford Synchrotron Radiation Laboratory (SSRL)t using the

electron storage ring SPEAR as the source of photons. There are

excellent and extensive reviews of the properties of synchrotron

radiation. 88- 91 BrieflYt the radiation is highly polarized (~ 75

)

)
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percent) in the horizontal plane, highly collimated, and continuous

from the near infrared to its cutoff energy (which is dependent upon

the electron beam energy), typically in the x-ray region (hv > 1 keV).

An appropriate monochromator and associated optics enables a selected

portion of the energy spectrum to be utilized with a reasonable degree

of resolution and with a higher degree of polarization (> 95 percent).

In these studies, photons were utilized from beam lines 1-1 (4° line)

(in the range 40 eV ~ hv ~ 360 eV) and 1-2 (SO line) (6 eV ~ hv ~ 34 eV)

at SSRL. The 4° line,92 which employs a grazing-incidence IIgrass­

hopper ll monochromator for photon energy tunability throughout the soft

x-ray region, was utilized in experiments reported in Chapters VI-VIII,

while the SO line,93 with its 1 mSeya-Namioka monochromator, was

employed in experiments in Chapters II-IV. The details of both beam

lines are described elsewhere. 78-S0,S4,92-94

D. Summary of Chapters

Chapters II, III, and IV comprise Part I--by far the most

extensive part of this thesis. Here, the problem of determination of

valence band structure in single-crystalline metals is investigated.

The detailed valence band structure of a solid is perhaps its most

fundamental construct. Many properties, such as magnetic order,

electrical and thermal conductivity, optical dielectric properties,

chemisorption characteristics, and vibrational spectra can be calcu­

lated from known band eigenvalues and eigenvectors. 95 ARP has

demonstrated its capability to determine detailed dispersion relations
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in many Group VIII and IB metals, albeit non-trivially.57 From a

material science standpoint, it is interesting to conceive of models

with which ARP data from~ material can be interpreted in terms of
-+

detailed E(k} curves--non-trivial, again. To get a grasp on the

problem, it should not suffice just to show that ARP can be utilized

to map valence band structure in model systems. Rather, the diffi­

culties, uncertainties, and possible simplifications of current

direct-transition models should be considered carefully (these are the

most interesting problems, anyway). An example, perhaps, would clarify

this important point: A key problem and presently the subject of con­

siderable controversy is the nature of theARP final state. 30- 32 ,37,40-51

What is the relationship between the calculated, one-electron

conduction band structure and photoelectron dispersion relations? This

is not only an interesting and important problem from the standpoint of

general lack of understanding and agreement about it, but also because

our ability to apply ARP to complicated systems will depend quite

heavily on the nature of the final state. If it is actually as com­

plicated as the bulk band structure suggests for transition metals (or

more so), band mapping will be a near-impossible task in complicated

systems for which calculations probably do not exist or are not

reliable. In this regard, it would be much more exciting to know that

the final-state band structure in a prototype metal is plane-wavelike

even in bulk band gap regions (Chapter II) than to know that EDCs can

be used to map copper valence bands along high symmetry lines in

k-space. Four of the major questions addressed by this work are:

)

)
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1. What is the nature of photoelectron dispersion relations?

a. relationship to bulk band structure
b. relationship to empty lattice band structure
c. importance of secondary Mahan cones

2. Where do the peak structures come from?

3.

4.

a. direct transitions
b. density-of-states features
c. surface states
d. surface umklapp peaks
eo polarization selection rules for initial states

What is the nature of empirical valence-band E(k) curves?

a. bulk-like dispersion
b. disagreement with bulk band structure
c. antiferromagnetic bands
d. complications at arbitrary points in the BZ

How does the surface influence normal-emission EDCs?

a. surface reconstruction
b. momentum broadening
c. refraction of the photon beam
d. surface umklapp processes

In Chapter lIt Cu(211) ARNP studies are discussed. The focus is

on ARP from a stepped crystal surface. In Chapter III, ARNP work with

Pt(100)-(5x1) is discussed. This system gives indications of severe

complications: (a) it is a 5d-valence-shell metal t (b) it is an open-

shell metal, (c) it is a (100) face, (d) it has a reconstructed

surface, and (e) it is a material that has historically been rather

difficult to clean of bulk and surface impurities. The results are

quite encouraging. In Chapter IV, ARNP studies of Cr(100) and Cr(110)

are reported. Chromium is antiferromagnetic at room temperature. It

will be shown that this strongly influences ARP spectra. Furthermore,
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Cr{lOO) possesses a reconstructed surface; this introduces additional

interesting problems. As the last on valence band structure, Chapter

IV takes up a more detailed analysis of several of the above questions.

In addition to this work, high resolution studies have recently been

performed on Au{lOO)-(lxl) (Ref. 96), Au{lOO)-(5x20) (Ref. 96), and

Ag(110) (Ref. 97). Although they are not represented in detail in

this thesis, we shall have occasion to draw upon the important results

therefrom in some of the discussion. Finally, a general theme conveyed

earlier as applied to Part I is stressed: ARNP valence band structure

studies of single crystals are characterized by conservation of crystal
~

momentum. The corresponding k-conservation delta function gives rise

to such strong and sharply peaked angular distributions that atomic

effects can be ignored.

Chapters V and VI comprise Part II. Atomic effects dominate in

studies of (V) particle-size-induced valence electronic configuration

changes in samarium clusters, and (VI) adsorbate sensitivity enhance­

ment in photoemission from CO on Pd at the Cooper minimum in the Pd(4d)

valence level. It is noteworthy that Chapter V represents the first

definitive example of a change in electronic configuration with

particle size. Chapter VI demonstrates that atomic effects in the PES

cross section at a Cooper minimum can be utilized advantageously to

enhance adsorbate valence level intensity relative to that of the

substrate. In both experiments, the relaxation of linear momentum

conservation (see Section 8.4) suppress~s band structure effects;

therefore, atomiclike photoemission dominates the EDCs.

)

)

)
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Chapters VII and VIII comprise Part III. Atomic (VII) and

molecular (VIII) angular distribution effects dominate in (VII)

studies of condensed phase photoelectron asymmetry in Ag s Pt s and Se

on Pt s and (VIII) studies of adsorbate core-level shape resonances in

(13 x I3)R30° Co-Ni(lll) and c(2x2) Co-Ni(OOl). These chapters

represent the first such identification of these two effects. The

asymmetry results demonstrate that there is an atomiclike angular

distributions with an atomiclike hv dependences in the condensed

phase. The shape resonance studies demonstrate that the condensed

phase analogue of the gas-phase core-level resonance has a sharp

angular distribution by virtue of molecular alignments and otherwise

has general characteristics very much like the predicted gas-phase

resonance. Both of these experiments point out that localized (atomic

and/or molecular) condensed phase effects are important not only in

the total cross section but in the angular distribution as wells

perhaps a somewhat surprising result. However s it is stressed in

Part III that in each experiments the influence of the condensed phase

perturbs the shape of angular distributions relative to that in the

gas phase.
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FIGURE CAPTIONS

Fig. 1. General coordinate scheme utilized in condensed-phase photo­

emission studies, with the 1 axis parallel to the surface
-+-+

normal (n). Thus, the polarization angle is sA =L(n,A)

and the photoemission angle is sp =L(~,p), with Aand p
the radiation vector potential and photoelectron momentum

vector, respectively. An additional angle, a =L(~,p), is

important for angular distribution studies.

Fig. 2. The first Brillouin zone (first BZ) of the face-centered

cubic (FCC) lattice (O~ symmetry), with high-symmetry

points and lines in an irreducible (1/48)th wedge

(ky ~ kx ~ kz ~ 0) indicated by their respective point

group labels. The entire zone contains 12 equivalent {110}

mirror planes passing through fALUSX6r in the various wedges.

The (Oli) plane (corresponding to ky = kz) contains these

symmetry elements in the wedge with kx ~ ky ~ kz ~ O. This

plane is sufficient for a diagrammatic representation of the

photoemission process in two dimensions because it contains the

three high-symmetry lines (6, A, E).

Fig. 3. The (Oli) plane in extended-zone ~-space for the FCC

lattice. Several reciprocal lattice points are labelled by

their (h,k,l) coordinates. Also shown is the first BZ with

various high-symmetry points labelled, and a surface of
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constant energy (Ei ) below the Fermi energy. The energy

surface is circular because the nearly-free-electron

approximation has been imposed for all bands.
-+-

Fig. 4. The same k-space region as in Fig. 3, with constant energy

(Ef ) contours centered on the (iii) and (200) reciprocal

lattice points, in addition to the energy surface (E i ) in

the first BZ. The inset in the lower left corner shows

details of the intersection of Ei with the Ef contour

centered on (iii). At the two points of intersection, the

Fig. 5.

-+-
energy- and k-conservation requirements are both satisfied,

and in three dimensions, the angular profile of the photo­

electron wave vector (kf ) is a cone centered about Giii
(or G200). See the text (Section B.2) for more details.

-+-
The same k-space region as in Figs. 3 and 4, with two sets of

intersecting initial- and final-state constant energy contours

[(Ei1 , Ef1 ), and (E i2 , Ef2 ), respectively], corresponding to

[111]-direction primary cones at two different photon energies

(hv1' hV2). From this construction, it is clear that primary

cones which propagate along [111] must involve (a) initial

states with k i along the [111] direction (the rAL line) in

the first BZ, and (b) final states, Rf = Ri - Ghkl ,
-+- - - -with G vectors of the form (n, n, n) (where n is a

nonnegative integer). At a particular photon energy, there

is only one such Gvector which satisfies both energy- and



, )

, )

Fig. 6.

Fi g. 7.

63

momentum-conservation requirements. Furthermore, the entire

fAL-1ine valence band structure can be studied in the normal

emission (11 II [111]) geometry, provided that a sufficiently

wide range of photon energies is employed.
- ~The (all) plane in extended-zone k-space for the FCC lattice,

with the first BZ shown as the shaded region, and various

reciprocal lattice points labelled by appropriate (h,k,l)

coordinates. The extended lines pass through reciprocal
~

lattice points (i.e., G vectors) involved in primary-cone

normal emission in various directions, as indicated. The

main feature is that normal emission involves only those

points which lie on one of the lines for that particular

emission direction.

The universal curve of electron scattering (or attenuation)

length vs electron energy (Ef ) for typical metals, drawn as

a band that encompasses most of the existing experimental

data (see Chapter VI and Ref. 82). Momentum broadening is

most severe at energies corresponding to the minimum of this

curve (approximately 50 to 250 eV). The energies of several

laboratory photon sources are shown for reference.
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PART I.

ITINERANT EFFECTS IN THE ANGULAR DISTRIBUTION:

ANGLE-RESOLVED NORMAL PHOTOEMISSION STUDIES OF

THE VALENCE BAND STRUCTURE OF SINGLE-CRYSTALLINE METALS
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II. THE VALENCE BAND STRUCTURE OF STEPPED

*CRYSTAL SURFACES: Cu(S)-[3(111)x(100)]

A. Introduction

Detailed angle-resolved photoemission (ARP) studies of the

face-centered cubic (FCC) metals copper,1-5 silver,6,7 gold,3,S-11

nickel,12 palladium,13 platinum,S,14 and iridium15 have shown that the

peak structures in photoelectron energy distribution curves (EDCs)

arise mainly from energy- and crystal momentum-conserving direct

electronic transitions near or at the surface. Consequently, by

combining the photon energy-variability of synchrotron radiation with

a normal electron emission geometry, these studies1,2,4,6,S,9,12-15

have resulted in the determination of empirical bulk valence-band dis­

persion relations along R1 (the surface perpendicular or normal com­

ponent of the crystal momentum t) with remarkable success. However,

in each case, the surface studied was a low-Miller-index plane [i.e.,

(100), (110), or (111)]. These studies yielded experimental energy

bands along high-symmetry lines in k-space, permitting ready compari­

sons to published theoretical band structure calculations.

In this chapter, we report angle-resolved normal photoemission

(ARNP) valence-band studies of the Cu(211) face. These experiments

directly address a number of important problems in photoemission from

metals. The complexity of ARNP from (110) and (100) faces 16 relative

to (111) suggests that a detailed understanding of ARNP from still

lower symmetry faces--such as (211)--might be very difficult or

)
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impossible. This hypoth~sis has several origins. First, low k~space

symmetry induces a complete non-degeneracy of the energy levels at

most reduced k points along the [211] line. Secondly, the relatively

large surface unit cell of high-index faces gives rise to a set of

small two-dimensional reciprocal lattice vectors which may induce sur­

face umklapping of photoelectrons with higher cross section than on

unreconstructed low-index faces. 17 Furthermore, like many high-

index faces of the Group VIII and IB metals oriented in the [OliJ

crystallographic zone,18 the clean Cu(211} surface develops a stable

stepped structure after annealing. The electronic structure of stepped

and kinked surfaces is of considerable interest because the step and/or

kink atoms on such surfaces are believed to influence surface

reactivity.19 Although there is some experimenta1 20 and theoretica1 21

evidence that enhancement of surface reactivity may arise more from

steric effects due to step-adsorbate geometry than from any particular

electronic-structural property of the steps, some theoretical calcula­

tions predict, in certain cases, substantially different electronic

environments for step or kink atoms relative to atoms on planar

surfa~es.22,23

An important result of this work concerns a conduction band gap

along [211J, which affects the band structure ~, but not at, the

Brillouin zone boundary. As demonstrated below, our data show

essentially no evidence for the "band-gap photoemission" process

discussed by previous workers. 17 ,24,25 Rather, we show that through

a combination of different radiation polarization directions and
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energies (hv), a detailed understanding of the photoemission process

from Cu(211) is obtained within the fram~work of the direct-transition

model using a quasi-free-electron final-state band structure.

Furthermore, although the low symmetry of Cu(211) does indeed intro­

duce a great deal of structure to the EDCs, it also allows us to

investigate the symmetry and dispersion properties of each individual

valence band.

In Section B, we discuss experimental procedures. Section C

describes the results within a bulk direct-transition framework.

Section Dcontains a general discussion, and Section E gives a summary.

B. Experimental

A high purity single crystal slab of Cu was cut and mechanically

polished to within ~ 0.5 0 of the (211) plane (19.5 0 from [111] in the

[Oli] zone), with a mean surface roughness of 1 ~m. After a chemical

polish,26 the crystal was installed in an ultrahigh-vacuum chamber

(base pressure - 3 x 10-10 torr) for in situ preparation and charac­

terization of the Cu(S)-[3(111)x(100)] stepped surface,18,27 an ideal

segment of which is depicted in Fig. 1. Preparation was accomplished

by repeated cycles of Ar+ sputtering, followed by annealing at - 875K.

Immediately preceding the ARP experiments, the resulting surface was

monitored by Auger electron spectroscopy (AES) for cleanliness and low

energy electron diffraction (LEED) for crystallographic order, giving

rise to AES impurity signals characteristic of $ 0.05 monolayer

contamination and LEED patterns (with extremely sharp and intense

)
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spots) characteristic of the stable step surface structure. As shown

in Fig. 1, the (211) surface consists of (Ill) oriented terraces with

three inequivalent atomic rows (labeled A, B, and C) that are parallel

to the [Oli] direction, and monatomic steps of (100) orientation. The

only sYmmetry element that this surface contains is the (Oli) mirror

plane which cuts through the surface perpendicular to the atomic rows.

The photoemission measurements were performed on the 8° branch of

Beam Line I (BL 1-2) at the Stanford Synchrotron Radiation Laboratory

with the incident radiation highly polarized (> 97 percent) in the

horizontal plane and in the energy range 9 eV ~ hv ~ 34 eVe Our ARP

instrument, described elsewhere,28 employs a rotatable 5.40-cm mean

radius hemispherical analyzer with an angular acceptance of z 3°. In

these measurements, the energy resolution (monochromator plus electron

analyzer) varied from ca. 0.12 eV to ca. 0.25 eV (FWHM) at the lower

and upper photon energies, respectively.

As shown in Fig. 2, experiments were done with two different normal

emission geometries, conversion between which was achieved by azimuthal

rotation of the crystal about its normal (~) by 90°. For both

orientations, the incident radiation vector potential (A) was confined

to the plane of incidence, and the photoemission direction (p) was

confined to the surface normal ([211]). In orientation I [Fig. 2(a)],

Alies in a crystallographic plane perpendicular to the (Oli) mirror
-+

plane (M) with 6A = 0°, whereas in orientation II [Fig. 2(b)], A lies

in M(M is the plane of incidence in this case) with 6A = 270°. The

1 -+ -+ ° 0ang e 9A (between n and A) could be varied between 10 and 45 in
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either ~A azimuth by coupling analyzer and crystal polar rotations,

but the majority of measurements were performed with eA= 30°. At

this angle, A is aligned with the [110] direction in orientation I,

and is - SO from alignment with [100] in orientation II. ~ situ polar

crystallographic alignment (= 1°) was achieved using a He-Ne laser,

and the azimuthal orientation (: 3°) was determined from LEED patterns.

We shall henceforth refer to orientations I and II as simply (I) and

(II), respectively.

Typical EDCs for the entire energy range are shown in Fig. 3 for

both orientations and eA= 30°. Only 24 spectra are plotted here,

for brevity. Our interpretation is based on a total of 82 spectra.

In each spectrum, the Fermi level (EF) was determined as (dJ/dE)max.'

i.e., the point of maximum derivative of photoelectron intensity with

respect to energy, in the region near the onset of the s-p plateau.

Because of relatively low intensity (~), this procedure became pro­

gressively more difficult in the higher photon energy region

(hv ~ 20 eV), particularly for the spectra taken with the sample in

(I). Nevertheless, the work functions derived from EF placement and

analyzer reference voltages showed an rms scatter of only =35 meV for

the entire data set.

c. Direct-Transition Model Framework

The spectra shown in Fig. 3 clearly indicate that (a) the low

symmetry of the (211) face introduces complexity to the valence band

peak structure relative to the spectra of low-index Cu faces, and

)

)
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(b) there is a strong dependence on radiation polarization, as the

only difference between the two orientations is the direction of A
relative to the crystallographic axes. The behavior of the various

contributions to the spectra, which can be identified and shown to

disperse as a function of photon energy, is highly indicative of bulk

direct-transition processes, particularly because ~I (surface component

of momentum) is zero for normal emission. This behavior is demon­

strated by the structure plots for both orientations, shown in Fig. 4.

The circles represent strong peak (closed circles) or weak feature

(open circles) energy positions relative to EF for the range of

photon energies used. The distinction between strong and weak features

is somewhat artificial--indicative of greater peak position uncertainty

but not necessarily of relative peak intensity--because the complexity

of the spectra gives rise to substantial peak convolution. For

example, the intensity of the most tightly bound peak in (II) appears

to be weak for 14 eV < hv < 16 eV and negligible for hv < 14 eV, but

this is probably because the peak is hidden behind the tail region of

the second most tightly bound feature, which is an intense peak at

these photon energies. The connecting lines on the plots in Fig. 4

have no significance other than to join and map the individual struc­

tures as a function of hv. The reproducibility between the two sets

of plots [(I) and (II)] is excellent, as equivalent peaks which are

found in spectra for both orientations (at a given hv) are typically

separated by 0.04 eV or less.
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In the normal emission geometry, peak energy dispersion with hv as

shown in Fig. 4 can only occur from direct transitions at reduced

k-points which yield photocurrent in normal emission, i.e., those which

either are part of the [211] direction crystal momentum space or which

are in other directions but can excite transitions that result in

normal emission via surface umklapp processes. 17 ,29 Normal emission

from [211] line initial states could arise from primary Mahan cones29

or from electrons excited away from [211] that reach the detector via

surface umklapps {secondary cones}. We proceed, below, to set up a

bulk band structure framework30 with which to interpret the data

represented in Figs. 3 and 4, and we show that excellent agreement

between experiment and theory is obtained if {a} only ~l-conserving

transitions from [211] initial states are assumed to occur, and

{b} only one final state band is important in transmitting photocurrent

to the analyzer {i.e., no secondary Mahan cones contribute peak

structures}.

1. Characteristics of Cu[211] Bands.

The irreducible portion of k-space lying along [211], all of which

is contained in the {Oli} plane, is shown as the dashed line in Fig. 5.

The point B = {3/4,3/8,3/8} {in units of 2~/a, which will be used

throughout this work} is equivalent to 0 = {-1/4,-5/8,-5/8}, both being

at the Brillouin zone boundary. Although these points have no other

significance or special symmetry properties it is useful to designate

)

)

them as Band D.
~ .

The group of the k-vector (the pOlnt group Cs)
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corresponding to points along [211] (r • B, 0 • X) contains only the

identity element (E) and the (011) mirror plane (oh). Thus, elec­

tronic states lying on the [211] crystal momentum axis may be sYmmetry

classified as either even or odd (AI or A", respectively, in Cs) with

respect to reflection through the mirror plane.

The energy bands for Cu were generated for the [211] crystal

momentum l~ne using Smithls parameterization31 (with minor modifi­

cation of several parameters) of the Hodges, Ehrenreich, and Lang

interpolation scheme. 32 Although the fitting procedure considers

only the occupied bands, this interpolation scheme reproduced the

energy bands calculated by Janak, et ~.33 quite well up to EF =

+20 eV (EF is energy relative to EF). Thus, the resulting band

structure shown in Fig. 6 should give a fairly good representation of

both the valence bands and the conduction bands up to +20 eV. Energy

bands were also calculated using interpolation parameters derived from

the critical point eigenvalues of Janak, et ~.,33 and from experi­

mental energy level positions based on Cu(111) and Cu(100) studies by

Knapp, et ~.2 and Cu(110) studies by Thiry, et ~.,4 but neither of

these two calculations agreed as well with our data as the one which

utilized Smithls parameterization, which is based on Burdick ls34

augmented plane wave (APW) calculation. From careful inspection of

the eigenvectors in our calculation, we determined the irreducible

representations (AI or A") of the first nine bands at each k point,

and have labeled the bands shown in Fig. 6 accordingly. We found it

useful to label the bands of each type separately according to
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increasing band index, but this has no group-theoretical significance.

It does, however, remove ambiguities caused by band crossings. Of the

six valence bands, four have AI symmetry, while two of the three lowest

conduction bands also have AI symmetry. As shown, the band structure
I I

reveals a gap in the conduction bands between AS and A6 from about

10.2 eV to 13.0 eV above EF• In principle, a conduction band gap

has implications for ARP if it involves the photoemission final

states. 17 ,24,25 Although the precise location and width of the gap are

not necessarily accurate in our calculation, the existance of a gap near

EF = 12 eV is guaranteed by symmetry considerations.

2.Photoemission Properties of Cu[211] Bands.

Hermanson3S has discussed the polarization selection rules for

photoemission normal to low-index faces of cubic crystals, and there

have been several experimental studies of these polarization

effects. 2,36 In this study, we have incorporated two different

polarization geometries to investigate the importance of these effects

for a stepped crystal face, for which the symmetry properties are

simple. Polarization selection actually reduces considerably the

problem of determining dispersion relations for each individual valence

band in Cu(211), as will be discussed below. The selection rules

governing ARNP from Cu(211) are summarized in Table I. The photo­

emission final state must belong to the AI (sYmmetric) irreducible

representation because operations which leave the crystal invariant

should not affect the electronic state sampled by the detector. Thus,

,
)

)
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in order for a transition to be allowed, the irreducible representation

of a particular initial state must be contained in the transition
++ +

operator A·P. Referring to Fig. 2 and Table I, the component of A

- "along [011] (orthogonal to M) can excite A" initial states (AI or

" -A2), while components along [211] and [111] (lying in M) excite
I I

only AI (AI through A4) initial states. Thus, for the geometries

shown in Fig. 2, the spectra accumulated in (I) may arise from AI ~ AI

and A" ~ AI transitions, with IAx/Azl =0.6 at 9A= 30°. On the other

hand, the spectra from (II), with Ax = 0, should arise from AI initial

state bands only. Careful inspection of relative peak intensities in

the spectra (Fig. 3) indicates a qualitative verification of these

selection rules for Cu(211) direct transitions. Aided by direct com­

parison of theoretical and experimental band structures (vide infra),

we have labeled the structure plots in Fig. 4 according to the initial

states involved in the transitions. Symmetry effects in our spectra

will be discussed at greater length in the next section.

In consonance with previous studies,6,8,9,14 the photoemission

final states were taken partly to be AI conduction band components

which are derived from the empty lattice conduction band(s) that would

be involved in [211] primary Mahan29 cone emission (see, also,

Chapters I, III, and IV). Between rand B, there are no unbound

primary cone components in the energy range excitable with hv ~ 34 eV,

as the smallest reciprocal lattice vector involved in a primary cone

transition t i ~ ~i - G(in the empty lattice approximation) would
+ +

be G = (4,2,2); this would require hv > 170 eV at ki = B. However,
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there is primary emission in our energy range from fioal states
• •between 0 and X, shown in Fig. 6 as the regions of AS and A6 high-

lighted by filled circles. These states are derived from G= (i,i,i).
In the band gap regions, 9.0 eV ~ EF ~14.0 eV and EF 2 26.5 eV, the

final states were derived from EF(k) = (h2/2m*)II - ~12 + V~' with

G= (i,i,i). These states are shown in Fig. 6 as the two dashed curves
•• •connecting AS with A6 and extending beyond AG• The parameters m*

(effective mass) and V~(inner potential) were calculated from a fit
•of this free-electron-like dispersion relation to the regions of AS

•and A6 highlighted by filled circles in Fig. 6, yielding m* =

0.89 me and V~ =-8.0 eVe This value of m* is consistent with that

determined experimentally by Knapp, et !l.2 for the ~1 conduction band

in CU(OOl) [(m*/me) =0.90 - 0.94]. Using the measured37 value for

the Cu(211) work function (~ = 4.53 eV), we obtain V~ = -12.5 eV

(V~ is the vacuum-referenced inner potential) for our final-state band,

reasonably consistent with the value determined from LEEO studies38

of Cu(OOl) (V~ =-13.5 eV). In contrast to several previous studies

(see, e.g., Ref. 14 and Chapters III and IV), this Cu(211) quasi-free-

electron final-state dispersion relation was used without modification.

In Fig. 7, we show a comparison of our empirically derived valence

band positions (symbols) with the interpolated dispersion relations

(lines) for all six valence bands along [211]. The arrows at EF in-
,

dicate k values for which A4 intersects the Fermi surface (from

de Haas-van Alphen data39). The empirical bands in Fig. 7 represent

the combined data of (I) and (II) (Figs. 3 and 4). If a peak appeared

\
/
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in both orientations, the mean value was used to determine the band

position. The points in Fig. 7 were positioned in the standard way30
-+-

by determining ki from the final-state band highlighted in Fig. 6.

Then, for each valence band, the points were fitted to a smooth curve,

yielding empirical dispersion relations. These are tabulated in

Table II for selected values of ki within the region of [211] k-space

sampled by the 9 eV ~ hv ~ 34 eV radiation [ki between

(-0.14,-0.57,-0.57) and (0.42,-0.29,-0.29)]. Considering both the

complexity of the Cu(211) EDCs and the possible inaccuracies associ­

ated with our interpolation scheme calculation,32 the theoretical

and experimental bands generally agree quite well and both agree with

the Fermi surface data. 39 The only feature in the EOCs which does not

appear to arise from direct transitions is a weak shoulder at EF =

-2.30 =0.02 eV in the spectra for 9 eV ~ hv ~ 16 eVe It is reasonable

to attribute this nondispersive feature to the d-band edge in the

density of states. A similar feature was noted in silver,6 gold,8 and

platinum8 ARNP spectra.

We can describe the "agreement" between experiment and interpola­

tion theory quantitatively by calculating AE = EF(expt.) - EF(int.)

for each energy level listed in Table II, where EF(int.) is the in­

terpolated energy position. The results are listed in Table III, along

with similar (theoretical) numbers reported by Hodges, et !l.32 for

a general comparison of interpolated Cu bands with Burdick's34 APW

calculation •. The theoretical AE values represent the general limita­

tions of the interpolation method and thus are lower bounds on the size
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of !E values that might reasonably be expected for these Cu(211)

studies. Conversely. experiment~lly derived !E values that are smaller

than those of Hodges. et !l.32 are not meaningful. By this criterion.

the differences between the interpolated and experimental band struc-
I I

tures are negligible for all bands except Al and A4• Inspection of

the dispersion relations in Fig. 7 indicates that the greater devia­

tions in A~ and A~ arise from the region of k-space near ki =

(0.38.-0.31.-0.31); i.e•• halfway between 0 and X. The group velocity
-+ I F

(vg) of the Al band approaches zero near E = -5.40 eV (expto) and

-5.68 (int.). yielding a value of !E (0.28 eV) that is consistent with

deviations observed in the vg = 0 region of the lowest sband on

low-index faces of Cu. 2•4 Our measurements indicate that A~ approaches

vg = 0 in this ki region with EF = -2.65 eV while the interpola-

tion value is -2.34 eV. yielding !E = -0.31 eVe This is somewhat

puzzling. because the experimental position of the uppermost s-p band

on low-index faces2•4 agrees well with the APW theory33 along L. A. or
I

!. Thus. the discrepancy observed in A4 may well result from an

associated larger error in its interpolated dispersion relation rela­

tive to the other bands. This is supported by the existence of large
I

experiment - interpolation deviations in A4 band energies throughout

most of the region of the Brillouin zone sampled by our experiments.

We cannot. however. completely rule out the possibility that transi­

tions occur at or near r (i.e •• transitions like r12 ~ r21 • f 15• r251 ).

where the empty-lattice final states are highly degenerate and the

valence-band density of states is large. This would yield peak
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structure at or near EF =-2.85 eVe The average of EF(r) and
F IE (0.38t-0.31 t-0.31)t -2.60 eV t is very close to the observed A4

-+band position at ki = (0.38 t-0.31 t-0.31). However t transitions at r

are unlikely to yield the considerable intensity observed near EF =

-2.60 eV in the EDCs t because they produce photoelectrons with group

velocities in directions other than [211]; i.e. t they are secondary

Mahan cones in normal emission t and secondary emission is expected to

be negligible at the relatively high (hv ~ 30 eV) photon energies

required for r transitions (see Chapter I). This explanation of the
I

deviation in A4 near the minimum also does not address the deviations

elsewhere along D- X.
II II

Other than the shapes of the A1 and A2 experimental bands
~ II II

(especially near Ki = Dt where the A2 - A1 splitting is smaller than

expected), the measured dispersion relations agree very well with the

interpolated bands. Deviations are about as large as the errors

expected in the interpolated bands alone (see Table III). This

represents the most significant result of this work.

D. Discussion

A bulk direct-transition framework has been set up and shown to

fit the Cu(211) data quite well. Now, the results will be discussed

with particular emphasis on: (a) symmetry properties of the Cu(211)

EDCs t and (b) final-state structure and the absence of band-gap

photoemission.
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1. General Symmetry Properties.

In Fig. 8, Cu(211) spectra (eA= 30°) at several photon energies

are directly compared for the two orientations, (I) and (II). The EDCs

in each set of curves are normalized to the most intense feature.

Throughout the data range, the majority of peak intensity in (I) (where

direct transitions from A" and AI states are allowed) arises from
I I II II

A!, A2, A!, and A2, whereas (II) (only AI states allowed) is
I' I

dominated by photoexcitation from A1, A2, and A4• Relative intensity

and dispersion characteristics of each valence band feature will be

discussed separately, beginning with the uppermost band.
• •(1) A4• Below hv = 19 eV, A4 clearly dominates the s-p-plateau

region of the spectra in (II), while no peak is observed there in (I).

The s-p plateau, which arises from indirect transitions, is larger in

(II ) than in (I) over mostof the photon energy range. This is shown

by the top curve in Fig. 9, where R21 =.I(II)/~(I) is plotted for

the s-p region, and may be an indication that indirect transitions also

follow a polarization selection rule in photoemission. If so, the s-p

plateau arises largely from indirect transitions at k points which have

point group symmetry no lower than that of the [211] line, i.e., those

lying in the (Oli) plane. However, a selection rule for indirect

transitions is only rigorously valid if there always exists a phonon

of the correct symrnetry40 which can couple with the k vector of the

electron in the photoexcitation transition. Indirect transitions

undoubtedly arise from d bands also, but this is masked by the large

direct-transition intensity in the d-band region. Between hv = 9 and

, I
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19 eV, A~ disperses from EF = -0.23 to -1.78 eV in (II). At hv =
,

20 eV, the A4 intensity in (II) has moved into coincidence with part

" Fof the A2 peak centered at E =-2.30 eV, making a definitive peak
,

position assignment of A4 impossible and giving the misleading appear-

"ance of a resonance in the A2 peak in this energy range (cf. hv =

22 eV in Fig. 8). At hv = 25 eV and EF =-2.42 eV, A~ again appears

"as a separate structure in (II), splitting away from A2 on the higher
,

binding energy side. Additionally, A4 appears in (I) for the first

time at hv = 26 eV with EF = -2.51 eVe We note that the large inten-
I

sity of the A4 peak for hv ~ 25 eV is related to the large amount of

d character that its wave function picks up near ki =
,

(0.38,-0.31,-0.31) because it mixes strongly with the uppermost A d
,

bands. Thus, A4 is the dominant feature in the spectrum for (II) at

hv = 34 eV (see Fig. 8) with EF = -2.55 eV, and is clearly discernable
,

in (I) for hv ~ 26 eVe In (II) and (I), respectively, A4 continues to

disperse downward at hv = 26 eV with EF = -2.46 and -2.51 eV, to EF =

-2.68 and -2.70 eV at hv = 30 eV, where it reaches a band minimum. It

disperses upward toward EF for hv > 30 eV in both orientations.

" "(2) A2• A2 apparently contributes intensity to spectra in both

orientations throughout the energy range studied. Possible causes for

"the large intensity in the A2 region of the EDCs in (II), where

"it is symmetry forbidden, can be discussed. First, A2 is convoluted
,

with A4 completely for 19 eV < hv < 25 eV and partially for several

electron volts on either side of this range, giving the misleading appear-

"ance of a large A2 intensity. In addition, the intensity of the A"
2
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peak was found to be extremely sensitive to the azimuthal angle ~A;

thus t some of its intensity in (II) must arise from the relatively

large (: 3°) uncertainty in 6At as well as from the finite (: 3°)

geometric half-angular acceptance of the analyzer. In other words t if
II

A2 intensity is very sensitive to 6At then it appears in our spectra

for (II) because ~ has a small component along the x-axis (1 to M)

because of the angular uncertainty in 6A• Furthermore t while density­

of-states (DOS) photoemission does not playa dominant role in our

spectrat it yields a weak shoulder (EF =-2.30 eV) in the spectra for

hv ~ 16 eVe A photoelectron sampling depth argument suggests that DOS

emission should be enhanced at higher photon energies. 41 Thus t

although apparently absent from the spectra for hv > 16 eV t it is
II

undoubtedly hidden beneath direct-transition intensity from A2 in (I)
II

and may account for a large part of the intensity of A2 in (II). The
II F

empirical A2 band is extremely flat t with an average energy of E =

-2.40 * 0.08 eVe Thus t it could easily coincide with a DOS peak at

-2.30 eVe Butt if polarization selection is valid for DOS features t
I

the DOS intensity in (II) cannot arise from a one-dimensional DOS
II

because it would arise almost entirely from symmetry-forbidden A2
states t i.e. t it must be from the three-dimensional DOS.

II

The energy-dispersive characteristics of A2 in both orientations

are similar: EF = -2.60 eV at hv = 11 eV t dispersing up to EF =

-2.33 eV at hv = 19 eV; it remains relatively flat until hv = 23 eV

where it begins to move away from EFt moving to EF = -2.41 eV at

)

)
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" Fhv = 27 eVe Above hv = 27 eV, A2 rises, reaching E = -2.27 eV

at hv = 34 eVe

"(3) A1• This is the most intense feature in (I), but it is

essentially absent from (II), appearing only as a weak shoulder at

most photon energies in the latter orientation. For this reason,

definitive empirical dispersion relations for A~ and A~ near ki =
"(0.38,-0.31,-0.31) could be determined. In (I), A1 masks the weaker

I I

A2 feature for hv > 23 eV and the much weaker A3 feature for

"hv > 18 eVe But, in (II) the A1 peak is small below'hv = 22 eV and
I I

absent above, allowing the band positions of A3 and A2 to be deter-

mined. This is another important result of this work: symmetry

considerations may be used to effectively "turn off" bands and deter­

mine individual band dispersion relations along what would otherwise

"be considered a complicated direction in k-space. The A1 peak can be

clearly seen at low photon energies, starting with hv = 12 eV and EF =

-2.78 eV in (II) and hv = 13 eV, EF =-2.84 eV in (I). At hv = 12 eV,

"" " "A2 obscures the A1 peak in (I) (the empirical A1 - A2 splitting

in this region is only about 0.25 eV). In (II), where it is symmetry

"forbidden, A1 becomes relatively weaker with increasing energy. In

"the range 20 eV ~ hv ~ 22 eV, A1 is visible in (II) as a weak shoulder
I

on the low-binding-energy side of the intense A2 direct-transition

peak, with EF = -3.42 eV at hv = 22 eV (cf. Fig. 8). In (I), where it

" Fis symmetry allowed, A1 moves from E = -2.84 eV at hv = 13 eV (where

" Fit is still smaller than A2), to E = -3.54 eV at hv = 27 eV, becoming

the dominant feature in the spectra for hv > 15 eVe Above hv = 27 eV,
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" FA1 moves toward EF again, reaching E = -3.39 eV at hv = 34 eVe It
I I

actually crosses the A3 and A2 dispersion relations; this can be

F "seen in Fig. 8 in the spectra for hv = 28 eV, where E {Al } = -3.53,
Fl. F I

E {A2} = -3.46, and E {A3} = -3.28 eVe
I

{4} A3• This transition is apparently weak, appearing as a
I

shoulder on the low binding energy side of A2 in both orientations.

In {I} it is seen at hv = 13.0, 13.5, 17.0, and 18.0 eV with energies in

F "the range -3.74 eV ~ E ~ -3.61 eVe In {II}, where A1 is not a
I

strong feature, A3 is observed in the range 17 eV ~ hv ~ 29 eV with

EF = -3.79 and -3.28 eV at the low and high photon energy limits of

this range, respectively.
I

{S} A2• This band contributes the largest intensity to the EDCs

over most of the photon energy range in {II}, and in {I} is a large peak

"although obscured for hv ~ 24 eV by the stronger symmetry allowed A1
transition. The A; onset is at hv = 11 and 13 eV with energies EF =

I

-3.93 and -3.81 eV in {II} and {I}, respectively. By hv = 13.5 eV, A2
is the dominant feature in (II), with EF = -3.89 eVe It moves to EF =

-4.01 eV at hv = 15.0 eV, then disperses upward for hv > 15 eV, reaching

EF = -3.40 at hv = 30 eVe Finally, it is found at EF = -3.46 at hv =
I

34 eVe In (I), A2 disperses upward for hv > 13 eV, until it is

"obscured by the A1 peak at hv = 24 eV near the energy where these two

bands cross.
I I

(6) A1• A relatively large peak is observed from A1 in both

orientations and for hv > 13.5 eVe It appears to be somewhat weaker in

(II) relative to {I} than would be expected by symmetry considerations,

, )

)

)
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I

but this is undoubtedly because it is obscured by the strong A2
transition below hv = 16 eVe However, it is still clearly seen in

each orientation starting at hv = 13.5 and 14.0 eV, with EF =-4.16
I

and -4.21 eV, in (I) and (II), respectively. From there, Al dis-

perses downward in both orientations, reaching a band minimum with EF =

-5.42 eV at hv =29 eVe It would be somewhat difficult to determine
I

the Al band position accurately for 14 eV i hv ~ 18 eV without the

aid of the spectra in (I). These spectra {cf. hv = 14 and 16 eV in
I I

Fig. 8) show that the A2 transition in (I) does not obscure the Al

transition.

2. Refraction of Incident Radiation and 9 i Dependence of Relative

Ci Peak Intensities.

As discussed in Section C, the components of Athat are parallel

/'

)

II

to M(Az, Ay) can excite AI transitions and Ax (l M) excites A transi-

tions, if the polarization selection rules are obeyed in Cu(211) (see

Table I). Finite angular acceptance of the analyzer (= 30), angular

alignment (= 10 in 9, = 30 in ~), and incomplete polarization of the

radiation (> 97 percent polarized) are among the effects which con­

tribute to the apparent breaking of these rules; i.e., weak photo-
II II

emission from Al and somewhat stronger emission from A2 in (II),

where they are both forbidden because IAxl = 0 (see Fig. 2). In (I),

where IAxl and IAzl are both greater than zero, the relative in­

tensity ratio of AI to All photoexcitation should be proportional to

IAz/AxI2 which is 3 for the incident radiation field. However, there
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I "is no A4 peak in (1) except at higher photon energies and Al typi-
I I 2

cally dominates over AZ and A3, suggesting that IAz/Axl is effec-

tively less than 1. This might arise from a classical Fresnel-type

modification of the macroscopic electromagnetic field as it passes

through the vacuum-solid interface. 42 Smith, et !!.43 have discussed

these effects in the ARP polarization studies of Cu(111) by Knapp, et

al. 2 They defined the parameter ;t = ;t(h",9i ) =IAzt/Axtl2 where

IAztl and IAxtl are the transmitted components of the Avector, and 9i
is the optical angle of incidence (9 i = 60· in the present case). ;t

can be determined from £1 and £2' the dielectric constants of the

sample. Using known £1 and £2 values for Cu,44 tt has been calculated

in the energy range 9 eV ~ h" ~ 34 eV and is shown in Fig. 9 (bottom

curve). It is generally « 3 (;i = IAzi/Axil2 = 3) throughout, and is

< 1 below h" = 26 eV. This effect accounts at least qualitatively for

the large obsetved intensity for A" states in (I).

Radiation refraction effects in our data may be discussed

further. Also shown in Fig. 9 are intensity ratio curves for the

s-p-plateau region discussed above (energy window 0 eV ~ _EF ~ 1.8 eV)

and the d bands (energy window 1.8 eV ~ _EF ~ 5.0 eV) as functions of

photon energy. The ratio R21 is the ratio of intensity in (II) to the

intensity in (I). As discussed before, the s-p region is more intense
I

in (II) (where the A4 transition is "most allowed") than in (I), with

R21 (sP) > 1 for photon energies h" > 13 eV. The feature labeled "a" in
I

Fig. 9 marks the energy at which the direct-transition peak from A4 is

centered in the 1.8 eV window in (II) (EF - -0.9 eV). There is an

)

,
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I

inflection point above this, presumably because part of the A4 direct

transition has moved out of the window. The point "b" locates the
I

energy at which the center of the A4 direct transition in (II) is at

the edge of the window (EF - -1.8 eV). At higher energies, the ratio

drops, but it rises again from about 1.5 at hv = 22 eV to 1.8 at hv =
25 eVe The d-band ratio R21 {d) in Fig. 9 is more striking. It is less

than 1 throughout the energy region, reaching its maximum value of 0.90

at hv = 18 eVe It remains essentially flat for about 4 electron volts

thereafter, then dips suddenly to 0.67 at 26 eV, then rises to a second

maxim\Jm of 0.90 at 32 eVe The large dip at 26 eV (feature "c") signals

"a sudden relative increase in d-band emission in (I), i.e., from A1
"and/or A2 states near the center of the 0 - X line. The peak in

R21 {sP) indicates an increase in s-p emission in (II) relative to (I).

The reason for the d-band ratio fluctuation could simply be the larger

density of initial states in the center of the 0 - X portion of the

zone, where vg - 0 for these valence bands, but there is no reason to

expect the observed differential increase in photoemission in (I) on
I I I ~

this basis because A2, A3, and A4 also have vg - 0 at these ki
values. Also, this would not explain the s-p ratio fluctuation. The

explanation is more likely in the sudden drop in ~t (lower curve) near

hv = 26 eVe The ~t curve dips near hv = 26 eV because €2 rises44 from

0.690 at hv = 23 eV to 0.761 at hv = 25 eVe In turn, €2 rises prima­

rily because of d ~ f electron transitions45 occurring at or near f.

Although ~t cannot quantitatively account for R21 over the entire

energy range, its rapid variation near hv = 26 eV suggests that R21 is
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attenuated for d bands and enhanced for s-p electrons simply because of

enhanced suppression of Az, i.e., a relative attenuation of emission

from bands of AI symmetry and/or an enhanced A" signal in (I) takes

place. The intense A" d-band emission in (I) causes R21 (d) to drop~

while the absence of s-p electrons with A" symmetry causes R21 (sP) to

increase~ We note that an analysis like this is possible only as the

result of the simple symmetry selection rules for Cu(211). Smith~

et !!.43 required a constant value of tt - 0.09 (i.e., a factor of - 5

lower than the classical Fresnel value) to obtain good agreement

between their theory and the experimental data of Knapp, et 2l~2 While

it is difficult to compare this with our experimental results without a

theoretical calculation, a factor of - 5 reduction in ~t (e.g.,

~t - 0.18 at hv = 20 eV) would not seem to be warranted by R21 near

unity over a large part of the energy range above 16 eVe Furthermore,

the striking similarity in the fluctuation of the R21 and ~t curves

near 26 eV suggests that tt is not an energy-independent constant in

this photon energy range.

Finally, it is interesting to compare EDCs for different ai • In

Fig. 10, spectra at hv = 17 eV are shown for both orientations and ai =

50·, 60°, and 80° corresponding to ~i = 1.4, 3.0, and 32; and tt =

0.52, 0.64, and 0.78, respectively. For (II), the spectra are normal-
I I I

ized to the intensity of (A2 + A3) (this is essentially A2 at
II

this energy), and (I) EDCs are normalized to the Al intensity. Gen-

erally, only changes in relative peak intensities are induced by vary-

ing ai at all photon energies studied. New peak structures are not

)

)
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observed. For example, in (I) at 17 eV (Fig. 10), the s-p plateau,
I I I

(A2 + A3), and A1
trend in ~t(9i).

the four AI peaks

grow with increasing 9i , in consonance with the

In (II), IAxl = 0; thus, the relative intensities of
I I I I

in (II) [A4, (A3 + A2), and A1] do not signifi-

)

, \
,/

)

cantly change with 9i • However, it was noted above that residual

experimental misalignment effectively leads to IAxl ~ O. Therefore,

increasing 9i in (II) suppresses the residual IAxl component in a

"manner similar to (I), accounting for the observed attenuation of A2
intensity in (II) (Fig. 10).

3. Final-State Band Structure.

Previous experimental and theoretical work on low-index

faces17 ,24,25 showed evidence for unusual behavior in ARP when the

excitation energy placed photoelectrons into bulk conduction band gaps.

The main feature supporting this is a "lack of dispersion" of the

initial-state bands,25 arising because the t vector of the photo­

electron is imaginary in the gap, thereby allowing only states at the

surface to be excited.17 ,24 Because I~I I = 0 in normal emission,

band-gap photoemission corresponds to photoexcitation from r, inde­

pendent of photon energy. Hence, sweeping the photon energy resulted

in direct transitions with concomitant valence-band dispersion as k1

was varied across the zone, until the gap was reached. 25 However, bulk

conduction band gaps along high symmetry directions invariably occur at

r and/or zone boundaries, and it could be argued equally well that the

lack of dispersion is simply a consequence of vg - 0 for the
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initial-state bands. Additionally, lack of dispersion in d bands is

not necessarily indicative of band-gap photoemission, because they are

already reasonably flat.

As a consequence of low symmetry, the conduction band gap between
I I

AS and A6 in Cu[211] occurs away from the zone boundary, where
I I

initial-state sand s-p bands (AI and A4, respectively) have large

group velocities. Thus, an unambiguous test of band-gap photoemission

should be possible in Cu(211). The experimental dispersion relations

in Fig. 7 show that there is no evidence for the band-gap photoemission

process discussed previously. The portion of the band structure

expected to be affected by the bulk band gap is enclosed within the

vertical dashed lines. Not only do the sand s-p bands disperse

throughout the gap region, but the absolute s-p and d-band intensities

used to derive the R21 curves in Fig. 9 show no unusual structure in

the spectra for either orientation. Previous work in this laboratory

on low-index faces of Ag,6 Au,8,9 and Pt8,14 also showed initial-state

dispersion at photon energies for which the final states should be in

a conduction-band gap, but the present Cu(211) work is by far the most
I

convincing evidence for this, because of the large slope in the Al
I

and A4 bands away from the zone boundary. Furthermore, Fig. 7 shows

that d-band dispersion in the gap region is minimal in both theory

(interpolated bands) and experiment, indicating that a dispersionless

d band is not sufficient evidence for a band-gap photoemission process.

The apparent lack of band-gap photoemission leads directly to a

discussion of the final-state band structure in ARP and the success of



o

')

, )

97

the single-plane-wave approximation for its dispersion relation. It

has been shown that the finite lifetime of the photoelectron (which is

relatively short in Cu at these energies2) introduces an imaginary

component to its k vector regardless of its position in the zone,46

and that the effect of this is to remove gaps in the band structure,

giving rise to more free-electron-like conduction bands. 46 ,47 It

has also been pointed out that while k-broadening is still more

important in the band-gap region than outside it, the increase in the

spread in k (i.e., 1m k) is only by a factor of 2_3. 47 Physically,

damping attenuates the interaction between the photoelectron and the

periodic lattice potential. 47 Since band gaps arise from Bragg

scattering, it is not surprising that damping closes these gaps.

Strictly speaking, all of this points to the inadequacy of the one­

electron band structure picture in describing photoelectron dispersion

relations.48 The photoelectron is short-lived, and the bulk band

structure does not account for the symmetry-breaking influence of the

hole, which is relatively long-lived. However, experimenta1 5,30

results suggest that the quasi-free-electron approximation works well

over a wide range of final-state energies. The striking evidence for

this in Cu(211) represents another important result of this work.

E. Summary and Conclusions

We have presented results of normal emission ARP studies using

variable-energy synchrotron radiation for the stepped Cu(211) face.

The photoemission process is similar to low-Miller-index faces of
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copper. 1,2,4 All peak structures in the EDCs, except for a previously

observed DOS feature at the leading edge of the 3d bands and the s-p
~

plateau, are shown to derive from k1-conserving direct transitions

along the [211] direction in k-space. The presence of the stepped

surface does not introduce any other spectral features, although part

"of the photoemission intensity in various peaks (particularly A2 in

orientation II) may arise from DOS photoemission. Excellent agreement

between peak energy positions and bulk-initial state dispersion rela­

tions is obtained if the final-state wave function is assumed to

contain only one plane-wave component; i.e., no secondary Mahan

emission features were found. This excellent agreement with the

interpolated bulk bands suggests that any photoelectron refraction

effects associated with non-normal emission, i.e., from step and/or

terrace directions, are negligible. In consonance with previous

work,5,30 a quasi-free-electron parabolic final-state dispersion

relation was used successfully, even at energies corresponding to a

symmetry band gap near the zone boundary. The top and bottom valence
I I

bands, A4 and AI' are shown to disperse even when the final state

falls in this gap region, suggesting that the one-electron bulk­

band-gap picture is not applicable to the description of photoelectron

conduction-band structure. Finally, radiation polarization selection

and refraction at the vacuum-solid interface are observed to play an

important role in determining relative peak intensities. This is

demonstrated in a particularly straightforward manner with Cu(211) be­

cause there are only two irreducible representations (AI and A") for

)
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eigenstates along the [211] direction. In fact, polarization selection

greatly reduces the problem of determining individual band empirical

dispersion relations along the complicated [211] direction.

These studies suggest that the stepped structure of the Cu(211)

surface does not significantly perturb its bulk-like electronic

structure, a result which was anticipated in previous work. 20 ,49 In

contrast to this, it would be interesting to investigate the valence­

band structure properties of stepped crystal faces of the catalytically

active Group VIII metals, particularly in light of recent Pt(100)-(5xl)

results,14 which showed large DOS contributions to the normal-emission

EDCs for the reconstructed surface (see, also, Chapter III).

Based on these Cu(211) results, we conclude that bulk-valence band

structure determination can be applied to low-symmetry directions in a

manner analogous to the (111), (100), and (110) faces, thereby allevi­

ating the necessity for crystal faces with a specific high-symmetry

orientation. This has implications for band-structure studies of more

complicated materials, where it may not be possible to obtain

high-symmetry faces.

Finally, the four major results of this work are summarized:

(1) it is possible to determine experimental valence-band dispersion

relations for non-low-index directions; (2) valence-band dispersion

relations for stepped Cu(211) show excellent agreement with bulk

valence bands interpolated along the [211] direction; (3) the quasi-

free-electron model describes photoelectron dispersion relations, but

the one-electron bulk conduction bands do not; and (4) there is no

evidence for band-gap photoemission.
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Table I. Polarization selection rules for normal photoemission from
(211) faces of FCC crystals. (a)

Coordinate Axes A11 owed In it ia1
Irreducible Final-State Symmetries

x y z Representations Symmetry Ax Ay Az

[Oli] [ill] [211] AI All (b) AI A" AI AI

(a) The photoelectron propagation direction defines the z-axis in each
case.

(b) Since the [211] axis in momentum space has no special symmetry
designation, the symbols AI and All chosen to represent the even
and odd states, respectively, are those for the usual Cs symmetry
classification.

)

)

)
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r) Table II. Values of empirical valence bands along [211] in copper.

Ri(units of 2w/a) Energy, _EF (eV)
I I I II II I

kx ky=kz Al A2 A3 Al A2 A4
:j

-0.12 -0.56 3.89 2.41
-0.08 -0.54 3.84 2.56 0.00
-0.04 -0.52 4.22 3.86 3.69 2.86 2.51 0.35

~ ) 0 -0.50 4.38 3.97 3.77 2.94 2A9 0.67
0.04 -0.48 4.58 3.96 3.77 3.00 2.45 0.96
0.08 -0.46 4.79 3.86 3.69 3.14 2.39 1.33
0.12 -0.44 5.05 3.77 3.62 3.27 2.34 1.66

.) 0.16 -0.42 5.18 3.68 3.58 3.41 2.33 1.91

0.20 -0.40 5.29 3.59 3.50 3.45 2.31 2.15
0.24 -0.38 5.36 3.52 3.39 3.49 2.30 2.36
0.28 -0.36 5.39 3.43 3.31 3.52 2.36 2.52

'\
} 0.32 -0.34 5.40 3.40 3.27 3.51 2.39 2.63

0.36 -0.32 5.39 3.41 3.48 2.37 2.65
0.40 -0.30 3.45 3.42 2.32 2.59
0.44 -0.28 3.58 3.33 2.23 2.48



Table III. Deviations between experimental and theoretical valence bands
along [211] in copper.

Deviation
Parameter,
l1E (a)

Magnitude for Valence Bands Along [211] (eV)
• u ~. ,---------- II II ~----,

Al A2 A3 Al A2 A4

Overall
Theoretical

l1E (b)

l1E 0.11
l1E rms (c) 0.10
Il1El max (d) 0.29

0.04
0.05
0.10

0.06
0.06
0.11

0.01
0.11
0.24

0.06
0.10
0.21

0.20
0.14
0.32

0.09
0.11
0.37

(a) l1Ei = EF(expt.) - EF(int.); i refers to Ri from Table II.

(b) From comparison of interpolation scheme with Burdick's bands (Ref. 34)
in copper, at 89 R; points in the Brillouin zone; taken from Ref. 32.

(c) l1Erms = root-mean-square deviation.

(d) Il1Elmax = maximum deviation.

I-'
o
0'1

'--' '--' '--'
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FIGURE CAPTIONS

Fig. 1. A segment of an ideal CU(S)-[3(111)x(100)] surface, showing

three-atom terraces of (111) orientation separated by monatomic

steps of (100) orientation. The (Oli) mirror plane cuts.

through the surface perpendicular to the atomic rows.

Fig. 2. Experimental geometries employed: (a) orientation I, with the

plane of incidence perpendicular to the (Oli) mirror plane M;

(b) orientation II, with the plane of incidence parallel to

M. The majority of spectra were recorded with eA, the angle

between the surface normal ~ and the incident radiation vector

potential A, equal to 30° •

Selected normal photoemission spectra for Cu(211) with photon

energies in the range 9 eV ~ h~ ~ 32 eV and eA = 30°. The

spectra in panel (a) were collected with the orientation I

geometry, while those in (b) were recorded with orientation II.

Fig. 4. Plot of experimental peak position versus photon energy for

each structure in the Cu(211) EDCs for 9A= 30°:

(a) orientation I; (b) orientation II. Open and filled

circles designate weak and strong features, respectively, and

the connecting lines have no theoretical significance. The

plots are labelled with the appropriate initial states

involved in direct transitions (vide infra).

Fig. 5. The (Oli) mirror plane, showing the region of k-space in the

first Brillouin zone along the [211] direction (dashed lines).

The points Band D, both at the zone boundary, are separated
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+ +
by an umk1app with G = (1,1,1) 2w/a. The vector kOX ' ending

at a general point along the 0 - X line, is thus not actually

in the [211] direction in the reduced zone scheme.

Fig. 6. The band structure of Cu interpolated along the [211]

direction. The energy bands are symmetric about X, and the

unoccupied bands are shown up to EF = 30 eVe The bands are

labeled by AI and A" irreducible representations. The AI

symmetry final-state band that carries photocurrent in the

[211] direction is highlighted by dashed lines in the bulk

band-gap region and solid lines with filled circles elsewhere.
I I I I

Fig. 7. Empirical [symbols: (.) Ai' A2, A4, DOS; (¢) A3;

" "( 0 ) A1; and ([J ) A2] and theoretical (sol id 1ines, from

interpolated bands in Fig. 6) valence-band dispersion relations

for Cu(211). A partial photon energy scale is indicated at

EF, and the vertical arrows are from de Haas-van Alphen data

(Ref. 39). The dashed vertical lines bracket the region for

which the k vectors lie in the bulk conduction band gap.

Fig. 8. A direct comparison of photoemission spectra at selected photon

energies for both orientations, with 9A = 300
, showing a

strong dependence on radiation polarization orientation. The

structures are labeled by the appropriate bands involved in

direct transitions.

Fig. 9. Intensity ratio R21 =.I(II)~(I) versus photon energy for

s-p-e1ectron intensity [R21 (sP), upper curve] and d-band

electrons [1.6 x R21 (d) shown, middle curve]. The energy

)

)

)
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windows for the ratio curves are indicated in the lower right

corner, and the labels a, b, and c are discussed in the text.

Also shown is a plot of the parameter ~t = IAzt/Axtl2 versus

photon energy for copper, where IAztl and IAxtl are the

transmitted components of the radiation vector potential.

Fig. 10. A direct comparison of photoemission spectra at hv = 17 eV

and various values of the angle of incidence ai' for both

orientations. The direct-transition peak positions are

indicated on the horizontal axis.
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III. THE VALENCE BAND STRUCTURE OF PLATINUM ALONG A *

A. Introduction

The study by angle-resolved photoemission (ARP), in conjunction

with the use of synchrotron radiation, of crystal faces of the Group

VIII and IB metals has been the subject of a number of recent investi­

gations.1 It is now fairly well established that the direct transi­

tion model, along with an appropriate final-state dispersion relation,

can be used to determine valence-band dispersion relations, En(k),

from such data. 2 However, in several cases, the determination of

the final-state band is somewhat ad hoc in nature and relies upon the

knowledge of theoretical, one-electron conduction band structure.3

Attention is now being focused on this problem, especially for photon

energies where photoemission corresponds to a gap in the bulk conduc­

tion bands. Recent angle-resolved normal photoemission (ARNP) studies

of various faces of Cu,4,S Ag,6,7 Au,8,9 Fe,lO and Pt8 suggests that a

quasi-free-electron parabolic final-state dispersion relation can be

used even when such a gap exists. In fact, the Cu(211) results4 in

Chapter II represent the most direct demonstration of this phenomenon.

The work presented in this chapter extends these studies because

it represents an attempt to investigate, via ARNP, En(k) along the A

line of a Sd metal for which no bulk conduction bands have been calcu-

lated. More generally, it represents a further attempt to study the

relative contribution of direct transitions and density-of-states

)
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(DOS) features to ARP spectra, and to use the direct-transition fea­

tures to derive En(k} relations.

In Section B, experimental procedures are discussed. Section C

contains results and Section 0 a general discussion. Finally, Section

E gives a summary.

B. Experimental

The sample was a high-purity (99.999 percent) Pt crystal (Materi­

als Research Corporation), which was cut and diamond-polished to with­

in =1/40 of the (100) plane, with a mean surface roughness of 0.05 pm.

The resulting (100) face was chemically etched briefly in warm (ca.

315K) aqua regia for about 1.5 minutes. This etching procedure works

quite well for several different faces of Pt [i.e., (100), (111),

(110), and (211)], typically yielding smooth surfaces with a high de­

gree of visual reflectivity. The Pt(100} crystal was aligned azimuth­

ally on a sample manipulator to better than =10 using the back­

reflection Laue method, and installed in an ultra-high vacuum (UHV)

chamber (base pressure ~ 3 x 10-10 torr). Bulk impurities (C, S,

Ca) were removed from the sample by a combination of repeated Ar+

sputtering (beam voltage = 1 kV}/annealing (970K) cycles and brief

periods of heating (1070K) in 10-7 to 10-6 torr of oxygen. Resid-

ual oxygen adsorbed from this procedure was removed by several addi­

tional Ar+ sputter/anneal (l170K) cycles. The resulting surface was

monitored by Auger electron spectroscopy (AES) for cleanliness and

low energy electron diffraction (LEEO) for crystallographic order,
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yielding AES impurity (C, 0, S, Ca) signals characteristic of $ 0.05

monolayer contamination and LEED patterns (with sharp and intense

spots) characteristic of a reconstructed (5xl) surface, in agreement

with previous studies. ll Slight amounts of contamination above this

level yielded a (lx1) surface structure. Immediately preceding the

ARNP experiments, which were performed in a different UHV chamber,

further Ar+ sputter/anneal (1170K) cycles were performed in situ,

and surface cleanliness was monitored by AES immediately before and

after the experiments (again, the contamination level was $ 0.05 mono­

layer). The surface structure could not be monitored by LEED during

the ARNP experiments. But, as noted above, the achievement of a clean

surface always yielded a (5xl) surface during the cleaning procedures,

thus precluding" the possibility that the experiments were performed on

a disordered or unreconstructed surface. It is herein assumed that

the ARNP spectra correspond to Pt(100)-(5x1).

The photoemission measurements were performed on the 80 branch of

Beam Line I (BL 1-2) at SSRL, with the incident radiation highly po­

larized (> 97 percent) in the horizontal plane and in the energy range

6 eV ~ hv ~ 32 eV. The ARP apparatus, described elsewhere,12 em­

ploys a double-pass cylindrical mirror analyzer as described in Chap­

ter I (Section C), with the angular acceptance modified for these ex­

periments to =2.5 0 (10 millisteradians). The combined energy resolu­

tion (monochromator plus electron analyzer) varied from ca. 0.1 eV

(FWHM) at the lower limit of the photon energy range to ca. 0.2 eV at

the upper limit.
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The normal emission geometry utilized in these studies and repre­

sentative ARNP energy distribution curves (EDCs) are shown in Fig. 1.

A total of 32 spectra were recorded in the geometry depicted in the

inset. The crystal was oriented so that the [011] azimuth (~ = 00
)

was contained in the horizontal plane, along with the incident radia-
+

tion vector potential (A) and photon beam direction (h~); and the po-

larization angle (9A) was held fixed at 27.3° in the 00 azimuth

(~A =0
0

). ~ situ polar crystallographic alignment (~ 1° or bet­

ter) was effected by laser autocollimation.

C. Results

The spectra displayed in Fig. 1, as well as all others recorded,

are rather complicated. The EDCs contain many features that are gen­

erally not as "sharp" and well-resolved from each other as is typical­

ly found in the case of the noble metals. 4- 9,13 Part of this prob­

lem arises from the various photoemission mechanisms which contribute

to these peak structures: although many peaks clearly arise from di­

rect transitions, as evidenced by their initial-state energy disper­

sion with photon energy, others cannot be direct transitions, because

they show no dispersion. These latter features are probably related

to the initial-state DOS. Additionally, the problem of initial-state

lifetime broadening is important in Group VIII metals14 ,15 (see

Chapter I). The severity of this effect, due in large part to the un­

filled d bands, is discussed at greater length in Chapter IV for the

case of chromium.
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Even with these complications, individual peak structures can be

identified and "mapped" as functions of photon energy, which in turn

yields directly the dispersion relations, En(Ri ), under the assump­

tions that4- 9,16 (1) only r~X-1ine initial states contribute direct­

transition peak structures to the spectra, and (2) only a single plane­

wavelike final-state band is important in yielding R! from energy po­

sitions corresponding to maxima in the peak structures (or the equiv­

alent for shoulder-type features). The validity of and motivation for

these conditions receives considerable attention in the first two chap­

ters, and is further discussed in Chapter IV. Following the structure

of Chapter II, the empirical dispersion relations will be derived

first, clearly isolating the direct transitions from the DOS features

which obviously do not fit the two conditions above. Then, a brief

discussion of EDC features and the En(t) curves will follow in the

next section.

In order to analyze the direct-transition features found in

Pt(100) EOCs in terms of the initial-state dispersion relations, it is

first necessary to determine the photoelectron band structure. As

discussed previously,7 and in Chapters II and IV, the most straight­

forward procedure is to match the form of the final-state dispersion

relation to the bulk, one-electron conduction-band components (i.e.,

the plane-wavelike, or s-p parts) that are derived from the empty­

lattice band(s) which would yield primary Mahan cones17 along R
1

•

The final-state dispersion has the form

)

)
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, (1)

, (2)

)

,
, )

where m* and V6 are the effective electron mass and inner poten-

tial, respectively, to be determined from the bulk band structure, and

all energies are referenced to the Fermi level, EF• We further as­

sume that one of the fitting parameters, specifically V6' is ad­

justable subsequent to the initial fitting procedure, to account for

the possibility that the true photoelectron dispersion relation does

not scale absolutely with the bulk conduction bands. This aspect of

the procedure receives further attention in Chapter IV, and should be

considered as a direct consequence of the results of Chapter II: the

one-electron conduction band structure does not account for the many­

body nature of photoemission. 18 Obviously, Eq. (1) ignores the ex­

istence of conduction band gaps. The Cu(211) results (Chapter II)

demonstrated the validity of this fact rather dramatically. Figure 6

in Chapter I demonstrates the fact that we need only consider conduc-
~ -tion band components with G = (n, 0, 0) character (n is a nonnegative

integer) for normal emission along the [100J axis. Additionally, di­

pole selection rules8,19 require that the final states have A6 SYm­

metry, where A6 is the symmetric irreducible representation in the

double group20 of A.



126

The high energy conduction band structure of Pt was not given by

Andersen,21 who reported a relativistic augmented-plane-wave (RAPW)

calculation for this metal. However, by analogy with band-structure

calculations for palladium22 and gold,23 there are three appropri-

ate A6 conduction bands along A in the photon energy range employed

here. Only the lowest of these, which is band 7 along most of the A

line in gold, should give rise to primary emission, the other two pro­

ducing emission into secondary Mahan cones17 (i.e., involving sur­

face umklapp processes). However, band hybridization near r renders

the plane-wave character of band 7 somewhat ambiguous for ki vectors

smaller in magnitude than (-0.4, 0, 0)2w/a in gold and palladium.

Therefore, we should restrict our attention to the region of band 7
+

between ki = (-0.4, 0, 0) and (-1, 0, 0), for which the character

contains G= (2, 0, 0) (as usual, the units of 2w/a are assumed im­

plicitly). The higher-lying A6 conduction bands do not give rise to

discernible features in the spectra and will not be considered further.
+

It should be noted that we are considering ki vectors with kix
negative to· be consistent with Fig. 4 in Chapter I, where primary cones

propagating with positive kfx components are shown to originate at

the (200) reciprocal lattice point and intersect initial states with

negative kix • Equivalently, we could consider kfx to be negative

(with cones propagating along [iOO]) and kix positive, with G= (2,

0, 0). There can be no distinction between these two constructions

because the band structure must be symmetric about r.

)

)

)

)
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The effective electron mass (m*) of the final-state band was found

in studies of silver7 and gold8 by fitting Eq. (1) to the appropri-

ate calculated bulk conduction bands. However, by necessity we fol­

lowed the procedure used for Pt(lll) (Ref. 8) where m* was taken to be

the value found for the analogous state in gold. Along~, a fit of

band 7 in gold23 in the k1 region discussed above yields m* = 1.4 me

where me is the free-electron mass. The band minimum was adjusted

to Vo = +3.3 eV, which gave the best overall agreement between the

empirical valence bands and the RAPW calculation of Andersen. 21

These parameters yield the photoelectron band structure displayed in

Fig. 2 as the curve highlighted by filled circles. For comparison,

Andersen ' s
21 Pt RAPW calculated bands are also shown, with the open

circles at X representing his higher energy calculated conduction band

values. It is clear that final-state energies below 10.4 eV involve

ki ~ ki - (0, 0, 0) transitions, while those between 10.4 and 31.6

eV arise from i =(~, 0, 0). Employing the final-state band shown in

Fig. 2, the direct-transition features in the Pt(100) EDCs give rise

to empirical dispersion relations along r~x. A comparison between the

empirical (circles) and theoretica1 21 (lines) valence bands along ~

is shown in Fig. 3, and empirical band energies are given in Table I,

along with the energy values at r derived from our Pt(lll) studies8

and from Andersen ' s
21 band calculation. The bands are labelled by

their appropriate double group20 irreducible representations, with

the subscripts "1", "m", and "un differentiating between bands of the
~

same symmetry. The A vector orientation shown in Fig. 1 yields
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non-zero components of both All and Al (parallel and perpendicular to

nil [100]). Within the framework of dipole-selection rUles,19 and

in the Pt case of non-negligible spin-orbit coupling,8 All can excite

d6 valence bands while Al excites both d6 and d] bands. Therefore,

all six valence bands represent allowed initial states. This is one

of the reasons that the EDCs in Fig. 1 appear to contain many peak

structures.

)

)

)

D. Discussion

1. Direct Transitions.

Except for d6t , Fig. 3 shows that detailed En([i) curves for

all valence bands are obtained. Moreover, the agreement between ex­

periment and theory is striking, not unlike our earlier Pt(lll)

work.8 It is truly amazing that the (open d-shell) Group VIII 5d

metals, platinum8 and iridium,24 both have empirical valence band

structures that agree so well with RAPW band theory.21,25 In fact,

the Pt empirical bands along LArdX show better agreement with band

theory than do those of (the noble metal) gold.8,9 Although all six

valence bands are dipole-allowed initial states, the d6t band was

not observed in our spectra, presumably because of a low photoemission

cross section due to its s-p character. However, the situation is

complicated by the presence of secondary-electron structure in the in­

elastic tail, similar to that reported by Willis and co-workers26

for tungsten, and band 1 (s-p like) was a very weak feature in Pt(lll)

ARNP spectra8 in the same photon energy region.

)
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Several points can be discussed concerning the general properties

of the band structures shown in Fig. 3. A higher degree of self-con­

sistency between the empirical valence band structure and the photo­

electron dispersion relations would have been obtained had the photon

energy range been extended to higher values, because initial ~-line

states on both sides of r would have been excited, yielding extended-
....

zone En(k) curves that would presumably have dispersion relations

symmetrical about r. As discussed further in Chapter IV, it is always

desirable to be able to cross high-symmetry points to obtain this self­

consistency, expecially in the present case where there iS,no prior

knowledge of the final-state band structure, thereby obtaining a valu­

able check of the validity of m* and v6. The situation is none­

theless favorable for Pt(100) because the band positions extrapolated

to r are consistent with initial-state energies for the DOS features

derived from r (to be discussed below). Furthermore, inspection of

values listed in Table I shows that all Pt(100)-derived r point ener­

gies agree well with the corresponding energy levels derived directly

(except for band 4) from Pt(lll) ARNP results. 8 The latter face is

a more favorable case for measuring bands at r because the ki points

at the intersection of initial- and final-state energy contours along

rAL pass through r within the photon energy range available with the

8°-line monochromator, mainly because the BZ dimension is 13 percent

smaller along [111] than the [100] direction. The general agreement

between the Pt(100) and Pt(lll) E(r) values is particularly noteworthy

because both sets of spectra suffer from more drastic peak-broadening
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effects relative to gold (see Ref. 43, and associated text, in Chapter

IV). Turning to the comparison between empirical and theoretical

valence band structures, the major discrepancies are in the A71 ,

A7m , and A6u bands. A higher initial-state energy for A7m is

found at r (7+), but this is consistent with the energy position of

r7+ determined from DOS structure (see below), and also with the en­

ergy position estimated from Pt(lll) data by extrapolation.8 The

A6u band is seen to lie higher than calculated in part of the zone,
/

although it should be noted that for hv ~ 20 eV the positions of peaks

associated with this band were difficult to determine. The A7t band

was also found to be higher than calculated, and the remaining dis­

crepancy is in band 3 between (-1/2, 0, 0) and (-3/4, 0, 0), where

there is a deviation in the curvature.

We noted above that the empirical A7t band (2) is higher than

calculated, but it should also be pointed out that this band gives a

very weak feature in the EDCs throughout the photon energy range em­

ployed for both Pt(100) and Au(100) (Ref. 9). Perhaps this low inten­

sity can be understood by making use of simple symmetry arguments: 24

In the neglect of spin-orbit coupling, which can be treated as a

perturbation of the band structure, bands 2 and 6 (A7t and A7u '

respectively, in Fig. 3) have A21 and A2 symmetry (in single-group

notation), respectively, which are both dipole-forbidden in normal

emission. 19 All other initial state bands would be dipole-allowed,

in our experimental geometry, in the absence of spin-orbit coupling.

However, the A7u band (6) yields a relatively strong peak between
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photon energies of 18 eV and 22 eV in Pt(100) spectra. The qualita­

tive argument is that ~71 remains relatively isolated from the other

d bands (except, of course, at r), whereas ~7u is close to and mixes

strongly with the other d bands that are separated from ~7u by an

amount roughly on the order of the spin-orbit coupling strength ~(5d)

(ca. 0.7 eV in Pt meta18) or less. Therefore, ~71 can be assumed

to adhere qualitatively to non-relativistic selection rules, but ~7u

cannot, and since ~71 is forbidden in the absence of spin-orbit

coupling, it should yield a weak feature in ARNP spectra, as observed.

This argument is, by analogy, similar to the physics of atomic band­

character mixing (or hybridization), with the crystal potential, V(t),

replaced by~. An example of band-character mixing was found in
I

Cu(211) spectra (Chapter II): the upper s-p band (A4) was observed

to be a strong feature at photon energies corresponding to Ri for
I

which A4 experiences a strong admixture of d-electron character from
I

the A d bands via the crystal potential. At photon energies corre-
I

sponding to primarily s-p character in its wave function, the A4
band is weak [similar to the A61 band in the case of Pt(100)].

A note of caution concerning the selection rules for the recon­

structed faces of Pt(100) and Au(100) should be mentioned: Heimann,

et !l.27 have shown that surface reconstruction of Au(100)-(lx1) to

the (5x20) structure yields a drastic increase in the intensity of

some ARNP-EDC features. These authors interpreted this effect as

arising from the (100) surface sYmmetry change accompanying the recon­

struction, which changes the "normal" ~-line selection rules. 19
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However, if it is assumed that the only symmetry effect of the

(lx1) + (5x20) or (5x1) transformation of the surface is to break the

reflection symmetry of the rXWKr emission plane (i.e., a {100} plane),

then ~2--but not ~21--becomes a dipole-allowed initial state. 28

Therefore, we do not expect band 2 to yield appreciable intensity

through either spin-orbit coupling or surface reconstruction mechan-

isms, in accord with our findings for ~71 in Au(100)-(5x20) (Ref. 9)

and Pt(100)-(5x1), and with the observation that surface reconstruc­

tion of Au(100) from (lx1) to (5x20) does not yield enhancement of the

~71 intensity. The latter is a result of our ARNP studies of Au(100)

(Ref. 9).

2. Density-of-StatesFeatures.

In addition to the direct-transition peaks that yield the data

points shown in Fi~. 3, dispersionless peaks arising from the density

of states (DOS) were also observed. ARP EDCs are typically dominated

by either DOS intensity .(e.g., chromium--see Chapter IV) or direct

transitions (e.g., copper--see Chapter II), but not both. Pt(100)

represents a somewhat unusual deviation from this pattern because both

DOS and direct-transition intensity is observed in EDCs with equal

propensity. Although the concomitant increased number of peak struc­

tures complicated the data reduction for Pt(100), it was relatively

straightforward to separate DOS and direct-transition peaks partly be­

cause the empirical En(ki ) curves contain a great amount of detail

[unlike Cr(lOO), see Chapter IV], but mainly because the DOS peaks

)
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show no disperion: the DOS features do not fit the direct-transition

model outlined above, so they are easily spotted when their energy po­

sitions are plotted in a band-structure diagram. This is clearly de­

picted in Fig. 4, where the same dispersion relations as in Fig. 3 are

shown with the addition of the DOS features, the Ri positions of the

latter being derived from the same simple final-state dispersion rela­

tion used for the direct-transition features. Fig. 4 shows that there

are six "bands" of dispersionless features, which will be considered

below starting with the uppermost feature. First, however, it should

be noted that there are various mechanisms (e.g., those discussed in

Chapter I) which can lead to an apparent breakdown of k-conservation;

in nearly every case, the resultant ARP EDC reflects either the three­

dimensional DOS (TDOS) or one-dimensional DOS (DODOS) along R
1

(Ref.

29). Therefore, wherever there exist flat initial-state bands some­

where in the reduced BZ, we should expect the possibility that the DOS

contributes to the EDCs. This does not imply that all DOS features

are DODOS-related for the normal emission geometry.

The DOS peak with most intensity occurs at an initial-state ener­

gy of about -0.5 eV. This peak can be seen in the spectra at 19.5 eV

~ hv ~ 32 eV; it is masked at lower photon energies by direct-transi­

tion peaks in the same initial-state energy range. It is reasonable

to assign this DOS feature to the DODOS for the A7m band, although

there are other parts of the zone (e.g., the L point and the Q line)

which also show flat bands in Andersen ' s
21 calculation in this ini-

tial-state energy region. The second DOS feature is a relatively weak
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shoulder at -1.40 eV on the low initial-energy side of the main d-band

direct-transition structure (~7m and ~6u). It is observed in the

range of 12 eV ~ hv ~ 1S eV, except at energies where it crosses the

~6m direct-transition peak (ca. hv = 16 eV). This DOS feature, like

the first, is obscurred by direct-transition peak structures at higher

photon energies. It has an energy position that is consistent with an

assignment to DOS emission (TOOS or OOOOS) from initial states near

the uppermost rS+ level [i.e., bands (5,6)]. The third DOS feature

can be seen as an extremely weak peak at an initial-state energy of

-2.1 eV in the range 13 eV ~ hv ~ 20 eV, except where it is obscured

by ~6m direct transitions (ca. hv = 17 - 1S eV). This feature has

no obvious relationship to any of the bands along rAX, although it

coincides with·the theoretical band minimum for ~6u. It is probably

derived from bands elsewhere in the zone [bands (4,5) along L or band

4 at W, for example]. The fourth feature is observed in the range

14 eV ~ hv ~ 20 eV with an initial-state energy of -2.S eVe This posi­

tion coincides with E4(r7+); we therefore attribute its intensity to

the DOS of band 4 near r. The fifth feature, at -4.1 eV, can be seen

throughout most of the zone because there are no direct transitions to

obscure its intensity. It undoubtedly arises from the DOS of bands

(2,3) near rS+. Finally, the sixth DOS feature, with initial ener­

gies in the vicinity of -6.7 eV, is observed in the EOCs below hv =

21 eVe Extraction of accurate initial-state energies for this feature

is hindered by the secondary-electron structure alluded to above. We

assign it to the OOOOS of ~6t and/or ~7t near X.

)
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The relative intensities of both the 0.5 eV and the 4.1 eV DOS

peaks increase with photon energy. To the extent that these peaks are

related to the ODOOS, this trend can be interpreted as arising from a

decrease in the electron mean-free path (A), reducing the extent of r1
conservation and leading to an en~ancement of OODOS features29 via

the mechanism discussed in Chapter I. However, the intensities of

these DOS peaks are unusually large for a Group VIII metal, where di­

rect-transition features have generally been found to dominate. 30

This probably arises because both the OODOS and TDOS contribute to the

total intensity. In other words, we would not expect to observe such

a large ODDOS intensity for a system like Pt(100) which has an abun­

dance of strong direct-transition features; we look.to additional DOS

mechanisms. The finite hole lifetime15 and its attenuation in open

d-shell metals is one factor (see Chapters I and IV). A shorter life­

time induced by enhanced d-electron mobility localizes the hole,14

leading to a DOS (TDOS in this case) effect (this is considered addi­

tionally in Chapter IV). However, this lifetime-broadening mechanism

would probably be essentially independent of the initial-state axis in

k-space, whereas the Pt(111) spectra do not suffer nearly as much from

DOS photoemission.8 A reasonable, alternative mechanism is enhanced

surface umklapp scattering caused by the surface reconstruction. 24,31,32

Strong evidence for this comes from Au(100) results,9 which showed a

higher propensity for DOS photoemission with the reconstructed (5x20)

surface. The details of this mechanism are presented in Section 0.6

of Chapter IV, but the essential ideas are outlined briefly below.
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Surface reconstruction gives rise to a completely new set of sur­

face reciprocal lattice vectors, ~;, which can result in a higher

propensity for surface umklapp scattering [via Eq. (16b) in Chapter I]

because the associated Fourier components of the crystal potential,

V~;, will be larger than those corresponding to the ~I vectors for

the unreconstructed surface. [The argument for the usual absence of

umklapp scattering in most normal spectra. is, in part, similar to the

reasoning behind the apparent success of the single-plane-wave approx­

imation for the final-state dispersion relation: the amplitudes of

the higher-order components are small (see Chapters I and IV).] The

result of enhanced surface umklapp scattering via the new set of re­

ciprocal lattice vectors is a "smearing" of directional information

within the energy and angular windows of the electron detector. This

is most easily conceptualized by considering the photoemission process

in three dimensions, rather than just along k1 • There are many elec­

trons propagating in many different directions inside the crystal.

The redistribution of directions at the surface quite naturally leads

to a buildup of intensity at energies corresponding to a large i·nitial­

state DOS. Although we anticipated that it might be, this effect was

not important in the case of Cu(211) spectra (Chapter II), because the

(211) surface reciprocal mesh is a simple projection of the bulk lat­

tice. However, Pt(100)-(5xl) has a fine surface reciprocal lattice
+' +

mesh with Gil as little as a fifth the size of Gil vectors for the

unreconstructed surface (corresponding to bulk projections). The~;

vectors, or course, give rise to the superstructure spots observed in

LEEO patterns11 of Pt(100)-(5xl).

)
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3. Final-State Structure.

An interesting aspect of these Pt(100) results is the occurrance

of photon-energy-dependent intensity resonances in the DOS peaks at

energies 17 eV ~ hv ~ 22 eVe Resonances were also observed in ARP

studies of Pt(111),8 AU(111),8 Ag(111),6 Ag(100),7 A9(110),7

Pd(111),33 Ir(111),24 and Ir(100).24 They were found to arise

at final-state energies corresponding to a large bulk conduction band

DOS, especially near r (r7-). The origin of these resonances has

been discussed at great length elsewhere,6-8 and will not be de­

tailed here, except for several aspects. The resonant maxima in

Pt(100) occur at nearly the same photon energies as those observed for

Pt(111) (Ref. 8) [bands (2,3) at 20.5 eV, band 4 at 19.5 eV, and bands

(5,6) at 17.5 eV], and occur at the same binding energies [bands (2,3)

at 4.1 eV, band 4 at 2.8 eV, and bands (5,6) at 1.4 eV]. Thus, the

resonant final-state energies (R) are essentially identical for the

two faces, as depicted on the band structure diagram in Fig. 2. R(rAL)

and R(r6X) refer to the resonance energies for Pt(lll) and Pt(100),

respectively, with the average value given by the dashed line at 16.5

eV above EF• In consonance with the resonances observed for other

crystal faces,6-8 this resonance level does not correspond to the

photoelectron dispersion relation energy position at r. In fact, Fig.

2 shows that R intersects the final-state band closer to X than r.

But, as discussed in Chapter I and elsewhere,7 this is not incon­

sistent with the employment of a plane-wave final-state (PWFS) band,

because we already know that the PWFS does not yield correct peak



138

intensities;34 it cannot possibly give the correct atomic1ike cross

section in the core region, where the final state is not a plane wave. 35

Therefore, the validity of the utilization of a PWFS for determining

initial-state dispersion relations cannot be criticized with intensity

arguments~ Additionally, the PWFS determines nothing about the photo­

electrons which find their way to the detector via a mechanism other

than a simple direct transition, i.e., the "DOS" features illustrated

in the empirical band diagram in Fig. 4. These observations are

equally supportive of two final-state resonance mechanisms·: (1) an

atomic cross section effect for which initial states are coupled di­

rectly to the resonant final-state energy (at the appropriate photon

energy) in the photoexcitation step, and (2) an electron transport

phenomenon by which photoelectrons originating from deeper within the

bulk reach the detector by virtue of an increased lifetime in the res­

onant final states. Evidence for the first mechanism is the fact that

the atomic character of the final states at the resonance energy is

f-e1ectron-1ike,36 with an enhanced d ~ f photoemission cross sec­

tion. Evidence for the second comes from two sources: (a) the obser­

vation of constant-kinetic-energy features corresponding to the "trap­

ping" of electrons in conduction bands at the resonant final-state

energy,6,8 and (b) experimental evidence from thermomodu1ation spec­

troscopy suggesting that conduction electrons in the resonance bands

have anomalously long 1ifetimes. 37 These two mechanisms are not

necessarily mutually exc1usive--the lifetime effect might be directly

correlated with the f-e1ectron character of the conduction bands. 37

Additionally, the second mechanism implies, in a time-reversed sense,

)
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that the final-state wave function propagates deeper into the bulk.

In principle, the wave function would then be more "bulklike", as the

conduction electron would of necessity experience an influence from

the periodic crystal potential. This is one case where photoelectrons

from "bulklike" conduction bands might reach the detector. Both mech­

anisms above probably contribute to the resonances. Neither one

suggests explicitly that the resonance is derived simply from the

large conduction band DOS at the resonance energy, although this may

be a factor. Furthermore, neither mechanism implies that resonances

must occur only in direct-transition peaks, in agreement with the ob­

servation in Pt(100) that the DOS features undergo resonances.

It is apparent from our analysis of direct-transition features,

shown in Fig. 3, that dispersion is observed when emission would

otherwise correspond to a gap38 in the bulk conduction bands, in

accord with the Cu(211) results. Although the exact form of these

bulk bands is not known, positions at both r and X are available.

From the final-state resonances observed both in this work and in the

spectra of Pt(111), r 7- lies 16.5 eV above EF, as shown in Fig. 2.

The positions of X6+, X6-, and X7- were calculated by Andersen21

and are shown in Fig. 2 as the open circles at X. By analogy with the

bulk band structures of gold23 and palladium,22 bulk conduction-

band gaps are expected at energies below E(X6+) = 8.9 eV and in the

vicinity of the resonance level near r 7- in Pt(100). While the

Pt(100) results do not present evidence for the lack of band-gap

photoemission as directly as Cu(211) (Ref. 4), it is nonetheless evi-

dent that the valence bands show dispersion throughout the zone except
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near the high-symmetry points where they are expected to be flat

regardless of the final-state band structureo As a final point

concerning the details of the photoelectron band structure, we note

that the detailed empirical valence-band dispersion relations are not

expected to be particularly sensitive to errors in its estimation
~

because group velocities of photoelectrons along k1 are much larger

than those of the valence-band electrons; the main breakthrough in the

simplification of the band-mapping problem is in knowing that the

final-state band structure corresponds to a single, continuous, and

smooth function of k1 •

E. Summary and Conclusions

This chapter has described the experimental determination of the

platinum valence band structure between r and X by analysis of direct­

transition features in angle-resolved normal photoemission data for

Pt(100)-(5x1). Before this could be achieved, features were identi­

fied in the spectra arising from the density of states and final-state

resonances. The empirical band structure was derived using a single

quasi-free-electron parabolic final-state dispersion relation and, as

in earlier studies,4-10 direct transitions into this band could be

assigned even when a gap was present in the bulk conduction-band

structure. Comparison of empirical En(R) curves with RAPW theory21

generally shows excellent qualitative and quantitative agreement, and

symmetry selection rules are found to playa role in determining the

)
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number and intensity of EDC direct-transition features. Finally, it

is suggested that the propensity for DOS photoemission in Pt(100)-(5x1)

is related in large part to enhanced surface umklapp scattering at the

reconstructed surface. This is an effect which should be a general

phenomenon. We anticipate further experiments with (a) Pt(100), to

assess directly the influence of the surface atomic geometry on DOS

photoemission, (b) Pt(110), which will complete the determination of

empirical band structure diagrams along the high sYmmetry lines of

platinum, and (c) 3d, 4d, and 5d metals, in general, to understand the

detailed mechanism of resonance phenomena.
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,) Table I. Values of valence bands along r~x in platinum. (a)

Iitil in Source Band energy, _EF (eV)
of

) units of (;1r) data ~7R. A6m ~7m ~6u ~7u

O.OOO(r} (b) 4.05 4.05 2.97 1.40 1.40

) o.OOO(r} (c) 4.07 4.07 (2.80) 1.40 1.40

O.OOO(r} (d) 4.07 4.07 2.77 1.41 1.41

0.125 (e) 4.13 4.02 2.62 1.56 1-.43
"

0.250 (e) 4.34 3.77 2.49 1.71 1.36

0.375 (e) 4.53 3.69 2.28 1.59 1.14

0.500 (e) 4.88 3.45 1.91 1.41 0.85

) 0.625 (e) 5.18 3.08 1.32 1.01 0.43

0.750 (e) 5.54 1.47 0.73 0.36

0.875 (e) (5.83) 0.27 0.50

1.000(X} (e) (5.95) 0.43

(a) Error limits for empirical values are estimated as =0.05 eVe
Values in parentheses are estimates based on extrapolation of
empirical bands.

(b) RAPW band structure calculation by Andersen (Ref. 21).

(c) Empirical values, from Pt(lll} ARNP data (Ref. 8).

(d) Empirical values, this work; based on average of empirical band
extrapolation and density-of-states feature associated with the
band energy at r.

(e) Empirical values, this work; based on detailed dispersion
relations. ---- ---
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FIGURE CAPTIONS

Fig. 1. Selected electron energy distribution curves collected at

normal emission from Pt(100) in the photon energy range

11 eV ~ hv ~ 30 eV. The inset in the upper right corner

gives the experimental geometry, as discussed in Section B

of the text.

Fig. 2. Theoretical (lines and open circles at X) low-energy

dispersion relations for Pt along r~x, and the empirical

final-state band (highlighted by closed circles) utilized to

derive empirical valence-band dispersion relations from

Pt(100) ARNP spectra. The theoretical bands are from

Andersen's RAPW calculation (Ref. 21) with band symmetries

indicated by the usual double-group designations. The

photoelectron dispersion relation corresponds to

V~ = +3.3 eV and m* = 1.4 me in Eq. (1) of the text,

and has two branches in the energy range below 31.6 eV with

the Gvectors as indicated [for substitution into Eq. (2)].

As shown, the final states are in the first Brillouin zone

below EF = +10.4 eV, and in the second zone above this

energy. The two levels, R(rAL) and R(r~x), refer to

final-state resonance energies derived from Pt(111) (Ref. 8)

and Pt(100) spectra, respectively, with the average value

given by the dashed line at EF = +16.5 eV (refer to

discussion in Section D.3 of the text).

)

)
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Fig. 3. Empirical (circles) and theoretical (lines, Ref. 21)

valence-band dispersion relations for platinum along r~x.

The experimental points were derived from EDe

direct-transition (DT) features by employing the final-state

band illustrated in Fig. 2. The photon energy scale on the

upper abscissa gives the initial-state wave vector (ki ) at

the Fermi level (EF) corresponding to direct-transition

photoexcitation at hv, and the ~-line irreducible

representation labels include "1", "m", and HUH, to

) distinguish between bands of the same symmetry.

Fig. 4. Empirical (closed circles) and theoretical (lines, Ref. 21)

valence-band dispersion. relations for platinum along r~x, as

. )

)

)

1
• J

in Fig. 3, with the inclusion of dispersionless density-of­

states (DOS) features (open circles), the E vs t i plots for

the latter group of features being derived from the same

final-state band (see Fig. 2) employed for direct-transition

peaks.
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IV. THE VALENCE BAND STRUCTURE OF ANTIFERROMAGNETIC

CHROMIUM ALONG A AND 1: *

A. Introduction

Valence band structure studies of metals with angle-resolved pho­

toemission (ARP) have been limited, for the most part, to Group VIII

and IB elements. 1- 40 For these metals, the success of the direct-

transition model in the interpretation of ARP spectra in the vacuum

ultraviolet energy region has been remarkable. In nearly every case,

it has been shown that most peak structures in valence band photoelec­

tron energy distribution curves (EDCs) arise from energy- and momentum-

conserving direct electronic transitions near or at the surface, and
-+-that the resulting empirical dispersion relations Ei(k) closely re-

semble calculated bulk valence-band dispersion curves. Furthermore,

the final-state or photoelectron band structure employed in Ei(k)

determination has a simple form relative to bulk one-electron conduc­

tion band structures,1-12,26,32-36,40,41 thereby yielding a tremen-

dous reduction of the complexity of the problem. In fact, we have

shown, in studies utilizing synchrotron radiation in the hv = 6 to 32

eV energy region, that a single quasi-free-electron parabolic final­

state dispersion relation can be used in conjunction with the normal

photoelectron emission geometry to determine empirical bulk valence-
-+-

band dispersion relations along k1 (the surface perpendicular or nor-
-+- 1mal component of the crystal momentum vector k) in copper,

silver,5-7 gold,8,9 and platinum. 9,lO

)
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It would appear, then, that we have a method of general applica­

bility to the problem of bulk valence band structure determination.

It is essential, however, that our conclusions concerning ARP be tested

by extending measurements to materials in other regions of the period­

ic chart, i.e., outside Groups VIII and IB, where the conditions may

not be ideally suited for bulk band structure determination. In this

chapter, angle-resolved normal photoemission (ARNP) studies of the

valence bands of the (100) and (110) faces of chromium (Group VIB) are

reported. For at least three important reasons, chromium provides a

useful test:

(1) In contrast to the filled or nearly filled d-electron shell

of d-band metals studied previously, the isolated chromium atom d-shell

is only half-filled [(3d)5] and that of the metal is 'slightly less

than half-filled. Thus, open-shell many-electron effects in photoemis­

sion13,42 may be important in chromium. The valence-band structure

picture. discussed above is intrinsically a one-electron model; thus,

many-electron effects would tend to compete with and induce band-struc­

ture-model breakdown. Actually, a comparison of valence band photo­

emission spectra for the nickel group metals (Z) with their corre­

sponding (Z+l) noble metal neighbors shows that many-electron effects

in the slightly-open-shell column (Z) may already be interfering, as

evidenced by their generally broader peak structures43 and poorer

agreement with bulk band structures. 44

(2) The (100) and (110) faces of the other Group VIS metals moly-

bdenum and tungsten have valence-band ARP spectra that are complicated
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by features associated with photoemission from intrinsic surface state

bands and the one-dimensional density of states (OOOOS}.45-53 By

analogy, surface states and the OOOOS may also be important in the

spectra of corresponding faces of chromium. Surface-state bands,
+ +

which disperse with kll (surface component of momentum) rather than kl,
+

give rise to dispersionless features in ARNP EOCs (where kll = O).

While they are important in the understanding of surface electronic

properties, surface state peaks can interfere with attempts to measure

bulk band structure properties, and it is crucial to differentiate be­

tween the surface and bulk features.

(3) Unique amongst metals, chromium displays itinerant antiferro­

magnetic behavior, with a N;el temperature of 312K. 54,55 As dis­

cussed belowj antiferromagnetism and the associated spin-density wave

(SOW) have profound influence on the bulk electronic structure of

chromium. The extent to which this might be observable with ARP is an

open question that represents an important part of this research.

It will be shown, below, that both surface- and bulk-derived pho­

toemission features are observed in EOCs for·the Cr(lOO} and Cr(110}

faces, and that the presence of the SOW is directly evidenced in the

spectra. However, for those peaks which are shown to arise from bulk­

like direct transitions, the derived empirical dispersion relations

disagree significantly with theoretical calculations for antiferromag­

netic chromium along appropriate ki directions. Furthermore, the ex­

perimental EOC curves for both faces are dominated not by the sharp

direct-transition features which are characteristic of noble and Group
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VIII metals, but by dispersionless peaks which are either surface­

related or arise from the bulk density of states.

In Section B, experimental procedures are discussed. Section C

discusses first antiferromagnetism and its relationship to the band

structure of chromium and secondly, the essentials of the direct­

transition model framework and empirical dispersion relations are de­

veloped. Section 0 discusses results and Section E gives a summary •

B. Experimental

Chromium, like molybdenum and tungsten, crystallizes in the body­

centered cubic (BCC) lattice structure, with one atom per unit cell.

Two high purity single crystals of Cr were cut and mechanically pol­

ished to within =1/40 of the (100) and (110) planes, respectively,

with a mean surface roughness of 1 pm. The resulting (100) and (110)

faces were electropolished in a solution containing acetic and per­

chloric acids,56 yielding surfaces which were visually highly re­

flective, with mirror-like finishes. The crystals were then installed

in an ultrahigh-vacuum chamber (base pressure - 3 x 10-10 torr) and

cleaned by repeated cycles of Ar+ sputtering (beam voltage = 1 kV)

followed by annealing at - 900K, with surface cleanliness monitored

by Auger electron spectroscopy (AES). Both surfaces were found to be

relatively difficult to clean of the major impurities (C, N, and 0),

and as many as 100 sputter/anneal cycles were required before AES im­

purity (C, N, 0, S) signals characteristic of $ 0.05 monolayer contam-

ination were observed. Furthermore, both clean surfaces were found to
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be reactive with residual gases in vacuo. However, the contamination

level could be kept below - 0.05 monolayer for at least 10 to 12 hours,

which was sufficient time for a complete series of ARNP spectra to be

recorded. Immediately preceding the ARNP experiments on each crystal

face, further sputter/anneal cycles were performed, and surface clean­

liness was monitored by AES immediately before and after each experi­

ment. Because of experimental difficulties, the structure and crystal­

lographic order of the surfaces could not be monitored by low energy

electron diffraction (LEED) during·the ARP experiments. However, the

surface phases of these crystals were subsequently checked with LEED

in a different vacuum chamber. Using the same clean-surface prepara­

tion procedure as above, LEED patterns (with extremely sharp and in­

tense'spots) of the Cr(100)-and Cr(110) surfaces characteristic of

(1:2 x I:2)R45° and p(lx1) structures, respectively, were observed (with

the sample temperature at 293K). Both patterns are consistent with

other recent LEED studies,57,58 particularly in that the recently

reported Cr(100) clean-surface reconstruction57 was confirmed here.

The ease with which these excellent patterns were obtained after 5ur­

face preparation treatments identical to the method used during the

ARNP experiments serves as assurance that the identical surface phases

were obtained there. It should be noted that LEED patterns for BCC

crystal faces are somewhat different from those of the more familiar

face-centered cubic (FCC) crystals. Because this difference sometimes

leads to confusion, diagrammatic representations of Cr(110)-p(lx1),

Cr(100)-p(lx1), and Cr(100)-c(2x2) LEED patterns are displayed in

Fig. 1.

)
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The photoemission measurements were performed on the 8° branch of

Beam Line I (BL 1-2) at the Stanford Synchrotron Radiation Laboratory

with the incident radiation highly polarized (> 97 percent) in the

horizontal plane and in the energy range 6 eV ~ hv ~ 32 eVe The ARP

apparatus, described elsewhere,59 employs a double-pass cylindrical

mirror analyzer (CMA), with the angular acceptance modified for these

experiments to =2.5°. In these measurements, the energy resolution

(monochromator plus electron analyzer) varied from ca. 0.1 eV to ca.

0.2 eV (FWHM) at the lower and upper limits of the photon energy range,

respectively. All spectra were recorded with the sample temperature

at 293K.

In Fig. 2, the experimental normal emission geometries utilized

are shown for the Cr(100) and Cr(110) crystals. For both crystal
~

faces, the incident radiation vector potential (A) was confined to the
~

(horizontal) plane of incidence with the angle 9A (between A and the
~

crystal surface normal n) fixed at 27.3°. The crystal azimuthal orien-

tations were also held fixed (~A constant), with the [011] and [001]

azimuths contained in the plane of incidence (along ~A = 0°) for the

Cr(100) and Cr(110) faces, respectively (see Fig. 2). Azimuthal crys­

tallographic alignment (: 1° or better) was achieved (after mounting

the samples for ARP experimentation) using the back-reflection Laue

method external to the vacuum chamber. ~ situ polar crystallographic

alignment (= 1° or better) was effected by laser autocollimation.

Typical EDCs for the entire energy range are shown in Figs. 3 and

4 for Cr(100) and Cr(l10), respectively. In each spectrum, the Fermi
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level (EF) was determined as (dl/dE)max.' i.e., the point of maxi-

mum derivative of photoelectron intensity (I) with respect to energy

(E), in the region around the onset of photoemission. This method,

although not necessarily rigorous, is probably more accurate than

another popular technique which simply defines EF as the energy at

half-height of intensity in the onset region. 9 The distinction be­

tween these two methods, while typically minor, is particularly, impor­

tant for spectra that contain structure near EF• For the present

studies, it is expected that derived EOC peak position ~nergies rel­

ative to EF (EF) are in error, at worst, by a minute constant

because the work functions derived from EF placement and analyzer

reference voltages showed rms scatter of only =36 and =24 meV over

the entire data ranges for Cr(100) and Cr(110), respectively.

C. Band Structure Characteristics

Before discussing chromium band-structure characteristics, it is

informative to investigate the hv dependence of the various features

in the spectra displayed in Figs. 3 and 4. Peak structure plots for

both crystals are shown in Fig. 5. The circles represent strong peak

(closed circles) or weak feature (open circles) energy positions rela­

tive to EF for the range of photon energies used. The distinction

between strong and weak features is only a qualitative guide, because

substantial peak convolution can give the appearance of drastically

different peak intensities. The connecting lines on the plots in Fig.

5 have no significance other than to join and map the individual struc-

tures as functions of hv.
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It is immediately apparent from Fig. 5 that while some features

disperse with hv [B, C, and E for Cr(100); B, C, E, and G for Cr(110)],

others, which are rather intense peaks, show little or no dispersion.

This was not the case for Group VIII and IB metals,I-40 where nearly

all features showed dispersion. Thus, as speculated above, photo­

emission from chromium is fundamentally different from other metals

studied. An attempt to understand this requires a detailed elucidation

of the room-temperature chromium bulk band structure. In the spirit

of the direct-transition model for the normal emission geometry, peak

dispersion with hv is highly indicative of bulk direct-transition

processes, particularly because kll is zero for normal emission. This

dispersion occurs only from direct transitions at reduced k-points

which yield photocurrent in normal emission, i.e., those which are

either part of the appropriate k1 crystal momentum space or those

which are in other directions but able to excite transitions that

result in normal emission via surface umklapp processes. 52 ,60 Usual­

ly, the former mechanism dominates. 4 The appropriate regions of

k-space are the A and E lines, for Cr(100) and Cr(110) direct transi-

tions, respectively.

1. Antiferromagnetic Energy Bands of Cr.

As discussed above, metallic Cr is slightly antiferromagnetic

(AF) at room temperature, with a magnetic moment of 0.59 ~B per atom

and a spin density wave (SOW) that is nearly commensurate with the

x-ray lattice structure. 54 The "spin density wave ll terminology,
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which was introduced by Overhauser,61 refers to an electron distri­

bution that is uniform spatially but oscillatory in spin. Alternating

spin density in the form of a standing wave (antiferromagnetism) occurs

because it results in a net reduction of the total band energy.62 In

other words, the material in the AF state has taken advantage of its

net magnetic moment by ordering its spins in some oscillatory (period­

ic) manner to lower its energy, producing an exchange potential per­

turbation periodic with the SOW. In a single AF domain, the Cr SOW

runs along one of the cubic axes (t, for example) with a periodicity

that is 21 lattice spacings, corresponding to a wave vector Q= (0.95,

0, 0) (in units of 2~/aCr' which will be used throughout this work;

aCr = 2.88 A). The most popular way of dealing with this perturba­

tion theoretically in a band structure calculation is to treat the spin

superlattice as a magnetic crystal, the symmetry of which differs from

the real lattice. Unfortunately, the real situation is difficult to

handle, because the unit cell corresponding to Q= 0.95 would contain

a very large number of atoms in real space (and, thus, an enormous

number of bands in k-space). However, the perfect AF state, Q= 1, is

commensurate with the BCC lattice, and is treatable with present band­

theoretical techniques. 63- 65 It is generally considered to be an

excellent model structure with which to describe the electronic prop­

erties of AF Cr. 54 Indeed, the commensurate state is not far from

the real state and can be stabilized experimentally by alloying Cr

with less than one percent of Mn. 66 From here on in this section,

only commensurate antiferromagnetism will be discussed in relation to
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band theory, but it is important to remember that this does not rep­

resent precisely the true incommensurate antiferromagnetic state in Cr.

The commensurate AF Cr unit cell, in which the spins at the corn­

ers and center are of equal magnitude but point in opposite directions,

is illustrated in Fig. 6. This structure gives alternating planes of

spin-up {t} and spin-down {~} atoms orthogonal to any of the cubic

axes -- the SOW. The crystal atomic structure is still BCC, but as

far as electrons are concerned, the AF unit cell has a magnetic struc­

ture that is equivalent to the CsCl crystal structure, i.e., simple

cubic {SC} with a two-atom basis. The electron density has the peri­

odicity of the BCC lattice while the magnetization periodicity is twice

this. Thus, the primitive SC unit cell volume is twice the BCC volume,

and the SC Brillouin zone {BZ} is half-size and contains twice as many

occupied k states as the BCC zone.

To demonstrate how the AF reciprocal lattice structure and BZ are

constructed, Fig. 7 illustrates the effect of the commensurate SOW on

the {001} plane in k-space. Figure 7{a} shows a portion of repeated­

zone k-space with the BCC structure {this is quite different from that

of the FCC lattice encountered in earlier chapters}. The open circles

represent reciprocal lattice points with r sYmmetry, and the smaller,

filled circles represent points having H sYmmetry. The first BZ is

the region bound by the central square with r {O, 0, O} at the center

and H {I, 0, O} points at the corners. Also shown is the direction

and magnitude of the commensurate SDW wave vector Q. The SDW adds Qto

every point in k-space, essentially shifting the entire reciprocal
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lattice past itself by one unit of 2~/a in the [100] direction. The

result of this is shown in Fig. 7(b). Each reciprocal lattice point

(f) has been moved to an H point of the Bee lattice, and every H point

is now moved to T. Thus, f and H are equivalent and form a new lat­

tice. The central square shown in Fig. 7(b) bounds the new first BZ

(the se zone) with r(H) at the center, and is half the size of the Bee

zone. Now, let us consider, in detail, the effect of the SDW on the

Bee ~ se transition in the first BZ. Figure 7(c) shows the BZ (la­

belled "cell A") of the Bee lattice in the (001) plane with the irre­

ducible portion highlighted by the triangle. The sYmmetry elements r,

A, H, G, N, and t are the usual ones for Bee. In addition, the A line

has been artificially broken into two regions separated by the central

(X) point (the parenthetical notation indicates that X is equivalent
+

to A, with no other special symmetry). Now, the Q vector is added,

bringing a neighboring cell (B) into the picture with the partially­

overlaid geometry shown in Fig. 7(d). An irreducible wedge from B co­

incides with the one from A, but each has a different orientation. For

example, AlA overlaps A2B , and t B and GA are overlaid, etc. If

the artificial "A" and "B" labels are removed, the A line becomes

r,H ~ 61A2 ~ (X) ~ A1A2 ~ r,H. The irreducible portion is now between

r,H and (X), because the two regions A1 and A2 are "umklapped" together.

Using the symmetry compatibility relationships listed in Fig. 7(e) for

the Bee ~ se transformation,54 the se BZ is constructed from Fig. 7(d),

resulting in the cell shown in Fig. 7(f). The se irreducible wedge in

the (001) plane is bound by r-A-X-Z-M-t-r.

)

)

)
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The paramagnetic (P) to AF transition in the band structure along

the [110] direction is demonstrated in Fig. 8, where the calculated

results of Asano and Yamashita63 are reproduced. In Fig. 8(a), the

lowest bands are shown along the HGN and NEr lines for the para­

magnetic case, labelled by the appropriate irreducible representation

symmetries. In Fig. 8(b), the NGH bands (dashed lines) from (a) have

been overlaid on the NEr bands (solid lines). An investigation of the

E and G groups shows that Gl , G2, G3, and G4 are identical to the

El , E2, E3, and E4 representations, respectively, for the simple cubic

case. 54 Thus, the AF band structure should contain gaps wherever G

and E bands of the same symmetry cross or join in Fig. 8(b). This

situation occurs twice near N, once near the center of the E,G line

where Gl and El bands meet, and more importantly once near EF where G3
and E3 bands cross. In Fig. 8(c), the rEM bands for AF-Cr are plotted,

showing that these gaps are indeed realized in the presence of the

periodic perturbation arising from the exchange potential. Because the

band mixing and repulsion that occurs in the L3 bands takes place near

EF, the sum of occupied one-electron energy parameters ~(n,t) En,t is

decreased; i.e., the total band energy is reduced. This is the self­

stabilizing effect discussed above which is the key to antiferro­

magnetism in Cr. 54 ,62 The three-dimensional situation is obviously

more complicated, but one can resort to Fermi-surface terminology: the

electron and hole octahedral surfaces that surround rand H, respec­

tively, are nearly identical in shape and size. The P ~ AF transition

causes the smaller (f) electron surface to "nest" within and annihilate
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the larger (H) hole octahedron, introducing gaps containing EF• The

largest effect would occur if the two surfaces were identical, because

gaps would be centered at EF everywhere along the original surfaces and

the largest energy reduction would be obtained. This would, for ex­

ample, occur if G3 and E3 crossed exactly at EF in Fig. 8(b). Lomer62

was the first to point out that there is a relationship between the

slight mismatch of electron and hole octahedra geometries and the

observed incommensurate SOW. He suggested that the most favorable

nesting would occur if the shift was Q=O.95(2w/a) instead of 1(2w/a).

This would result in a maximum intersection of the paramagnetic Fermi

surfaces. Detailed band structure calculations67 (including the Asano

and Yamashita work63 ) have since confirmed Lomer's conjecture.

Band separations induced by the magnetic exchange potential are

generally small in Cr,63-65 owing to the relatively small magnetic

moment of constituent atoms. In fact, Skriver's65 calculation, for

example, places the lower E3 band extremum slightly above EF, because

the gaps are generally even smaller than those of Asano and Yamashita. 63

Finite gaps are expected to exist near EF along various k-space lines,

and also at the SC zone boundary at energies which do not affect the

total energy. Examples of the latter are the M1-M3 gaps shown in

Fig. 8(c). In addition to Skriver's65 calculation, which uses a lo-

cal spin density (LSD) formalism, and the work of Asano and Yamashita,63

which is a self-consistent Korringa-Kohn-Rostoker (KKR) calculation

using an exchange potential with the Slater Xa form, there is one

other recent calculation of the electronic structure of commensurate

)

)

)

)

)
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AF-Cr by Kubler,64 using a method that is similiar to Skriver's.

The band structure results of these three calculations are qualita­

tively similar, but there are quantitative differences in band gap

widths and absolute band energy positions. These will be discussed in

detail below.

There have been numerous experimental studies of AF_Cr. 67 The

most relevant ones for the present work are optical studies,68-70

which confirm the existence of spin-polarization band gaps in the in­

commensurate AF phase, de Haas-van Alphen effect experiments which (in

the form of negative evidence) would appear to verify the self-anni­

hilation of electron and hole octahedra in both the incommensurate71

and commensurate72 [Cr(Mn)] phases, and x-ray photoemission (XPS)

measurements of Cr valence bands. 73 Additionally, there has been

another recent ARP study of Cr(110) by Johansson, et !l.74 However,

a meaningful comparison with the present work may not be feasible, be­

cause the Cr(110) surface studied by Johansson, et !l.74 was relatively

contaminated with oxygen. Finally, it should be noted that in a very

fundamental way, these spin-polarization gaps discussed in this sec­

tion are similar to the s,p-d hybridization gaps normally encountered

in band structures. 54 ,75 Thus, the existence of Shockley-type76 sur­

face states in spin-polarization gaps might be anticipated for the low­

Miller-index faces of Cr. 75 ,77 The existence of these states is im-

portant partly because their identification would imply the presence

of magnetic order on the surface. 78-81 Such states were not reported

in the earlier ARP study of Cr(110).74
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2. Empirical Valence-Band Dispersion Relations Along A and ~.

In consonance with previous studies,1-12 empirical Ei(k) relations

were derived from the h~-dependence curves of the initial-state energy

(Ei ) positions for each peak structure (Fig. 5) under the assumption

that the peaks are derived from direct transitions along k1 • In this

way, non-direct-transition phenomena in the spectra become apparent in

the resulting empirical band diagrams, and can be quantitatively anal-
-+- -+-

yzed. The initial-state crystal momentum, k = ki , is along the A and

~ direction for Cr(100) and Cr(110), respectively. The final-state

crystal momentum is kf =ki - Ghkl , where Ghkl is a reciprocal lattice

vector. If it is further assumed that the final-state Bloch-type wave

function contains only one plane-wave component (i.e., only primary­

Mahan-cone60 photoemission is important), then Ghkl = (n, 0, 0) and

(m, m, 0) (where nand m are integers) for Cr(100) and Cr(110), re-

spectively•. These assumptions are tantamount to a quasi-free-electron

final-state dispersion relation as employed in other recent

studies,1,5-11 i.e.,

)

(1)

where m* = fme (me and m* are free-electron and effective masses,

respectively), and V~ is the inner potential. The most success-

ful procedure is to fit Eq. (1) to the appropriate bulk, one-electron

conduction band components that are derived from the empty lattice con­

duction ba"d(s) that would be involved in primary-cone emission along
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k1 , with f and V6 as the fitting parameters (see, e.g., Refs. 1

and 7, and Chapters II and III). Generally, theoretical conduction

band calculations in the EF =0 to 40 eV region are suitable for

this. However, additional measures must usually be taken in order to

yield a meaningful photoelectron dispersion relation in this manner,

because, as previously discussed, one-electron ground-state conduction

band structures do not account for the complicated many-body nature of

the photoemission final state. 1,15,35,36,41 [This is in direct con-
+

trast to empirical valence-band Ei(k) curves, which generally show a

close resemblance to calculated bulk valence bands. 1- 40 ] Therefore,

the conduction band structure does not~ in principle describe pho­

toelectron dispersion relations. 1 The method used here for Cr was

shown to work quite well in studies of Pt(100)-(5xl) (Ref. 10 and

Chapter III): the fit of Eq. (1) to theory yielded a value of f that

was utilized without any change and a value of V6 that was adjusted

to obtain the best agreement between experimental and theoretical

valence-band structures. The adjustment of V6 might appear to be

somewhat ad hoc in the case of Cr, except for one important point:

symmetry arguments require that the valence bands be symmetrical about

the zone boundary in the extended-zone scheme. Therefore, if the ad­

justment of V6 results in the fulfillment of this requirement, a

kind of self-consistency between the photoelectron and empirical va­

lence-band dispersion relations is achieved. In the present studies,

the correct symmetry about Xfor Cr(100) data and Mfor Cr(110) data

was obtained in addition to the best experimental-theoretical fit by
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adjustment of V~, thereby yielding this self-consistency. However,

the totally correct physical picture regarding ARP final-state band

structure is probably much more complicated, because other variations

of the fitting procedure described here have also been utilized suc­

cessfully. In Ag(110) ARNP studies,] adjustment of both f and V6

was necessary, whereas no adjustments were utilized in AU(111),9

Pt(111),9 Ag(111),5 CU(211),1 and Ag(100) (Refs. 6 and 7) studies. In

recent Au(100) studies,8 no adjustments were utilized because the em-
-+

pirical Ei(k) curves did not include any high symmetry points, but,

the employment of de Haas-van Alphen data82 in conjunction with the

empirical structure plot for the uppermost to6 valence band, and the

theoretical to6 conduction band structure,83 yielded a reasonable final­

state band. Other experimental methods of utilizing information about

the empirical valence bands to determine ARP final-state band struc­

tures in Group VIII and IS metals self-consistently have been employed

and/or discussed. These include the energy coincidence method33- 37 ,84,85

first proposed by Kane,86 a sYmmetry method,87 h~-dependent peak inten­

sity methods,15 a Fer.mi surface method,88 an appearance angle technique89

and the free-electron-final-state procedure. 3,40 It is not clear which

method is best; the problem of final-state band structure in photoemis­

sion is still subject to considerable controversy.1,25,90,91

The published theoretical AF-Cr band structure calculations63- 65

do not contain bands for energies higher than several electron volts

above EF• Therefore, we resorted to P-Cr band structure for the de­

termination of final-state bands. Consideration of the underlying

)

)

)
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problems associated with one-electron conduction band structure1

suggests that this is a reasonable alternative. A recent P-Cr

calculation by Laurent, et !l.92 included the necessary conduction

bands. Because the calculation was for paramagnetic Cr, the

theoretical band structure was first adjusted [as in Fig. 8(b)] to

account for the symmetry change of the BCC BZ to that of SC. The

resulting band schemes are shown in Figs. 9 and 10 for the [100] and

[110] directions, respectively. In Fig. 9, the dashed curves, which

are A-line bands between H and (X), have been overlaid on the bands

between r and (X) (solid curves) to simulate the AF structure. The

conduction bands used in the final-state fit must have Al

symmetry. 93 The appropriate curves in Fig. 9 are between (X) and

H15 (dashed), HI and (X) (dashed), and between (X) and r15
(solid).94 After V~ adjustment, this yielded a final-state band,

highlighted by filled circles in Fig. 9, that corresponds to f = 2.53
Fand Vo = -3.95 eVe Note that in the energy region between ca. 6 eV

and 30 eV, the entire rA(X) line in k-space is traversed twice. The

band structure in Fig. 10 is similar to that shown in Fig. 8(b). The

HGN-line bands (dashed curves) have been overlaid on the rLN bands

(solid curves). Both G1 and L1 final states are allowed93 in

this scheme, but there is only one such band--L1 between r15 and

N1--related to the empty lattice primary-cone band. 95 After V~

adjustment, the L1 fit to Eq. (1) yielded f = 1.03 and V~ = +1.32 eV,

corresponding to the final-state band highlighted by filled circles in

Fig. 10. Note that k-space along the [110J line is not covered as
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extensively by this final-state band as the [100] line, but the entire

irreducible portion, including the zone boundary (N), is covered with-
Fin the energy range of these ARP experiments. In summary, (f, VOl =

(2.53, -3.95 eV) and (1.03, +1.32 eV) were obtained for utilization

with Cr(100) and Cr(110) data, respectively. If the theoretical con­

duction band structure92 had been used directly to determine Ei(k),

the results would h~ve been erroneously complicated by band gaps.

Actually, the AF exchange perturbation yields even more Al and E1 con­

duction band gaps than are indicated by the P-Cr band structure54 ,63-65

(Figs. 9 and 10). The absence of band gaps in true photoelectron dis­

persion relations is most likely a consequence of the many-body effects.

in the photoemission final state alluded to in Cu(211) ARNP studies1

(Chapter 11).

The derived parameters, f and V~, along with Eq. (1) and the
F F . ~ ~relationship Ef = h\l + Ei' are now used to derlVe kf and ki from the

experimental E~ values in the standard way.1-12 The resulting

extended-zone dispersion relations (symbols) are shown in Figs. 11 and

12, for Cr(100) (along rAXArAX) and Cr(110) (along rEMEr), respec­

tively, along with KUbler's64 commensurate AF calculated bands (lines).

Of the three published calculations, Kubler's was chosen for comparison

with these experiments because it generally shows the best agreement

with the experimental results. The dashed lines refer to bands for

which transitions are dipole-forbidden within the strict framework of

polarization selection rules. 93 For normal emission from Cr(lOO),

only Al and AS initial states are allowed to undergo transitions to
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the A1 final-state band, regardless of the orientation of A, while for

Cr(110) and the geometry depicted in Fig. 2(b), only E1 ~ E1 and E3 ~ E1
transitions should contribute to normal emission EOCs. Open symbols

in the plots refer to curves which show dispersion, while closed cir­

cles indicate dispersionless features. The irreducible representation

labels for the theoretical curves include "I", "m", and "u" letters to

differentiate between bands of the same symmetry.

The calculated bands which can be identified in the extended-zone

plots ,as SOW-derived are A1u and A21 along A (Fig. 11), and Elm' E4,

and E3 between E~ax. (point of maximum E3 band energy) and MS along

E (Fig. 12). Spin-polarization gaps are opened inside A1, A2, AS' and

A21 doublets at X (the AS and A21 gaps are above EF), and in E1 (at M)

and E3 doublets (E 3 gap at EF near the center of the rEM line) along E.

It is immediately apparent from Figs. 11 and 12 that mirror symmetry

about X and Mis obtained in the empirical bands, lending support to

the additional shift of v~ as discussed above. This is evidenced par­

ticularly well by the curve for feature E (see Fig. S) in Fig. 11 and

the curves for features Band C (see Fig. S) in Fig. 12. Finally, to

aid in the correlation of both sets of experimental plots with the Cr

band structure, the experimental and theoretica1 64 results are plot­

ted in the reduced-zone scheme along XArEM in Fig. 13.

O. Discussion

The ARNP spectra will be discussed, below, with a view toward the

mechanisms involved. This is aided by direct comparison of experi-
-+

mental and theoretical E.(k) relations. Then, an empirical band,
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structure assignment of spectral features will be developed. -Finally,

agreement and/or disagreement with bulk band structure predictions

will be discussed, and possible causes of observed discrepancies with

the direct-transition model will be elaborated.

Whenever there exist regions of k-space with a high density of

initial states (DOS), the possibility must be considered that certain

dispersionless features in ARP spectra will have arisen from interband

transitions (severely k-broadened, thermally-assisted, impurity- or

disorder-induced, or severely umklapp-scattered transitions, etc.)

originating from this region. 52 ,53,96 The underlying background inten­

sity which makes up a large part of valence band ARP spectra undoubt­

edly arises largely from the DOS, but peak structures corresponding to

maxima in the "DOS may"also be found. In principle, we can distinguish

between one-dimensional DOS (DODOS) and three-dimensional or total DOS

(TOOS) mechanisms, because the former is restricted to high initial-
+ +

state density along k1 • The distinction is ambiguous if either k
+

states near r are involved (and r is contained in k1 ), or if the de-

tailed Ei(k) relation along k1 is not known. This ambiguity exi·sts

in several cases with Cr, mainly because some bands give rise only to

dispersionless features. In the discussion which follows, the DODOS

or TOOS mechanism will be invoked wherever possible, but if this dis-

tinction is ambiguous or not important, the term "DOS" will be util­

ized.

)
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1. Spectral Features and Mechanisms for Cr(100).

The Cr(100) spectra displayed in Fig. 3 contain six features,

labelled A through F on their structure plots in Fig. 5. Features A,

0, and F show essentially no dispersion within the limits of accuracy

for the determination of initial-state energy values (Ei = E~)--the

rms scatter of the peak positions is typically similar to that quoted

in Section B for the determination of EF• Features Band Care

nearly flat over most of the r~x line (Fig. 11), but show distinct

dispersion near the X point. Feature E is the only peak which shows a

large amount of dispersion.

Feature A is present over the entire range of hv utilized, with a

mean energy position ( Ei~ = -0.71 eVe While it is difficult to see

A in spectra for hv ~ 20 eV, it becomes increasingly more intense above

20 eV as the final-state band approaches r. The empirical Ei(k) curve

for A (Fig. 11) indicates that it lies close in energy to the calcu­

lated ~5 band, which itself shows very little dispersion. It is tempt­

ing to designate feature A as a ~5 ODDOS peak (arising from the break-
~

down of ~ conservation or some related mechanism), but this is ambigu-

ous because the ~5 band is theoretically flat across most of the zone.

The choice between ~5 ODDOS and r251 DOS is equally ambiguous.

Features Band C are observed in the spectra above hv = 7 and 9 eV,

respectively, with C by far the largest of the two over the whole range
~

of hv. The dispersive shapes of their Ei(k) curves near X (see Fig.

11) suggest that Band C arise in part from ~2u and ~2t' respectively,

which theoretically show the same general trends. The ~2 bands are
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dipole-forbidden initial states in the normal emission geometry;93

thus, an explanation for their presence in the ARNP spectra is required

(see Section 0.5). Furthermore, Band C probably do not arise entirely

from 62 direct transitions because (a) the empirical band shapes away

from X are far removed from those of theoretical 62 dispersion rela­

tions; (b) the overall intensity of C is especially large, much too

large for a dipole-forbidden transition;1 and (c) feature 0 can be

assigned to DOS emission near r12 (see below), which fixes energy

positions for the 62t curve near r12 that are far removed from the

mean energy of feature C. The most reasonable explanation is that the

intensities of Band C are derived mainly from the TOOS for Cr, but

their peak positions are modified slightly by the presence of 62
interband transitions at hv values corresponding to initial states

near the X point. This means that, at least near X, features Band C

are each composed of two unresolved peaks--a 62 feature and a TOOS

peak. Evidence for this interpretation is presented below.

There is actually no problem in the assignment of Band C Ei(k}

curves near X to 62 transitions. In the absence of selection rule

requirements, this would be the obvious interpretation. The problem

lies with the shapes of the curves and the intensities of the peaks away

from X. This is why two separate mechanisms are invoked, one of which

involves the TOOS. First, note the change in Band C peak energies as
~

ki goes from X to r. At X, where the peaks are closest, the energies

are -1.92 and -3.18 eV for Band C, respectively, at least approximately

indicative of E(X3,} and E(X2}. The flat portions of the Ei(k} curves

)
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have (E i ) = -1.63 and -3.38 eV for Band C, respectively, in qualita­

tive one-to-one correspondence with the two uppermost maxima in the

theoretical TOOS. 63- 65 ,97 The change in B - C peak separation between

these two extremes is 0.5 eV-this is a significant change. If A2u and

A21 direct transitions away from X influence the EOCs, they undoubtedly

are too weak to be observed as peaks because they would coalesce with

the much stronger A and 0 features, but might contribute to their total

intensities. Turning to the TOOS part of the interpretation, strong

evidence for this is that feature 0 in Cr(110) EOCs (E i ) =-3.44 eV)

is a non-dispersive peak which, because of its close energy match to

the flat portion of the Cr(100) feature C curve, can be identified with

the same TOOS maximum. The main difference between the two faces is

the relatively lower intensity of Cr(110) feature 0 and the absence of

a peak corresponding to Cr(100) feature B. The identity of TOOS

features corresponding to Cr(100) peaks Band C is complicated by the

overall differences between experimental and theoretical bands along

the rAX and rrM lines; i.e., the energies of theoretical TOOS maxima

in any of the three calculations63- 65 are not expected to match

either B or C quantitatively. However, if the qualitative relation­

ship between theoretical TOOS and detailed band structure for all

three calculations is assumed to carryover to the empirical bands,

the origin of Band C can be identified as follows:

There are three main maxima in the theoretical TOOS for AF-Cr

(TOOS1 through TOOS3). The uppermost structure (nearest EF)

lies below E(r251 ) in each calculation (this is also true for the
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theoretical P-Cr TDOS98). Rather, it appears to be derived from the

energy region~ E(ti~n.), i.e., the minimum energy of the ~u band.

It will be shown (Section D.3) that Cr(110) feature C is derived from
-+

tlu direct transitions; its Ei(k) curve in Fig. 13 (0) represents

the t 1u band. Thus, experimental values for E(ti~n.) and the flat

part of the Cr(100) feature B curve (-1.70 and -1.63 eV, respectively)

are consistent with an assignment of the latter to TDOS1• In Kubler ' s64

band structure, TDOS1 lies just above E(X31 ), also consistent with this

interpretation. TDOS2 is the largest maximum, but cannot be matched to

regions of k-space along high symmetry lines. However, it lies just be­

low E(X2) in Kubler ' s
64 calculation, totally consistent with the energy

of the flat portion of the Cr(100) feature C and the Cr(110) feature D

curves (-3.41 eV). TDDS3 is the smallest maximum, and is near E(ti~x.)

and E(~i~x.). Based on the total band structure assignment of Cr ARNP

features, nothing in the spectra matches TDOS3• Rather, a TDOS3 peak

would be expected to arise between C and D in Cr(100) spectra; thus, it

might comprise part of the unresolved background intensity in the low­

kinetic-energy tail of feature C (see Fig. 3). Furthermore, TDOS3 does

not coincide with E(r12 ) in any of the calculations,63-65,97 so it

probably is not hidden beneath feature D in the Cr(100) spectra. As

the final supporting evidence, the room-temperature x-ray photoemission

(XPS) valence band spectrum of Cr,73 the shape of which is expected

to reflect the TDOS, contains two main features (at Ei = -1.8 and

-3.5 eV) that are in good agreement with the interpretation [feature B

as TDOS1 and feature C as TDOS2, respectively] presented here. Energy

)
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positions for TOOS features are summarized in Table I. The agreement

between photoemission experiments and theory is generally poor because

the empirical critical point energy positions deviate from theory (see

Section 0.4), but Skriver ' s
65 TOOS matches experiment best.

Non-di'spersive feature 0 ( Ei > = -5.03 eV) is the most intense

peak in Cr(100) EOCs for 16 eV ~ hv ~ 27 eV, above which it is

partially obscured by feature E. Undoubtedly, this feature is derived

from the DOS either at r (r12 ) or X (Xl and/or X41 ). With the aid of

Cr(110) EOC peak positions, the assignment of other Cr(100) features,

and the fact that photoemission from the symmetry-allowed A1u band

would otherwise be absent, feature 0 is readily assigned to DOS photo­

emission from X41 , A1u' or r12• Although all three could contribute,

the last (r12 ) is the most acceptable origin of the DOS peak because

the theoretical r12 region is quite flat. It cannot be ruled out,

however, than A1u is simply less dispersive than theory suggests, with

a concomitant higher OOOOS. In either case, it is totally reasonable to

expect a feature in the Cr(100) EOCs derived from the X41A1ur12 band

region, because photoemission is observed from all other symmetry­

allowed bands for each face and even from symmetry-forbidden initial

states (A2) in Cr(100) spectra.

Features E and F are probably related to the A1t band, E arising

from A1t direct transitions and F from the DOS near r 1• Feature E is

first observed in the spectrum at hv = 13 eV (Ei = -6.44 eV) as the

lowest lying (highest binding energy) peak in the inelastic tail. At

higher hv, it moves toward feature 0 until it is barely visible as a
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shoulder on the low-kinetic-energy side of 0 at hv = 17 eV

(Ei = -5.21 eV). At higher photon energies it disperses downward

(higher binding energy), reaching Ei = -6.86 eV at hv = 32 eVe The

most important points about feature E are (a) it has an empirical
0+-

Ei(k) curve that has the correct mirror symmetry about X (see Fig. 11)

in the extended-zone scheme, (b) it is the strongest indication of

direct-transition processes in Cr(100) spectra, (c) it is the most

intense EOC feature for hv > 28 eV, (d) its assignment as a Al direct-- ~

transition peak is totally consistent with all other assignments, and

(e) the detailed empirical Al~ dispersion relation is quite different

from KUbler's64 theoretical curve. Feature F (Ei ) = -7.00 eV) is a

weak shoulder in the spectra for 14 eV i hv i 26 eVe Outside this

range, it is obscured by the stronger E feature. The energy position,

non-dispersive character, and similarity of F to the most tightly-bound

feature in Cr(110) spectra are strong indications that F is derived from

DOS photoemission near r1•

It is important to note that the relative intensities of features

B, C, and 0 are more sensitive to surface contamination than those of

features A, E, and F. This was observed during the cleaning procedures

discussed in Section B. Therefore, the possibility that the former set

of peaks are either partially or totally derived from surface states

or resonances at r cannot be totally ruled out. This consideration is

further motivated by the possible band structure location of these

features: if the assignments discussed above are ignored, the flat

part of feature B could lie in the X3, - X2 spin-polarization gap, that

)
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of feature C in an s,p-d hybridization gap analogously to similar

states on W(100) (Refs. 46, 48, and 52) and Mo(100) (Refs. 47 and 48),

and feature 0 might lie in the X41 - Xl spin-polarization gap. How­

ever, the possibility that features B, C, and 0 are surface states is

rejected at the present time for the following reasons: (a) Mo(100)

(Refs. 47, 48,50, and 51) and W(100) (Refs. 46,48,52, and 53) ARNP

spectra contain sharp structures near EF ascribed to r surface states

[possibly associated with the c(2x2) reconstruction of these surfaces45 ]

while no such feature is observed in ARNP EDCs for Cr(100)-c(2x2),

(b) the observation of peak intensity sensitivity to contamination is

not conclusive because the extent and chemical identity of the con­

tamination was not well characterized, (c) there is not yet enough

experimental information about the valence band structure of chromium

to determine unambiguously whether these "surface states" fall in gaps

of the projected bulk band structure, (d) careful studies of the

surface-band dispersion relations have not been done (angular

distribution studies), and (e) assignment of features B, C, and 0 as

surface states cannot be made consistent with the total experimental

band structure because the flat part of the feature-B curve is either

outside the X31 - X2 gap (if the idea discussed above of a multiple­

peak structure is invoked) or not surface-state related by virtue of the

total B curve dispersion in normal emission, and the somewhat puzzling

absence of ~lu photoemission would be inferred by the assignment of

features C and 0 to surface states.
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2. Aside: Surface State or Bulk DOS?

Conclusive identification of any surface-state features on Cr(100)

will require more work. There are generally four conditions which must

be satisfied by surface-derived features: 52 ,81,99 (1) Surface sensi­

tivity. Surface states are sensitive to the surface potential which in

turn can be modified by introducing adsorbates (metal atoms, N2, O2,

H2, and CO are commonly utilized examples). The adsorbate test of a

surface state must be done with a carefully controlled gas-exposure of

the clean surface, usually with varying degrees of contamination and

with different gases. Not every surface state is attenuated or removed

by any adsorbate,100 and photoemission is in general a surface-sensitive

process, so the "impurity test" may not be conclusive alone. (2) Two­

dimensionality. A surface state does not di sperse with it
1

, thus there

should be no hv dependence to the initial-state energy if ~I is held

fixed (i.e., by using the normal emission geometry, for example).

(3) Projection of the bulk band structure. A surface-sensitive, non­

dispersive feature is not a surface state (or resonance) unless there
0+-

exists a region of kU in the surface Brillouin zone (SBZ) where it lies

in a gap of the bulk band structure components of the appropriate sym­

metry projected onto the SBZ. 77 If the Ei(~I) relation for the state

lies in a gap throughout the SBZ, it is a true surface state; if not,

it is a surface resonance. 52 (4) Polarization dependence. The surface

photoexcitation matrix element Ms is modulated strongly by the angle

9A (Refs. 101 and 102) (typically, Ms « cos 9A). Thus, the intensity

"!
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of a surface-derived feature is highly sensitive to the degree of p­

polarization of the incident radiation.

The four conditions above are necessary, but they are usually not

sufficient for the identification of a surface state, because under

certain conditions, bulk states can appear to behave like surface

states. There are three additional tests which are not necessary, but

may be useful in evaluating the possibility of surface states in the

Cr(100) case, especially because it is not possible to evaluate fea­

tures B, C, and Dfor condition 3 above since the true bulk band

structure of Cr is not known. These are: (5) Surface band dispersion.

Surface-state bands generally show dispersion with ~I (Refs. 99 and

103). Thus, it could be argued that Cr(100) feature D, for exampie,

is a surface state if it showed dispersion in non-normal emission.

(6) Peak shape. Surface-state features generally are sharp relative

to the bulk features 81 because they usually do not suffer from the same

lifetime broadening mechanism as bulk states. 52 ,99 (7) Surface order.

Surface-state intensity is sometimes quite sensitive to the degree of

atomic order on the surface.

Cr(100) features Band C have not demonstrated that they meet any

of the seven conditions, while only condition 2 is conclusively satis­

fied by feature D. The major problem with Cr(lOO) is classic: we must

be able to distinguish between surface states and the bulk DOS for a

case where there does not exist sufficient knowledge about the bulk

bands to do so because most of the EDC features are either surface

states or DOS features: This problem deserves immediate work, because
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the identification of surface states on Cr(100), specifically in SDW­

induced spin-polarization gaps along k1 , would be a result of major

significance. For example, recent theoretical 104 ,105 and experimental 106

evidence that magnetic order exists on the Cr(100) surface would be

further supported by the identification of surface states lying in

spin-polarization band gaps. Perhaps the most obvious and straight­

forward experiment would be to investigate valence band EDCs for P-Cr

(i.e., above the Neel temperature of 312K), because the spin­

polarization gaps and SDW-induced bands would no longer be present in

the A-line band structure. Two notes of caution are: (1) evidence

also suggests that magnetic ordering at the surface105 and in the

bulk107 persists well above the bulk Neel temperature, and (2) changes

in the bulk band structure induced by the AF ~ P transition would

probably complicate the identification of surface states in ARP EDCs.

3. Spectral Features and Mechanisms for Cr(110).

The spectra for Cr(110), displayed in Fig. 4, are quite different

from those of Cr(100). There are eight major features (labelled A

through H in Fig. 5) for Cr(110), in contrast to six for Cr(100).

Several of the Cr(110) features are generally sharper. Furthermore,

Figs. 5 and 12 show that four of the features (8, C, E, and G) show

dispersion and can be assigned to bulk direct transitions from bands

along rLM. All four symmetry-allowed bands along the L line give rise

to Cr(110) direct-transition features. The other features (A, D, F,

and H) have flat E.(k) curves and, with the exception of feature H,
1 .

have peak positions with rms scatter that is similar to that quoted in

)

, )
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Section B for the determination of EF• Other than these eight

features, the Cr(110) spectra contain a very weak feature (hv = 9 to

11 eV) at Ei =-1.34 eV which is reproduced on the plots in Figs. 5,

12, and 13, and two other isolated weak features (E i = -3.04 eV at

hv = 25 eV and -4.68 eV at hv = 26 eV) that could not be assigned and

will not be further discussed.

Feature A is striking in its intensity in the 6 eV ~ hv ~ 8 eV

region, its sharpness (FWHM on the order of 100 meV), and its lack of

dispersion ( Ei > = -0.25 eV). It is ascribed to a surface state in

the E3u - E31 spin-polarization gap near EF, and represents a

major result of this work: an occupied r surface state is found to

lie in a band gap induced by antiferromagnetism in chromium, implying

that magnetic order exists on the Cr(110) surface. 75 In contrast to

the situation for the dispersionless peaks in Cr(lOO) spectra, there

is good evidence that feature A is a surface state. It satisfies at

least four of the seven criteria discussed in Section 0.2: (1) The

intensity of feature A was found to be sensitive to surface

contamination--exposure of the clean Cr(110) surface to 0.5 L (1 L =

10-6 torr sec) of O2 induced an intensity attenuation relative to back­

ground of about 30 percent at hv = 7 eVe (2) The lack of dispersion
+

with ~ insures that feature Afulfills the two-dimensionality require-

ment. (3) The projection of the bulk band structure is a key condi­

tion. For Cr(lOO) dispersionless features, the lack of additional band

structure information rendered this issue ambiguous. However, the

strong dispersion characteristics of feature B in Cr(110) spectra,
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which can be identified with the bound L3 band, give a strong

indication that feature A lies in a bulk, L3 band gap. The shape of

the empirical L3 band confirms the presence of a spin-polarization

gap near EF (see Section C.1)--feature A obviously lies in this gap.

An additional contrast is that ARNP spectra of the Mo(110) (Ref. 51)

and W(110) (Ref. 53) faces both contain dispersionless peaks near EFo

However, these were attributed to the DODOS because of their insensi-

tivity to surface contamination. The lack of a dispersive feature

[like peak B in Cr(110) spectra] near the DODOS peaks on these faces

is also striking. (6) Feature A is strikingly sharper than the other

features in the Cr(110) spectra.

It was not possible to investigate the fourth criterion, polari­

zationdependence (or 9A dependence), because the orientation of the

electron analyzer was fixed relative to the incident photon beam.

However, the geometry shown in Fig. 2(b), with 9A= 27.30, would tend

to enhance surface sensitivity because of the large component of A
normal to the surface. This might be misleading, because refraction

of the photon beam at the surface can have a large effect on the time-
-+-

averaged orientation of A (Refs. 108 and 109). (In Chapter II, this

was discussed in relation to bulk polarization selection rules.) One

simple polarization test was performed at hv = 7 eVe The crystal was
-+-

rotated by =6° about the photoelectron emission direction p; i.e.,

9p (angle between nand p) was changed from 00 to 60 in either 0p = 00

or 1800 azimuths, concomitant with changes in 9 A by + 6° to 21.30 and

33.3°, respectively. Rotation of the sample in the 0p = 00 azimuth

)
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(component of p-polarization of Ais higher) produced no major change

in the intensity of feature A, but rotation in the ~p = 1800 azimuth

(lower p-polarization component) produced a nearly complete attenuation

of its intensity, consistent with expectations for a surface state

based on criterion 4. This was not the ideal test, however, because

&A and &p could not be varied independently. Therefore, it is not

conclusive that condition 4 holds for Cr(110) feature A. Criterion 5,

surface band dispersion, was not studied in a systematic way because of

the"fixed analyzer orientation, but the =60 variation of 9p along with

9A produced no change in the energy position of feature A.

Two final points about feature A can be made. The first deals

with the hv dependence of its intensity. A is observed in the hv = 6

to 8 eV region, absent from 9 to 12 eV, then it grows back into the

spectrum with increasing intensity from 13 to 22 eV, above which it is

dominated and obscured by the L3 direct-transition peak. Thus, the

relative intensity of feature A is minimal in the photon energy region

corresponding to excitation of L3 (feature B) at the Mpoint, where the

separation between A and B is largest, increasing as the A - B separa­

tion decreases until it is impossible to follow as A becomes obscured

by feature B for hv > 23 eV. This intensity behavior is qualitatively

similar to that observed for Cu(111) surface states and predicted for

surface states in general by Louie, et ~.110__the intensity ratio of

the surface state to the bulk state from which it is derived, Is/Ib, is

periodic in k1 (thus, hv) and should be maximized at R1 (hv) correspond­

ing to the smallest energy separation between the bulk and surface
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features. Obviously, this lends further credence to the identification

of feature A as a surface state. The second point concerns an addition­

al important test of surface versus bulk photoemission for feature A.

The existence of a surface state near EF on Cr(110) is predicated on

the presence of the spin-polarization gap. Feature A should be totally

attenuated at a temperature high enough to induce the AF ~ P transition

at the surface as well as in the bulk.

Features Band C in Cr(110) spectra are probably derived from

direct transitions along rEM. They are both seen at hv = 7 eV and

Ei = -1.39 eVe Above this photon energy, C disperses upward toward EF
until it is apparently lost in the EF-onset region for 9 eV ~ hv ~ 11 eV,

appearing again at hv = 12 eV (Ei =-0.49 eV) as a weak feature. Its

relativ~intensitygrowsasit disperses downward until it crosses

feature B just above hv = 17 eV (Ei = -1.20 eV). Feature B disperses

downward (to higher binding energy) in the range 7 eV ~ hv ~ 12 eV,

growing in intensity, and reaching a band minimum at Ei = -2.14 eVe

Above hv = 12 eV, feature B disperses upward toward EF and continues to

become more intense. Above hv = 17 eV, where Band C cross, B becomes

a dominant feature and C becomes an intense shoulder on the high­

binding-energy side of B. Feature B reaches a band maximum near hv =

27 eV with Ei = -0.53 eVe Its initial energy at hv = 31 eV, -0.60 eV,

indicates that a probable downward trend would occur at higher photon

energies. Feature C reaches a band minimum at hv = 19 eV (E i =

-1.73 eV), above which it disperses upward toward EF again. Considera­

tion of the general topology of Kubler ' s
64 band structure and
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polarization selection rules93 indicates that feature B can be assigned

to the L3 band, and C is most likely derived from L1u direct transitions.

Both empirical bands have the correct mirror symmetry about the Mpoint

(see Fig. 12) in the extended-zone scheme.

Feature 0 is a dispersionless, relatively weak peak and/or shoulder

at (E i ) = -3.44 eVe As discussed in Section 0.1, it can be assigned to

the middle maximum in the TOOS (TOOS2). However, the corresponding

Cr(100) feature (at (E i ) = -3.38 eV) is much more intense relative to

the other spectral features. Additionally, the first.TOOS maximum

(TOOS1) [(E i ) = -1.63 eV in Cr(100) spectra] is not observed in

Cr( 110) spectra.

Apparently, the TOOS does not playa major role in Cr(110) photo­

emission. Thus, TOOS1 is probably obscured by the L1u direct­

transition peak. However, the plot in Fig. 12 indicates that the

empirical L1u band does not appear to disperse upward as it

approaches r. Although this could be an artifact of peak deconvolu­

tion problems for feature C, it could also be caused by interference

from an otherwise unobserved TOOS1 feature. Contrary to this, the

isolated set of peaks (three filled circles at (E i ) = -1.34 eV in Fig.

12) lying very close in energy to the observed flat portion of L1u

(-1.32 eV), could be an indication (via a large L1u OOOOS) that the

empirical L1u band is indeed flat somewhere between Mand r. Whichever

explanation is correct, it is unlikely that L3 and L1u are not

degenerate at r (r251 ). This is based on symmetry considerations, and

on the observation of a single feature (A) in the E(r251 ) region of
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Cr(100) spectra. It would be useful, however, to study Cr(110) at

energies hv > 31 eV so that the energy levels at r could be assessed.

This would allow a comparison of E(r) positions to be made between the

two crystal faces and hopefully lend greater support to the assignment

of the features.

The final four features in the Cr(110) spectra (E, F, G, and H),

make up the complex, broad structure centered around the energy of the

non-dispersive feature F (Ei > = -5.25 eV). Features E and G are

dispersive shoulders on the low- and high-binding-energy sides of F,

respectively, with onset photon energies of 11 eV (E) and 12 eV (G).

Feature E remains a relatively weak shoulder over the entire photon

energy range, while feature G increases in intensity with higher hv,

becoming-the dominant feature in this structure at hv = 29 and 31 eVe

The shapes of the empirical E and G dispersion relations in Fig. 12

compare well with those of the Elm and E1! bands, respectively, in

Kubler ' s
64 calculation. Feature H, a dispersionless shoulder with

(E i > = -6.86 eV in the range 14 eV ~ hv ~ 31 eV, is undoubtedly related

to the similar Cr(100) feature (F). Thus, its intensity comes from

the E1! ODDOS or r1 DOS near r. The identity of feature F can be

deduced as follows: If E and G are assumed to be the Elm and E1!

direct-transition peaks, respectively, then feature F is derived from

the DOS near r12, M1, and/or M3• Association of F with the DOS near

r12 is not consistent with an identical assignment for Cr(100) feature

0; the two features differ in initial-state energy by ca. 0.25 eVe

More likely, F is derived from the ODDOS of Elm and/or E1!. But, the

)



)

)

)

)

..

189

relationship between E (Elm) and G (Eli) empirical bands suggests that

the experimental E(Ml ) - E(M3) splitting may be too large for F to be
. -+

from both Elm and Eli DODOS. Furthermore, the Ei(k) curve for F is

closer to Eli (G), and the theoretical Eli band is flatter than Elm

near M(higher DODOS). Thus, feature F is probably derived from the

DODOS for Eli near M3•

The problem of surface state versus bulk DOS must again be

addressed in the case of photoemission from Cr(llO), because the rela­

tive intensities of features 0 and F are moderately sensitive to con­

tamination (0.5 L exposure of O2). These features suffer from the same

ambiguities as do dispersionless Cr(lOO) peaks. Namely, polarization

dependence, existence of bulk band gaps at appropriate initial energies

[-3.44 eV (D), -5.25 eV (F)], and surface band dispersion criteria for

a surface state are not conclusively satisfied, whereas the assignment

of these features to bulk DOS photoemission (either TDOS or DODOS) fits

together neatly with the total assignment of other Cr(llO) and Cr(lOO)

features. In the case of feature F, the ambiguity might be removed by

inducing the AF ~ P transition, because, if surface derived, it lies

in the Ml - M3 spin-polarization gap. The same cautions apply to this

transition as discussed for Cr(lOO) (Section 0.1): the transition

temperature is uncertain, and it most likely modifies bulk-band features

in addition to surface states.

4. Development of an Empirical Band Structure Along X~rEM.

Based on the most reasonable mechanisms for the Cr(lOO) and

Cr(llO) spectral features, an empirical ~ and E line band structure



190

can be developed. The assignment of the main features to parts of the

bulk band structure makes it possible to deduce energy levels of all

important sYmmetry points from the ARNP data at least approximately

(in some cases, accurately). In Tables II and III, the band assign­

ments and symmetry point energy values which can be determined from

our data are summarized for Cr(100) and Cr(110) data, respectively.

Table IV lists the ARP-determined energy values, along with correspond­

ing theoretical values from the three calculations63- 6S for comparison.

Finally, with the knowledge of symmetry point energies and detailed
~

Ei(k) relations (for some bands), the band structure sketched in Fig.

14 is postulated.

Reference to Fig. 13 is helpful in this discussion. Starting with

the Cr(100) data, feature A (Ei ) = -0.71 eV) fixes the position of the

flat portion of the ~S band and E(r251 ). Because the difference

E(XS) - E(r2S' ) is theoretically small, this is also a reasonable

approximation for E(XS). The E;(k) curve minimum for feature B (near

X) determines an approximate position for E(X31 ) (-1.92 eV) because

this feature contains either direct-transition or OOOOS intensity from

the ~2u band near X; the flat part of the curve closer to r is derived

from the uppermost peak in the TOOS (-1.63 eV, see Table I). Likewise,

the X point maximum of the feature-C Ei(~) curve approximately fixes

E(X2) (-3.18 eV) because this region of the curve reflects direct

transitions or the OOOOS from ~21 near X2, and the non-dispersive

portion of the curve (E i ) = -3.38 eV), along with feature 0 in Cr(110)

(-3.44 eV), determines the position of the middle peak in the TOOS
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(-3.41 eV, see Table I). Cr(lOO) feature 0 has been assigned to X41 ,

61u ' and/or r12 DOS; the latter two are most likely, so the energy of

o (-5.03 eV) fixes E(r12) and (based on the theoretical shape of 61u )

determines an approximate position for E(X41 ). The direct-transition

feature E determines the detailed dispersion relation for 611',' along

with the critical-point energy E(X1) estimated to be -5.20eV from the
-..

band maximum at X. The intersection of Ei(k) for feature E with

r (-6.86 eV), in combination with average energy positions of the lowest

non-dispersive features [F for Cr(100) at -7.00 eV, Hfor Cr(110) at

-6.86 eV], determines E(r1) (-6.91 eV).

Turning to the remaining bulklike features in Cr(110) spectra, B

and C determine the detailed dispersion relations for L3 and L1u '

respectively. Also, the intersection of the empirical L3 band with

Mdetermines E(M5) (-2.05 eV), the L3 band maximum (L~ax.) is

determined (-0.53 eV), and the E(LT~n.) value is found (-1.70 eV).

The extrapolation of L1u and L3 to r is consistent with E(r251 )

determined from Cr(lOO) data. Features E and Gdetermine detailed

Ei(t) curves for LIm and LIR,' respectively. Additionally, the

empirical LIm curve can be extrapolated to Mto locate the E(M1)

critical point energy (-4.82 eV) and toward r to show that E(r12 ) is

consistent with the position deduced from Cr(100) data. Feature F

« Ei > = -5.25 eV), which is derived from the 00005 of L1R, near M,

locates a value of E(M3) that is consistent with the extrapolation

of L 1R, (feature G) to M.
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The curves in Fig. 13 and the comparison of energy values listed

in Table IV demonstrate that the agreement between experiment and

theory is generally poor with respect to both the detailed shapes of
0+-

the derived Ei(k) relations and the critical point eigenvalues.

None of the,three calculations63- 6S compares particularly well with

experiment, but Kubler ' s
64 agrees best, mainly because it does the

best job with the energy splittings listed at the bottom of Table IV.

The noteworthy exceptions are E(r2S' ) [also, E(XS) and E(AS)]' which

agrees well with Kubler ' s
64 bands, and E(r1) which is close to its

theoretical position in the calculation of Asano and Yamashita. 63

Apart from problems associated with bulk direct-transition model break­

down in the Cr photoemission process, and with possible differences

between incommensurate and commensurate band structures (Section 0.5),

it is clear from these results that current band structure theories do

not predict energy band positions of antiferromagnetic chromium quanti­

tatively, but that they are qualitatively close enough to guide the

interpretation of experimental data.

5. Assessment of (Dis)agreement Between Experiment and Theory.

The overall empirical band structure agrees quite well with the

qualitative aspects of the commensurate AF-Cr band theory results, but

as already noted above and displayed in Table IV, there is quantitative

disagreement with theory. Specific aspects of disagreement are:

(1) The empirical band shapes of L3' L1u' L1m' L1i' and Ali deviate

from theory. This is readily discernible if each individual empirical

)
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band is shifted to overlap its theoretical counterpart. In this manner,

the L1m empirical band actually displays the best agreement with

theory. (2) The empirical-band energy positions at high-sYmmetry points

in the BZ generally show poor agreement with corresponding theoretical

values. As a consequence, the experimental TOOS features do not match

(in energy) the theoretical TOOS maxima from any of the calculations.

Another result of thi sis that the observed d-band width, IE F(r12) I,
is actually larger than in theory (20 percent larger than the average

value of the three calculations63- 65 ), in contrast to the Group VIII

metals which display (many-electron) band-narrowing effectsl3 relative

to corresponding one-electron theoretical band structures. (3) The

observed SOW-induced band gaps [EF - L3 (actually L3u - L3R.)' MI - M3,

X31 - X2, and X41 - Xl] are all larger than calculated. (4) The

observed A2u and A2R. dispersion curves are not properly symmetrical

about the X point (whereas AIR. is quite sYmmetric), i.e., the experi­

mental A2u and A2R. band extrema do not coincide with the zone boundary

[see Fig. 11, the deviation in either case is (Ak(IOO)/k~~OO») - 0.05].

As discussed in Section 0.4, the large deviations between experi­

mental and calculated bands imply that modifications in the band theory

are needed. Thus, an explanation of observed discrepancies in band

shapes, energy positions, and band-gap and d-band widths in terms of

real physical phenomena would constitute speculative guesswork. How­

ever, one point concerning the larger spin-polarization gaps can be

made. The size of these gaps is very sensitive to the form of the

effective exchange interaction energy,54,63,64 because the gap
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reflects the energy difference between states with the itinerant

electron amplitude more localized on atoms with the net spin in the

same direction (lower band) and those with the electron on atoms with

opposite spin (upper band). Thus, the exchange interaction depends on

the magnetization,64 ~ = ~O cos(Q.t). There is theoretical

evidence104 that on the Cr(100) surface, the magneti~ moment (~O)

is much larger than the measured bulk value (0.59 ~B) which itself

is actually rather small in Cr. A larger moment results in larger

energy gaps. If both Cr(100) and Cr(110) surfaces have larger

magnetic moments, there could be an intermediate region below the

surface, probably the region sampled in these ARP experiments, in

which the value of ~O would decrease to its bulk value. 104 In the

commensurate AF band structure calculations, the correct bulk

magnetization is either utilized as input or calculated from the

results. 63-65 Thus, there are three likely possibilities: (1) the

exchange interaction is not correctly incorporated in Cr band

structure calculations, (2) both surfaces have larger magnetic moments

than the bulk, and (3) the larger surface moment is concomitant with

an intermediate layer in which ~O varies between surface and bulk

values. Evidence for the first possibility is the overall poor

agreement between experiment and theory. Evidence for the second one

is that the Cr(110) surface state lies ca. 0.25 eV below EF, whereas

bulk band structure calculations give I~F(E~ax·)1 ~ 0.10 eV (see

Table IV). We have no direct evidence for the third possibility.
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The slight shift in extremal 62u and 62t empirical band

positions away from the Xpoint is small enough that it is probably

indicative of greater peak position uncertainty for Cr(100) features B

and C. In the photon energy region corresponding to this portion of

k!-space (12 eV ~ hv ~ 20 eV), these features are complicated by both
-+TOOS and 62 photoemission intensity. The Ei{k) asymmetry about Xgives

rise to the scatter of data points (0) for Band C in Fig. 13. Obvious­

ly, the final-state band could be further adjusted to account for this,

but there is only ~ne other dispersion curve (61t) that could be used

to judge the effectiveness of such an ad hoc procedure. The effect of

changes in either f or V6 on the empirical extended-zone-scheme plot

(Fig. 11) would be to shift all of the curves in the same direction in

k-space; i.e., a decrease in IV61 to bring the 62 extrema into coinci­

dence with the Xpoint would have the effect of shifting the maximum of

61t away from X (to lower Ikfl). The final-state band utilized for

Cr(100) (f = 2.53, V6 =-3.95 eV) corresponds to the following

procedure: the set of (hv, Ei ) values for the feature B, C, and E

extrema in the structure plots (Fig. 5) are required to satisfy the

condition

(2)

where f = 2.53 [from fit of Eq. (1) to theory92] and Ikf(ZB) I is at

the zone boundary [1.50(2w/a)]. In principle, the term (hv + Ei ) in

Eq. (2) is identical for each band at the zone boundary. Unfortunately,
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this is not the case, here. Therefore, the adopted value of V6 cor­

responds to a weighted average of the three numbers calculated with

Eq. (2), with a larger weighting factor for feature E than for B or C.

Obviously, the weighting factors reflect much greater confidence in

the detailed shape and extremal position of the Ei(K) curve for feature

E. If no weighting factors are used, (V6) = -3.31 eV, corresponding

to a 16 percent change. The key point is that it is useful to have

infonmation about the empirical dispersion relations to derive self­

consistently a reasonable final-state band structure. Unfortunately,

with the Cr(100) data, only one Ei(R) curve is effective in this regard.

Several observations should be made concerning the validity of

the direct-transition model in Cr: (1) Direct transitions from all

.symmetry-allowed E-line bands and from one of the two dispersive,

allowed A-line valence bands are observed. (2) No dispersive features

are found which arise from secondary-cone or band-gap photoemission;

i.e., the single plane-wavelike-final-state approximation is success­

ful. (3) The bulk valence-band features are much broader than those

of the noble metals. 1- 9,22,26-29 (4) In Cr(100), observed normal

emission intensity from A2 initial states is symmetry forbidden. 93

(5) There is a large propensity for DOS photoemission from Cr,

especially Cr(100) (this will be dealt with in Section 0.6).

Concerning A2 photoemission from Cr(100), most of the intensity

in features Band C comes from the TDOS--A2 is probably only a weak

component that is observed at low hv, where the TDOS intensity is

relatively weak. Actually, symmetry-forbidden bands are generally

)
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observed as weak features even in noble metals. 1 Additionally, the

only band for which symmetry-forbidden photoemission is not observed

in Cr(100) is ~21; it is probably obscured by the strong ~5 photo­

emission peak. Typical causes of selection-rule breakdown include

finite angular acceptance (: 2.5°), incomplete polarization of the

radiation (~ 3 percent non-polarized), and finite uncertainty in

angular alignment of the crystal (: 1° in 9 and ~).1 Two additional

points are made: (1) the effect of an incommensurate SOW on symmetry

selection rules (those discussed in this work are based on a commen­

surate structure) is not known, and (2) surface reconstruction can

alter the symmetry selection of bulk initial states;lll but, in the

case of Cr(100)-c(2x2), the surface still has ~ symmetry, rendering ~2

dipole-forbidden unless the reconstruction is incommensurate with the

bulk atomic structure. There is no additional experimental evidence

that the reconstruction of Cr(100) is incommensurate, so this issue is

not discussed further.

The peak broadening effect observed in Cr ARP spectra, especially

for tightly bound features, is reminiscent of hole-lifetime broadening

(Section B.4 in Chapter I) in the photoemission spectra of Group VIII

metals. 9,10,12,13,16-21,23,24,30-32 In open d-shell metals, a

concomitant larger d-electron mobilityl12 enables these electrons to

contribute more effectively to screening and Auger decay of photoholes. 42

Lifetime broadening is especially severe for states lying deep in the

valence band (cf. structures near Ei ~ -5 eV in Figs. 3 and 4; see,

also, Chapter I). As anticipated earlier (Section A), these effects
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are important in chromium. The most important point, however, is that

while lifetime-broadening effects compete with attempts to map Ei(R)

curves, they do not induce direct-transition model breakdown; it is

still possible to measure an empirical band structure. Until more

reliable band-structure calculations are performed, it remains to be

seen whether open-shell effects contribute to discrepancies between

experimental and theoretical bands in Cr as they do in Group VIII

metals. 13

The ARNP results implicitly imply that the commensurate

antiferromagnetic band structure is a reasonably good model with which

to describe the electronic properties of AF-Cr. However, there are

three specific features in the empirical band structure which directly

confirm thatAF behavior (i.e., AF order) in the bulk is observed with

ARP: (1) Nearly symmetrical dispersion relations about the Xpoint

for A2u ' A2~' and A1~ show that the irreducible portion of the [100]

line in k-space is rAX (as in the SC structure), not rA(X)AH (as in

BCC). (2) The observation of direct transitions and detailed E;(R)

curves obtained for several SOW-induced bands (I:1m' A2~ near X, and

I: 3 between I:~ax. and M) are direct indications that" the SOW state

exists. (3) Critical point energy eigenvalues (Table IV) demonstrate

that the spin-polarization band gaps [X 31 - X2, EF - I:3 (actually

I: 3u - I:3~)' and M1 - M3] are indeed found in the empirical band

structure.

Additionally, the Cr(llO) surface state implies that the Cr(llO)

surface displays magnetic order. 75 ,78-81 But, because no such state
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was observed in the Cr(100) spectra, magnetic order is not directly

confirmed for the Cr(100) surface. With the absence of surface-state

features in spin-polarized band gaps, surface magnetic order cannot

even be inferred from the bulk band structure results, because a

nonmagnetic surface would probably perturb only the final state (see

Section 0.6).

Finally, note the there are seyeral empirical band structure

features which do not confirmAF order in Cr: (1) Symmetrical

dispersion relations [from Cr(110) data] about the Mpoint do not

indicate that the symmetry of the zone is simple cubic, because the

P ~ AF transition does not introduce any additional high symmetry

points along [110] (see Fig. 7). (2) Features derived from the TOOS

(TDOS1 and TOOS2 in the spectra) do not imply AF behavior because

the AF- and P-Cr structures have similar TOOS curves. 97 (3) ~-line

DODOS structures do not suggest AF order (all AF and P states lie

along [100]), and E-line DODOS peaks are not indicative of AF order

unless they are derived from SOW-induced bands (none observed).

6. Propensity for DOS Photoemission.

Possible causes for the abundance of DOS features in Cr will be

discussed in this section. It is important to bring special attention

to this issue, because the propensity for dispersionless photoemission

is much larger in Cr ARP spectra than in Group VIII or IB metals.

Possible DOS mechanisms can be divided into two main categories:

(A) those which address the problem of much higher DOS intensity in
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Cr(lOO) spectra relative to Cr(llO), and (B) those which address the

general problem of enhanced DOS photoemission in Cr. These are

discussed separately below.

(A) Cr(lOO) versus Cr(llO). In the spirit of the three-step

model of photoemissionl13_-photoexcitation, electron transport to

the surface, and transmission across the solid-vacuum interface--the

problem of higher DOS photoemission intensity in Cr(lOO) ARP spectra

can be viewed mechanistically as arising from any of the three steps.

Previous work on Group VIII and IB metals tends to suggest that the

first two steps, which are bulk steps, are not important contributors

to the differential DOS propensity mechanism that is sought after

here. In other words, other than variations in the OOOOS, different

crystallographic directions of electron excitation and transport

probably do not yield different DOS intensities. 114 It will be shown

that the difference in DOS propensity between Cr(lOO) and Cr(llO) can

be viewed as a final-state surface scattering effect which arises

partly from the lower atomic density in the surface plane of Cr(lOO)

relative to Cr(llO). Additionally, greater effects may possibly result

from the reconstruction of the Cr(lOO) surface, which not only can

introduce a lowering of surface atomic density (depending on the

reconstructed-surface geometry) but may also introduce a new set of

(smaller) surface reciprocal lattice vectors that can enhance surface

. umklapp scattering. There is already other experimental evidence that

surface umklapp scattering effects are important for reconstructed

surfaces. 24,115,116
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It has previously been noted that in ARNP, the FCC metals Ag, Pt,

and Au suffer from DOS photoemission from the open faces [(100) and

(110)] but not from the closest-packed (111) face. 11 The Pt(100)

face, which was a (5x1) reconstructed surface, was by far the most

severe case (see Chapter III). In the BCC structure, the (110) face

is the closest-packed; BCC(100) is quite open relative to FCC(100).

Taking this one step further, Cr(100)-c(2x2) could have a ~urface

atomic structure that is even less dense. Throughout this discussion,

this will be assumed to be the case. In the previous report,11

there was no explanation for the crystal-face dependence of DOS

propensity for FCC metals, but there are more recent indications that

this type of problem is a surface rather than a bulk effect (i.e.,

that surface atomic density is more important than density along a

specific bulk crystallographic axis): reconstruction of Au(100)-(lx1)

to -(5x20) enhances DOS photoemission intensity.8 Three possible

DOS enhancement mechanisms for Cr(100)-c(2x2) are invoked: (1) more

surface umklapp processes occur because of the reconstruction and

concomitant finer reciprocal-lattice mesh, (2) a lower surface

Debye-Waller factor accompanies the reconstruction [or just the open

(100) face], and (3) enhanced umklapp scattering occurs from a Cr

surface without AF order. These mechanisms will be considered below.

In the following discussion, the effect of final-state lifetime

broadening (see Chapter II) will be ignored. It should be recalled

that the bulk photoexcitation process creates photoelectrons

propagating in many different directions inside the crystal.
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Therefore, the view taken here is to consider the general photo­

excitation event, somewhere in the bulk BZ. Consider a direct­

interband transition from an initial state with crystal momentum
~ ~ ~ ~

vector ki to a final state with kf = ki - Ghkl in the bulk [perhaps
~

deep ( > 10 A) in the bulk]. In general, kf is in the second or third
~

zone while ki is always in the first BZ. There can be several differ-
~

ent interband transition channels (each with a different G) at a given
~

Ei , depending on the photon energy and the orientation of A (eA); the

intersection of initial- and final-state band structures (see Chapter I)

is an important prerequisite. Now, in all the discussion of photo­

electron band structure (see Section C.2) a single-plane-wavelike­

final-state band has been assumed, described by a wave function of the

form

)

(3)

However, the periodicity of the crystal potential

(4)

requires that the final-state wave function be a Bloch function,60

i . e. ,

~ ~~~ ~~

liJk (r) = exp(ikf·r)L.."Uk Gexp(iG'r)
f ~ f'G

(5)
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For a particular emission direction, all of the extra terms in Eq. (5)
+

(other than IGI = 0) can usually be ignored for direct-transition peak

structures, because ukf,G is proportional to VG(Ref. 60) and Eq. (4)

is generally a quickly converging series for ad-band metal. 4,117

However, the angle-integrated total intensity from a particular initial

state can be much larger than the single-peak-direct-transition inten­

sity if all of the uk Gterms are accounted for. Therefore, the real
f'

situation does correspond to the wave function in Eq. (5). The surface

acts as a filter, selecting plane-wave components from Eq. (5) for

transmission across the metal-vacuum interface (the total wave function

does not correspond to an allowed eigenstate of the vacuum) via the

matching condition52 ,60

(6)

)

,
/
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+
where PII is the surface component of the photoelectron momentum vector

in the vacuum, and Eq. (6) is subject to total energy conservation. 4

Thus, each term in Eq. (5) can result in a photoemitted electron.
+ +

However, the k vector of a Bloch wave ~(r) is only determined modulo
+ +

a G vector; any ~I can add in Eq. (6). Surface umklapp scattering

corresponds to a ~I in Eq. (6) that changes the photoelectron propaga­

tion direction (before refraction4). Considering the photoemission

process on a gross scale, there are many electrons propagating in many
. +directions beslde the normal (k1 ). At the surface, the wave-matching

condition, Eq. (6), gives rise to a redistribution of propagation
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-+
directions. There is a constraint on Gil similar to the bulk process

[Eq. (5)]; i.e., the propensity for a surface umklapp scattering event
-+

with Gil depends (amongst other things) on the magnitude of Va- •
II

Therefore, umklapp scattering can generally be ignored for the same

reason that most terms in Eq. (5) are small. However, if the surface
-+ -+

is reconstructed, there is a~ mesh of small Gil vectors (Gil' with
-+

concomitant larger values of VG), having no bulk G analogue, that
II

can induce umklapp scattering with high cross section. 52 ,115 The
-+

redistribution of electron emission directions via G~ can be severe

for a reconstructed surface. Now, it is clear how a higher propensity

for DOS photoemissioncan occur via the first mechanism. Within the

angle and energy windows of the detector, the redistribution process
-+

can imitate quite naturally the apparent k-conservation-breakdown

process that normally gives rise to DOS photoemission96 by IIsmearingll
-+the angular information (kf ) that accompanies a direct transition. It

is then quite likely that ARP-EDC peaks would arise at energies (Ei )

corresponding to regions of high DOS in k-space. These energies are

where angle-averaged intensity would naturally build up.

The second mechanism, similar to the LEEDl18 and x-ray

diffraction119 temperature-dependent-intensity problem, is related

to DOS photoemission much the same way that indirect (phonon-assisted)

transitions occur in the initial (bulk) photoexcitation process. 120 ,121

In any of these measurements, the elastically scattered intensity (in

ARP, "el astic" refers to it-conserving direct transitions) is governed

by the Debye-Waller factorl18 ,119

)

)
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, (7)
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:)

)

"

where At is the displacement of atoms from their equilibrium

positions, At is the crystal momentum wave-vector change,.and (···>T

refers to a thermal average at temperature T. For a bulk direct
-+ -+ -+ -+

transition, Ak = kf - ki =Ghkl • Surface umklapp scattering, as

it has been described here [Eq. (6)], is an elastic process which

should be subject to the same thermal diffuse scattering mechanism as

bulk photoexcitation. This is evidenced by the thermal behavior of

LEEO beams. 118 In a time-reversed sense, LEEO beams are similar to

surface umklapp scattering of photoelectrons. 52 In the photo­

excitation event, thermal disorder gives rise to DOS emission because

phonon assistance implies that a larger sampling of the first BZ occurs

(see Chapter I), concomitant with a buildup of intensity at energies

corresponding to high initial 00S.120,121 It has been shown experi­

mentally121,122 and theoretically120 that both T (in the form of

increased Ar) and hv (via larger Ak) give rise to enhanced thermal

disorder in photoemission. The conjecture here is that reconstruction,

by leading to an effectively larger Ar, can introduce thermal

diffusivity to the surface umklapp scattering process, resulting in

decreased elastic (direct-transition) intensity and increased DOS

intensity. The surface analogue of momentum transfer in the bulk
-+ -+ -+

(Ghkl ) is the surface Gil or Gil vector which also gives rise to

thermal diffuse scattering in LEEO. 118 It is quite reasonable to

assume that a surface reconstruction, which "opens up" the surface
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lattice, increases Ar. In the Oebye model, this would come from the

Debye temperature, eO. Assuming that the lattice vibrations are

isotropic, the Debye model gives for (Ar2) and eO in the high­

temperature limit: 118

)

, (8)

)

In Eqs. (8), ma is the atomic mass, kB is Boltzmann's constant,

and 000 is the characteristic Debye frequency. Depending on the

geometry of the surface atoms in the reconstructed phase, 000 could

be expected to decrease with increasing interatomic distance. A

surface-phase-dependent and temperature-dependent LEED intensity

analysis of diffracted beams might be a useful probe of the magnitude

of this effect;123 unfortunately, it would appear that none have been

performed to date. Another implication of this mechanism is that DOS

intensity can.also be enhanced for BCC(100) relative to BCC(l10)

simply by virtue of the more open (100) face. This can be demon­

strated with LEED intensity data by extracting effective surface Debye

temperatures. 124 Tabor, et !l.125 reported a ratio

e~~OO)/e~~OO) = 0.40 fO~ a slightly contaminated and unreconstructed

Cr(100) surface, ~here e~~OO) and e~~OO) are effective surface and

bulk Debye temperatures, respectively. Also, Kaplan and Somorjai 126

reported e~~10)/e~~10) = 0.56 for Cr(l10). Under the assumption

that the two sets of data can be correlated, they give

(110) (1 )
eDs leOs

OO = 1.40, reflecting a larger (Ar2) for Cr(100)

)

)
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surface atoms. This thermal mechanism (2), combined with the effects

of Cr(100) reconstruction (mechanism 1), could account for a large

portion of the higher propensity for DOS photoemission from Cr(100).

Several additional points concerning higher Cr(100) DOS

propensity can be made. The third mechanism, magnetic disorder at the

surface, implies the existence of a paramagnetic SBZ. There are two

reasons for considering this possibility. First, these studies have

not shown that the Cr(100)-c(2x2) surface is magnetic. Secondly, the

DOS mechanism would be similar to the surface umklapp process dis­

cussed above, because angular smearing would result from a surface

reciprocal lattice mesh different from the bulk. However, the possi­

bility that this mechanism contributes to DOS photoemission can be

rejected because of the experimental evidence that the Cr(100)-c(2x2)

surface is magnetic,106 and because the paramagnetic reciprocal unit

cell is larger than that of the AF structure. Finally, one additional

mechanism that has not been discussed here will be mentioned anyway:

the existence of an "open" surface on Cr(100), especially the

reconstructed surface, might somehow influence DOS photoemission via

decreased overlap of valence-shell atomic wave functions near the

surface, concomitant with a smearing of k (angular) information.

(B) Chromium in general. The general problem of higher DOS

-'propensity in Cr is empirically similar to that found in Mo (Ref. 51)

and W(Ref. 53) ARP spectra, and can probably be directed toward the

first two steps in the three step model--photoexcitation and electron

transport. Several conceivable mechanisms can be isolated. Among
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them are: (1) problems caused by the nature of the open shell, (2) a

thermal (i.e., enhanced phonon assistance) effect, (3) severe

final-state momentum broadening, and (4) an incommensurate

antiferromagnetism effect. Each will be briefly considered below.

The first two mechanisms are probably not important in Cr.

Considering that the observed Cr d-band width is larger than in

theory, and that Cr should have the largest width amongst the 3d-band

metals,127 it is difficult to conceive that Cr is subject to any DOS

mechanism that would be prevalent in narrow-band metals. It cannot be

ruled out, however, that a much shorter hole lifetime in Cr gives rise

to effective momentum broadening (as discussed in Chapter I), producing

a breakdown of the k1 selection rule. 128 It has already been demon­

strated(Section 0.5) that hole-lifetime effects are important in Cr

because of the open d-electron shell. The possibility that phonon-

assisted transitions are important in Cr can be rejected after

comparison of (Ar2)300K for Cr to the other 3d metals: 129 Cr has, by

far, the lowest value on account of its large Debye temperature (630K).

In fact, a comparison with Cu gives [(Ar2)Cu!(Ar2)cr]300K = 2.6, and

DOS photoemission from Cu in the UPS region is negligible. 22 ,26

Final-state momentum broadening effects are induced by the finite

photoelectron lifetime (Te) (Ref. 130). It has already been discussed

(Chapter II) that photoelectron lifetime broadening contributes to the

validity of the quasi-frep.-electron-final-state approximation utilized

in ARNP band structure studies. One of the most direct experimental

probes of final-state lifetime broadening is the energy-dependent

)

,
J

)

)
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photoelectron escape depth, ~e(E) (~e « Te) (Ref. 130). The empirical
-+

effect of momentum broadening is to relax the kt-conservation require-

ment by spatially confining the electron to a region [governed by

~e(E)] inside the crystal adjacent to the surface. 52 ,96,130 In the
-+

worst case, ARP spectra would reflect the ODDOS along k1 • However,

Pendry130 has pointed out that Te varies remarkably little from one

material to another (in contrast to hole lifetimes, Th, which vary

widely), and measured ~e(E) curves are also quite similar for those

materials studied (hence, the term "un iversal curve II is used to

describe their general shape). Therefore, in the absence of detailed

data on Ae(E) in Cr, it is conjectured that this effect is intrin­

sically no more important in Cr than in other metals. Two contradic­

tory facts concerning this are: (1) the AF BZ is half the size of the

P BZ, thus any momentum broadening effect in Cr would be more important

for the AF structure; and (2) the propensity for DOS photoemission in

Cr is consistent with that observed for Mo (Ref. 51) and W(Ref. 53).

The fourth mechanism, incommensurate antiferromagnetism, might be

an important initial-state broadening effect leading to DOS photo­

emission. The commensurate AF model (Q = 1) has been shown to work

quite well in explaining the direct-transition process in Cr, but the

true electronic structure is incommensurate (Q = 0.95) with the

crystal lattice. If this is viewed as a small perturbation of the

commensurate structure, with ~k{ 100)/k~~00) = 0.05, then the effect

is small. If the correct unit cell (21 lattice spacings on a side) and

BZ are constructed for the incommensurate case, then the effect is
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large, because within the energy and angular window of the electron

detector, the details of the many dispersion relations would certainly

be completely smeared together. The fact that dispersion is observed

for some bands suggests that both vi.ews are partially correct. Con­

sideration of the possibility that Po is not a constant within the

photoemission sampling region near the surface (see Section 0.5) is

suggestive ,of an additional, related initial-state broadening effect.,

Overall, the effects of the incommensurate structure on photoemission

are not well enough understood to clarify the fourth mechanism quanti­

tatively. Based on this discussion, however, the conclusion would be

that incommensurate antiferromagnetism contributes in some way to the

general trend toward DOS photoemission in Cr. It is again stressed

that temperature dependence..studies of Cr valence-band spectra would

be extremely valuable in assessing these and other antiferromagnetic

effects.

E. Summary and Conclusions

Angle-resolved normal photoemission studies of antiferromagnetic

Cr(100)-c(2x2) and Cr(110)-p(lxl) have been presented. In these

studies, variable-energy synchrotron radiation in the range

6 eV ~ hv ~ 32 eV was utilized to probe the detailed valence-band

structure of these faces at 293K. The resulting peak structure plots

of observed features indicated that some features were derived from
~

k-conserving direct transitions while others were dispersionless, the

latter being derived either from the bulk density of states or from

, \
J
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surface states. Comparison of the empirical Ei{~) curves with the

results of commensurate antiferromagnetic band theoretical calcula­

tions63- 65 shows qualitative agreement but quantitative diSagree~ent

between experiment and theory. In consonance with previous work. 1- 12

a single-quasi-free-electron-final-state dispersion relation for the

final-state band structure was used successfully. even at energies

corresponding to band gaps in the one-electron conduction band struc­

ture. The comparison between experiment and theory along the A and L

lines indicates that the dispersive features are all derived from
~

direct transitions along ~ while the dispersionless features can all

be assigned to the bulk DODOS or TOOS (although. in several cases. the

distinction between bulk DOS and surface state is somewhat ambiguous).

except for the peak near EF in Cr(110) spectra. The latter peak is

a r surface state lying in the spin-density-wave-induced L3 band gap

near EF along [110]. From the assignment of spectral features to

parts of the antiferromagnetic band structure. a complete empirical

band structure along XArEM was derived. It was suggested that the

resulting larger spin-polarization band gaps are either indicative of

a larger magnetic moment near the surface or of problems associated

with the incorporation of the exchange interaction in the antiferro­

magnetic band theory. Furthermore. the broadening of peak structures

in the spectra. reminiscent of broadening in photoemission spectra of

Group VIII metals. is probably induced by'many-body effects. 42

Finally. the rather large propensity for dispersionless DOS photo­

emission in chromium was discussed mainly in terms of final-state
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scattering at the surface, which induces the observed larger propensity

in Cr(100) spectra relative to Cr(110). Although the general trend

toward enhanced dispersionless photoemission in chromium relative to

Group VIII and IB metals may have origins similar to the molybdenum51

and tungsten53 cases, especially with regard to finite-lifetime-induced

momentum broadening, it was indicated that the problem might be derived

in part from the incommensurate spin-density wave but is not well

understood.

The main results of this work are summarized: (1) It was

mentioned at the outset of this chapter that a major reason for

studying chromium was to test the direct-transition model (with its

characteristics concerning the photoelectron band structure) in a

metal that is far removed from Group IB in the periodic chart. The

main result is that this model works quite well in chromium, consider­

ing the complications that are present (antiferromagnetism, DOS photo­

emission, and peak broadening). (2) Sufficient information is
-+

contained in the spectra and Ei(k) curves for Cr(100) and Cr(110) to

derive a detailed empirical band structure along XArEM. This is the

first determination of a detailed electronic structure diagram for

chromium. (3) The antiferromagnetic state and· its spin-density wave
-+

are directly evidenced in the spectra and Ei(k) curves for both

Cr(100) and Cr(110). (4) An antiferromagnetic-band-gap surface state

is observed on Cr(110), indicating that the (110) surface is magnetic­

ally ordered. (5) The surface-atomic-density dependence of the magni­

tude of DOS photoemission can be understood in terms of final-state
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scattering effects at the surface. (6) Although the general qualitative

agreement between theory and experiment suggests that the commensurate

antiferromagnetic model is a good approximation to the real structure,

the quantitative disagreement--especially at high symmetry points-­

indicates that the band calculations for chromium are not accurate.

The results of this work are suggestive ofa variety of further

experiments. Most importantly, the effect of the AF ~ P transition on

the Cr band structure should be investigated. Furthermore, additional

experimental and theoretical studies of the Cr(110) surface would

hopefully provide further evidence that the surface is magnetic. LEED

has shown the capability of probing antiferromagnetic surface struc­

ture, for example. 124 The problem of surface state versus bulk DOS

for Cr(100) should be examined in more detail, presumably with off­

normal angular distribution ARP studies. The capability of ARP to

probe antiferromagnetism has implications for electronic structure

studies of all antiferromagnetic materials. Finally, the general

correlation between DOS photoemission and surface structure opens up

the possibility of.many interesting structural- and temperature-

dependence studies with ARP and LEED.
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Tablet. Energies of primary maxima in the chromium total
)

density of states (TOOS). (a)

Commensurate AF-Cr band theory (d)

TOOS Experiment, Experiment,
Kubler (e)

Asano and
maximum (b) this work XPS (c) Skriver (f) Yamashita (g)

)
1 -1.63 (h) -1.8 -1.19 -1.32 -1.10

2 -3.41 (1) -3.5 -2.25 -2.43 -2.31

3 -3.36 -3.41 -3.27

ave. (1,2) -2.52 -2.7 -1.72 -1.88 -1.71

1-2 1.78 1.7 1.06 loll 1.21

)

, )

(a) Energy values are in electron volts relative to EF•

(b) TOOS1 lies nearest EF•

(c) X-ray photoemission valence band spectrum peak positions, Ref. 73.

(d) Peak positions estimated from TOOS plots.

(e) Ref. 64.

(f) Ref. 65.

(g) TOOS calculation in Ref. 97, based on band structure calculation in Ref. 63.

(h) From non-dispersive portion of Ei(k) curve for Cr(100) feature B.

(i) From Cr(110) feature 0 and non-dispersive portion of Ei(k) curve for Cr(100)

feature C.



(a) Peak structure labels are as indicated in Fig. 5.

(b) Average initial-state energies listed.for non-dispersive features,
in electron volts.

(c) OT: direct transition, DOS: density of states, TOOS: total DOS,
DODOS: one-dimensional DOS.

(d) Parenthetical notation indicates that approximate position is
determined by EOC peak positions.

(e) {A~ = mean value of nearly-dispersionless portion of AS band.
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Table III. Summary of band structure assignments for Cr(110) EOC peak
structures.

Peak Band structure Symmetry point
structure (a) (Ei) (b) assignment (c) energies determined

')

A -0.25 surface state in L3u - L3t
spin-polarization gap

) B L3 OT M5, max.
L3

C . L1u OT min. (kF) (d)L1u '

) 0 -3.44 TOOS

E L1m OT Ml' Lmax •
1m

) F -5.25 OOOOS from L1t near M3 M3

G LIt OT M3

. )
H -6.86 OOOOS from L1t near r 1, r1

or TOOS from r1

(a) Peak structure labels are as indicated in Fig. 5.

(b) Average initial-state energies listed for non-dispersive features,
in electron volts.

(c) OT: direct transition, DOS: density of states, TOOS: total DOS,
OOOOS: one-dimensional DOS.

(d) Approximate value of kF = k[E i (L 1u )=0] = 0.70 (in units of 2w/a).
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Table IV. Comparison of experimental energy values and energy differences with
theoretical calculations for valence bands of antiferromagnetic chromium. (a)

Commensurate AF-Cr band theory

)

)

Energy
level

Experiment.
this work (b) KUbler (c) Skriver (d)

Asano and
Yamashita (e)

Best
agreement (f)

X5

Xl
r25 ,

r12
r 1

M5

M1

M3
t max•

3
tmin.

1u
t max•

1m

X3,-X2

X4,-X1

M1-M3

M5-M1.3
tmin. t max•

3u - 31.

(-0.71) (9)

(-1.92)

(-3.18)

(-5.03)

-5.20

-0.71

-5.03

-6.91

-2.05

-4.82

-5.25

~.53

-1.70

-4.35

(1.26)

(0.17)

0.43

2.99

> 0.53

-0.67

-1.33

-2.00

-3.86

-4.06

-0.85

-4.06

-7.78

-2.30

-4.20

-4.24

-0.10

-1.16

-3.36

0.67

0.20

0.04

1.92

0.73

-0.56

-1.23

-1.45

-4.14

-4.19

-1.16

-4.19

-8.05

-2.70

-4.56

-4.59

+0.05

-1.27

-3.37

0.22

0.05

0.03

1.88

0.37

-0.57

-1.68

-2.05

-3.36

-3.50

-0.96

-4.36

-7.00

-2.43

-4.21

-4.24

-0.06

-1.13

-3.46.

0.37

0.14

0.03

1.80

0.45

K

AY

AY

S

S

K

AY

AY

K

S

S

K

S

AY

K

K.AY

K

K

(a) Energy values in electron volts relative to EF.
(b) 8ased on empirical band structure assignment of peak structures (see Fig. 13 and

Tables II and III).
(c) Ref. 64.
(d) Ref. 65.
(e) Ref. 63.
(f) Best agreement between ARP experiment and band theory; K: Kubler's calculation.

S: Skriver. AY: Asano and Yamashita.
(g) Parenthetical notation indicates that approximate value is determined by EDC peak

positions.
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FIGURE CAPTIONS

Fi g. 1.

Fig. 2.

Diagrammatic representation of chromium LEED patterns at

60 eV for various surface structures: (llO)-p(lxl),

(lOO)-p(lxl), and (100)-c(2x2).

Experimental normal emission geometries employed for

(a) Cr(lOO) and (b) Cr(llO). The crystal surface normal (n),
-+

radiation vector potential (A), and photoemission direction
-+

(p) were all confined to the plane of incidence, with

9A [L(;,A)] fixed at 27.3° in the 0A= 0° azimuth {this

azimuth contains the [011] and [001] directions in (a) and

(b), respectively}. The relative orientation of Aand pwas

, )

-+-+
not variable, but 9A and 9 p [L(n,p)] could be adjusted

-+
concurrently by virtue of polar rotation of the crystal (n)

in the plane of incidence.

Fig. 3. Electron energy distribution curves collected at normal

emission and 293K for Cr(lOO) in the range

6 eV ~ hv ~ 32 eVe For each spectrum, the Fermi level (EF)

was positioned as discussed in the text.

Fig. 4. Electron energy distribution curves collected at normal

emission and 293K for Cr(llO) in the range

6 eV ~ hv ~ 31 eVe For each spectrum, the Fermi level (EF)

was positioned as discussed in the text. Note, especially,

the sharp feature near EF in the spectra for hv ~ 8 eV and

hv > 13 eVe
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Fig. 5. Plot of experimental peak energy position versus photon

energy for each structure in (a) Cr(lOO), and (b) Cr(llO)

normal-emission EDCs. Open and filled circles denoted weak

and strong features, respectively, and the connecting lines

have no theoretical significance. The structures are

labelled A through F for Cr(lOO) and A through Hfor Cr(110)

spectra. Peak dispersion with hv in the plots is indicative

of direct-transition processes.

Fig. 6. Spin structure of the chromium unit cell in the (perfect)

commensurate antiferromagnetic state. The magnetic space

lattice is simple cubic with a two-atom basis, corresponding

to the cesium chloride crystal structure.

Fig. 7. Demonstration in reciprocal space of the transformation from

paramagnetic (P) to commensurate antiferromagnetic (AF)

structures, as discussed in the text: (a) and (b) showP and

AF lattices, respectively; (c) and (d) contain body-centered

cubic (BCC) Brillouin zones (BZs) before and after the
~

incorporation of the spin-density wave (Q), respectively;

(e) lists P ~ AF transformations ·of sYmmetry points; and (f)

shows the simple cubic (SC) BZ resulting from the P ~ AF

transition.
~

Fig. 8. Valence band E(k) curves for chromium calculated by Asano and

Yamashita (Ref. 63): (a) energy bands along HGN and NEr for

the paramagnetic state; (b) paramagnetic energy bands from

(a) arranged in antiferromagnetic k-space (i.e., the

)

)

)
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SC zone}, with the NGH line (dashed curves) overlaid on the

Nrr line (solid curves); (c) antiferromagnetic energy bands

along Mrr, corresponding to incorporation of the periodic

exchange perturbation. Viewed in a stepwise manner, the

sinusoidally modulating perturbation causes a separation of

the energy bands in (b) at N and along r(G}, resulting in

the band scheme shown in (c).

Theoretical paramagnetic band structure of chromium by

Laurent, et!I. (Ref. 92) along the A line, arranged in the

simple-cubic zone so that the bands between (X) and H

(dashed curves) are overlaid on bands between r and (X)

(solid curves). Also shown (solid circles) is the

photoelectron dispersion relation (m* = 2.53 me' V~ =

-3.95 eV) employed in Ei(k} determination with Cr(100}

ARNP data, obtained in part from a fit of the appropriate

Al conduction bands to a quasi-free-electron dispersion

relation, Eq. (I) (see text).

Fig. 10. Theoretical paramagnetic band structure of chromium by

Laurent, et!I. (Ref. 92) along the rand G lines, arranged

in the simple-cubic zone so that the HGN bands (dashed

curves) are overlaid on rrN bands (solid curves). Also

shown (solid circles) is the photoelectron dispersion

relation (m* = 1.03 me' V~ = +1.32 eV) employed in
~

Ei(k} determination with Cr(110} ARNP data, obtained in
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part from a fit of the f 15 - E1 - N1 conduction.band to

a quasi-free-electron dispersion relation, Eq. (1) (see

text).

Fig. 11. Dispersion relations for chromium along [100] in the

extended-zone scheme. Empirical curves derived from Cr(l00)

ARNP data are represented by symbols: (e) for the

non-dispersive features (A, D, and F); (0 ) for features B

and E; and (0) for feature C. Kubler's theoretical bands

(Ref. 64) for commensurate antiferromagnetic chromium along

fAX are represented by solid (symmetry-allowed initial

states) and dashed (symmetry forbidden) curves. To

distinguish between bands of the same symmetry, the

irreducible representation labels include IIt
ll and II UIl

wherever necessary. The photon energy scale at the top

gives Ikfl corresponding to photoexcitation of initial
-+ -+

states at EF, where primary transitions ki ~ kf =
-+ -+ -+
ki - Ghkl [k i is between (0, 0, 0) and (1/2, 0, 0)]

-+ - -+occurs with G= (1, 0, 0) between 6 eV and 12 eV, G=

(2, 0, 0) between 13 eV and 24 eV, and (2, 0, 0) above 24

eVe The empirical bands are reasonably symmetric about the

zone boundary at X (Ikfl = 1.50).

Fig. 12. Dispersion relations for chromium along [110] in the

extended-zone scheme. Empirical curves derived from Cr(110)

ARNP data are represented by symbols: (e) for dispersion­

less features (A, D, F, and H); (0) for features Band G;

)

)
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and (¢ ) for features C and E. Kubler's theoretical bands

(Ref. 54) for commensurate antiferromagnetic chromium along

rEM are represented by solid (sYmmetry-allowed initial

states) and dashed (symmetry forbidden) curves. To distin­

guish between bands of the same symmetry, the irreducible

i )

representation labels include "1", "m", and "u" wherever

necessary. The photon energy scale at the top gives Ikfl

corresponding to photoexcitation of initial states at EF,
-+ -+ -+ -+ -+

where primary transitions ki ~ kf = ki - Ghkl [k i is between

(0, 0, O) and (1/2, 1/2, O)] occur with G= (0, 0, O) below
-+

10 eV and G = (1, 1, O) above 10 eVe The empirical bands

are reasonably symmetric about the zone boundary at M

) (Ikfl - 0.71).

Fig. 13. Dispersion relations for chromium along [100] and [110] in

the reduced-zone scheme, derived from experimental and

theoretical (Ref. 54) curves shown in Figs. 11 and 12 (refer

to the corresponding figure captions for details).

Empirical bands along XAr and rEM are derived from Cr(100}

and Cr(110} ARNP data, respectively, and are represented by

open symbols ( 0,0, ¢) for dispersive curves and closed

circles for non-dispersive curves. Non-dispersive empirical

curves can be assigned to features of the band structure by

invoking a density-of-states-photoemission mechanism, except

for the uppermost rEM curve which corresponds to a r surface

state on the Cr(110} surface as discussed in the text.
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Fig. 14. Empirical band structure of antiferromagnetic chromium along

XArrM, at 293K. Solid lines correspond to bands deduced

directly from detailed empirical curves in Fig. 13 and

critical point energy eigenvalues listed in Table IV (solid

circles), while dashed lines refer to dispersion relations

estimated from Table IV and the general topology of the

theoretical (Ref. 64) band structure.

,
J
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)
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(a) Cr(lOO) - normal emission

nlli'"= p, [100]-A

y =[all]

(b) Cr(110) - normal emission

p, [110]

[110]

hv

hv

,
)

Fi gure 2
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PART I!.

ATOMIC CROSS SECTION EFFECTS IN

VALENCE- AND CORE-LEVEL PHOTOEMISSION
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V. PARTICLE-SIZE-INDUCED VALENCE CHANGES IN SAMARIUM CLUSTERS *

In this, and the next chapter, the concept of angular distribu­

tions in photoemission is explicitly ignored. The experiments there­

fore fit into the category of "traditional" atomic effects (mechanisms

2, and 5-7 in Section 8.4 of Chapter I). However, it is important to

keep in mind that the changes in atomic properties elucidated in this

chapter are a direct consequence of the existence of the condensed

phase.

A. Introduction

Changes in electronic configuration or orbital occupation numbers

with particle size have been predicted theoretically! and have been

used as a basis for interpreting the photoemission spectra from

clusters of platinum-group metals. 2 That electronic configurations

will normally change in going from an atom to a bulk metal is clear at

the extremes of size. Free atoms have integral configurations, where­

as bulk metals, in general, do not. The concept of a size-dependence

for the electronic configuration of an isolated particle is therefore

so fundamental that it can be considered to be axiomatic. Surprising­

ly, however, there has been no clear demonstration of this general

phenomenon. Gas-phase studies have been limited to clusters of several

atoms,3 below the size-threshold for the effects discussed in this

chapter, and surfaces of condensed phase systems yield electronic state

energy distributions that differ from the bulk4-8 but can not be
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construed as being directly indicative of the size-dependence axiom.

Therefore, a viable approach would involve the study of small metallic

clusters in the condensed phase, i.e., supported on inert and amorphous

substrates. The nucleation characteristics of many supported metallic­

cluster systems produced by vapor deposition are now well-enough under­

stood that these represent ideal systems for electronic-structure

studies. 2,9-13 However, size-dependent changes in core-level binding

energies or valence-level intensities, such as observed in photoemission

studies of clusters reported to date, are subject to various interpreta­

tions13 and cannot be considered as proof of electronic configuration

changes. In this chapter, we report the first definitive example of

change in electronic configuration with particle size. This has been

accomplished by measuring both core- and valence-level photoemission

from samarium clusters on carbon substrates.

Sm has several characteristics which make it uniquely suited for

a study of this type. The free Sm atom has a divalent [(Xe)4f66s2]

configuration compared with the trivalent [(Xe)4f5(6s5d)3] ground

state of the bulk metal. These states are separated by 2.2 eV in the

isolated atom,14 but the divalent state (2+) is known to be nearly

degenerate with the trivalent (3+) state in metallic Sm (Refs. 15 and

16). At the surface of the metal, the change in local symmetry and

reduced coordination number generates a perturbation of the Fermi level

(EF) and the valence bands large enough that the nearly degenerate 2+

and 3+ states are both observed in condensed-phase photoelectron spectra

of Sm (Refs. 17-21).
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Additionally, these two states coexist in intermediate-valence

materials such as 5mB6 (Refs. 19 and 22). On these grounds alone,

one might anticipate a significant particle-size-dependent effect in

the valence configuration. Furthermore, like all rare-earth metals,

Sm is unique in that the 4f electrons lie near EF but are highly

localized (atomic radial maximum of 0.32 A, Ref. 23). In fact, the 4f

levels are so localized that they behave like highly-correlated core

electrons. 24 This has two consequences of major importance to the

facility of electronic configuration elucidation in the present work:

(1) the core-level spectra of the divalent and trivalent configura­

tions show a large (2+) - (3+) separation of 7.6 ev,17 and (2) the 4f

photoemission final-state multiplet structures, 4f5 and 4f4, permit a

clear distinction between the two possible initial-state configura­

tions. 18- 20 Thus, the physics that facilitates the observation of

valence changes in Sm clusters is that of the 4f levels: they do not

participate directly in chemical bonding, but their final-hole-state

structure and strong chemical-shift or screening effects represent

direct "fingerprints" of valence electronic configuration.

The remainder of this chapter is divided as follows: Section B

contains a discussion of experimental procedures. In Section C, re­

sults are presented, and a general discussion is found in Section D.

Finally, Section E gives a summary.
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B. Experimental

The main experimental procedure in these studies was to measure

core- and valence-level photoemission spectra of samarium clusters of

various sizes on amorphous carbon substrates, utilizing both x-ray

photoemission (XPS) and ultraviolet photoelectron spectroscopy (UPS).

The XPS spectra were recorded with a Hewlett-Packard 5950A ESCA

spectrometer,25 which utilizes a monochromatized Al Ka (hv = 1486.6 eV)

radiation source and had been modified previously to enable operation

under ultra-high 'vacuum conditions (see Chapter I, Section C). The UPS

spectra were recorded with a cylindrical mirror analyzer at a photon

energy of 60 eVe The monochromatization at 60 eV was achieved by

utilizing a toroidal grating monochromator in conjunction with synchro­

tron radiation "from the Tantalus I storage ring at the University of

Wisconsin, Synchrotron Radiation Center. This photon energy was

chosen to maximize resolution and count rate. It is well known, for

example, that the 4f levels in rare-earth metals have very small

photoemission cross sections near threshold. 24 The base pressures

in both instruments were' in the mid-10-11 to 10w-10-10-torr region.

Prior to cluster preparation, the substrates were cleaned ~ situ by Ar+

etching, followed by electron bombardment annealing (ca. 1000-1050K)

to remove Ar implanted by the etching procedure. The resulting

surfaces showed no indication of oxygen or any other contaminants, as

monitored by impurity core-level XPS and Auger electron spectroscopy

in the XPS and UPS instruments, respectively. The clusters were

prepared in situ by slow (ca. 10-30 min per cluster system) vapor
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deposition of Sm metal from a tungsten filament, which caused the

pressure to rise into the low-10-9-torr region during deposition.

Under similar conditions, it is known that vapor deposition of Group

VIII and IB metals gives rise to cluster formation, with a mean cluster

size proportional to the total overlayer coverage. 9,12 The coverages

in these Sm experiments were monitored by a quartz-crystal oscillator

and subsequently checked by neutron activation analysis. Additionally,

the coverages were monitored in the XPS instrument by measuring

relative intensities of the C{ls) and various Sm core-level lines.

Throughout the XPS experiments, all accessible Sm photoemission lines

were measured, but only the Sm{3d3/2 ) and Sm{3d5/2 ) lines, which are

simplest to analyze because they are relatively free of complicated

structures induced by the multiplet interaction with the open 4f

shell,17 will be discussed below. The UPS studies probed only the

valence region [(6s5d) and 4f].

Incidentally, Sm metal, like most rare earths, is extremely

reactive with residual gases (especially oxygen) ~ vacuo,26 and

simple arguments suggest that the clusters are even more reactive.

Therefore, great care was taken to insure that the clusters remained

oxygen-free throughout the measurements. During the XPS measurements,

possible oxygen contamination was monitored continuously via the O{ls)

photoemission line. Finally, a note about the structure of samarium

clusters is in order: Fig. 1 shows a transmission electron micrograph

of Sm clusters (measured under different vacuum conditions in an

instrument at Kodak Research Laboratories27 ) corresponding to a
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coverage of 2.0 x 1015 atoms cm-2, and a mean particle size of

30 : 10 Aas estimated from the micrograph. The nucleation and growth

processes appear to be very similar to those observed in Group VIII and

IB metals. 12 During the photoemission experiments, identical results

obtained from different areas of the surface served as assurance that

the cluster distribution (like the one shown in Fig. 1) was uniform

throughout the surface area probed.

c. Results

Because of their large photoemission cross section, the

Sm(3d3/2,5/2) lines were relatively easy to measure with good statis­

tics at low Sm surface concentrations. A strong coverage dependence of

the electronic configuration is clearly seen in Fig. 2, which shows

these spectra for various coverages including the bulk metal. The

predominance of the 2+ species at low coverages is clearly observed

and remains almost constant for coverages below (2-3) x 1015 atoms·

cm-2• Above this coverage region the 3+ intensity increases rapidly

until a bulklike spectrum is achieved at about 1.2 x 1016 atoms cm-2•

The 3+/2+ intensity ratio is plotted graphically (filled circles) in

Fig. 3 as a function of coverage.

For these clusters, valence region photoemission intensity was

too weak to be measured accurately with Al KB radiation. However, the

UPS spectra shown in Fig. 4 for hv = 60 eV (after subtraction of the

carbon background) clearly identify the 4f levels. In these spectra,

peaks C, D, and E are due to the 4f4 final-state multiplets produced



256

by ionization of trivalent Sm. 19 Peaks A and B are primarily due to

the 4f5 multiplets from divalent Sm with some contribution to A from

5d and 6s photoemission. The qualitative trends in valence-region

spectra with coverage are very similar to those of the Sm(3d} levels

discussed above. As shown graphically in Fig. 3 (crosses), the varia­

tion of valence state with coverage, as determined from intensities in

the UPS spectra in Fig. 4, is nearly identical to the XPS results.

The UPS results are meant to be qualitative in regard to the absolute

3+/2+ ratio and the UPS data in Fig. 3 show the peak-C/peak-A intensity

ratio which has been normalized to the XPS value at a coverage of

2.6 x 1015 atoms cm-2•

D. Discussion

The data plotted in Fig. 3 would appear to show a striking

demonstration of a Sm cluster size dependence of the electronic con­

figuration (3+ vs 2+) that is clearly observed in both the XPS and UPS

spectra. We will see below that this is indeed the most reasonable

conclusion. However, several possible competing mechanisms for the

observed photoemission peak structures must nonetheless be considered.

The close agreement between the two sets of data rules out the possi­

bility that the 2+ peaks in XPS are low-binding-energy satellites due

to final-state screening effects28 ("shakedown") of the type observed

weakly in some rare-earth metals. 29 This possibility seemed unlikely,

even in the absence of the UPS results, because of the high intensity

of the 2+ peak. On the contrary, one might postulate that the small
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3+ contribution in the low-coverage XPS spectra is due to a 4f-to­

valence "shakeup" satellite associated with the 2+ initial state. Some

evidence for such a shakeup satellite appears in the 4d spectrum of

metallic Eu. 30 An alternative explanation for the residual Sm(3d) 3+

intensity at low coverages is oxide formation resulting from oxygen

contamination below our detection limits.

It is important to note that either of the two satellite-producing

mechanisms discussed above would yield peak structures that would be

difficult or impossible to separate from the main 3+ or 2+ lines in the

Sm(3d) spectra. This is illustrated diagrammatically for Sm(3d5/2) in

Fig. 5. In the case of a bulk final-state screening effect [Fig.

5(a)], we would expect a shakedown satellite (Sa) to appear on the low­

binding-energy side of the 3+ peak and separated from it by an amount

approximately equal to: A(EB) - A+(3+ ~ 2+), where A(EB) =

EB(3+) - EB(2+) is the difference in Sm(3d5/2) binding energies for

trivalent and divalent initial states and A+(3+ ~ 2+) is the energy

required to excite the lowest 3+ ~ 2+ electronic transition in the

bulk metal;31 i.e., A+(3+ ~ 2+) = E[3d104f6(6s5d)2] - E[3d104f5(6s5d)3].

A satellite, Sa' would be virtually indistinguishable20 from the

Sm(3d5/ 2) 2+ peak because A+ as measured by bremsstrahlung isochromat

spectroscopy (BIS)15,20 is about 0.5 eVe Analogously, a shakeup

satellite (Sb) involving the 2+ initial state [Fig. 5(b)] would appear

on the high-binding-energy side of the Sm(3d5/2) 2+ line, separated by

an amount given by: A(EB) + A_(2+ ~ 3+), where A_(2+ ~ 3+) =

E[3d 104f5(6s5d)3] - E[3d104f6(6s5d)2] is the energy required to
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excite the lowest 2+ ~ 3+ electronic transition from a divalent ground

state. 31 This excitation energy is probably less than 1 eV for the

divalent ground state on the surface of Sm metal. 20 Thus, a shakeup

satellite might very likely be convoluted with the true 3+ line for a

Sm cluster.

The possibility of the 2+ state resulting from the formation of a

divalent carbide was also considered. Divalent samarium carbide can

be made from the elements at high temperature (1675-1875K),32 and

its formation under the conditions used here cannot be ruled out

! priori. We find no evidence for carbide formation such as changes

in the C(ls) spectrum. For comparison, in studies of reactive Al and

Fe films the formation of a carbide is immediately obvious from the

change in C(ls) line shape. 33 No such anomalies were observed in Sm

clusters until the samples were heated to - 775K, at which time a weak

shoulder appeared on the low-binding-energy side in the region charac­

teristic of carbide carbon. Furthermore, it can be shown that changes

in the 3+/2+ ratio shown in Fig. 3 are much too abrupt to result from

carbide formation at the cluster-support interface. The observed

slope must result from a collective effect such as a size-dependent

electronic configuration.

It is clear from both the XPS and UPS spectra that Sm exists

primarily in the divalent state at coverages below (3-4) x 1015 atoms

cm-2• From the electron microscopy studies,27 we estimate that a

coverage of - 2 x 1015 atoms cm-2 corresponds to a mean particle size

of 30 : 10 A. This also corresponds to the coverage range where the
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photoemission spectra of the noble and platinum-group metals begin to

show bulklike characteristics. 2,10,11

At higher coverages of - 1016 atoms cm-2, the clusters are no

longer discrete but have coalesced to form a semicontinuous film with

a very high surface-to-volume ratio. The approximate surface-to-bulk

atom ratio is shown along the top of Fig. 3. The known stabilizing

effect of a surface for the divalent species causes the 3+/2+ ratio to

remain below that of the bulk even at these high coverages where the

transition and noble metals have achieved most of their bulklike

properties. As illustrated schematically in Fig. 6, the stability of

the divalent state in small clusters and on surfaces can be accounted

for by a narrowing of the valence band as a result of reduced

coordination. This raises the Fermi energy relative to the 4f levels

and thus shifts a valence electron to populate the 4f6(2+) state. 17

There is still some question, however, concerning the possible

coexistence of divalent and trivalent species on the surface in either

homogeneous or inhomogenous phases. 17- 21

The only previously reported studies of size-dependent config~ra-

tions in rare earths were based on x-ray emission and bond-distance

changes as determined by electron diffraction. 34 In the divalent

metals Eu and Vb, a discontinuous lattice contraction at small sizes

was taken to indicate a change from the 2+ to 3+ configuration.

Surface tension was proposed as the mechanism for the lattice contrac­

tion, which raised the 4f levels relative to the Fermi level and caused

a 4f electron to transfer to the conduction band. However, the vacuum
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conditions for these experiments were so poor that the results are

highly questionable. 3S Understandably, increased surface tension in

small clusters favors the trivalent state. The competing factors of

band broadening induced by surface tension and band narrowing as a

result of reduced coordination will determine the actual electronic

configuration for any specific small cluster. For samarium we have

shown that band narrowing is the dominant effect, and thus the

divalent state is dominant in these small clusters.

Changes in configuration with particle size should be a general

feature of the rare-earth metals. All of the rare earths except

cerium, gadolinium, and lutetium are divalent in the free atoms and

except for europium and ytterbium are trivalent in the bulk metals.

The remaining nine rare-earth elements must undergo a configuration

change from 2+ to 3+ with increasing particle size. The size at which

the changeover occurs is likely to depend upon the energy required to

excite a conduction electron to the lowest empty 4f level. 16 In the

notation of Herbst, et !l.,16 this energy is given by 6+(fn ~ fn+l) =

E[4fn+l (6sSd)m-l] - E[4fn(6s5d)m], where nand m are the 4f and

valence-band occupancies, respectively, in the ground state of the

metal. In Fig. 7, we illustrate graphically 6+ values obtained

spectroscopically (BIS) by Lang, et !l.,lS throughout the rare-earth

series. Simplistically, the value of 6+ reflects a tendency for the 4f

shell to approach a more nearly half- or completely-filled configuration

by increasing the 4f electron population by one electron, with concomi­

tant smallest values for Sm and Tm. The transition from 2+ to 3+ is

)
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expected to occur at a larger particle size for those elements with a

smaller A+. The value of this parameter for Sm is small enough that

it is not surprising that the divalent state is stabilized by the Sm

surface, or in relatively large clusters. It would be interesting to

draw a correlation between data like the points plotted in Fig. 3 and

the values of A+, for the entire rare-earth series.

For the sake of completeness, values of A_(fn ~fn-1) =

E[4fn- 1(6s5d)m+1] - E[4fn(6s5d)m] from the SIS studies of Lang, et

!l.15 are also plotted in Fig. 7. This parameter is the minimum energy

required to excite a 4f electron into the conduction band. To the

extent that the photoemission process yields adiabatic final states,

A_ is obtained directly from the energy position of the 4f levels

relative to EF in photoemission energy distribution curves. In fact,

theoretical values of A_ calculated by Herbst, et ~.16 are in

excellent agreement with, the experimental 4f positions plotted in Fig. 7.

However, it is important to discern A_ from one-electron orbital (band)

energies (£4f). As alluded to above, correlation, screening, and

relaxation effects in the 4f photoemission final state result in a nearly

complete breakdown of the one-electron approximation for the localized

4f shell: values of £4f disagree severely with A measurements. 24

Nonetheless, this has a pleasing consequence on Sm core-level photo­

emission spectra, as observed and also discussed above: the 4f levels

play such a strong role in determining the observed binding energies

of the core electrons that the 2+ (4f6) and 3+ (4f5) states yield core-

level spectra that are easily isolated from each other. We note the
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contrast in facility of XPS data reduction between these spectra and

those arising from surface core-level binding energy shifts. 4

E. Summary and Conclusions

In summary, we have shown, for the first time, an unambiguous

example of size-dependent electronic configurations. Both XPS

[Sm(3d3/2,5/2)] and UPS [Sm(4f)] spectra show a predominance of the

atomiclike divalent state at small particle size. With increasing

size, the bulklike 3+ state is formed, but a large divalent contribu­

tion from surface atoms remains. The transition from 2+ to 3+ valence

state occurs over a relatively small range of cluster sizes, indicating

that the effect is indeed collective as would be expected for a change

in electronic configuration, and not simply. related to macroscopic

quantities such as the surface-to-volume ratio or the cluster-substrate

contact area. We anticipate similar experiments with other elements in

the rare-earth series, especially Tm. Finally, these results may have

significant implications for understanding the particle-size-dependence

of demanding reactions in heterogeneous catalysis. In such systems

involving transition-metal clusters we may reasonably expect that

electronic configurations will change in the same size region as

observed here for Sm.
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FIGURE CAPTIONS

Fig. 1. Transmission electron micrograph of samarium clusters on

carbon at a coverage of 2.0 x 1015 atoms cm-2 and with an

estimated mean particle size of 30 =10 A. The scale is

given at the lower left.

Fig. 2. Al Ka x-ray photoemission energy distribution curves for the

3d region of carbon-supported samarium clusters at various

coverages (atoms cm-2). The abscissa is scaled in binding

energy (E~) relative to the Fermi level, where the

latter energy position was determined from the measured C(ls)

kinetic energy position and its known E~ value.

Fig. 3. Sm trivalent (3+) - divalent (2+) intensity ratio as a

function of coverage and estimated surface-to-bulk atom

ratio. XPS values (closed circles) were determined from

Sm(3d5/2) peak intensities, and UPS values (crosses) were

determined from the peak C and A intensities (see Fig. 4).

UPS data have been normalized to the XPS data at a coverage

of 2.6 x 1015 atoms cm-2•

Fig. 4. Photoemission difference spectra of the 4f and valence-band

region of carbon-supported samarium clusters at a photon

energy of 60 eV and various coverages (atoms cm-2); the

carbon background intensity has been subtracted.

Fig. 5. Diagrammatic representation of hypothetical (a) shakedown

(Sa) and (b) shakeup (Sb) satellite energy positions with

respect to the divalent (2+) and trivalent (3+) Sm(3d5/2 )
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peaks in the x-ray photoemission energy distribution curve.

The satellites, Sa and Sb' would be difficult to

distinguish experimentally from the 2+ and 3+ lines,

respectively, because the values of both A+(3+ ~ 2+) and

A_(2+ ~ 3+) are probably smaller than the experimental

energy (FWHM) resolution.

Fig. 6. Schematic representation of the effect of Sm valence-band

narrowing in clusters and on surfaces relative to the bulk

metal: the Fermi energy (EF) is raised relative to the 4f

levels, thereby shifting a valence electron to populate the

4f6 (divalent) state.

Fig. 7. Plots of A+ and A_ as functions of rare-earth metal, from

BIS measurements (Ref. 15). These parameters are defined as

the minimum energy to increase (A+) and to decrease (A_)

by one electron the population of the 4f shell. The values

are plotted relative to EF with A_ defined as a negative

quantity (see, also, Ref. 31).
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VI. COOPER MINIMUM FOR Pd(4d) AND ADSORBATE SENSITIVITY

ENHANCEMENT IN PHOTOEMISSION FROM CO-Pd *

A. Introduction

In this chapter, atomiclike effects in the energy dependence of

the photoemission cross section Gfi(Ef ), are investigated by means of

angle-integrated photoemission from the valence band (VB) region of

palladium. It will subsequently be demonstrated that the atomic

effects in Gfi(Ef ) for Pd as a substrate can be utilized to enhance

the sensitivity of valence region photoemission to the adsorbate

molecular-orbital-derived levels for the system CO-Pd. The experiments

with this adsorbate-substrate system represent the most dramatic

demonstration of this phenomenon to date, and will be compared with

previous studies of other systems.

The experiments discussed in Part I of this thesis illustrated via

angle-resolved photoemission the itinerant nature of valence bands in

metals. The single most important mechanism governing the angle­

resolved photoemission intensity [Eq. (9) in Chapter I] was
+
k-conservation. However, it was also shown (Chapter I) that various

mechanisms, both intrinsic and extrinsic, can lead to an effective
+

breakdown of k-conservation. The resulting angle-resolved intensity

in nearly every case was found to become more dominated by the atomic­

like part of the photoemission cross section, which for a plane-wave

final state is governed by the expression (Chapter I): cos2afl~n(kf)12.

It has already been pointed out (Chapter I) that atomic and itinerant

)
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effects in photoemission can be rationalized as simultaneous mechanisms

in most systems. Therefore, we would expect that angle-integrated

measurement of the total valence band intensity of a disordered metal

yields a photoemission cross section the energy dependence of which is

similar to the corresponding atomic cross section. In earlier work,

the photon energy variation of d-band photoemission intensity I(h~)

for Cu,l Ag,1,2 Au,1,3 pt,4 In,5 and Sb (Ref. 5) indicated that the

above expectations were at least qualitatively fulfilled in these

systems. More recent studies provide further demonstrations of the

importance of atomic effects in the total photoemission cross section

of various subshells in condensed phase systems. 6

The underlying theme of this chapter is the existence and proper­

ties of so-called "Cooper minima"7 in the VB photoemission cross

section of "4d and 5d valence-shell metals. Owing to non-hydrogenic

behavior of the photoelectric effect, the cross section for certain

subshells--those with at least one radial node--can undergo dramatic

attenuation well above threshold, i.e., at a Cooper minimum. 7 This is

a general phenomenon familiar from absorption studies8 and more recently

from photoemission work,1-5 and will be illustrated below for Pd(4d).

Furthermore, the attenuation of VB photoemission intensity at the sub­

strate Cooper minimum will be shown to yield a dramatic relative

enhancement of adsorbate-level intensity in adsorbate-substrate systems,

particularly in prototype systems with CO as the adsorbate.

In Section B experimental procedures are discussed. Section C

contains results and general discussion. Finally, Section 0 gives a

summary.
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B. Experimental

A single crystal of palladium, cut along the (110) plane, was

polished to a mean surface roughness of 0.05 pm, etched in hot aqua

regia, and mounted in a photoemission chamber with a base pressure of

~ 2 x 10-10 torr. It was cleaned of bulk and surface impurities by

cycles of Ar+ ion bombardment (beam voltage = 1 kV) and annealing

(ca. 950K). Immediately preceding the photoemission measurements of

the clean surface, extensive Ar+ etching without annealing was per­

formed to reduce possible angular effects. A similar procedure was

also followed prior to the preparation of the CO overlayer, which was

achieved by exposing the clean, unannealed Pd surface at ambient (room)

temperature to 4 L (1 L = 1 x 10-6 torr sec) of CO. Under these

conditions of exposure, the sample should have a monolayer coverage of

chemisorbed CO.

The photon source was the 4° port of Beam Line I (BL 1-1) at

SSRL,9 with incident radiation in the energy range

40 eV < hv < 220 eVe Angle-integrated photoemission (AlP) spectra

were collected using a double-pass cylindrical mirror analyzer (CMA)

(as discussed in Chapter I and described elsewhere3,10) at pass

energies of 50 eV and 100 eV for CO-Pd and clean Pd, respectively.

For these AlP measurements, of course, a mask over the front of the

analyzer was not employed. The crystal orientation was adjusted for

maximum photoemission intensity into the 360° acceptance cone of the
~~

CMA, yielding 9 A=L(n,A) = 24.3°, with the orientation of the CMA

symmetry axis fixed at 77.7° relative to the photon beam direction.

)

)

~
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This experimental geometry is shown schematically in Fig. 1. Spectra

were collected for clean Pd and for Pd + 4 l of COt with an analyzer

energy resolution of 1.6 eV and 0.8 eV FWHM t respectivelYt and with an

approximate 0.3 eV resolution of the synchrotron radiation selected by

the "grasshopper" grazing-incidence monochromator.

AlP spectra for CO-Pd at selected photon energies are shown in

Fig. 2. These spectra are all characterized by a Pd(4d) valence-band

feature peaked near EB = 2 eV t and adsorbate-induced peaks at EB ~

8 eV and 11 eV t attributable to the (5a + 1~) and 4a CO molecular

orbitals t respectively.11 At the relatively low resolution used and

with AlP from a randomly-oriented surface t it is impossible to distin­

guish individual Pd valence-band peak structures as was done in Part It

but this is the desired situation here because we only wish to measure

total intensities in the main peaks in each spectrum. These intensi­

ties (for the clean metal VB as well as the three peaks for the

adsorbate-substrate system) were determined as areas under the peaks

after normalization to the incident photon flux and the electron

analyzer efficiencYt and after correcting for the inelastic electron

background.

C. Results and Discussion

1. Clean Pd and the Cooper Minimum in a(hv).

The relative photoemission intensity of Pd(4d) is illustrated as

a function of photon energy in Fig. 3, along with previously measured
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curves for Pt(5d),4 Cu(3d),1 Ag(4d),1,2 and Au(5d).1,3 The variations

of a(hv) for 3d, 4d, and 5d subshells are fully illustrated in this

figure. The scales in Fig. 3 are not absolute, however, nor is I(hv)

strictly proportional to a(hv) because of variations in the escape

depth with photon energy. Nonetheless, the behavior of I(hv) in Fig.

3 can be understood within the framework of the atomic photoionization

process. 7

Electric dipole selection rules (6t = =1) allow only p- or f­

symmetry partial-wave final states to be reached from d-shell initial

states. For the high photon energies of interest here the d ~ f

channel dominates over the d ~ P channel, and it will suffice for our

purpose to discuss the d ~ f channel. Above threshold the d-band

intensities first exhibit maxima in a(hv), which for the noble metals

occur in the order Au(5d) « 40 eV), Ag(4d) (~60 eV), and Cu(3d)

(~ 130 eV), and similarly for other members of the 5d, 4d, and 3d

series: Pt(5d) < 40 eV and Pd(4d) at - 80 eVe These maxima have been-
observed in absorption studies8 as well as in photoemission. 1,5

The shift in energy of the maximum arises because, close to threshold,

the f radial final-state wave function is held away from the nucleus

by a centrifugal barrier proportional to t(t + 1)/r2, permitting

little overlap with the initial-state d function. With increasing

energy the continuum f wave penetrates further, giving more overlap

with the d function and a larger cross section. Because the d wave

functions vary in radial extent in the order 5d > 4d > 3d, the energy

of maximum overlap will vary in the reverse order, as observed.

)
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Beyond the maximum the photoelectric cross section simply decreases

monotonically with energy for 3d initial states, which have no radial

node: this has been observed, for example, in copper. 1 For n > 3,

however, there are n - 3 radial nodes in the nd wave function which

cause a(hv) to fall more steeply at higher energies. Because the

total photoelectric cross section is proportional to the sum of the

squares of the d ~ p and d ~ f channel matrix elements, a local

minimum occurs at the energy for which one matrix element (generally,

that of the d ~ f channel) vanishes. This minimum is referred to as a

"Cooper minimum,"7,12 and may be sharp, as in the 4d case with a

single radial node, or it may be smeared out as in the 5d case, which

has two radial nodes.

Because the initial-state wave functions for Ag(4d) and Pd(4d)

contain a single radial node, the corresponding Cooper minima seen in

Fig. 3 at hv ~ 140 eV and ~ 130 eV, respectively, are very sharp.

With the convention that all wave functions have a positive slope at

the origin, the radial dipole matrix element, RR.+1,R. = (e,R.+1IVlnR.),

is negative at threshold for the 14d) initial state; i.e., Rf,d =

(e,fIVI4d) is less than zero. The reason for this is that the final

state (Ie,f»), having a wave function corresponding primarily to the

unbound level that is occupied in the rare-earth metals (i.e.,

le,f) - 14f»), is positive and in a region of large overlap with the

negative-going part of the 4d function. 7 Fano and Cooper7 have shown

that all radial matrix elements are positive at the high-energy limit.

Therefore, Rf,d must go through a change in sign at some intermediate
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photon energy; Rf,d = 0 corresponds to the Cooper minimum. The total

4d photoemission cross section is not zero at the Cooper minimum

because the d ~ P channel still has a finite (albeit small), positive

matrix element at this energy. Above the Cooper minimum, Rf,d is

expected to go through a second maximum before approaching zero

asymptotically at higher energies. In the next chapter, it will be

shown that the Cooper minimum effect gives rise to interesting

properties in the Ag(4d) photoemission angular distribution.

2. CO-Pd and Adsorbate Sensitivity Enhancement.

Photoelectron spectroscopy is a very sensitive technique for

studying submonolayer coverages of adsorbate atoms or molecules on

catalytic substrates. Using photons in the UV range, adsorbate

molecular orbitals with binding energies (EB's) up to about 20 eV

give rise to peaks alongside the substrate valence-band features, with

favorable signal/noise ratios. 13- 17 This was first demonstrated by

Bordass and Linnett,18 who observed molecular orbital peaks of

methanol adsorbed on tungsten in one-to-one correspondence with the

gas-phase photoemission peak structures. Since this early work, many

similar ultraviolet photoemission experiments have been performed,

leading to a large increase in our understanding of adsorbate

systems. 13- 17 An important factor in this work has always been

surface sensitivity, i.e., the spectral intensity of adsorbate-derived

levels relative to that of the substrate valence band and associated

inelastic-electron background. Surface sensitivity is, however,

)

)
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usually not optimal with UV sources, and core levels of adsorbates, as

well as tightly-bound valence levels, are either energetically inacces­

sible or unobservable because of their low cross sections. Conventional

laboratory photon sources in the x-ray range (e.g., Mg Ka x-rays at

1254 eV) yield photoemission spectra in which the molecular-orbital to

valence-band intensity ratio is much smaller,14,19 although core levels

can be readily observed. 13 ,14,19 It follows, therefore, that the use

of anyone particular laboratory photon source places severe constraints

on the study of adsorbates by photoelectron spectroscopy.

With the availability of an intense source of variable-energy

synchrotron radiation in the vacuum-ultraviolet-to-soft-x-ray range at

SSRL, it has now become feasible to adjust photon energies to optimize

overall sensitivity to surface effects in photoemission spectra. 1

For several reasons it is particularly desirable to extend the photo­

emission spectroscopy of adsorbate systems to photon energies somewhat

above those commonly available with laboratory UV sources; i.e., into

the hv = 100-150 eV region. A major advantage from the standpoint of

surface studies is the maximal surface sensitivity of electron spec­

troscopy using photoelectron kinetic energies

(1)

given by photons in this energy range and EB values of valence-band

electrons from the substrate. Figure 4 shows the electron attenuation

lengths in relevant metals,13,20 plotted against energy. Because the
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minimum attenuation length in the Ef - 100 eV region is roughly 3 A,
the substrate valence-band peaks should be sensitive to the first

substrate layer and show the effects of adding adsorbate molecules.

Early studies of the molecular-orbital to valence-band area

intensity ratios, hereafter termed MO/VB, for the CO-Ni and CO-Pd

adsorbate-substrate systems were carried out by Gustafsson, et !l.,11

up to energies of 90-100 eV using synchrotron radiation. These early

results were discouraging: the ratio MO/VB dropped by over a factor

of 10 for CO-Ni as the photon energy was changed from 40 eV to 90 eVe

For CO-Pd, MO/VB dropped from 0.16 at h~ = 40 eV to 0.08 at h~ = 80

eV, then increased very slightly to 0.10 at h~ = 100 eVe What was

needed was a method of removing part of the photoemission intensity

from the substrate VB, which as we have already seen increases in the

40 to 80 eV range for Pd, and by analogy with Cu increases in the 40

to 90 eV range for Ni.

Subsequent work by Apai, et !l.,4 on CO-Pt up to h~ = 150 eV

showed that MO/VB passed through a minimum at h~ - 100 eV, and

increased at higher photon energies, to a value

)

)

(MO/VB)lS0 eV = 2.9 (MO/VB)40 eV (2)

Later, Miller, et !l.,21 found the same result for a stepped Pt

crystal. The reason for this relative increase in molecular-orbital

sensitivity is the Cooper minimum in the Pt(Sd) VB photoemission cross

section,4 as illustrated in Fig. 3. The relative cross sections of
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the MO derived features decrease with increasing energy above hv = 40

eV, but the Cooper minimum leads to such a drastic attenuation of the

Pt(5d) intensity (by more than an order of magnitude between 100 and

150 eV) that the minimum gives rise to the large enhancement in

adsorbate sensitivity: by tuning the photon energy to the Cooper

minimum, substrate VB photoemission can be effectively suppressed, and

the MO-VB ratio correspondingly enhanced.

By the use of the I(hv) curves for Cu and Ag (used in place of Ni

and Pd, respectively) shown in Fig. 3, plus approximate theoretical

molecular orbital photoemission cross sections for CO, based on a

plane-wave final state,22 Apai 23 estimated the variation of MO/VB

with photon energy for the two systems CO-Ni and CO-Pd studied by

Gustafsson, et !l.,ll and found very good agreement. This result,

together with the success of a similar approach in explaining the

MO/VB enhancement at hv = 150 eV for CO-Pt, lead Apai to predict23 a

rather sharp resonance in MO/VB for CO-Pd, with significant enhance­

ment in this ratio near hv = 140 eV. The experimental observation of

this resonance for CO-Pd is one of the main results of this work.

It is obvious from visual inspection of the spectra in Fig. 2

that MO/VB increases dramatically just beyond the photon energy range

covered in the work of Gustafsson, et !l.,ll peaking well above 100

eV. The CO-Pd case is even more dramatic than CO-Pt (Ref. 4) because

the substrate intensity decreases more sharply at energies just below

the Cooper minimum (Fig. 3), and the minimum itself is quite narrow.

The improvement in adsorbate sensitivity is truly dramatic from hv =

80 eV to hv = 130 eV, where the CO molecular orbitals actually
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dominate the spectrum (see Fig. 2)~ Fig. 5 is a plot of the area

ratio MO/VB for CO-Pd against photon energy, with MO taken in this

case to include just the least-bound (1w + Sa) peak and VB taken as

the main 4d-band peak. The expected resonance is observed with the

peak at h~ ~ 130 eV, in excellent agreement with prediction. 1,23

From the curve in Fig. 5, we have

)

)

(MO/VB)130 eV = 7.5 (MO/VB)40 eV (3)

for the CO-Pd system. This is, of course, a large improvement over

CO-Ni, where there is no substrate Cooper minimum, but it is also a

substantial increase in adsorbate sensitivity enhancement relative to

CO-Pt [Eq. (2)] by almost a factor of 3. In fact, it should be noted

that the increase in MO/VB is a factor of 10 between h~ ~ 80 eV and

130 eV for CO-Pd.

D. Summary and Conclusions

Under certain conditions, an atomic view of photoemission is

in~eed appropriate in the understanding of the behavior of the total

angle-integrated cross section. This is readily apparent from

measurements of the photon energy dependence of the cross section,

afi(h~). Based on the resulting I(h~) curves, we can say that Cooper

minima are general phenomena in the valence bands of 4d and 5d valence­

shell metals. Therefore, the employment of these metals--particularly

the catalytically important members of Group VIII--as substrates

)
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should facilitate adsorbate studies with photoemission in the appro­

priate photon energy region. The 4d metals give rise to a larger

adsorbate intensity enhancement at the Cooper minimum than the 5d

metals, but the latter, with two radial nodes in the 5d wave function,

offer a somewhat larger range of photon energies for adsorbate enhance­

ment. Actually, examples of the application of this approach already

exist: previously unobserved higher-lying MO features can be seen in

photoemission spectra at the substrate Cooper minimum. 21 ,24

Two main conclusions concerning adsorbate molecular orbital

sensitivity can be drawn from this work. First, for 4d as well as 5d

transition series metals the suppression of valence-band intensities

near Cooper minima facilities the study of molecular orbitals of

chemisorbed molecules for photon energies somewhat above 100 eV, where

proximity to the minimum in the electron attenuation length also

emphasizes contributions to the photoemission spectrum of the valence

band of the substrate surface layer.

Second, certain laboratory photon sources fall at very useful

energies for studying photoemission spectra from chemisorbates on 4d

and 5d metals. For example, the Zr M~ line at 151 eV is well-suited

for experiments with Pt, while the Y Me line 25 at 132 eV is exactly at

the maximum in MO/VB for the CO-Pd system. It should be mentioned,

however, that in order for these sources to be useful in solid state

photoemission studies, methods for suppressing bremsstrahlung

radiation, which produces a large background of secondary electrons

under the spectrum from the characteristic line, must be devised.
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FIGURE CAPTIONS

Fig. 1. Experimental arrangement for photoemission studies, as viewed

schematically from above the apparatus. Electrons are

analyzed by a cylindrical mirror analyzer (CMA).

Fig. 2. Selected angle-integrated photoemission energy distribution

curves for Pd + 4 L of CO in the photon energy range 40 to

180 eVe Experimental resolution was 0.8 eVe Note the

increase in intensity of the CO-derived peaks (at - 8 eV and

- 11 eV EB) as hv is increased to 130 eVe

Fig. 3. Relative d-band intensity of Cu (Ref. 1), Ag (Ref. 1), Au

(Ref. 1), Pt (Ref. 4), and Pd as a function of the incident

photon energy. The curves have been corrected for the

collecting efficiency of the electron energy analyzer, the

transmission of the monochromator, and inelastic background.

Experimental values of the inelastic mean-free-path (Ae) of

electrons in Ni, Cu, Ag, and Au as a function of electron

kinetic energy (Refs. 13 and 20).

Fig. 5. Photoemission intensity ratio (MO/VB) of the (Sa + 1~)

CO-derived peak at - 8 eV EB to the Pd valence band as a

function of photon energy, with a large peak seen at hv ~

130 eV.
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PART II 1.

LOCALIZED EFFECTS IN THE ANGULAR

DISTRIBUTION OF VALENCE- AND CORE-LEVEL PHOTOEMISSION
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VII. CONDENSED PHASE PHOTOELECTRON ASYMMETRY *

A. Introduction

The preceding chapters have established that (1) ordered

condensed phase systems exhibit strong angular distribution effects

which have no atomic analogue, but (2) under conditions where total

cross sections are probed or ordering effects are unimportant, the

photoemission intensities of various subshells including the valence

bands show atomic behavior. These are two limiting cases, of course;

a given system ought to show both types of effects. In Chapter I,

this "dual" nature of photoemission was rationalized: the atomic-core

region of the crystal potential governs photoabsorption while the

external region governs properties such as band structure effects. In

that discussion, we also conjectured the existence of an atomic

angular distribution analogue in the condensed phase. Such an effect

would be manifestly different from the more traditional picture1 of

condensed phase photoemission, because the latter assumes that angular

properties are related to periodicity (or orientation) while only the

overall intensity or total cross section can be atomic related. In

this chapter, we discuss the experiments which led to the discovery of

this new effect which we have termed "condensed phase photoelectron

aSYmmetry."

In the gas phase, photoelectron aSYmmetry is a well-known effect.

Following Yang's theorem,2 dipole excitation of a photoelectron transi-
-+

tion in a randomly-oriented system via a vector potential A yields an

"I

")
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angular distribution of intensity given by2-4

(1)

)

)

, )

+
Here Ef and kf are, respectively, the photoelectron kinetic energy and

+ +
propagation direction, ~f is the angle between kf and A, a(Ef ) is the

(total) angle-averaged cross section for the photoelectric transition,

P2 is the second Legendre polynomial [P2(x) = (3x2 - 1)/2], and a(Ef )

is the photoelectron asymmetry parameter. Integration of Eq. (1) over
+

all possible kf orientations yields I = a(Ef ), and a(Ef ) has the limits
+

-1 ~ a(Ef ) ~ 2, as required to insure that I(Ef,kf ) is nonnegative.

The photoemission process in a gaseous system is completely described

by a and a, and the asymmetry in the disordered system arises by virtue
+ +

of A; one might say that A introduces the asymmetry to the system.

Extensive calculations of a(Ef ) in atoms and molecules are now avail­

able, and a number of measurements of a(Ef ) have been made in recent

years (see, e.g., Refs. 5-8). The application of Yang's theorem to

atoms and molecules has been quite successful. This has been greatly

facilitated by the advent of synchrotron radiation sources, which

permit the measurement of energy dependencies of a and a (Ref. 8).

In condensed phases, however, photoelectron asymmetry from this

source was previously either ignored or unknown. In fact, until the

present investigations, the question of whether Eq. (1) is even

applicable to solids had not been addressed systematically.9 We have

already alluded (Chapter I) to the most likely reasons for this:
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ordered solids by nature have asymmetry or anisotropy independent of
~

A; the crystallographic or molecular axes, rather than the direction
~

of A, tend to dominate photoelectron angular distributions, and

Eq. (1) is no longer directly applicable. Several of the most
~

important effects for ordered systems are k-conservation (see Part I),

photoelectron diffraction,10 and orbital-directed photoemission,11 all

three of which~ be strong (excluding symmetry selection) regardless
~

of the orientation of A.

In this chapter, order is removed from the condensed phase

systems, i.e., disordered systems are studied, and we show that atomic

effects can be very strong functions of af. We have observed large

asymmetries in photoemission from both core and valence levels, at

energies well above threshold. Derived e(Ef ) values show strong

qualitative similarities to Manson's calculations5 on free atoms.

It is suggested that these effects have been previously missed because

condensed phase photoemission experiments (1) did not incorporate the

measurement of peak intensities, and (2) did not include the proper

polarization-dependence measurements. The implications of this

discovery for condensed-phase photoemission are potentially rather

astounding, and we will touch upon this subject below. The remainder

of this chapter is organized as follows: In Section B we describe the

experimental procedures, Section C contains results and discussion,

and in Section D this work is summarized.

)

)
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B. Experimental

Figure 1 summarizes the important angles and vectors in this

experiment (see, also, Section A of Chapter I). We will ignore
~ ~

refraction effects so that kf (internal) and p (external) are equiva-

lent as far as photoelectron orientation is concerned. Therefore, af
~ ~

is equal to a (angle between A and p) and we need only be concerned

with the external distribution of photoelectrons in the description of

the internal process. The reasons that we can ignore refraction

effects are (1) they are expected to be small for energies well above

threshold (see Chapter I), (2) we keep 9p fixed at a constant value

(see below), and (3)" we do not know how to treat refraction in a

disordered system. The angle-resolved photoemission (ARP) instrument

(base pressure $ 3 x 10-10 torr) employed a hemispherical analyzer

with two-circle rotation capability and had an angular acceptance cone

of 9 millisteradians, as described in Chapter I (Section C) and else­

where. 12 This analyzer allowed the independent variation of 9p [the

angle between p and the sample normal (~)] and a through the range

0
0

~ a,9p ~ 90 0
• However, to minimize systematic errors, 9p was held

fixed at 45 0 in the ~p = 90 0 azimuth.

With reference to Fig. 1, a description of our experimental pro­

cedure for obtaining angular distributions is straightforward. The

sample was held fixed with nin the horizontal plane, which is the x-z

plane in Fig. 1, but allowed to rotate about the yaxis (the manipula­

tor polar-rotation or crystal-rocking axis) thereby achieving 9A- and

concomitantly a-variability. In other words, the x-zplane is the
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+
plane of incidence with the absolute orientation of A fixed. There-

fore, a-variability is achieved by rotating ;--and thus the coordinate
+ +

system--about y, which changes the orientation of A in the 0A = 00

azimuth. In order for 9 p to remain fixed at 45 0 in the y-z plane

(0p = 90
0
), the analyzer and sample were rotated together. Note that

the aspect from which the coordinate system in Fig. 1 is viewed is

therefore from underneath and at the back of the instrument (this will

help to orient the reader who is familiar with our apparatus). With

9A variable between 90 0 (the normal incidence, s-polarization geo­

metry) and 100 (near-grazing incidence of radiation), this procedure

thereby covered the range 46 0
~ a ~ 90

0 (Ref. 13).

There are other procedures for obtaining a-variability in dif­

ferent ranges of this angle, but this method includes the important

combination of s-polarization with a = 90 0 (A·p = 0). The major

difficulty with most procedures is that (unlike the gas phase)
+ + +

condensed phase photoemission is at least a three vector (n, A, p)

experiment. Therefore, it is difficult to obtain a reasonable

experimental geometry whereby~ a-variability is achieved. The

procedure detailed above was used because we considered it more

important to hold 9p constant in these measurements rather than

9A• Another procedure was also investigated which potentially is

quite appealing. In this method, the absolute sample orientation is

held fixed, thereby keeping 9 A and 0A constant, and a is varied by

rotating the analyzer in a cone about the sample normal at a fixed

angle 9 p. The only variable in this procedure other than a is 0p'

,
/

"
/

)
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which for a disordered system is not important. However, we found this

technique to be tedious, involving the coupling of both the horizontal

and vertical motions of the electron analyzer, and inaccurate because

of alignment difficulties. It was therefore abandoned as a viable

procedure. Perhaps the best method for future experiments would

involve the employment of a multi-dimensional display-type detector14

which would naturally yield electron intensities in "cones" of constant

9p about; without the necessity of tedious mechanical movements of the

analyzer.

Three systems were studied: Pt metal, atomic Se adsorbed on a Pt

surface, and polycrystalline Ag. In each case the metal was cleaned

of bulk and surface impurities by Ar+ ion bombardment (beam voltage =

1.5 kV) and annealing cycles, with sample cleanliness monitored by

Auger electron spectroscopy (AES). In the case of Pt, the detailed

procedure that was followed is outlined in Chapter III. Immediately

preceding the ARP measurements with each system, the metal surface was

ion-bombarded for an extended period of time (ca. 2 hours) and left in

an unannealed state to reduce the local order. AES was again employed

to check sample cleanliness. For the atomic Se measurements, the

clean (unannealed) Pt surface was exposed to H2Se gas at room tempera­

ture under conditions for which a sub-monolayer coverage of adsorbed Se

was obtained. lO

The experiments were conducted on the 40 branch of Beam Line I at

SSRL, with photons in the energy range 40 eV ~ hv ~ 252 eV and highly

polarized (- 98 percent15 ) in the horizontal plane. Angular
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distributions (46° < a < 90°) were obtained as functions of photon- -
energy for the following levels: Se(3d), Pt(4f), Ag(4s), Ag(4p), and

the Ag valence bands (mainly 4d10Ss). Complete photoemission energy

distribution curves (EDCs) were collected for each level at each

photon energy and a orientation for which data was taken. Relative

intensities were obtained as total peak areas normalized to incident

photon flux and analyzer efficiency, with the monochromatized photon

beam intensity monitored by a gold photoyield detector. 16 The Fresnel

equations17 were used to calculate changes in Aat vacuum-metal inter­

faces: 18 the changes, induced by the presence of the conducting

surface, were generally small in the energy range covered and only non­

negligible below hv l=::l 100 eV and at small-eA (lao to 15°) geometries.

Typical values of Aa, the difference between a with and without the

corrections, were less than 1°.

C. Results and Discussion

1. The P2(cos a) Form.

The trend of the data was very striking. In several levels the
-+ -+

peak intensity for Alp was dramatically smaller--by factors up to

25--than for other values of a at a particular photon energy.

Selected illustrative spectra are shown in Fig. 2 for Ag(4s) and

Ag(4d). This was a major result that we sought to establish, and the

experimental geometries were selected with this purpose, rather than

covering the whole angular range of a to obtain more precise values of

"}
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B. We also chose to emphasize the energy dependence of the asymmetry,

rather than the angular dependence of the intensity, which can be

assumed to have the general form of Eq. (1), by Yang's theorem. 2

Nevertheless, the data could be used to test this form. The intensity­

vs-angle data, also shown in Fig. 2, support the P2(cOS a) form. We

conclude, therefore, that Yang's theorem does indeed apply to condensed

phase systems that are disordered.

It is instructive to consider the form of the Yang's-theorem

angular distribution for several values of B throughout its possible

range; this is shown by the radial plots of photoemission intensity in

Fig. 3. Here, we have plotted the intensity from Eq. (1) with

(aI4~) = 1 for B = 2, 1, 0, and -1. High aSYmmetries, B-2, have
-+

angular distributions peaked sharply along the direction of A, i.e.,

a = 0°. In contrast, B = 0 implies that the distribution is

isotropic, and B = -1 has a distribution that is actually peaked

orthogonal to the polarization direction, i.e., a = 90°. Therefore,

the shape of the distribution for B = -1 is a torus in three dimen­

sions, as opposed to the "p-orbital-shaped" distribution for B = 2.

For both experimental cases shown in Fig. 2, the B values are large
-+

enough that the angular distribution must be peaked along A; this is a

general result for the condensed phase systems we have studied, the

consequences of which will be discussed later in this chapter. One

immediate result concerns possible experimental difficulties: in a

recent review, Manson19 did not discuss atomic angular distribution

effects in solids because he conjectured that the photoelectron should
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be subject to strong scattering effects in the bulk and at the surface

which would invalidate the P2(cOS a) form. However, the most elemen­

tary theory would suggest that scattering effects in a disordered con­

densed phase would tend to lower the observed asymmetry (toward a = 0)

from atomic expectations; our measurements are in fact higher than

atomic theory predictions in nearly every case. This result implies

that condensed phase disordering effects on photoelectron trajectories

can be neglected to first order in these studies.

2. Energy Dependence of a(Ef ) and Comparison with Atomic Theory.

The most interesting result of this work is the detailed manner

in which a(Ef ) qualitatively follows expectations based on atomic

calculations. Results for the Se(3d) and Pt(4f) subshells are shown

in Fig. 4. The contrasting behavior of these two curves can be

understood by comparison with free-atom calculations, also shown in

Fig. 4 for nearby elements. Kennedy and Manson20 have calculated

a(Ef ) for Kr(3d); their Hartree-Fock "length" result is shown in

Fig. 4, as are the Hartree-Slater (HS) a(Ef ) curve for Au(4f) given

by Manson5 and the HS curve for a(Ef ) calculated by Combet

Farnoux. 21 It happens that the experimental and theoretical a(Ef )

curves are generically rather similar if considered over the entire

range of Ef • The photoemission cross sections a(Ef ) also show the

behavior expected theoretically, as indicated in Fig. 4, a~d discussed

in Chapter VI. It is clear, however, that our measured a(Ef ) are

systematically higher than the corresponding atomic curves. The shapes

")

"J

)

)
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of these curves can be understood by resorting to atomic photoionization

theory.5-7 t20 t22

In a single-particle t nonrelativistic t central-field framework t

Bethe t3 and Cooper and Zare4t23 have shown that the atomic photo­

electron angular distribution for a particular initial state (Int»)

gives the following expression for B:

)

(2)

)

In this expression t the radial dipole matrix elements R= are given by
-+-+

R= ~ (Eft t=1/A·plnt)t and ~ is the difference between the total

continuum phase shifts for the two outgoing channels;

: )
~ = ~t+1 - ~t-1 t and ~t = at + ~t t (3)

, )

with the total phase shift composed of Coulomb (a) and non-Coulomb (5)

parts. The terms R= and ~ are functions of Eft therefore a = a(Ef ).

With the definition u =R+/R_ t we have for St Pt dt and f initial­

state sYmmetries:

anp = (2u2 - 4u cos ~)/(2u2 + 1)

(4a)

(4b)
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22·and = (12u + 2 - 36u cos A)/(15u + 10) ,

anf = (20u2 + 6 - 72u cos A)/(28u2 + 21)

(4c)

(4d)

,
/

Thus, we see that the oscillations in a(Ef ) arise through an increase

in the ratio u with Ef , combined with variation of the total phase

shift difference with Ef for the two final-state channels, which

affects the interference term between the two channels.

For s-subshells, there is only one photoionization channel

(s ~ p), so that a equals 2 independent of energy. For all other

subshells, a is generally not equal to 2. Near threshold (Ef $ 2 Ry),

the Coulomb phase shift difference varies rapidly with energy, giving

rise to dramatic oscillations (generally downward at threshold) in

a. 24 If the initial states are radially nodeless, as are the 1s,

2p, 3d, and 4f levels, then the remaining intermediate-energy struc­

ture is characteristic mostly of an increase in u, along with some

variations in Awith Ef •5,20 At higher energies, A and u become

essentially constant, therefore a approaches a constant value asympto­

tically.20 For 3d and 4f initial states, the variation in u with

energy near threshold is somewhat more rapid than 2p because the f and

g outgoing channels, respectively, have centrifugal barriers to sur­

mount25 ,26 (see Chapter VI). Therefore a3d (Ef ) and a4f (Ef ) are more

characteristic of u(Ef ) than a2p is, and the oscillations are sharper.

)

)
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The 4f case is different, still,5,26 from 3d however, in that the ratio

u is essentially zero throughout the entire range of energies where the

Coulomb phase shifts are varying rapidly, because the 4f ~ Ef,g dipole

matrix element is extremely small near threshold. Therefore, B4f (Ef )

is not generally characterized by A(Ef ) at threshold. However, in the

energy region ca. 2 to 4 Ry above threshold, R+and R_ are of the same

order of magnitude. If we set R+ = R_, then Eq. (4d) becomes Bnf =

(26 - 72 cos A)/49, and the energy dependence comes entirely from the

cos. A term. As shown in Fig. 4, B4f (Ef ) goes through a maximum near

3 Ry, because cos A is negative in this region. 26 Above this maximum,
,

B4f drops and then approaches an asymptotic value as u becomes much

greater than unity at much higher energies.

Figure 4 shows that the experimental curves fulfill these atomic

expectations gualitatively: the curves might not extend close enough

to threshold for the most dramatic changes to be observed, but the

Se(3d)-B(Ef ) curve is seen to rise with Ef with nearly the identical

curvature as that of Kr(3d) above the phase-shift-oscillatory region,

and the Pt(4f) curve first has a maximum and then an extended flat

minimum, in excellent agreement with the trend discussed above and

shown for the free-atom Au(4f) level in Fig. 4. The major differences

between experiment and atomic theory are the upward shift in the experi­

mental B curves and in Pt(4f) a decreased amplitude of variation with

energy in this intermediate-energy region. These differences are

consistent with larger plane-wavelike character in the condensed-phase

final state (to be discussed below). We conclude that for the 3d
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level of adsorbate Se atoms and the 4f level of Pt metal the a(Ef )

curves are at least qualitatively predicted by free-atom theory. A

more stringent test was desirable, however, because these are both

nodeless core levels.

Silver metal provides this test. The 4s, 4p, and valence band

(4d105s) wave functions all possess radial nodes, and Cooper minima27

in a(Ef ) are expected above threshold for the 4p and 4d subshells. The

energy of the Cooper minimum for Ag(4p) should lie too near thresholdS

for us to detect in this experiment, but the 4d subshell should show the

effect at Ef ~ 10 Ry (Ref. 28). Indeed, the experimental a(Ef ) values

shown in Fig. 5 bear out this expectation. The a(Ef ) results for both

4d and 4s also show a systematic qualitative resemblance to the atomic

calculations(Fig.5)~ again with a shift to higher values of a. The

theoretical a(Ef ) curves for Xe(4d) and a(Ef ) for Xe(4s) and Xe(4d) in

Fig. 5 are the Hartree-Fock "length" results of Kennedy and Manson. 20

It is expected that a(Ef ) = 2 for the 4s subshell for all Ef from

rather general arguments22 [i.e., Eq. (4a)] except for correlation

and/or relativistic effects very close to threshold. The resemblance

between experiment and theory is striking for both the 4s and 4d sub­

shells. The4p peak was very wide because of final-state effects,29a

and we were unable to derive precise intensities from our data. Quali­

tatively, the 4p results tend to support the above conclusions, with

a(Ef ) values being typically in the range 1.1 - 1.5.

It is particularly noteworthy that the Ag(4d) level shows this

atomiclike behavior in the angular dtstribution. This is the same

)

)

, )
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subshell--the valence band--that gives rise to distinct band structure

effects in the UV {Ref. 29b} and {presumably} sOft-x-ray range30 in

crystalline Ag. It is a common misconception that an atomic picture is

not applicable to photoemission of valence electrons in solids under

any circumstances. 19 The atomic picture certainly is not completely

applicable, as evidenced by the deviations between experimental and

theoretical B{Ef } curves, but these deviations are also observed in

the core levels of the bulk metal [Pt{4f}] and the adsorbate [Se{3d}],

where an atomic picture of the angular distribution would be more

generally accepted.

It is again instructive to consider the systematics of the B{Ef }

curves shown in Fig. 5 within an atomic framework. 5,20,31 The 4s

initial state, of course, has a simple angular distribution, because

there is only one final-state channel. But the 4d subshell has

dramatic oscillatory structure in B{Ef }. Near threshold {below the

energy range shown in Fig. 5} B4d {Ef } for Xe experiences a sharp drop

with increasing energy, similar to Bnp and B3d , that once again arises

principally from the rapid variation of the Coulomb-phase-shift differ­

ence. There is next a sharp upward trend {10 eV $ Ef $ 100 eV} that

is produced by a rapid variation of the f-wave non-Coulombic phase

shift over a small energy range due to the centrifugal barrier in the

effective scattering potential. 31 In this energy region, there is a

concomitant increase {or resonance} in the magnitude of the R+ photo­

ionization matrix element as the f-wave continuum function is II pu ll edll

in toward the nucleus. 27 It will be recalled that this effect, which
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is usually termed a shape resonance, was observed in the measured

photoemission angle-integrated intensity of 3d, 4d, and Sd valence

subshells of metals (Chapter VI); we observe it again here in Ag(4d),

both in a and in B. In the next chapter, we shall see that molecular

shape resonance phenomena are quite dramatic in adsorbate molecules.

The final oscillation in B(Ef ) arises as a result of the Cooper

minimum27 in the 4d photoionization cross section, where the f-wave

radial matrix element (R+) changes sign (recall that it is negative at

threshold and at the shape-resonance energy). At the Cooper minimum

(u = 0), Eq. (4c) reduces to B4d = 1/5, and at higher energies, where

u (= R+/R_) has also changed sign, B4d for Xe actually becomes negative

and experiences a minimum. The qualitative aspects of both the shape­

resonance- andCooper-minimum-derived oscillations are easily seen in

the Ag(4d) asymmetry curve (Fig. 5). At the time of these measure-

ments, no experimental confirmation was available for the detailed

variation of B(Ef ) for the Xe(4d) level. However, a recent experi­

mental study by Southworth, et !l.,32 of this research group supports

the theory of Kennedy and Manson20 for Xe(4d) ohotoelectron asymmetry.

3. Nature of the Final-State Wave Function.

In Chapter I, it was stated that these asymmetry measurements

would allow us to shed some light on the final-state wave function.

In Part I, the plane-wave approximation (PWA) was sufficient to

determine the properties of valence-band dispersion relations, but we

never addressed the problem of determining peak intensities in the

)

)
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energy distribution curves--a problem for which the PWA fails (this

was also discussed in Chapter I). Additionally, it will be recalled

that the PWA yields incorrect atomic angular distributions,33 except

for the trivial case of t =O. Simply, the dipole-velocity form of

)

, )

the transition matrix element, in conjunction with a plane-wave final

state, always yields an expression for the angle-resolved intensity of

the form I(Ef,p) 0: I~nt(p) 1
2 cos2

a, where I~nt(p) I is the al1g1e­

averaged magnitude of the Fourier transform of the initial state wave

function evaluated at p. Substitution of this expression for the

intensity into the left-hand side of Eq. (1), which can be assumed to

be valid for a plane-wave final-state, yields B = 2 independent of Ef •

Consideration of the condensed phase asymmetry experiments in

light of both this result for the PWA and the free-atom theory suggests

that the true final state is correctly described by neither a plane

wave nor an atomic-continuum-type wave function: the experimental

measurements yield B~ 2 only for the Ag(4s) level, whereas the remain­

ing curves have the atomic form but with all B values shifted upward

closer to 2 and with an attenuation of oscillatory amplitude in B(Ef ).

However, the final state in the disordered condensed-phase system

appears to retain a large plane-wavelike character, especially at

energies well above threshold. Perhaps this is somewhat contradictory

of the idea expressed previous1y34 and in Chapter I that the photo­

electron final state is mostly plane-wavelike in an ordered system due

to Bloch's theorem and lifetime effects, but atomic1ike near the atomic

core from which it originates. In these asymmetry studies, Bloch's
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theorem is presumably invalid; therefore, plane-wave character may be

a general feature of condensed phases. Furthermore, our results imply

that there simply do not exist limiting cases of purely-atomiclike and

plane-wavelike final states in solids.

However, we have already observed that the cross section can be

considered to be lI atomiclike ll under appropriate circumstances (Chapter

VI); the results in this chapter support this conclusion. The some­

what puzzling and contradictory behavior of the cross section and the

asymmetry in the condensed phase may be rationalized by considering

the simple distinction between the two: cross sections, given by the

radial matrix elements, depend on the overlap of wave functions. It

is entirely reasonable that in the disordered systems studied here,

the overlap .is determined largely by the portions of the wave func­

tions that are within the confines of the atomic core where the free­

atom and condensed phase environments are similar. However, the asym­

metry depends not only on the matrix elements, but critically on the

phase shifts [see discussion above and Eq. (2)] which, unlike the

matrix elements, must be viewed as asymptotic quantities. Therefore,

the condensed phase angular distribution differs from the lI atomic ll

case because the potentials, which govern the phase shifts, must be

different outside the core for the two cases even though they are

probably similar within the atomic ~.

In order to understand the nature of the true condensed-phase

final state and its relationship to photoelectron asymmetry, we should

compare the asymptotic forms for the IIlimiting cases ll of a plane wave

)

)
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and an atomic-continuum wave function. It is well known35 that the

plane wave, an eigenfunction of the linear momentum operator, can be

expanded in partial-t waves:

(5)

The j1(kr) terms, which are spherical Bessel functions, solve the

one-electron radial Schrodinger equation under the condition that the

central field is V(r) = 0 (Ref. 36); i.e. (ignoring normalization)

[
d2 + 1(1+1) 1]· () 0- ~ - XJ x =
dx x2 1

x == kr (6)

, )

\
' . ./

The asymptotic form of kr j
1(kr) is sin(kr - i W1), compared with the

asymptotic form of the sinusoidal part of the correct atomic continuum

wave function [PE 1(r)], which is given by5
f'

We notice that the phase shift terms are absent from the plane-wave

partial-1 wave function. Therefore, a large plane-wave character in

the true final state would presumably be commensurate with an attenu­

ation of the phase-shift-induced oscillations that are found in the

atomic a(Ef ) curves near threshold. Although this is consistent
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with the condensed phase results already at hand, it would be inter­

esting to investigate s(Ef ) behavior closer to threshold than we

have done, because the Coulomb phase shift difference induces the most

dramatic free-atom S oscillations in this energy range (Ef $ 2 Ry).

This experiment could be performed, for example, with the Ag(4d) level

at gO-line photon energies at SSRL.

The PWA yields S = 2 because it ignores the potential and the

phase shifts. The condensed phase results, with~ plane-wave

behavior in the final state, might best be rationalized by considering

the differences between the free-atom Coulombic potential and the

condensed-phase field which is quasi-periodic even in a disordered

system: in a "muffin tin" potential picture, one would expect the

outgoing photoelectron's wave function to show phase shifts character­

istic of the atomic potential for about one atomic radius--as compared

with the free-atom case of infinity--then to show behavior character­

istic of a screened Coulomb potential plus a periodic potential. This

"truncation" of the phase shifts might yield the behavior observed in

s(Ef ) curves for condensed-phase systems. This is a problem of con­

siderable theoretical interest because a quantitative development of

this picture could add considerably to our understanding of the final

state.

4. Further Discussion.

In the preceding subsection, it was suggested that the

attenuation of S(Ef ) oscillatory amplitude in the condensed phase

. )
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relative to free atoms is directly related to the differences in the

phase shifts between these two cases, which in turn is derived from

the distinctly different effective potentials for the condensed and

gas phase systems. This is probably only a part of the difference.

Consideration of Eq. (2) and the discussion in Section C.2 indicates

that the matrix elements (Rz) are also important in determining the

form of the angular distributions from free atoms. In the condensed

phase, initial- and final-state wave functions which enter explicitly

in a calculation of Rz can be highly perturbed by the crystal

potential, or its equivalent for a disordered system. However, it is

apparent on inspection of the condensed-phase data in this and the

last chapter that the features of the total cross section (a) are

quite similar to atomic expectations. This is probably related to our

earlier statements that the cross section is determined primarily by

the atomic-core regions of the initial-state and final-state wave

functions, where the similarity to the atomic analogue--even for the

valence d-band electrons--is strong. It would be expected that the

total cross section loses all similarity with the atomic case only

near threshold, where the matrix elements are most sensitive to the

outer regions of the potential that are far from the nucleus and

outside the atomic core. It would be quite interesting therefore, to

extend condensed phase asymmetry measurements closer to threshold.

One subtle difference between atomic and solid-state matrix

elements can already be identified from the present data. The s(Ef )

curve for Ag(4d) does not undergo nearly as large an oscillation
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around the Cooper minimum as the free-atom Xe(4d) level does. This

oscillation in Xe(4d), as we have already discussed, is caused mainly

by the Cooper minimum in the matrix element (R+) for the d ~ f outgoing

channel, rather than the phase shifts, and has been quantitatively

verified in recent gas phase experiments with Xe. 32 In the condensed

phase, however, the situation may be complicated: the valence band

contains an admixture of sand p character (see Part I) that cannot be

de-coupled from the d-e1ectron intensity in this type of experiment.

Therefore, it is quite reasonable to infer that in an atomic picture.

the relatively large asymmetry parameter in the vicinity of the Ag(4d)

Cooper minimum signals the presence of a finite matrix element for

other channels (i.e., s ~ p, p ~ d, p ~ s) of photoemission beside

d ~ p, and that this factor earmarks another important difference

between condensed-phase and free-atom angular distribution asymmetries
++

derived from A·P. In fact one need only examine the case of free

mo1ecules--one step above atoms--where the loss of spherical sYmmetry

already has an important influence on the photoelectron angular

distribution. 37

5. Implications for Other Experiments.

The final point that we touch upon in this discussion is the

influence of photoelectron asymmetry on condensed-phase photoemission

in general. At low photon energies (or low Ef values), condensed

phase asymmetry effects are not usually very striking. The a(Ef )

parameter is seldom near either of its limits. Asymmetry effects are

)

)

)

)

)
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smaller with laboratory sources because they are unpolarized, and even
-+ -+

with (polarized) synchrotron radiation, the angle a between A and p is

typically fixed at some value far from 0° or 90° so that dramatic
-+-+

effects that could arise through the A·P perturbation are minimal.

Furthermore, ordered systems tend to yield asymmetries from other

sources. Thus the s(Ef ) effects, which are very large, have gone

unnoticed, or at least unremarked. But now we must "back-up" and

examine the situation regarding past, present, and future experiments.

The majority of photoemission experiments are performed with

unpolarized laboratory sources, for which the asymmetry expression

reduces t038

) , (7)

-+
where ahv is the angle between p and the photon momentum wave vector
-+
khv • We see that the asymmetry effect, although smaller, is still

important. The relative importance of S then becomes a function of

the particular initial-state symmetries studied, the overall experi­

mental geometry, the type of electron analyzer employed, and the

photon energy. The atomic effect will always be smallest for ahv angles

near the "magic" angle, where P2(cos ah) vanishes. Furthermore, it

will be attenuated by the employment of angle-integration methods which

yield I = a(Ef ), or at photon energies high enough that S ~ 2 for all

levels. This last detail, however, is subject to considerable question;

while S approaching 2 at high energies is evident from some of our
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measurements, it is by no means clear that this is the case for all

levels. It would be interesting to extend B(Ef ) measurements to

higher energies than those covered by these experiments to investigate

the correlation between atomic and condensed phase asymptotic B values.

For example, atomic theory suggests that Bp approaches a value of 1.5

asymptotically in nearly every case for rare-gas atoms. 20 Addition­

ally, it should be pointed out that very few electron spectrometers have

fully angle~integrating detectors. For example, the cylindrical mirror

analyzer (CMA), which is generally considered to be "angle integrating",

accepts a range of 9p that does not include all possible angles. In

fact, for the CMA utilized in other experiments in this thesis, the

range is 0° ~ 9p ~ 42.3° for a sample oriented with nparallel to the

CMA symmetry axis (see Fig. 1 in Chapter VI). Therefore, asymmetry

effects could be important even with a CMA although they would tend to

be highly attenuated by the partial angular integration. Moreover, it

should be pointed out that while the atomic asymmetry effect is most

readily observable in disordered condensed phases, it should be con­

sidered to be an intrinsic effect that will be present in all photo-

emission measurements. What we have already shown suggests that its

importance in a given experiment will depend heavily on a number of

factors, including, for example, the possible existence of band

structure effects in the photoemission spectrum.

As an illustration of the possible implications of the B(Ef )

effect, consider the typical x-ray photoemission (ESCA) experiment,

where elemental abundances are analyzed from the intensities of

)

>
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various core levels. 39 For unpolarized x-rays, a small analyzer

angular acceptance cone, and including the effect of B, the expression

for the atomic abundance of element A relative to B, based on the

measurement of the A(X) and B(Y) intensities (I) in a particular

sample, is given by

(8)

In this expression, CA and CB typically include experimental factors

such as electron sampling depth and relative analyzer efficiency at the

energies EfA and EfB , respectively, and the a factors are the total

cross sections for the photoemission lines. We have also assumed, as

is generally the case, that the angle ahv is identical for the two

measurements •. A common practice in the analysis of ESCA data, where

atomic asymmetry is ignored, essentially amounts to the assumption:

BXA(EfA ) = ByB(EfB ). The true situation could be quite different if

this equality does not hold. The difference between the two B parame­

ters is likely to depend critically on the identities of X and Y and

on the energy difference EfA - EfB • For example, consider determination

of the abundance ratio, NA/NB, from the measurement of A(3p) and B(ls)

intensities, where we suppose that B3p ,A(EfA ) = 1 and B1s ,B(EfB ) = 2.

In Fig. 6 we show graphically as a function of ahv the correction

factor KA/B that would be necessary to obtain the correct abundance



322

ratio from the incorrect one, i.e., [NA/NB (correct)] =

[NA/NB (incorrect)] KA/B , where the incorrect ratio assumes that the

two a's are equal. Clearly, KA/B is a significant correction factor

over most of the range of ahv except for a region that is ca. 5° on

either side of the magic angle (54.7°), for which the correction factor

is within - 5 percent of unity. Elsewhere, it is seen from the plot

that a considerable error in the determination of NA/NB is obtained by

ignoring the existence of the atomic asymmetry effect in photoemission.

For a polarized light source, of course, the effect would be even more

dramatic (or serious). The plot shown in Fig. 6 suggests that compari­

sons of elemental abundance by ESCA will have to be reevaluated, to

assess the experimental ahv (or a) settings. The extent to which

required. changes are large will depend largely on the high-energy

(Ef ~ 200 eV) values of a(Ef ) for various subshells.

D. Summary and Conclusions

We have reported here the first systematic observation of an

important effect, to wit, condensed-phase photoelectron asymmetry
++

arising from the A·P interaction. The P2(cos a) form, expected for a

randomly ordered system, was confirmed. Dramatic intensity variations
+ +

were observed as the angle a between A and p was varied for three dis-

ordered systems: Pt, Ag, and Se-Pt. Additionally, a(Ef ) was found to

vary in a manner similar, but not identical, to free-atom predic­

tions;5,20 i.e., with a tendency toward higher asymmetry (a = 2).

These experiments encompass adsorbate core levels, metal core levels

\
j
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and valence bands, s, p, d, and f subshells, and cases with and without

Cooper minima.

The deviations between experimental and atomic theoretical B(Ef )

curves have important implications for the nature of the photoemission

final-state wave function, which is found to be more plane-wavelike

even in disordered condensed phase systems. This is perhaps largely a

result of the dissimilarity of phase shifts between the atomic and

condensed phases. Additionally, certain differences between condensed­

phase and atomic radial matrix elements have been identified.

This effect has bearing on all condensed phase photoemission-­

past, present, and future. Because it is an atomic effect, it should

always be present. Its phenomenology--especially the B(Ef ) variation-­

is itself a challenging theoretical problem. Aside from its intrinsic

interest, this phenomenon should be useful in characterizing orbital

symmetries and in identifying the origins of photoemission lines; i.e.,

by controlling a to identify orbital symmetry or to enhance certain

peaks. Its implications for x-ray photoemission (ESCA) spectra are

considerable. In particular, quantitative comparisons of peak inten­

sities are very sensitive to the angle a (or its equivalent for

I'unpolarized" x-rays). Finally, photoelectron analyzers intended for

use with synchrotron radiation from storage rings should be designed

to take advantage of photoelectron angular distribution effects.

There are many additional experiments which would be instrumental

in further characterization of condensed phase photoelectron asymmetry.

For example, measurements of a(Ef ) in rare-gas samples implanted in
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inert substrates, metallic and nonmetallic, would assess directly the

effect of local environment on B(Ef ). Additionally, a systematic

investigation of B(Ef ) as a function of the degree of system crystal­

linity would be interesting. Moreover, the extension of B(Ef ) measure­

ments to higher and lower energies (Ef ) would be useful in the

verification and quantitative evaluation of several phenomena conjec­

tured in this work as a result of studies in an intermediate-energy

range.

Finally, it should be stressed that angular distribution effects

in any condensed phase photoemission experiment are non-separable from

atomic effects. The angular distribution is derived from both long

range ordering phenomena and from localized (i.e., atomic) effects.

Therefore, the common and traditional notion that angular-distribution

and atomic effects in condensed-phase photoemission have different

origins is simply wrong. In any particular experiment, a careful

choice of experimental conditions must be made in order for only one

of these two traditional approaches to be approximately valid.

)
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FIGURE CAPTIONS

Fig. 1. General coordinate scheme utilized in condensed-phase angle­

resolved photoemission studies, with the! axis parallel to

the surface normal (;). Thus, the radiation polarization
0+-0+-

angle is 9A =L(n,A) and the photoemission angle is
0+- 0+- 0+- 0+-

9 p = L(n,p), with A and p the radiation vector potential

and photoelectron momentum vector, respectively, and with the
0+-

azimuthal angles (~A' ~p) defined relative to the x axis.

Condensed phase photoelectron asymmetry is a strong function
0+- 0+-

of the angle a, between A and p.

Fig. 2. Upper panels: the Ag(4s) photoemission peak at hv = 225 eV,
0+- 0+-

from polycrystalline silver, with a =L(A, p) = 48° and 90°

(left); peak intensity for 48° ~ a ~ 90°, fitted to Eq. (1)

with B = 1.92 (right). Lower panels: similar results for

the silver valence-band peak [nominally Ag(4d)], with hv =

100 eV and B = 1.72.

Fig. 3. Radial plots (I, a) of the expression I = 1 + BP2(cOS a) as

functions of a for various values of B (2, 1, 0, and -1),

showing widely different shapes. The angle a = 0° (p II' A) is
0+­

indicated by the vertical axis with an arrowhead for A, and
0+- 0+-

a = 90° (p 1 A) is designated by the horizontal axis. With

a = 0°, we have I = 3, 2, 1, and a for B = 2, 1, 0, and -1,

respectively. High asymmetry (B close to 2) implies that the
0+-

angular distribution is peaked along the direction of A.

Fig. 4. Variations of photoemission cross sections (0) and asymmetry

parameters (B) with photoelectron kinetic energy. Data are
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denoted by circles and connected by curves in experimental

(left) panels, for Se (Z = 34) as adsorbate atoms and

Pt (Z = 78) as metal. Theoretical curves for Kr (Z = 36) and

Au (Z = 79) as free atoms were taken from Refs. 20, and 5 and

21, respectively. The experimental a values are only on a

relative scale. The a variations are close to theory, while

a shows an upward shift and in Pt a decreased amplitude of

variation with energy.

Fig. 5. Comparison of a and a results for silver (Z = 47) metal with

theoretical values for atomic Xe (Z = 54), from Ref. 20, with

format similar to Fig. 4. The Ag(4s) peak shows a ~ 2, while

for the Ag(4d) peak both the Cooper minimum in a and the

modulation of a are qualitatively reproduced, though the

latter is attenuated, perhaps in part by admixture of sand p

character in the valence band.

Fig. 6. Factor (KA/B) required to correct the ESCA-derived atomic

abundance ratio (NA/NB), plotted as a function of the

angle (ahv ) between incident photon and outgoing photoelectron

momentum vectors, for a hypothetical case (see text) where

a3p ,A = 1 and als,B = 2. KA/ B differs notably from unity

over most of the range of ahv' except for angles within ca. 5°

of the magic angle (54.7°) where the deviation from unity is

only about 5 percent. This example demonstrates the importance

of accounting for condensed phase asymmetry effects in the

analysis of ESCA data.
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VIII. SUBSTRATE-DEPENDENT C(ls} SHAPE RESONANCE

IN CO OVERLAYERS ON Ni(111} AND Ni(OOl} *

A. Introduction

In the previous chapter, the existence of a condensed phase

analogue to atomic photoelectron asymmetry was clearly established

through angle-resolved photoemission (ARP) studies of photoelectron

angular distributions. A logical extension of the concepts underlying

that work is the study of angular distributions in molecular over­

layers. Disordered overlayers would be expected to exhibit condensed

phase photoelectron asymmetry much like the atomic systems. However,

in this chapter we discuss experiments with ordered molecular over­

layers, for which the experimental situation is different: the

ordered system shows angular distribution properties indicative of
-+-+

both the A·P interaction (Chapter VII) and molecular orbital orienta-

tion. We have already alluded (previous chapters) to the fact that

ordered systems should be characterized by both types of effects.

However, it is important to keep in mind that the angular distribution

effects discussed in this chapter are fundamentally different from

band structure effects (see Part I) because they are derived from the

localized properties of molecular photoemission. In Chapter I, an

angular distribution expression for an "oriented" atomic orbital is

given by Eq. (20), but it will become apparent that the case of

molecular orbital angular distributions is much more interesting than

that suggested by this equation. Once again, as in the case of atomic
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asymmetry, there are significant differences between the experimental

results and gas-phase predictions.

The study of the structure of molecular overlayers on metal

surfaces by valence-band angle-resolved photoemission is an important

problem that has recently received considerable attention.! The

primary result has usually been the determination of molecular axis

(M) orientation with respect to the crystal normal (ri), as inferred

from comparison of experimental ARP intensities with gas-phase data

and theory. Examples include the prototype systems CO-Ni(111)

(Ref. 2) and CO-Ni(OOl) (Refs. 3 and 4). In the latter system, an

intensity resonance in the overlayer level derived from the 4a

molecular orbita14 has been assigned to the adsorbed-molecule

analogue of the well-known gaseous COvalence-shell shape resonance. 5- 7

It has been pointed out that the angular peaking of photoelectrons along

the molecular axis at the shape resonance energy could serve as a direct

"beacon" identifying the molecular adsorbate orientation,6,8 provided

that adsorbed molecules possess resonances similar to those predicted

for f~ee molecules. 6,9 In this connection, adsorbate core levels9

possess distinct advantages for orientation studies, because their

spatial localization eliminates ambiguities due to initial-state

substrate effects. 10 Recently, the advantages of core levels have

been exploited in ARP studies of CO-Ni(OOl) with use of Al Ka radia­

tion. 1l In this chapter, we report the first observation of adsorbate

core-level ARP resonances, for the C(ls) level in CO-Ni(lll) and

CO-Ni(OOl). Although these resonances are similar to the predicted
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oriented-molecule shape resonance,8 there is strong evidence for both

substrate perturbations and substrate specificity. However, the sharp

angular- and energy-dependence structures of these core-level reso­

nances, which are expected to be general features of small molecules,9

should facilitate interesting experiments on other adsorbates concern­

ing molecular bond axis orientation.

The remainder of this chapter is organized as follows: Experi­

mental procedures are discussed in Section B, results and discussion

are given in Section C, and Section 0 contains a summary.

B. Experimental

The ARP experiments employed soft x-rays from Beam line 1-1 at

the Stanford Synchrotron Radiation Laboratory, in the energy range

300 eV ~ hv ~ 360 eV, and highly polarized (- 98 percentl2 ) in the

horizontal plane. By using a grazing-incidence "grasshopper" mono-

( ) chromator equipped with a 1200-lines/mm holographic grating during

dedicated operation of the storage ring, we obtained photon flux and

resolution sufficient to measure the adsorbate C(ls) core level in

this near-threshold energy range. These experiments, together with

our recent C(ls) and O(ls) normal photoelectron diffraction measure­

ments for CO-Ni(lll) and CO-Ni(OOI) (Ref. 13) in the energy range

300 eV ~ hv ~ 650 eV, are the first systematic ARP studies of these

light-element core levels with intermediate-energy x-rays.

Our photoemission spectrometer, described elsewhere,14 employs a

5.40-cm mean radius hemispherical analyzer with independent two-circle



the outgoing photoelectron direction

were independently varied in the plane

rotation. In these experiments,
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radiation vector potential (A),

(+) (~n)P , and the crystal normal
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the relative orientations of the

)

}

of incidence. In this way, as shown in Fig. l(a), the emission angle

9p = L(~,P) could be varied between 0° and 45° in the 0p = 0° azimuth

(toward the photon beam direction) and between 0° and 90° in the 0p =

180° azimuth. The polarization angle 9A = L(~,A) could be varied from

0° to 45° in the 0A = 180° azimuth.

The Ni(lll) and Ni(OOl) crystals were cut and polished to within

=1/4° of the [111] and [001] directions, respectively, with a mean

surface roughness of 0.05 pm. After etching in a solution of 30

percent nitric acid, 50 percent glacial acetic acid, and 10 percent

each of sulfuric and orthophosphoric acids15 (ca. 45 sec at 363

=5K), the crystals were installed in the photoemission instrument

(base pressure $ 3 x 10-10 torr) and cleaned of bulk and surface

impurities ~ situ by cycles of Ar+ ion bombardment (beam voltage =

1 kV) and annealing (ca. 975K). The resulting surfaces were monitored

by Auger electron spectroscopy (AES) for cleanliness and low energy

electron diffraction (LEED) for crystallographic order, yielding an

absence of impurity (C, 0, and S) AES signals and LEED patterns with

sharp and intense spots characteristic of the normal (lx1) clean

surface structures. Carbon, usually the most tenacious surface

impurity, could not be detected on either surface using AES, but a

small C(ls) peak was visible for Ni(OOl) using photoemission at hv =

360 eV, a photon energy where the C(ls) level has a reasonably large
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photoemission cross section. It appears that. at least in our

apparatus. the C(ls) sensitivity by photoemission is significantly

better than by AES. We suspect from this experience that minor carbon

contamination « 0.05 monolayers) is more prevalent in studies of this

surface than the literature tends to imply. A subsequent. more exten­

sive ion etching and annealing procedure followed by a post-anneal

rapid cooling method (from 930K to 120K in ca. 5 min) similar to the

one employed by Passler. et !I..16 was found to produce a contaminant­

free and well-ordered Ni(OOl) surface.

The 2 L (1 L = 10-6 torr sec) CO exposures and subsequent ARP

measurements were made with the Ni(OOl) crystal cooled to 120K and the

Ni(lll) sample at 295K. LEED was not performed on the overlayer

systems prior to the ARP experiments. to avoid the usual primary-beam

damage. 16-18 No time-dependent degradation of the overlayers (as

determined by photoemission) was apparent over several hours of ARP

experimentation. In addition. LEED measurements after the ARP studies

yielded patterns that were typically faint and diffuse. but showed

(1:3 x I:3)R30° and c(2x2) structures for the (111) (see Refs. 19 and 20)

and (001) (see Refs. 16-18) faces. respectively. Normal-emission C(ls)

and O(ls) photoelectron diffraction studies of the same overlayers

further characterized these systems: 13•21 the atop-bonded CO struc­

ture for c(2x2) CO-Ni(OOl) was found. confirming recent detailed LEED

investigations. 16- 18 while the adsorbate was determined to occupy the

twofold bridge site in (13 x I3)R30° CO-Ni(lll).

As a further comment on the Ni(OOl) surface. we should point out

that the rapid-quenching procedure discussed above presumably lowers
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the migration rate of carbon from the bulk sufficiently that the

surface remains carbon-free for the period of time required to prepare

the CO overlayer, after which bulk diffusion of C to the surface is no

longer a problem. Because the bulk-impurity- and CO-derived peak

structures could be differentiated in the C(ls} photoemission spectrum,

this hypothesis was tested by monitoring the C(ls} spectrum over a

relatively long period of time (ca. 8 to 12 hours) after the quenching

procedure and subsequent CO overlayer preparation: no bulk impurity

structure was observed. Additionally, we found that the clean surface

remained carbon-free at 120K for at least several hours after the

quenching procedure, and the CO-Ni(001} system could be warmed to room

temperature without causing the introduction of the impurity-derived

structure to the C(ls} spectrum. However, to avoid possible systematic

errors, all CO-Ni(001} measurements reported below were obtained with

the sample remaining cooled at 120K.

Complete photoemission energy distribution curves (EDCs) were

collected at various photon energies, and relative C(ls} intensities

were obtained as peak areas normalized to analyzer efficiency and

continuously monitored incident photon flux, with the azimuthal

crystal orientations, shown in Fig. 1(b}, held fixed throughout the

experiments. Polar and azimuthal crystal orientations on the sample

manipulator, which had previously been determined by the back­

reflection Laue method, were checked with laser autocollimation and

LEED. We estimate the uncertainty in these orientations [Fig. 1(b}]

to be less than :1° (polar) and about :1 to :2° (azimuthal). It
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should be pointed out that A-vector variations at the vacuum-metal

interface should not be important in the energy range employed, and

were not considered in the analysis of the data presented below. The
. ~

possibility of a problem being associated with A-variation at vacuum-

metal interfaces in the soft x-ray region is a misconception often

held by spectroscopists familiar with a problem that does exist in the

VUV region22 (see, e.g., Chapter II). A-variation effects are small or

negligible above 100 eV, and certainly can be neglected above 300 eV,

where our photoemission measurements were made. To quantify this, the

ratio n/ K (for metals) is typically 1-2 in the VUV, while it is 200-500

near hv = 300 eV, more than two orders of magnitude higher23 (n and

K are the real and imaginary parts of the dielectric function). It

follows from the Fresnel equations24 that Ais not significantly

affected at these energies.

C. Results and Discussion

1. Energy Dependence of the Near-Resonance C(ls) Intensity.

The C(ls) resonance is clearly seen in Fig. l(c) for normal

emission from CO-Ni(lll), where some of the normalized EDCs are plot­

ted for a range of photon energies, sweeping through the resonance

maximum at hv = 311 eVe The total experimental C(ls) linewidth (FWHM)

for photon energies in this region was 1.5 eV, consistent with photon

energy and analyzer resolutions of approximately 1.45 eV and 0.25 eV

(FWHM), respectively. This near-threshold ARP experiment was
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complicated by the large inelastic background structure characteristic

of condensed-phase photoemission spectra. However, by collecting

digital data with good statistical accuracy over a large energy range

for each spectrum, and careful least-squares fitting, we were able to

derive very accurate peak intensities.

In Fig. 2, we show a region of the energy-dependent photoemission

cross section curve for CO-Ni(lll) obtained from the EDC peak areas,

along with similar results for CO-Ni(OOl). The non-atomiclike

behavior and sharp peak structures of these cross section curves are

striking. To facilitate a comparison of the two curves, they have

been normalized at the minimum region around h~ = 335 eVe This

procedure is justified because this region is the only portion of the

total C(ls) cross section curve obtained that is relatively free of

photoelectron diffraction modulations. 13 It thus approximates the

"atomiclike" background near 335 eVe As a further test of this point,

the resonance peak intensity was also normalized to an "average" curve

drawn through the ARP results at higher photon energies, thereby

averaging over the modulations arising from photoelectron diffraction.

The results were consistent. The resonance maximum for both curves in

Fig. 2 is shown to lie at h~ = 311 eVe Additionally, the curves are

seen to be nearly identical in shape, but the intensity maximum

relative to the "atomic" value is attenuated by a factor of two for

CO-Ni(OOl) relative to CO-Ni(lll).
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2. Angular Distribution of the Resonance and Similarities with the

Gaseous CO Shape Resonance.

The characterization of this resonant behavior is aided by the

previous orientation studies discussed above,2-4,11 which yielded M
parallel to fi for CO overlayers on both substrates. 25 Consequently,

we have determined that the resonance has properties very similar to

those for the shape resonance predicted in the C(1s) cross section in

gaseous CO. For an oriented molecule, the shape-resonant photoemission
-+ -+

intensity should be sharply maximized in 9 when the three vectors A, p,
-+ -+ 8

and M(or equivalently n in the present case) are aligned. Figures

3(a) and 3(b) show that the adsorbate resonance has this property. In

Fig. 3(a), we show the 9A dependence of the near-resonance cross

section for CO-Ni(111) [similar measurements have not yet been made

with CO-Ni(001)]. In these measurements, p is fixed along n, and the
+intensity is seen to increase as A is brought into near alignment with

these two vectors. The 9p dependence of the C(1s) intensity at hv =

311 eV is shown in Fig. 3(b) for both systems. As Pis brought to near
-+ -+

alignment with fixed n and A, the intensity reaches a maximum for CO on

both substrates. Changes in 9p by 20 0 bring about intensity modula­

tions by factors of 2 or more.

The general properties of this shape resonance can be understood

by considering first the photoionization process in the gaseous CO

molecule, and subsequently, the oriented molecule. Dehmer and

Di11 9,26 suggested that the molecular core-level photoionization

process can be conceptualized in two steps: (1) photoexcitation of a
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K-shell electron via the electric dipole interaction, producing a

photoelectron within the atomic core with t = 1; and (2) scattering of

this p-wave electron off the anisotropic molecular field, yielding

amplitude in the entire range of allowed partial t-wave outgoing com­

ponents of the electron's final state as it propagates away from the

molecule in either the a or w (&~ = 0, =1, respectively) ionization

channel. A shape resonance occurs in the t = 3 component of the a

channel because the spatial extent of the molecular field and the

large f-wave centrifugal barrier in the effective scattering potential

allow this component to penetrate its barrier at the resonant final­

state energy and form a quasi-bound state with dramatically enhanced

overlap with the initial-state Is wave function (thUS producing a

resonance in the photoionization cross section).9,26 Analogous to

the barrier-penetration problem in elementary quantum mechanics,27

the resonance exists over a very small range of photoelectron kinetic

energies as determined, to first order, by the internuclear separation

in the diatomic molecule;28 in CO-Ni, the resonance width is about

10 eV (FWHM) as evidenced by the cross section curves in Fig. 2.

Dehmer and Dil1 9 pointed out that the a ~ w channel does not

undergo a resonance in the continuum, indicating that the quasibound f

wave is oriented only along the molecular axis. This has dramatic

consequences for the oriented-molecule angular distributions, as

evidenced by the &p-dependence curves in Fig. 3(b) and as we will

consider in more detail shortly. Shape resonances appear to be

general phenomena of small molecules26 and various initial-state

)
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levels in addition to the K shells, having been predicted and/or

observed in va1ence- and/or core-level photoemission in systems such

as CO, N2, NO, O2, N02, OCS, CS2, CO2, N20, and H20 (Ref. 29). Prior

to the measurements discussed here, shape resonances in the 4a photo­

emission cross section had been observed in gaseous CO (Ref. 7) and in

CO over1ayers on Ni(OOl) and Cu(OOl) substrates (Refs. 4 and 37,

respectively), but ~ measurements had been performed on the C(ls) or

O(ls) levels for which resonances are expected to lie about 11 eV above

thresho1d8,38 in gaseous CO. The results reported here represent the

first measurements of K-shell molecular shape resonances by photo-

emission.

The a-channel shape resonance has interesting photoemission

properties in oriented (i.e., adsorbed) molecules, thus establishing

its connection with molecular adsorbate orientation studies. This

connection can be understood within the framework of the angular dis­

tribution of oriented-molecule photoemission for an isolated system.

For a cylindrically-symmetric, oriented molecule and 1inear1y­

polarized light, Oil1 39 has shown that the angular distribution with
+ +
A either parallel or perpendicular to Mhas the form

(1)

where I(Ef,P) is the angle-resolved photoemission intensity, i max
is the maximum orbital angular momentum component of the final-state
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wave function, the P1 terms are Legendre polynomials, and the angle
-+ -+

between p and Mis equal to &p in the present case of CO-Ni. This

expression for the angular distribution is quite different from the

Yang ' s
40 theorem form [see Eq. (l) in Chapter VII] for a randomly­

oriented system. First of all, the angular dependence reflects the
I

"built-in" spatial aSYmmetry of the oriented system, rather than only
-+

that of the A vector which enters explicitly into the expression for

the B1 coefficients. Furthermore, the Yang expression40 can be cast

into a form similar to Eq. (l), but with only 1 = 0, 2 terms in the

summation over orbital momentum,39 whereas the expression for the

oriented molecule allows the complete range of 1 in the final-state

wave function to contribute to the angular distribution. In particu­

lar, the component of ~ along ~ excites the a photoionization channel,

which contains the shape resonance in the 1 = 3 final-state partial­

wave component. Equation (l) predicts the angular distribution for an

oriented CO molecule to be characteristic of an f wave at the shape

resonance energy: at this energy, the B3 coefficient dominates the

sum in Eq. (l), so that (neglecting all other terms) the angular
-+ -+ -+

distribution with A II Mis given simply by I(p} - P3(cos &p}. In other

words, the f-wave component is so much larger than the other components

at the a shape resonance--the B1 terms are proportional to the partial

1-wave photoemission matrix elements39_-that the angular distribution

essentially has the form of P3(cos &p)' which is sharply peaked along

&p = 0° • In fact, with x =cos &p' it is straightforward to show that

P3(x} = (5x3 - 3x}/2 is a more sharply peaked function of &p along the

>
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9p = 0° direction than P2(x) = (3x2 - 1)/2. This is why the shape

resonance phenomenon should generally be quite readily exploited in

molecular adsorbate orientation studies: because the final-state wave

function has mainly f-wave character at the shape resonance energYt
+

the angular distribution should be a "beacon" of the orientation of M.

Although the general intensity expression for arbitrary orientations
+ + + 8

of A and p with respect to M(9A and 9p) is more complicated than Eq.
+ +

(l)t it is expected that orientation of p along Myields a 9A dependence
++

of photoemission intensity [Fig. 3(a)] characteristic of the A·P dipole
+ +

interaction t while the 9 p dependence with near alignment of A and M

[Fig. 3(b)] probes mainly the f-wave angular sYmmetry of the shape

resonance. 8t41 The curves in Fig. 3 are qualitatively in excellent

agreement with these expectations. ActuallYt the adsorbate angular

distributions are even more sharply peaked (although not exactly along
+
M) than P3• It would be interesting in future studies to extend angu-

lar dependence measurements to larger values of 9p to look for the

second t much smaller intensity maximum in P3(cos 9 p) near 9 p = 65°.

This other lobe t which by its existence verifies the f-wave character

of the shape resonance t can be seen in calculated oriented molecule

angular distribution curves. 38

3. Condensed-Phase Effects.

Comparison of the resonant behavior for CO-Ni(lll) and CO-Ni(OOl)

allows us to identify several important differences between the

predicted gas-phase and observed adsorbed-molecule shape resonances.
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These constitute substrate or condensed-phase effects~ and are summar­

ized below:

(1) The resonance intensity difference of a factor of two between

the two nickel faces obviously cannot be accounted for by any isolated

molecule theory~8 and must indicate a strong substrate effect. A

difficulty in this interpretation is that a substrate-induced attenua­

tion of the shape resonance intensity might also shift the energy of

the resonance, contrary to our observation. Additionally, the inten­

sity difference is probably not indicative of a difference42 in C-O

bond distances (dCO ) between the two systems: Our O(ls) normal photo­

electron diffraction (NPD) measurements13 show excellent agreement with

theory for dCO = 1.13 A~ which is the isolated molecule bond distance,

in both adsorbate-substrate systems. As discussed in our recent

Letter,13 O(ls) NPD is a quite sensitive probe of this bond distance.

A likely contribution to the intensity difference between the two

nickel faces is the difference in adsorption-site geometries. Based on

our photoelectron diffraction studies~13 and LEED,16~18 electron energy

10ss~19 and infrared20 measurements by other workers~ CO is known to

occupy the atop site on Ni(OOl) whereas the twofold bridge site is

occupied on Ni(111).

(2) For CO-Ni(OOl), the 9p angular distribution shown in Fig.

3(b) is peaked at 50 in the 0p = 1800 azimuthal direction~ exactly
~ ~

between the orientations of A and M. Under the assumption that the

dipole nature of the 0 ~ 0 photoemission transition and the angular

symmetry of the shape resonance are equally important in determining

)
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the resonant intensity maximum for the oriented molecule, this is

exactly in agreement with theoretical predictions for isolated CO. 8

However, the CO-Ni{lll) distribution in Fig. 3{b) is peaked at 5° in

the ~p =0° azimuth, and the entire curve is shifted by 10° in 9p
relative to CO-Ni{OOl), in a direction away from A. This unexpected

result for CO-Ni{lll) is consistent with a substrate-induced shift of
-+

the ARP intensity maximum away from the molecular axis M(and thus

from ~). We note that rotations of p by 180° about ~ are crystallo­

graphically equivalent for Ni{OOl) but not for the threefold symmetric

[111] axis on Ni{lll). Hence, a substrate-induced shift of the angular

distribution could be "symmetry masked" in the ensemble for Ni{OOl) but

not for Ni{lll). It should also be pointed out that the overall angu-

lar behavior of the 9p-dependence curve for both systems, being more

sharply peaked than P3{cos 9), is additional evidence for condensed­

phase effects.

(3) For the adsorbate resonance, the vacuum-referenced resonance

kinetic energy is shifted upward by 10 eV to 21 eV and the photon

energy by 4 eV to 311 eV relative to gas-phase predictions. 8,9,38

Loubriel and Plummer43 have shown that shifts such as these are

caused by potential changes upon bonding to the substrate. A differ­

ential shift of the resonance level with respect to C{ls) induces

changes in both the kinetic and photon energy at resonance, relative

to the gas phase. The shift in resonance kinetic energy can be

understood qualitatively with the aid of simple potential plots as

shown in Fig. 4 (Ref. 44). The one-electron effective scattering
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potential in the gas phase is given by the sum of centrifugal (r-2)

and attractive (_r-n) parts, shown as one of the solid lines

(r-2 - r-n) in Fig. 4. If we ignore the details of the electronic

structure of the substrate, we can consider a major effect of the

adsorbate-substrate interaction to be a simple relaxation of all

levels, bound and unbound, induced by screening charge from the

substrate. 4a The screened attractive part of the potential for the

adsorbed molecule is then given by the dashed curve in Fig. 4 corre­

sponding to (_e-rr-n). Combined with r-2, the relaxed scattering

potential is the solid line given by (r-2 - e-rr-n), which has an

interior centrifugal wall much closer to r = 0 than that of the un­

screened potential for the isolated molecule. By analogy with the

barrier-penetration problem,27,28 this shift raises the kinetic

energy of the resonance which is dependent on the "width" of the effec­

tive potential well for the molecule. Since the resonance energy

position is highly sensitive to the upper part of V(r) (> 0), a

differential shift of the resonance level is not unexpected. 4a In

Fig. 5, we summarize the relaxation process for the C(ls) shape

resonance in CO-Ni by an energy level diagram. The measured gaseous

C(ls) binding energy45 is equal to 296 eV, with the predicted shape

resonance kinetic energy at 11 eV and a photon energy at the resonance

given by hv = 307 eVe In the condensed phase, we can view the relaxa­

tion process schematically in two steps: the first (static) relaxes

both levels equally by about 6 eV relative to the vacuum level, Ev
(6EB = 6 eV), leaving the photon energy at resonance unchanged; a

)
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(differential) shift of the resonance level in the second step changes

the photon energy by 4 eV to 311 eVe This value of the shift (Ah~) is

identical to the corresponding value for the 4a shape resonance in

CO-Ni(OOl) (Ref. 4). At the time of these condensed-phase core-level

measurements, no gas phase data was available for the C(ls) resonance.

However, very recent experiments31 suggest that the gaseous shape

resonance in the C(ls) level occurs at a photon energy of about 306

eV, somewhat lower than the theoretical value, implying that the

differential relaxation is slightly larger for the C(ls) level than

for the 4a level. We should note that the arguments presented here

would also suggest that the resonance kinetic energy is dependent on

the value of dCO ' The fact that we observe the resonances for both

CO-Ni systems at the~ photon energy can be construed as additional

evidence against any C-O bond length variations.

Finally, we did not observe a resonance in the O(ls) cross section

for CO on either substrate. This result is in agreement with the

oriented-molecule theory of Wallace, et ~.,8 after phase errors in

their original work are accounted for: 46 The core-level resonance
+

intensity is predicted to be sharply peaked along Mwith the electron

intensity maximum in the direction opposite to the photoemitting atom.

Because the adsorbed CO molecule is oriented with the C end toward the

substrate on both Ni surfaces,2-4 only the C(ls) level should give

rise to a resonance in our experiment; i.e., the O(ls) resonance should

have its intensity directed toward the substrate rather than in the

direction of the electron detector, rendering it unobservable.
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D. Summary and Conclusions

We have observed large resonances in the near threshold C(ls)

photoemission cross section for CO-Ni(lll) and CO-Ni(OOl). These

resonances appear to be closely related to the so-called "shape

resonances" observed in gaseous7 and adsorbate4 CO valence levels,

and predicted for the core levels. 9 As expected,8 the C(ls) core-

level resonances appear to be highly sensitive to molecular orientation

and photon energy. This should facilitate interesting molecular orien­

tation experiments with different adsorbate molecules. An analogous

resonance, for example, has more recently been found above the NK-edge

for the NO-Ni(OOl) system. 47 Also, we have initiated studies of other

carbon-containing molecular adsorbates. As an example of the wealth of

structure that exists in the near-threshold region of the C K-edge for

these molecules, Fig. 6 shows the relative C(ls) cross section obtained

for C2H4 adsorbed on Ni(lll) (Ref. 48) with the experimental geometry

identical to the CO-Ni(lll) case shown in Fig. 2. The three sharp

structures seen in Fig. 6 are clearly not atomiclike; however, any or

all three might be shape-resonance related. 49 At the time of this

writing, detailed calculations of the C(ls) cross-section curve in

gaseous C2H4 have not been performed, but it appears that our gas-phase

group at LBL will be able to make analogous measurements in the near

future. If the origin of the three structures in the C2H4-Ni(lll)

cross-section curve can be understood at least qualitatively in terms

of molecular processes, detailed angular distribution studies at the

corresponding peak photon energies might add considerable information

)
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to the understanding of this adsorption system and adsorbate molecular

phenomena in general.

An important unanticipated result of this research is the pro­

nounced difference in the C(ls) resonance,between Ni(OOl) and Ni(lll).

This result, which is probably due to rather complicated final-state

effects such as multiple scattering processes at the relatively low

resonance kinetic energy, implies that future theoretical treatments

of adsorbate shape-resonance phenomena must take into account the

position of substrate atoms to facilitate a meaningful comparison with

theory.
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FIGURE CAPTIONS

Fig. 1. (a) Experimental arrangement, showing typical

plane-of-incidence orientations of the vector potential A,
the outgoing photoelectron direction p, the crystal surface

-+
normal n, and the incident photon beam direction hv. The

photoemission angle 9 p is varied in either the ~ = 00

(toward the photon beam) or 1800 azimuth, while the

polarization angle 9 A is confined to the ~ = 1800 azimuth.

(b) Experimental orientation of the crystals. In addition to

the normal vector, the plane of incidence contains the [100]
-and [211] direction for the (001) and (111) face,

respectively, in the ~ = 00 azimuth. (c) C(ls) photoemission

energy distribution curves for Ni(111) + 2 L of CO, with

photons in the energy region near the resonance at hv =

311 eVe The spectra are normalized to incident radiation

flux and analyzer transmission. 9 p and 9A are defined in

(a) •

Fig. 2. Relative C(ls) photoemission cross section for CO-Ni(111)

(solid line) and CO-Ni(OOl) (dashed line) in the energy

region 300 eV ~ hv ~ 356 eVe The two curves are normalized

to each other at hv = 335 eV, and the resonance maximum for

both curves is shown to lie at hv = 311 eVe 9p and 9A
are defined in Fig. l(a).

Fig. 3. Relative C(ls) cross section: (a) 9A dependence in the en­

ergy region near the resonance maximum for CO-Ni(111) and var­

ious values of the polarization angle. (b) 9p dependence
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at hv = 311 eV, with the polar orientation of pvaried in both

the 00 and 1800 azimuths about the crystal normal in the plane

of incidence. Data are shown for both CO-Ni(lll) (closed cir­

cles, solid line) and CO-Ni(OOl) (open circles, dashed line),

where the CO-Ni(OOl) curve has been normalized so that its

value at ep = 00 equals the corresponding value for

CO-Ni(lll). ep' eA, and ~p are defined in Fig. l(a).

Fig. 4. A simple schematic representation of the effect of relaxation

on the shape resonance energy position. The dashed curves for

V(r) < 0, _r-n and _e-rr-n, correspond to unscreened

(gaseous) and screened (condensed phase) attractive parts of

the effective scattering potential, respectively, and the up­

per dashed curve, r-2, is the centrifugal barrier potential.

The two solid curves, (r-2 - r-n) and (r-2 - e-rr-n), are

the unscreened and screened total scattering potentials. It

is clear from these two solid curves that relaxation in the

condensed phase causes a net reduction in the spatial extent

of the centrifugal barrier [V(r) - 0], raising the kinetic en­

ergy of the resonance. Because the resonance-level energy

position is more sensitive to the exact form of the attrac­

tive part of the potential than is C(ls), screening charge

from the substrate induces a differential shift in the res-

onance level (see Refs. 4a and 43).

Fig. 5. Correlation of the resonance and C(ls) energy levels between

the gas and condensed phases. Energies are referenced to the

vacuum level (Ev) and the gas-phase resonance level is

)
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given by theory (Refs. 8, 9, and 38). The effect of

relaxation is shown schematically in two steps: (1) a

(static) relaxation shifts both levels upward relative to

Ev by an amount equal to the change in the C{1s) binding

energy (6EB = 6 eV); (2) a (differential) shift occurs in

the resonance level by an amount given by the change in the

resonance photon energy (6h~ = 4 eV). The resulting

resonance kinetic energy, KE v = 21 eV, is exactly equal to

our measured value.

Fig. 6. Relative C(1s) photoemission cross section for Ni(111) + 1 L

of C2H4 in the energy region 298 eV ~ h~ ~ 355 eVe The

experimental geometry, &A = 100 and 9p = 00 in the plane

of incidence, and the azimuthal crystal orientation, are

identical to the corresponding arrangement for CO-Ni(lll)

(see Figs. 1-3). The ethylene overlayer gave rise to a (2x2)

C2H4-Ni(111) surface structure as determined by LEED, and

the EDCs from which the C(ls) intensities are derived were

recorded at room temperature. The overlayer was prepared

with the Ni(111) substrate cooled to 120K, then warmed to

295K afterward.
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