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- ORIENTATION AND ENERGY TRANSFER STUDIES ON CHLOROPHYLL 

IN THE PHOTOSYNTHETIC MEMBRANE 

By 

John A. Nairn 

ABSTRACT 

The aim of this thesis is to study the light reactions of 

photosynthesis. The two methods of study used are orientation dependent 

spectroscopy and picosecond resolution of the fluorescence decay 

kinetics. 

Analysis 	of spectroscopic measurements on complex 	partially 

ordered ensembles, such as photosynthetic systems, is usually limited by 

knowledge of the orientational distribution function. A new method of 

parametrically representing the distribution function using a physical 

model of the partially ordered ensemble is described in Chapter II. The 

parametric representation of the distribution function is the density of 

states function. Many formulas are included which can be used to 

calculate density of states functions for a large range of problems. 

Fluorescence decay kinetics in chioroplasts from green plants and 

algae are investigated using a synchronously pumped, mode-locked dye 

laser as an excitation source. This setup can resolve fluorescence 

iifetirnes as shor.t as 2:5 ps.. 

The fluorescence decay kinet ics are found to be characterized by 

three .porntia1 compon:ents. The ..sicw: phase is 1 to .2 rs., and the two 
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faster phases are.350 to 750 Ps and 50 to 100 ps. The exact lifetime and 

yield of each component depends on the experimental conditions. The 

results are shown to be consistent with a model of the photosynthetic 

unit described in Chapter V. Briefly, the fast phases are "prompt" 

fluorescence which results from excitation lost in transit to the 

reaction center of photosystem II. The slow phase is "delayed" 

fluorescence which results from excitation that returns to the 

chlorophyll antenna after a charge separation and recombination reaction 

in the photosystem II reaction center. 

The addition of Mg 2  to broken chioroplasts induces changes in the 

primary processes of photosynthesis. The effects of these changes on the 

fluorescence decay kinetics are reported in Chapter VI. The results are 

interpreted by postulating two effects of Mg 2  that occur at different 

levels of added Mg +2  . As the concentration of Mg
+2 
 is increased from 0.0 

to 0.75 mM the lifetimes of the slow and middle phases increase. These 

increases indicate that connections between photosystem II and 

photosystem I are altered resulting in a decreased rate of energy 

spillover from photosystem II to photosystern I. As the concentration of 

Mg+2 is increased up to 2 mM, the yield of the, slow phase increases at 

Fmax , but at F0  it decreases from a peak at low concentrations of Mg+2. 

In conjunction with the intensity dependence of the fluorescence decay 

in the presence and absence of .Mg+2,  these changes indicate that effects 

on the chlorophyll a/b light-harvesting antenna cause both an increase 

in the absorption cross section of photosystern II and an initiation of 

coninunication between photosyst.em II units. nvestigation of the 

fi uorescence I ftetiiites and yi&ds 4uring t%e P to 'S fluorersvente deti ine 

in chioropi ast's, described in Chapter ViL, suggests that  the 'traiiisition 
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to the S state is analogous to removal of the Mg 2  effect. 

In Chapter VIII, five kinetic components are found in the low-

temperature fluorescence decay kinetics from spinach chioroplasts. Three 

of these components are present at short wavelengths (670 and 680 nm); 

they appear to be analogous to the room-temperature fluorescence decay 

components, and their behavior adds support to the model in Chapter V. 

Two new components are observable at long wavelengths (>710 nm). One 

long-wavelength component is a resolvable risetime of 50 to 150 ps, and 

the other is a slow decay of 2 to 3 ns. The resolvable risetime is a 

direct observation of energy transfer from the bulk chlorophyll antenna 

to the small pigment bed of chlorophyll responsible for the long-

wavelength emission. 

These fluorescence decay studies greatly increase the effectiveness 

of fluorescence as a non-destructive probe into the photosynthetic unit. 

The complex nature of the fluorescence decay in chloroplasts has now 

been characterized. Knowledge. of the three fluorescence decay components 

and the ability to measure these components under various sample 

conditions can provide much information. 
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CHAPTER I 

INTRODUCTION 

1-4. THE LIGT REACTIONS 

The 	photosynthetic 	light reactions in green plants and in 

photosynthetic bacteria convert absorbed light energy into chemical 

potential energy. They begin with the absorption of an incident photon 

by a light-harvesting array of pigment molecules - mostly chlorophyll 

molecules. Electronic excitation is then transferred through the pigment 

array until it is trapped by a reaction center which contains a primary 

donor and intial acceptors for a series of electron transfer reactions. 

The electron transfer reactions, which are driven by the trapped 

electronic excitation energy, provide the mechanism for the storage of 

chemical potential energy. 

The complete set of light reactions in green plants is divided into 

two systems - photosystem I and photosystem II. Photosystem I is 

involved in the storage of chemical potential energy by reducing NADP 

to NIkDPH. Photosystern II is involved in splitting water into molecular 

oxygen and reducing equivalents. The oxygen is evolved and the reducing 

equivalents provide a source of electrons for the photosystem I light 

reaction. Photosystem I and photosystem II are localized in the 

thylakoid membrane which is an internal membrane component of the green 

plant :photosthetic organel Ic cal Ied a chi.orolast. An eTec.tron 

mi crograp.h .ôf a chi oro:pl ast is shown in :Fig 	i--i(.i 3.. The t:hyiakoid 

membrane iS partitiDnd int,o $tatked 	ions (gr:a:na) 'n'd iflstacked 

1 
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Figure 	I-i: Electron micrograph of a chioroplast displaying the 

arrangement of the thylakoid membranes (from Ref. [11). 
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regions (stroma). The outer membrane defines the envelope of the 

chioropi ast. 

Detergent treatments of thylakoid membranes has resulted in the 

isolation of three major protein complexes - the chlorophyll a/b 

protein, the photosystem I complex, and the photosystem II complex [2]. 

About 50% of the green plant chlorophyll is found in chlorophyll a/b 

proteins [3].  The chlorophyll a/b protein subunit has a molecular weight 

of 35,000 daltons and contains three molecules eachof chlorophyll a and 

chlorophyll b [4].  The two photosystem complexes contain both light-

harvesting chlorophyll a molecules and the reaction center of that 

photosystem. A reaction center from each photosystem together with a set 

of light-harvesting chlorophyll and associated electron transport 

components is known as a photosynthetic unit. 

The detailed organization of the chlorophyll-protein complexes 

within the thylakoid membrane is not known. Some of the basic features 

are shown in Fig. 1-2 which illustrates a hypothetical section of a 

thylakoid membrane. The photosystem I and photosystem II complexes 

together with the chlorophyll a/b proteins are spread throughout the 

membrane. P700  and P680  shown in Fig. 1-2 are the primary electron 

donors in photosystem I and photosystem II respectively. These electron 

donors are specialized chlorophyll a molecules, or chlorophyll a dimers, 

which are distinquished from the light-harvesting chlorophyll by the 

ability to initiate electron transfer reactions and their red-shifted 

absorption spectrum. P 700  and P680  refer to pigments absorbing at 700 nm 

and680 mi respectivelyC5,6]. 

The study of the Ofiotslynthtttc .iimrt rettins 1n this thesis 

follows two direct ions. The fthst ndirectton Is san. attpt to eiuc i date 
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Figure 1-2: Hypothetical section of a thylakoid membrane. Chl a/b, P680, 

and P700 are defined in the text. RC1 and RC2 are the photosystem I and 

photosystem II complexes (K. Sauer, private communication). 
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specific orientation details for the model in Fig. 1-2. To this end, we 

have developed new methods for extracting structural information from 

spectroscopy of complex partially ordered systems. The second direction 

examines the transit of electronic excitation energy through the 

photosynthetic unit. This question is studied by picosecond resolution 

of the fluorescence decay kinetics. 

1-2. ORIENTATIONAL AVERAGING 

The orientation of photosynthetic pigments with respect to the 

thylakoid membrane, or the orientation of these pignents with respect to 

each other, can be characterized through studies involving linear 

dichroism, fluorescence polarization, magnetic resonance, or X-ray 

crsytallography on ordered samples. A highly ordered sample is best 

obtained through crystallization, but unfortunately only one 

chlorophyll -protein complex has been crystallized to date [7].  Partial 

order in photosynthetic samples can be induced in a magnetic field 

[8,9], in an electric field [10],  in a stretched film [11-13], or in a 

flow system [14,15]. Partial order in biological systems is generally 

complex and the problem with analyzing spectroscopic studies on these 

types of samples is incomplete knowledge of the distribution function. 

In Chapter II is presented a new approach to orientational 

averaging which is particularly useful for analyzing spectroscopic data 

from com1plex part1a I ly  ordered systems. The techniques described in 

Chapter .11 were introduced in •Refs. [16-19] and first applied to 

cal cui ate the orintation of 'the .teaction. teiter' in "the photosyntheti c 
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bacterium Rhodopseudomonas viridis with respect to the membrane [20].  In 

this thesis emphasis is placed on actual use of our orientational 

averaging theory through provision of detailed examples. Our techniques 

are generally applicable to complex orientational averaging problems; we 

hope that their use will encourage new quantitative studies on partially 

ordered systems. 

1-3. FLUORESCENCE DECAY KINETICS 

The room-temperature fluorescence 	emission 	spectrum from 

chioroplasts has a maximum at 680 to.685 nm and a tail that extends 

beyond 730 an [21]. The fluorescence yield at 680 nmis a function of 

the state of an electron acceptor Q in photosystem II [22]. When Q is 

reduced, it is not capable of accepting an electron from P 6801  the 

primary electron donor in photosystem II. If all photosystem II's have Q 

reduced, the chloroplasts are said to be in the all-closed state. In the 

all-closed state, the fluorescence yield is at a maximum level, F max • 

When Q is oxidized and capable of accepting an electron from P 680 , the 

reaction center in photosystem II is open. In the all-open state, the 

fluorescence yield is at a minimum level, F 0 . The ability of Q to quench 

fluorescence when it is oxidized is the origin of the nomenclature Q for 

quencher. : Action spectra and the fluorescence emission spectra of 

- 	 subchloroplast 	particles 	enriched in 	either photosystem 	I 	or 

photosystern Ii indicate that at room temperature, all of the variabie 

fluorescence (Fmax - F0 ) and most of the background fluorescence (F0 ) 

emanates from :photosyst'em II t21,23,24j. 
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Brody and 	Rabinowitch were the first to investigate the 

fluorescence decay kinetics of chioroplasts [25]. Since their work, 

direct observation of the fluorescence decay on an oscilloscope [25-29] 

and by phase fluorimetry [30-37] have been used to investigate the time 

resolved fluorescence decay kinetics as a function of the state of Q. 

There is general agreement that in the all-open state the average 

lifetime is about 0.5 ns, and in the all-closed state the average 

lifetime increases to about 2 ns. Unfortunately, these conventional 

methods of time resolving fluorescence decays do not have sufficient 

resolution to investigate the details of picosecond fluorescence decays. 

This problem is especially apparent in the all-open state, where the 

decay is very fast.,- 

The application of solid state picosecond lasers to photosynthetic 

research in the early 1970's promised much better time resolution. The 

early reports using these lasers were that the average fluorescence 

lifetime is much shorter then previously reported - 100 to 200 ps as 

compared to 500 Ps [38-45]. The measured fluorescence lifetimes turned 

out to be artificially shortened by exciton-exciton annihilation 

processes [46-49]. These excited state interactions are possible because 

of the large number of excited states created in the chlorophyll light-

harvesting antenna by the high-intensity, solid-state laser pulses. More 

careful studies using these same lasers at reduced intensity are in 

general agreement with conventional methods [50-54]. The necessity of 

lowering the laser pulse energy reduces the signal-to-noise ratio of 

data detected with a streak camera. As a result, these picosecond lasers 

stii 1 do not al iow . :deta i led invest igat ion of the fl ;uGrescenCe decay in 

chioroplasts. - 
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Single-photon timing [55] has often been used to time resolve 

fluorescence decays and subnanosecond resolution is possible even with 

traditional spark gap excitation sources [56,57]. The technique of 

single-photon timing has been applied to fluorescence decays in 

chioroplasts [58,59]. The most recent applications have replaced the 

spark gap excitation source with a synchronously pumped, mode-locked dye 

laser which has a pulse width of less than 10 ps [60,61]. This type of 

single-photon timing is capable of picosecond resolution, and the 

intensity of the laser pulses is low enough that excition-excition 

annihilation processes are never a problem. The fluorescence decay 

kinetic studies in this thesis are done using such a single-photon 

timing system. The details of our picosecond fluorimeter which is 

estimated to have a 25 Ps resolution are described in Chapter III. 

In Chapter IV is presented fluorescence decay measurements as a 

function of the state of Q. In both the all-open state and the all-

closed state, we find the fluorescence decay in spinach chloroplasts, in 

pea chloroplasts, and in green algae to be characterized by three 

exponential components. A slow component has a lifetime of 1 to 2 ns and 

two fast components have lifetimes of 350 to 750 Ps and 50 to 100 ps. 

The exact lifetimes and yields of each component depend on the 

experimental conditions. All of our data are consistent with a modified 

tripartite model [62-64]. The tripartite model, schematically 

illustrated in Fig. 1-3, was developed by Butler and coworkers [62-64]. 

It divides the chlorophyll light-harvesting antenna into three parts. 

The Chl a/b LH antenna is composed 'of chlorophyll a/b proteins., and the 

chi " :and Chi a 2  antenn:a are pos'd Of ;hia'hy'1 I a light-

ha:esting proieins closely 'associated with the react j:Ofl ,:Ceflter,5 of 
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XBL 8112-12972 

Figure I -'3: 'Sthenat1c .repres tatiøn of 'ttie ti partite modé1 frm Ref. 

[63]) 
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photosystem I and photosystem II, respectively. The relative connections 

between the components of the tripartite model displayed in Fig. 1-3 are 

intended to illustrate the possible routes of energy transfer between 

these components. 

Complete interpretation of our data requires extension of the 

tripartite model to explicitly include the electron transfer processes 

in photosystem II. Recent work by Klimov and coworkers [65-71] has led 

to the photosystem II reaction center model depicted in Fig. 1-4. Under 

conditions where Q is reduced, they measured a reversible photobleaching 

of a pheophytin molecule (Ph) in photosystem II subchloroplast particles 

[65-70] and in chioroplasts [69,70]. Their proposal is that Ph acts as 

an intermediary electron acceptor between P 680  and Q. Charge separation 

between P680  and Ph is possible in both the all-open and the all-closed 

states. In the all-closed state, electron transfer past Ph is not 

possible, but a charge recombination between P 80  and Ph leading to 

excited-state chlorophyll molecules may result in "delayed 

fluorescence. This mechanism is the origin of the 1 to 2 ns slow 

component we observe. A detailed kinetic analysis of a tripartite model 

which includes the photosystem II reaction center processes is presented 

in Chapter V. 

Besides the state of Q, other factors influence the fluorescence 

properties of chloropiasts. Many of these factors are 'related to 

regulation mechanisms by which energy is partitioned between 

photosysteni I and photosystem II. These regulation mechanisms probably 

are controlled by'-i:anic levels and -fiues 'in the chior:opiats 1721. The 

fl uoresoencc 4ecay kinets 4n 'i fenent taes of' energy 

are presented in Chapters VI .•affld 	Chapter "i we exm1ne the 
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effect of Mg+2  on the room-temperature fluorescence decay kinetics in 

spinach chioroplasts. In Chapter VII is presented measurement of the 

fluorescence decay at various stages of the slow transition from the 

initial high fluorescence yield state (P state) to the steady state low 

fluorescence yield state (S state) [73] in spinach chloroplasts. 

While the room-temperature emission spectrum of chioroplasts is 

broad and featureless, at 77K the fluorescence emission spectrum is 

resolved into three peaks at 685 
1
nm, 695 nm, and 735 nm [21]. These 

peaks have been assigned to the Chi a/b LII antenna, photosystem II, and 

photosystem I, respectively [74). In Chapter VIII is presented a 

wavelength-resolved measurement of the fluorescence decay kinetics in 

spinach chloroplasts at 77K. The results indicate that it is possible to 

study fluorescence from different parts of the photosynthetic unit 

independently of the other parts. 

6 
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CHAPTER II 

ORIENTATIONAL AVERAGING 

11-1. INTRODUCTION 

Spectroscopic studies on oriented systems provide important sources 

of structural information in chemical and biochemical systems. These 

studies involve preparing a sample in a partially ordered ensemble and 

measuring a spectroscopic response such as linear dichroism, EPR, or 

fluorescence polarization. The problem we undertake is how to extract 

the structural information from an observed response in such a partially 

ordered ensemble. In biological systems, such as photosynthetic 

membranes, the analysis problem is often very complicated, because it is 

difficult to quantitatively describe the partial ordering. To 

illustrate, sane photosynthetic systems (e.g. chioroplasts [1] and 

bacterial cells 12]) will orient in a magnetic field. The photosynthetic 

pigments which can be •probed spectroscopically are imbedded in the 

membranes internal to these systems; they become oriented as a 

consequence of the entire system becoming oriented. To completely 

describe this partially ordered ensemble, it is necessary to consider 

two types of ordering effects: 

Incompi ete al ignment of the photosynthetic  system in the magnetic 

field due to a finite magnetic susceptibility anisotropy. 

Inherent disorder present in the membr:anes. This disorder can arise 

from local imperfect ions in the :rTiethbrane suiace or from fiu ut*bfls ifl 

the orientation of the photosynthetic pigment being probed with respect 

19 
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to the membrane. 

The second effect makes the problem much more complex than traditional 

systems oriented in a magnetic field [3] or an electric field [4].  Our 

theory provides a general method for dealing with many types of unusual 

and canpi icated partially ordered ensembles. 

In this chapter, I will extend the work begun in Ref. [5].  I will 

emphasize examples that illustrate the use of the orientational 

averaging theory. 

11-2. GENERAL COMMENTS 

We consider an ensemble of molecules that are spectroscopically 

identical and noninteracting. An observed response is, therefore, a 

superposition of the responses for the individual molecules. The 

superposition can be calculated by averaging a response function over an 

orientational distribution function. In what follows, I will be 

concerned only with a static ensemble of molecules whose independent 

molecular motion is negligible. The orientational averaging will then be 

done with a distribution function that is independent of time. 

Before continuing, let me formally define two axis systems that 

will frequently be used in the ensuing discussions. First is the 

laboratory axis system (LAS); it is an axis system fixed in the 

laboratory reference frame. Any electromagnetic probe, such as the 

of ttre niagnet ic fieid used ü EPR experiments. will be a 

cons-tant -vector th the LAS. I :Wj  ii label the LAS axes x, y, and z, and 

.áfl vectofs th' S-coordinates will be :Ujj  9med the vector V).. The 
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second axis system is the molecular axis system (MAS); it is an axis 

system fixed with respect to the molecule being probed. I will label the 

MAS axes x', y', and z ' , and all vectors in the MAS will be primed (e.g. 

the vector 'I'). 
Many spectroscopic response functions depend only on the direction 

of one vector V in the MAS. Examples include V as the polarization 

vector of the electric field in absorption spectroscopy or V as the 

direction of the magnetic field in EPR spectroscopy. The observed 

response when a one-vector response function is applicable can be 

written 

it 	2ff 
<I> = .r do .r d  

where I(e,) is the response of the system when V 1  has coordinates 

IL'I(sin e cos •, sin e sin •, cos e) (i.e; V 1  is defined by the 

spherical angles 0 and $ - see vector V 1 ' in Fig. 11-1) in the MAS, 

D(0,4,A) is the probabilty that V 1  has those coordinates, and A= (A 1  

,..., A) is a set of parameters that describe the partial ordering. We 

call 	D(O,$,..) the density of states function. The core of our 

orientational averaging theory is the evaluation of 	 from 

arbitrary models. The evaluation technique is 	easily applied to 

complicated problems like the one mentioned above. 

Some spectroscopic response functions depend on the directions of 

two vectors 11  and 
2  in the MAS which are perpendicular 

:nd define directions of interest. For example, in a fluorescence 

iitin x.perimnt., V' couThd be the poirtzatin direction :of Tthe 

..ext:iting iiht and 	' couid be the poi.ar.LzaXi-on direction of the 
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z 

x 
XBL 804-4110 

Figure 11-1: Definition of the angles 6, •, and wl.n the MAS (primes are 

omitted from the axis labeis). 6 and • are the traditional spherical 

angles for the vector V 1 ; 0 is the polar anle and $ is the azimuthal 

arile,. w •j$ the angle betwee.n and an arbi.traiy (but f1:xTe) ection 

d in the plane perpendicular to V1. 
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detected fluorescence. In this case, we need a two-vector density of 

states function P(O,4,w,A) that 	is an extension of D(e,,) to 

simultaneously include 	the 	second vector. P(e,$,w,A) 	gives the 

probability that the location of! is defined by w when the spherical 

angles of V 1 1  in the MAS are e and •. This situation is illustrated in 

Fig 11-1; by trigonometry, the coordina tes. of V 1 1  and are given by 

/ sin e cos 

	

sinosin+) 	 (2) 

\ cos 	/ 

and 

/ cos e cos 	cos w + sin $ sin 

12 = ( 

sin , cos o cos w - cos , sin w 
) 	

(3) 

\ 	-sin e cos w 	 / 

The observed response is 

11 	2w 	2w 
<I> = .r do I d .1 d I(O,$,w)P(O,$,w,A) 	 (4) 

o 	o 	o 

where I(O,4,w) is the response when V 1 t and 	' are defined by Eqs. (2- 

3) in the lAS. 

11-3. ONE-VECTOR PROBLEMS 

The derivation of D(°,$,) in Eq. (1) has been given indetail in 

Refs. [:5 ] and t63.  A brief outi ine. of the derivation ~hould s u1fite 
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here. Consider a partially ordered set of MAS's such that each MAS is 

related to the LAS by ,= (a], ..., a n ) where a], ..., 
a are n angles 

used in n rotations R 1 (a1 ), ..., R(a) that rotate the LAS into the 

MAS. The average intensity is 

<I> = f ... / I()W(a,A)da 	 (5) 
a 
1 	n 

where 1(a) is the intensity function when the MAS is at orientation a, 

W(cz,) is a weighting function which gives the probability that the MAS 

has orientation a, and A = (A1, •• 	Ak) is, as before, a set of 

parameters that describe the partial ordering. A coordinate 

transformation (a1 , .,.., a 1,) to (e,4 19 v 1 , ..., v 2 ) 1s performed using 

the constraint that V in the MAS is 

1' = I.'L'I(sin o cos •, sin e sin •, cos e ) 

n 
= Eu Rj(ai)] !. 	 (6) 

i= 1 

where V is the vector of interest in the LAS (see Appendix I for the 

convention used for rotation matrices). Application of the n dimensional 

change of variable theorem [5-7] yields 

ii 2" 
<I> = f / I(e,)deds / ... / 

o a 	V1 	V.n 2 	 -- 

,$,v,,. . .v_ 2  ).dv (7) 

where J i.s the J;accbian of th:e transformat 1Ofl:.. Y cciflp.ar i:son with Eq. 

(1) we 4have 
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= I ... i 

	

v i 	vn_2  

x 	 (8) 

A. EVALUATION OF D(e,,A) FROM A MODEL 

The spectroscopic simulation technique discussed above is based on 

the density of states function D(e,$,A) given in Eq. (8). I present here 

details of how D(e,,) is obtained in practice. The key step is to 

determine the set of n rotations R1 (cz1 ), ..., R,,() that generate the 

partially ordered ensemble of MAS's. The orientation of a given member 

of the ensemble is specified by a= (a1, 	)• The density of states 

is 	determined by the weighting function W(a,) which gives the 

probability that a member of the ensemble has orientation a (see Eq. 

(8)). Because it takes only three angles to specify the orientation of 

the MAS with respect to the LAS, one might ask why n would ever be 

greater than three. The answer is that the n rotations are chosen to 

utilize synmetry properties of the system and allow one to write down 

W(,!) by inspection. In contrast, if only three rotations, such as the 

Euler rotations, are used, it is not possible in general to construct 

in a straightforward fashion. In fact the problem of constructing 

beccnes equivalent to the problem of finding 

1. Density of states 'for a thin film 

As anexampie, consider an 	ensemble of prola'te cylindrical 

particles that are oriented by drying in a thin film. The 'LAS (xyz) is 

	

fined . ~tjich tht h,e 	p1 .:afle is the plane of the fitm It"h its normal 

'1ng they axis. 'The •MAS 	') AJfl I be taken with the z' axis along 
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the long axis of the cylinder. A reasonable model for this system is 

that the particles tend to align such that the angle between the long 

axis of the cylinder and the plane of the film, a 2 , is zero. That is, 

the probability distribution in a2 is 

WDF(c&2,A) = exp(-E(a2 ,1)IkT) 
	

(9) 

where E(u2 ,) is a potential energy function with a minimum at a 2  = O 

The ensemble of MAS's can be generated by beginning with the MAS aligned 

with the LAS and applying the following three rotations: 1) a free 

rotation of a1  about the z axis, 2) a rotation of a2  weighted by Eq. 

(9) about the x axis, and 3) a free rotation of a3  about the y axis. The 

probability that a particular menber of the ensemble has orientation a =  

(a 1 ,a2 ,a3 ) is given by Eq. (9). 

Let V 1  be the direction of interest in the MAS, then D(e,$,A) is 

the probility that Vt has spherical angles e and in the MAS. In Ref. 

[5], we assigned the z axis to the axis of the first rotation (as was 

done above) and showed that the Jacobian in Eq. (8) is 

J = sin 0  [IaVz '(.)/aa n I(vi , ..., v 1_2 1
0 )] 	 (10) 

and that Eq. (8) reduces to 

sin e W(a,) dv 
-  

- 	N 
v1 Vn_2 I aa n 	I v 1 , 

(11) 

where N is a normalization constant, 

a.1  = -$ + f 1  (v1 , ..., v 2 
9

O) 
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cz2 = v i  

S 

. 	 (12) 

- 	 anl = vn_ 2  

=2("i 	•'.•' v n 2 , e) 

IVz'(.)/aant 	is the indicated par tial derivative with a 1 , ...., 

replaced by the transformed variables in Eq. (12), f1(v1, ..., Vn 2,O) 

and f2(v21 ..., v n_21e) are determined by the constraints in Eq. (6) and 

dv includes all the necessary volume elements. To illustrate, we will 

consider a polarized absorption experiment on a dried film with V in the 

LAS equal to (cos , sin iii, 0). Application of Eq. (ii) yields (see 

Appendix II) 

o-I sin 9 
D(O,A) = 
	N -

I cos v 1  WDF(vi , a) 
0-i, 

x {[sin  v1 +sin(e+qi)][sjn(e-ip)-sin v1]} 4 "2 dv1 	(13) 

Note that D(0) is axially synmetric. In fact, any density of states 

derived from a rotation scheme where the first rotation is unrestricted 

will be axially symetric. The reason is that the only occurance of • in 

Eqs. (11-12) is in the equation for ai,  and if the first rotation is 

unrestricted (i.e. W(a,...) independent of al), D(°,!) will be independent 

of I. 
j 

•2. Three-Rotation Density of States - Evaluation by Chebyshev Quadrature 

The I ntegrai in Eq. (13) must The ev.a1 uated num.ericil y, a :task 

which i'ES :compi ica±ed by the :s1;ngti ari.t:ies o:f, the integrand. at. the 
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endpoints. All density of states calculations that we have attempted 

have similar singularities, but the problem can be circumvented. By 

making the substitution 

v 1 (x) = sin 1 (x sin e cos * - sin 4' cos ) 	 (14) 

E. (13) can be transformed to 

WDF(vl(X),(1x)'dX 	 (15) 

the function (1-x 2 )
-112  is the kernal for Chebyshev quadrature and, 

therefore, Eq. (15) is trivial to evaluate by numerical techniques. The 

result to Qth order quadrature is 

D(o,A) - nsin e 
- - 	QN 	WDF(Vl(Xi),A) 	 (16) 

1=1 

where 

x i  = COS( 2Q  ) 	 (17) 

The dried film model is an example of a zxy rotation scheme. If one 

picks the z axis as the axis of the first rotation, the only possible 

three-rotation schemes are zx),, zyx, zyz., and zxz.. Furthermore, zxy and 

zyz are related to zyx and ,zxz by a simple exch:ange of x and y, which 

means that the only two unique three- rotat i on schemes are zxy and zyze 

We wiii now consider all possible three-rotation density of states, but 

first It is corvnient to :introdtc:e a generai Mtation for density of 

'states ,unctiefls:. The'notation is 
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(18) 

where RS is the rotation scheme (e.g. zyz, zxy, zxyz, etc.), v is the 

type of V field vector [v=l for V=(cos 4', sin 4', 0), v=2 for V=(cos , 

0, sin p),  and w3 for V=(O, cos 'ii, sin 'i')], 'p is the angle of the V 

field vector, and W is the weighting function. As an example, the 

density of states for dried films in Eq. (16) is denoted by 

DrO,wDF] 	 (19) 

We find that all three-rotation density of states can be reduced to 

Chebyshev quadrature integrals. Analagous the Eq. (16), we write in the 

new notation 

DRS 	= - 	ZW(al(O,,Xj),a2(O,Xi),a3(O,Xj),A) 	(20) 
V,4i 

where x i  is given by Eq. (17) and N is a normalization constant. In 

Table Il-I we quote the functional forms of a 1 (O,i,x), a2 (e,x), and 

ci 3 (O,x.) for rotation schemes equal to zyz and zxy and v equal to 1, 2, 

and 3. 

3. Four-Rotation Density of States 

Next, we proceed to the density of states for models that require 

four rotations. In general, these density of states functions are much 

more difficult to calculate, and we will treat only the axially 

symetric D6.,!,);  I e. the case ih en 	is inde;pendent of
10 

wil 1 be expi ained later, it is straightforward to exterrd our results to 

	

that 1at xi:i s niertry. We •ä1 so mate ttie iri1fy'*ng 	ssutrpt1im 
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Table 11-I: The functional forms of a 1 (o,+,x), a 2 (e,x), and a 3 (e,x) 

in Eq. (20). The normalization constant in Eq. (20) is chosen such that 

/2 rn2 
.r d .r de 0RS  [eW] = 1; 
0 	0  

Q is chosen to insure convergence of the numerical integration formula 

(Q=25 is usually sufficient). 

Both the + and 	forms of a3 (e,x) must be included in the sum in Eq. 

(20). 

These formulas are inconvenient when the denominators are zero; 

instead use 

DZYZ re,s,w1 = 0ZYZ 
2,rn/2 	 3,ir 

- sine 
N 

12 

in/2 
I Da3W(a 1 ,a2 ,a3 ,) 

where a1  = + and 	= 0. 

C. These formulas are inconvenient when the denominators are zero; 

instead use 

= D[e,+,W] 

Sine 	da3W(a1,c&2,a3,) 

where a 1  = 7r/2 - $ and a 2  = -0 	ir/2. 
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Table 11-I (part 1) 

RS 	V 
	 a3 (O ,x) 

zyz 	1 	cos[sine/(1-x)7 ] 	41±cos_1(c?50 ) a Si 

cose- sin*cosu 	b 
zyz 	2 	cos (xcos,sine+sin*cose) 	cos ( COS*Sjfla2 	) 

cose-sirhpcosa2 b 
zyz 	3 	cos'(xcossine+sinI,cose) 	sin 1 ( 

cose+sin*sina2  C 
zxy 	1 	sin 1 (xcospsino-sincoso) 	sin 1 ( 

zxy 	2 	sin 1 tsine/(1-x)/2 3 	±*+sjn_l(C0 	
a 

COS 2 

cosO+cossincz 	C 
zxy 	3 	sin (xsinsSine-coscose). 	cos 	

SO2 
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TABLE 11-I (part 2) 

	

RS 	V 	 a1 (e,$,x) 

	

ZYZ 	1 	-++coS 1 (jcOta2cot) 

zyz 2 

zyz 3 -~+sin -l ( j cos*cosa3 j) 
 sine 

	

zxy 	1 	_+f_1(l'3I) 
5mb 

	

zxy 	2 	-$+5in 1 (Itana2cotol) 

Si nllsi na3  

	

zxy 	3 	-$+sin1( 	
sine 

l )  

32 
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that the weighting function can be factored to 

W(S) = W 1 (c 4 )W2 (a2 ,a3 ) 	 (21) 

This assumption is not crucial, but it is applicable to the density of 

states that have concerned us E81; furthermore, it leads to a 

simplification of the fOrmulas. 

r 
Let us consider an example - we will calculate D 

ZXZ
i* LO,W1W2J. 

Application of Eq. (11) yields (see Appendix III) 

0- 4rf V 
DX.Z[O,W1W2] = Sin 0 jdv2 W 1 (v2 ) 	.r 	cos v 

1 

x W2[v1,cz3(v1,v2,e)J{[sin v 1+sin(e+*-v2 )] 

x [sin(o-$+v2)-sin v1]}'12 dv1 
	

(22) 

The v 1  integral together with the sin 0 is identical to Eq. (13) except 

that the 4' in Eq. (13) is replaced by *-v, there is no normalization 

constant, and WOF  is replaced be W2 . Because the normalization constant 

in Eq. (13) is independent of 4, we can write 

2ir 
DrZ[0,WiW2] = 	f dv2W1(v2)Dr 0 ,W2] 	 (23) 

We now utilize the symmetry properties of W 1 (v2 ) and D[0,W2] to 

simplify Eq. (23). Because partial ordering is induced by sctne force, 

the sign of whose direction is arbitrary, W 1 (v2 ) is periodic with period 

and sym etricabout 2; ie. W1 (.v) = W1 v2+) and •W1 ( v2 ) = i4i.(ir_ v2 ). 

For wei;ghting functions possessing these symmetry properties, the 

density Gf states has similar 'prnp.Erties With respect to  
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zxy 	 zxy 
D 14110,W2 1 = D141+,[O,W2] 

	
(24) 

and 

zxy 	 zxy 
D1,[e,W2] = Di.4[e,W2] 	 (25) 

Finally, using these syninetry properties, Eq. (23) reduces to 

ii /2 
D[o,W] = 	.r d 	 (26) 

Equation (26) may not appear to be simpler than Eq. (23), but the extent 

of integration is decreased from the interval 0 to 2ir  to the interval 0 

to ir/2. When numerical integration techniques are used this reduction 

will save computer time. 

In Table 11-Il, we present many four-rotation density of states 

functions. Five characteristics of these functions are: 1) If the field 

has no component along the axis of the last rotation, the density of 

states can always be written as an integral over a three-rotation 

density of states analagous to Eq. (26). 2) If the field is along the 

axis of the last rotation, the last rotation is superfluous and the 

density of states is identical to the density of states function for the 

first three rotations. 3) If the field has a nonzero component along the 

axis of the last rotation and a nonzero component along another axis, 

evaluation of the density of states becomes very complicated. We do not 

consider this case. 4) These formulas are formally valid for nonaxially 

synmetric systans, except 'that new f.uflct1oni forms 'for a 1 iin 'Table I 

rnust be :uséd. 'These :fun ,ct'ionài fGYIs (whic4i we tiave not vai'ua't can 

be 'found from the .constraints in £q. (6). 5)he:n,ony'thesecG:fld 



ONE -VECTOR PROBLEMS 
	

35 

Table 11-11: Functional form of many density of states functions for 

ensembles generated by four rotations. The normalization constant is 

chosen such that 

ir/2 ir/2 	
RS .r do j d D[o,$,W] = 1; 

0 	0 

W 1  and W are the weighting functions for the last rotation, and the 

second and third rotations respectively (see text); the three-rotation 

density of states functions can be evaluated by use of Eq. (20) and 

Table 11-I. 

a. These are the values of * for which the formula is valid. 
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TABLE 11-11 

RS v DRS [O,,W] 
v,1,  

zyzy 1. ir/2 D 
ZZ 

zyzy 2 all 
iw/2  

j 	d 

zyzy 3 0 DZYZ 2[0,,W21 
1,11! 

zyzx 1 0 

zyzx 2 0 D ' [ e,,W2] 

zyzx 3 all 1 	
ir/2 
f di 

zxyx 1 0 oro,,,w2 ] 

zxyx 2 0 D ' [O,+,W2J 

zxyx 3 all 
1 ir/2 	

zxy I dii 

zxyz 1 all I dii 

zxyz 	2 	ir/2 D zxy 

zxyz 	3 	ir/2 	D ',2 [e,,W2 ] 

36 
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rotation is weighted, the v 2  integral can be rewritten as a complete 

elliptical integral [5].  When computer time is limited, this approach 

can save computer time [7]. 

B. LINEAR DICHROISM 

Reference [9] gives examples of calculations for several types of 

spectroscopies whose response functions depend on only one vector. The 

examples include linear dichroism, circular dichroism, and magnetic 

resonance. In this section, I will give a detailed example for the use 

of density of states functions in the analysis of linear dichroism. I 

will try to emphasize calculation techniques. Much of this section has 

aireadybeen presented in Ref. [10]. 

1. Theory 

The dichroic ratio R of an absorption band is defined as the ratio 

of integrated absorption bands measured with light polarizedparallel, 

and perpendicular, EV , to a given direction; i.e. R = AH/Av where 

AH and  Av are the integrated absorbances. Most reported forms of linear 

dichroism can be related to R by simple algebra. One notable exception 

is for experiments that directly measure AH - Av [11-13] and normalize 

by dividing by Ar  which is the absorbance of the corresponding randomly 

oriented sample. We call this form the dichroic polarization L, defined 

as L = (k_A)/Ar • When the laboratory reference frame is axially 

symetric, L can be related to R, but in the general nonaxially 

symmetric case, L cannot be related to R. Therefore, we also derive 

o'niiias for L. 

'defi:ne two :dens'i ty of states functions D(° 	) and  
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These are the density of states, functions;for E 	and Ev  in the MAS. 

These electric fields will interact with the transition mciiient j. which 

is fixed with respect to the MAS; that is, a unit vector I= (ii, u,, 

U z  in the direction of the transition malient i is a constant vector in 

the WkS. Using the density of states formalism, we can now develop a new 

approach to the theory of linear dichroism. 

We begin by calculating AH.  The absorbance of a transition mcxiient 

'. interacting with a polarized field E is proportional to (1t•E) 2 . For a 

partially ordered ensemble interacting with , the absorbance is 

	

K1t 	2ir 
AH = - / d ; d (j .E) 2DH(e,$,) 	 (27) 

	

0 	0 

where E= IJ(sin  e cos •, sin e sin •, cos o), V = 	x11yz) is a 

constant vector (see Fig. 11-2), K is an experimental constant which 

includes such parameters as extinction coefficient, concentration, and 

path length, and N is a normalization constant. Throughout this section, 

we use unnormalized density of states functions; the N in the 

denaninator given by 

it 	2w 
N = / de I d DH(e,$,) 

0 	0 
(28) 

provides the required normalization. As above, DH(O,,)  is periodic 

with period ii and syinnetric about 7r/2 with respect to both e and .. 

Using only these symmetry properties, Eq. (27) reduces to 

= K' 	 .i(29) 

whre K' is a new constant, 
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Figure fl 	Arrangern€nt of IL and E in the MAS.. e and 4 are the 

si:hericai ang1esof C 
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ir/2 	,ir/2 
= I do sin'0 I d D(e,$,A)/N (.) 	 (30) 

0 	 0 	 - H 

ir/2 	211,12 	2 = / do sin o I d sin 	DH(e,$,A)/NH(A) 	 (31) 
0 	 0 

and 

11/2 w/2 
= .r do / d DH(e , $ , A) 

0 	0 
	 (32) 

In a random sample, AH = Arl DH(e,,,A) = sin 0, 	TH() = 2/3, and FH(A) = 

1/3. Using these facts, we find 	that K' 	= 3Ar  and Eq. (29) for the 

ordered sample becomes 

AH = 	 (33) 

An analogous expression holds for Av  where we define Tv() ,  Fv(.) ,  

and Nv(.) using Dv( °,4 3!). The dichroic ratio is thus given by 

R = 5! = 
	

(. 

u 2 [TH (.)_FH (!fl 	1.1  1y 2FH (.)+ 2 [ 1  _TH (- 

Av 	u 2 [T()_F 	)1+9y2Fv()+11z2[1_Tv(.i1 	
(34) 

and the dichroic polarization is given by 

L = (AH_AV)/Ar  

(35) 

:EquationS (34) and (35) take simpler forms when the density of 

	

:states :depend;s :only on 0  and 	, hich happens wh:en:ever the moiecuiar 
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reference frame is axially symetric. Equations (30) and (31) beccnie 

w/2 	 1/2
TH(.) = f do sin 2oDH(o,) / I do D(O,A) 	 (36) 

0 	 0 

and 

FH(A) = ?TH(A) 	 (37) 

The dichroic ratio reduces to 

TH ()+uz 2 [2 _3TH(A)J 
- 

TV (.& z 12 _ 3Tv(A)J 
(38) 

If the laboratory reference frame is also axially symmetric and 	is 

along the synrietry axis 

Ar  . = .(AH + 2Av) (39). 

When Eq. (39) holds, L is given by 3 (AH_Av)/(AH+2Av). In this form L can 

easily be related to R. If is not along a laboratory symetry axis, 

Eq. (39) is no longer valid but we can still write 

L = ..{ [T v (.)_TH (j](3u z 2 _1)} 	 (40) 

We choose the z axis to be the axis of symmetry in the MAS. The angle 

between thez axis and the transition manent p.  is (see Fig. .11-2) c = 

cos 1u. From Eq. (38) 
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We 	now consider some special cases of Eq. (38). One type of 

perfect ordering is where all the molecular z axes line up with the 

laboratory z axis. If linear dichroism is measured with EH  = (0,0,1) and 

= (1,0,0), we have DH(e) = s(e), Dv(e) = 6(tr/2 - e), TH(o) = 0 and 

I(e) = 1 where,d is the Dirac delta function. Substitution into Eq. 

(38) gives the result first derived by Fraser [143 

R = 2cot2c 	 (42) 

The opposite extreme is a random sample where DH( 0 ) = Dv(0) = sin e and 

TH = Iv = 2/3. The dichroic ratio is 1; i.e. there is no linear 

dichroism. In the general partially ordered case, a calculation of Tjo 

and IV(â) is sufficient to interpret the linear dichroism. 

2. An Example: Rhodopseudomonas sphaeroides in Stretched Film 

In this section, I will apply the above theory to an example. Most 

reports of dichroic ratios are ratios of the peak absorbances and not 

the integrated absorbances. As long as the parallel and perpendicular 

lineshapes do not differ too much, the ratio of peak absorbances is a 

close approximation to the "true" dichroic ratio. We will ignore this 

difficulty. Another difficulty arises from band overlap of several 

transitions making it difficult to measure the dichroic ratio for a 

particular transition. In this example, I avoid this problem by 

analyzing a relatively pure transition. 

The plan of attack for analyzing a linear dichroism experiment is 

the same for all systems. First., from a characterization of the 

absorption spectrum, one decides which bands are pure enough for an 

analys is. Second, fr:om consideration of the synmetry properties of the 
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system, one calculates DH(e,$,A)  and  Dv(9,4,A).  Last, the formulas in 

the last section are used to extract all of the possible structural 

information. 

Two papers by Rafferty and Clayton [15,16] describe the linear 

dichroism spectra of reaction centers of Rhodopseudomonas sphaeroides in 

stretched films. The reaction center particles contain four 

bacteriochiorophyll a molecules and two bacteriopheophytin a molecules 

which all contribute to a complicated absorption spectrum [17].  We 

choose to study the 860nm transition because it is believed to be a pure 

transition of P860, which is a Bacteriochlorophyll a dimer that 

functions as the primary electron donor in Rhodopseudomonas sphaeroides 

[18]. 

We assume, as did Rafferty and Clayton [15,16], that the reaction 

center particles possess an axis of synmetry which tends to align with 

the stretch direction. As a first approximation, this partially ordered 

ensemble can be generated by the following rotation scheme (see Fig. II-

3): 1) a free rotation of a about the laboratory z axis, 2) a weighted 

rotation of a2  about the laboratory y axis, and 3) a free rotation of 

a 3  about the laboratory z axis. The second rotation is weighted by the 

probability that the symetry axis of the particle tilts by a2  from the 

plane of the film. Having no justification for anything else, we choose 

to weight the second rotation by a Gaussian 

WG(@ , G) = exp(_(1 2 /) 	 •(43) 

where AG is the only parameter fér the density of states function and it 

'destrthes the width of the Gaussian for the stretched film. We call this 

:modè:i rt:he syrnetri c uflj:axjai  model Note,: to reta in correct syrnetry 
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XBL 8011-7560 

Figure 11-3: Orientation of macrno1ecu1ar structure in a stretched 

film. z' defines the symmetry axis of the rnacrnoiecUi ar structure, and 

is the angie .btween z' and the strtch dl rttThon •hng the the 

Laboratory ;z ax:i:s,. 
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properties, we use Eq. (43) up to a 2  = ¶12 and extend to other values 

using the fact that WG( 021 AG) = WG( 1r_c121 AG) and  WG(a2, ¼)= 

WG(IrIa2, AG)). 

Because the first rotation is unweighted, the density of states 

function is axially symetric. In the notation of section A 

DH(e,aG) = D lZ,2 [e,W G] 	 (44) 

and 

DV(o , AG) = D[e,WG] 
	

(45) 

DH(e,AG) and  DV(e,AG)  for several values of AG  and  TH(AG)  and  TV(AG)  are 

plotted in Figs. 11-4 to 11-6. The dichroic ratio, R, as calculated from 

Eq. (38) is plotted in Fig. 11-7 versus the angle between the synrietry 

axis of the particle and the transition moment. 

At 860 rim, Rafferty and Clayton [15,16] measure R = 2.28 which 

means E < 430• The curves in Fig. 11-7 with AG > 1.0 radian never reach 

2.28; thus we must have AG < 1.0 radian. We can narrow the limit on AG 

further by considering the value of R = 0.48 at 597 nm. If we assume 

597 nm to be a pure transition, we find AG  must be less than 0.75 

radians. In reality, the 597 rim transition is not a pure transition, but 

this means that it must contain at least one transition whose R value is 

not• greater than 0.48. Therefore, the limit of 0.75 radians on A G
is a 

conservative upper limit. Rafferty and Clayton [15,16] did experirnnts 

on films that were stretched to different extents. In one such film, 

they determined R at ,860:nrn to be as high as 2.50. An R :2.50 me:ans 

'that 	mjj'st be 'i'ess ±han 420,.  •Retrntng to 1he 'fflm #erLe R = 2.28, 

frd. that because the 	'D130 ;ra'dians• curves .1n Fig. fl -7 do :notgo 
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F:igure 11-4: DH(e,AG)  for t:h:e synietric 'unlaxial model for several 

v.lues of 6 in .radians. 
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tO 20 30 40 50 60 70 80 90 

6 (degrees) 

XBL798-4955 

flgure IT-5: D(e 	for the .sytnnetri t uni•axi.a1 model for ;severa.1 

ilues of 	in radians. 
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Figure H -6: TH4G 	and T0G, 6 ) for the syimietric un1;axá1 model 

.1.0) and the é.fl :jpt.jc  untax1a1 model with 	0.2. 
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U 	10 	ZO 30 40 50 60 70 80 90 

E (degrees) 
XB L 798-495.6 

Figure Il—i: Dichroic ratioR versus angle e  between 'the transition 

manent land the symetry axis of the molecular reference frame.. The 

ots 'are for the symmetric uniaxi al .;mod'el with :several val ue:S of' G  in 

radians.. 
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below 420  until R > 2.28, we must have AG > 0.30 radians. The final most 

conservative limits on AG are 

0.30 radians < A < 0.75 radians 
	

(46) 

From Eq. (41), the limits on c are 

29 < e < 420 
	

(47) 

Perhaps the synmetric uniaxial model is an oversimplification, 

because it neglects the anisotropy of the unstretched film; i.e., it 

neglects the possibility that the particle symetry axes lie in the 

plane Of the unstretched film. We will therefore consider a more 

sophisticated model. Instead of giving equal weights to all syimietry 

axes that lie on the circle in Fig. II-8a, we now use the model 

illustrated in Fig. II-8b where all syninetry axes that lie on an ellipse 

have equal weights. Upon stretching, it is more likely that the tilt of 

the particle sytmietry axis away from the laboratory z axis is in the 

plane of the film than out of the plane of the film. Therefore, the 

ratio of the ellipse axes A = b/a is less than 1. This model can be 

generated by the same rotation scheme (zyz) but the total weighting 

function is áhanged to 

WEG(0'21 z31AG,Ae ) = exp(_x 2/AG2 ) 
	

(48) 

where 

x = tatana2t(sina3JA 2) + cos2 ;3j112 } 	 (49) 

t)€sp1te 	1oss of ax1 	syTret?y In the iaboratory reference frame, 

and Dy (OAe) are still axially symmetric. TH ( A G A e ) and 



ONE-VECTOR PROBLEMS 
	

51 

Figure 11-8: (a) Schematic representation of the syrmietric uniaxial 

model. B is the half angle of the cone centered on the laboratory z 

axis. (b) Schematic representation of the elliptical uniaxial model. x 

is the angle between the laboratory z axis and the Tine in the yz plane 

that points to the ellipse, a and b are the major and minor axes of the 

ellipse. 
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TVG9Ae ) for  Ae = 1.0 (symmetric uniaxial) and A = 0.2 are plotted in 

Fig. 11-6. 

To use this new model , we pick a trial value for & and analyze the 

linear dichroism data just as we did with the synuietric uniaxial model. 

After doing this for all values of A
e < 1.0, we find that the limits an 

in Eq. (47) are independent of Ae•  Thus, Eq. (47) is consistent with 

this more sophisticated model. 

Rafferty and Clayton [15,16] calculated c to be 40.8
0 
 by assuming 

that an extrapolated value of R = 2.68 at 860nm corresponds to perfect 

order. This value falls within our limits, but if their extrapolation is 

not valid, the range of c in Eq. (47) provides a more realistic 

interpretation of their data. The question can be resolved by using 

DH(e,AG,A e ) and DV(OGAe)  to analyze other types of experiments and 

thereby pin down A and A e • Reference [10] gives several more examples 

on the use of density of states functions for analyzing linear dichroism 

data. 

11-4. NO-VECTOR PROBLEMS 

The derivation of P(@,+,w,) is very similar in theory to the 

derivation of D(O,+,).  The main difference is the coordinate 

transformation. Beginning from Eq. (5), we perform a new transformation 

' 	to 
(0, 

 + l w l vll .1., Vn_3) under the constraints that 1' 
and 	in the MS are 

n 
[11 R(u)]V 1  
i=1 
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= [flRj(ai)] 

where V 1  andare the two vectors of interest in the LAS and 	and 

are given by Eqs. (2-3). 

The details of the coordinate transformation are presented in 

Appendix IV (see also Ref. [19]). If we take the z axis to be the axis 

of the first rotation, the two-vector density of states function is 

- sin 2esinw 
- 	N 	

v i 	V 

f W i [_$+f4 (vi •••vn3 Ow)] 

n-3 

x W 1 [f2 (v1 ...,v
311 e ,w)]W[f3 (v1 ,... ,v 31 e,w)] 

n-2 
II 

i=2 	 (52) 
x 

av 1 	av2 	av1 av2
z- 

am 
 

n-i 	n 	
3a 

n 
3a

n-i 

Here, W. is the weighting function for the ith rotation, f 2 , f3 , and f4  

are defined in Appendix IV, and N is a normalization constant. Equation 

(52) is an extension of Eq. (11) for the one-vector density of states 

function. We note that if the first rotation is unweighted (W 1 (a 1 ) = 1), 

we have an axially symetric distribution. If we have a randomly 

oriented system, it can be shown that P(O,,$,w,,A) = constant x sin 0. 

When the partially ordered ensemble can be generated with three 

rotations., there is no need for the diinmy variables v 1 , ..., v_ 3  in Eq. 

(3) cf AppendLx I V and (52) wi Ii not i nvoi ve any integr.ation. In 

.52) siiitp1ifTi.es to 

5.4 

(51) 
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P(o,,w,A)=sino W[a1(e,$,w),a 2 (e,w),a3 (e,w),A] 	 (53) 

where W[cz11cz21a3,A] is the product of the weighting functions for the 

three rotations. The two-vector density of states is thus determined by 

* 	 finding the functional forms of 1 (O,,w), a2 (O,w), and a3 (O,w). These 

functional forms 	for 	all 	possible 	three-rotation schemes 	and 

combinations of V 1  and 12
are  listed in Table Il-Ill. We do not include 

therefore Table 11-111 is restricted to axially synhlietric 

two-vector density of states functions. 

AN EXPiMPLE: FLUORESCENCE POLARIZATION 

To illustrate the density of states approach to analysis of two-

vector problems, we will work through a hypothetical example. The 

example is a fluorescence polarization study of a fluorophore attached 

to a macromolecular structure which can be oriented in a stretched film. 

This example is shown in Fig. 11-3 with the lab z axis as the stretch 

direction. We can use the syrrmetric uniaxial model. discussed in section 

2B above. Thus the ensemble can be generated by a zyz rotation scheme 

and the weighting function is given by Eq. (43). 

To calculate the two-vector density of states function, we need to 

know the two vectors V 1  and Y 2  in the LAS. Fluorescence polarization 

experiments are typically done with the configuration shown in Fig 11-9. 

A sample is excited with light that is polarized in the z direction and 

propagating .alo:ng they axi:s and fluorescence S detected along the x 

axis., the fluorescence int:ensi:ties 	and Fzy  are measured with an 

ana1 ztng p&Lari.zer 	iented either aong the z axis or aio:ng  the y iaxits 
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Table 11-111: The functional forms of ct2 (O,w) and a3 (e,w) in Eq. (51). 

When ± appears in an equation for a2 (0,w) or cz3 (9,w), both terms must be 

included; i.e, P(o,,) = sine (W1a 24 (o,w), cz34 (O,w), ] + 

Z3(O 1 W)
1 
 a]). 

Use these formulas if the denominators are not equal to zero. 

Use these formulas if the denominators in the previous column equal 

zero. 

C. In these cases, any value of a
3 can be used, because for any 

physically realizable model W[cx2,a3,J will be independent of a3 when 

the denominatorsin the previous column equal zero. 
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TABLE 11-111 (part 1) 

RS 12 CZ2(O , ü3 ) 

zyz (cos,sin*,O) (0,0,1) c0S 1 (SiflBCOSw) 

zyz (cos*,O,sin*) (0,1,0) cos(cososinl,±cos*sinosinw) 

zyz (O,cos,sing,) (1,0,0) cos(cosesin*±cossinosjn) 

zyz (0,0,1) (cosp,sin,O) e 

zyz (0,1,0) (cosip,O,sini,) coS(sinOSIn(Ii±w)) 

zyz (1,0,0) (O,cos,sin) cos 1 (sinesin(ji±w)) 

zxy (cosp,sins,O) (0,0,1) sin4 (cosesin±cos4isinosinw) 

zxy (cos,O,sini) (0,1,0) Sifl(SjflOCOSw) 

zxy (0,cosp,sin*) (1,0,0) Sjfl4 (COSOCOS*±Slfl*SiflOSjflw) 

zxy (0,0,1) (cos,sin,O) sin 1 (SinOsin(*±w)) 

zxy (0,1,0) (cos*,0,sin) ir/2-e 

zxy (1,0 1 0) (O,cos*,sinip) Sin(sinOcos(*±w)) 
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TABLE 11-111 (part 2) 

RS 	Ii 	 12 	 a3 
( 0 )a 	 cz3 ( e1w )b 

zyz (cos,sin*,O) (0,0,1) *-cos1(±cosO/sina2) 
Oc 

zyz (cos,O,sin) (0,1,0) sifl 4 (SiflecOSw/Sina2) ir/2-w 

zyz (O,cosp,sin,) (1,0,0) cos 1 (sinecosw/sina 2 ) 

zyz (0,0,1) (cos*,sinii 3 O) I, ±w 

zyz (0 1 1 1 0) (cos4',O,sin) Sin1(COSO/sina2) oc 

zyz (1,0,0) (O,cos,sin) cos1(coso/sina2) 
Oc 

zxy (cos,sinii 3 O) (0,0,1) COs(sinOcOSw/cosa 2 ) 

zxy (cos*,O,sin*) (0,1,0) *-Sin(±cOSO/COScz2) 0C 

zxy (0,cos4,sini) (1 9 0,0) sin(sinOcosw/cosc 2 ) ir/2-w 

zxy (0,0 9 1) (cos*,sin*,0) COS(cOSO/COSa 2 ) 
Oc  

zxy (0 9 1 9 0) (cos*,0,sin') 1/2-*±w 

zxy (1,0 9 0) (0,cos*,sin*) sin(cosO/cosa2) Oc 
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XBL 804-4108 

Figure Ii-9 E3perirnerfta1 set up for a polarization experiment with 

exciting 1 1ht p6a:r1zed à1kng the 'z The axtssysteffi thown 1s the 

LAS 
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respectively. We take V 1  to be the polarization direction of the 

exciting light and 12  to be the polarization direction of the detected 

fluorescence. Thus, for F 	 and Fzy , V1  is along the laboratory z axiszz  

while 11 2 is along either the laboratory z or y axes. It is also possible 

to excite with a different polarization, such as along the laboratory x 

axis (see Fig. 11-10), and correspondingly measure FXZ  and Fxy  (here 11 
=2 and 	= 2 or 9). In a randomly distributed sample, Fxz  and  Fxy  do 

not provide any new information because F
zy = Fxz =  Fxy • In an ordered 

sample, the z direction and the x direction will not be equivalent 

(unless the y axis is an axis of syrmietry in the LAS); thus Fzy 

and Fxy  will all be different and, in principle, will provide more 

information. 

Having established a partially ordered system and decided on V 
Li and 

we can now calculate the density of states functions. We will need 

one density of states function for each measured quantity; i.e. one 

density of states function for each of Fzy 9 Fxz , and Fxy•  We beginzz  

with Because V 1  = , we need only a one-vector density of states 

function. We call this density of states function D zz (OAG)• Dzz 0 AG) 

is equal to DH(o,AG)  presented in section 2B-2 and plotted in Fig. 11-4. 

F ZY 9 Fxz , and Fxy  all need two-vector density of states functions. 

Because our hypothetical example can be generated with three rotations, 

the appropriate two-vector density of states functions are easily found 

by proper use of Eq. (53) and Table Il-Ill. We call these density of 

states functions P(e ,w ,A), Pxz(e ,w ,), and  Pxy(o G)• A plot of 

xz° ,w,AG) for AG 	0. 5 radians is shown in Fig il-il.- 

The n:ext step is to find the response funct on for fi .uorescence - 

pci:arization.. Tn the dipole 	 the response functton in a 
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?igure 11-10: Experimental setup for a polarization experiment with 

exciting light polarized along the .x axis. The axis system shown 1s the 

L•AS.. 
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static noninteracting ensemble of molecules is 

I(@,,w) = K 2 (? 1 V 1 ) 2 ( 2 .y2 ) 2 	 (54) 

where Û 1 =  (x1 ,y 1 ,z 1 ) is a unit vector along the absorption dipole 

moment, p2  = (x2 ,y2 ,z2) is a unit vector along the emission dipole 

moment, V 1  is the polarization direction of the exciting light, V 2  is 

the polarization direction of the detected fluorescence, and K 2  is a 

constant. Equation (54) can be reduced to 

I(,,w) = 111'!.2 	 (55) 

where I is given by the dyad 

y1 x2  z i x2\ 

T = Ki2: 1  = K( y 2  )(x i  y1  z 1 ) = K( x 1y2  y 1y2  z1y2 	
) 	

(56) 

\z2J \x1 z 2  y 1 z 2  z i z 2J 
To calculate F zz  we substitute Eq.(55) with V2 =  ±1 and V 1  given 

by Eq. (2) into Eq. (1) using Dzz(e,AG).  For the moment, we will retain 

the general tensor elements of I (e.g. lxx' Txy' etc.) rather than the 

specific tensor elements of Eq. (56). The partial ordering in our 

example is induced by exerting a mechanical stretch on the film. 

Utilizing the symmetry properties of DZZ(e,G),  expanding Eq. (1), and 

integrating over + results in 

- 	

Fzz  = (1/8)(8Tz+a[8TxxTzz(Txz+Tzx)2+8TyyTzz(Tyz+Tzy)2 

_16T]+8  E3Tx 3Ty 2TxxTyy+  (Txy+Tyx ) 2 _8lxxTzz  

_4+T2x)2_8TyyTzz -4 (T+T..) 2 +81 2 ]) 	 (57)ZZ  

where 



NO_VECTOR PROBLEMS 	 64 

ir /2 
a = f do sin 2o D zz (e , G) 	 (58) 

0 

ir/2 
= f do sin o °°'G 	 (59) 

0 

and Dzz(e,G)  is normalized such that 

ir/2 
f do D (O,âG) = 1zz 0 
	 (60) 

After incorporation of the elements of Ifrcm Eq. (56) into Eq. (57), we 

arrive at 

Fzz  = (K/8)[8zz-f-4a(z+44Oz4-4-4z 1 z2cosc) 

+8 (-5z-54+35z24-2oz1 z2cosc+2cos2c+1)] 	 (61) 

where e is the angle between 1G, and U. Fzy , Fxy , and Fxz  are calculated 

by inserting Eq. (55) with V 1 1  and given by Eqs. (2) and (3) into 

Eq. (4) using the appropriate density of states function. Expanding Eq. 

(4) and evaluating the integral over $ yields 

= 

+(Txx_Tyy ) 2 ]+f ij E4(T xx_T zz ) 2+4(Tyy _T zz ) 2_2(Txx_Tyy ) 2  

+2 (T+T) 2 _4  ( 2TxzTzx+2TyzTzy+Tx +Ty +Tx +Ty )] 

+ ij [4(Txz+T zx ) 2+4(Tyz+T zy ) 2_(Txy+Tyx ) 2  

(62) 

where 
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¶12 ¶12 
= f do .r dw Sjfl2OCOS2W Pjj(OwAG) 	 (63) 

	

Yij0 
	0 

¶/2 ¶/2 
13 = 

I do .r dw sin4ecos2w Pij(owAG) 	 (64) 

Pjj(owAG) is normalized suchthat 

¶/2 w/2 
f do f dw Pij(ewAG) = 1 
0 	0 

i = x, y, or z and j = y or z. Here a 	 is given by Eq. (58) but a and
ZY 

are given by 

¶/2 	2 
= .r do sin e  

where Dxx(e,AG)  is the one-vector density of states function for a 

vector along the laboratory x axis. Inserting the tensor elements of Eq. 

(56) into Eq.(62), we obtain 

F ij = 

+y. (4cos 2c-2z+2z-2+3Oz4-24z 1 z2cosc) 

 

-. 	 Fluorescence polarization data are generally in the form of ratios 

to el iminate the experimental constant K. From the  four quantities F, 

and F we can construct three ratios.. For example 

(65) 

•D 1 ••= 	 (68) 
.zz+ zy 
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and P 2  and P3  are derived from P 1  by replacing Fzy  by Fxzand Fxy 

respectively. In an ordered sample, one can measure P 1 , P2 , and P3 . In a 

random sample P 1  = P2  = P3  = P, but it is worth measuring P, because it 

provides an independent measure of the parameter c (see below). We 

therefore find four measurable quantities P 1 , P 2 , and P3  from an ordered 

sample and P from a random sample as data to determine the four 

parameters z 1 , z2 , c, and AG in Eqs. (61) and (67). In our hypothetical 

example, we will use the following data: P = 0.14±0.02, p 1  0.50±0.04, 

= -0.52±0.04, and P 3  = -.0.26±0.04. 

In the random sample (a = 2/3, B = 8/15, y = 1/3, and 	4/15), 

Eqs. (61) and (67) reduce to 

p = 3cos 2c - 1 
(69) 

+ 3  

From the data, we find c = 45.00 ± 1,50 

In the ordered sample, we use Eqs. (58-59), (63-64), and (66) to 

calculate a = axy, zy' Txy' 'xz' xy' zy' and for several 

values of AG;  in our example, we calculated these values for AG  between 

0 and 1 radian at increments of 0.05 radians. A simple computer program 

is then written to enumerate through all possible values of z 1  and z2  

(z 1  and z2  are between 0 and 1). For each set of z 1  and z21  the ratios 

and P3  are calculated fOr each value of AG  considered. Any set 

of z1 , z2 , and AG  where P 1 , P2 , and P3  all faii within the experimental 

error of the measured ratios is an acceptable solution. The set of all 

solutions define Z 1  Z2  arid AG rcompiete wi th unertainties. Carrying out 

this proced?ure for va.ur hypothtica1 jdatta resuits in 
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z 1  = 0.22 ± 0.08 (70) 

z 2  = 0.70 ± 0.03  

AG = 0.35 ± 0.10 radians  

It is important to emphasize that we have measured AG  in this example. 

That is, we did not need to know the distribution function to carry out 

the above analysis; we needed only a model which enabled us to 

parametrically represent the the distribution function with AG. 

11-5. DISCUSSION 

Spectroscopic studies of partially ordered ensembles can be used to 

probe information not available from the corresponding studies on 

randomly oriented ensembles. Three types of parameters (type I, type II, 

and type II) that can be measured are: 

(I). Spectroscopically inherent structural parameters which relate 

molecular properties to the MAS. To illustrate, consider Eqs. (61), 

(67), and (68) for fluorescence polarization; these expressions contain 

the spectroscopically inherent structural parameters z 1 , z21  and e. 

These parameters describe the projection of 1̂1 1  and 2  on the z axis of 

the MAS (zi  and z2 ) and the angle between p, and "2 (c). In contrast, 

Eq. (69) for the random system contains only c. Therefore, an experiment 

on an ordered sample is required to probe z 1  or z 2 . 

I 1 ).. Fundamental 1nôlEcular parameters whi:ch :descr'ibe quantum mechanical 

interact ions at the mb.iecuLar level . ExampIes •1ncl ude the pol an zab ii ity 

tensor in Raman •spettroscopy [i9 and tie el ernents of the spin 
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Hamiltonian matrix in EPR 

(III). Order parameters which describe the partial ordering. In the 

density of states method, this information is contained in A. In 

complicated systems, such as biological systems, A is often of much 

interest. 

The importance of these three types of parameters makes studies on 

partially ordered ensembles highly desirable. We believe that the 

density of states approach provides a useful technique for extracting 

these parameters. In this section, I will contrast the density of 

states approach to other methods that exist in the literature [20,21] 

and point out the advantages of our method. 

When analyzing a spectroscopic response of a partially ordered 

ensemble, one is faced with evaluating an integral like Eq. (1) or (4). 

To evaluate such an expression, one needs to know the spectroscopic 

response function and the distribution function of the partially 

ordered ensemble. The spectroscopic response function is usually 

determined through quantum mechanical analysis; if this analysis can not 

be done with much precision (such as in the case of Resonance Raman 

[221), a quantitative analysis of the results will not be possible. If a 

suitable spectroscopic response function is known, one is left with 

determining the distribution function. Sanetimes the distribution 

function can be written down. An example would be alignment in a 

magn.ettc fieid of .a molecule with a known magnetic susceptibility 

anisotropy [.3]. But, more often one is faced with one of the following 

diffLcU1ties,: 11 A .ormtii.a -for the dThstrTh.uti.o:n function can be written 

,:.owrn, :IJt .parameters 'in the fomuia 	4he magnetc suscetibil ity 

ar 	not •knoiqn-. Z) The par.t ii :Orderj ng is very iccm:pl.ex, (e .g. 
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biological systems) and rigorous ordering formulas cannot be written 

down. In both of these cases, the problem of analyzing spectroscopic 

data in partially ordered systems is reduced to the problem of 

determining the distribution function. 

A mathematically elegant method of dealing with the distribution 

function has been presented by Hentschel et. al. [20] and McBrierty 

[21]. They began by writing the average intensity as 

2ir +1 	2ir 
<I> = I da I dcos a I dy p(cz,B,y)I(ct,8,y) 	 (73) 

0 	-1 	0 

where p(cz,B,y) is the distribution function, here defined as the 

probability that the MAS of a member of the ensemble is related to the 

LAS by the Euler angles a,B, and y (for al discussion of Euler angles, 

see Arfken [23], page 179), and I(ci,B,y) is the response function for 

orientation a,B, and y. The distribution function is handled by 

expanding it in terms of the Wigner rotation matrix elements (denoted 

here by M) 

p(c*,B,y) = 	E PlmnMmn 
1 mn 

(74) 

where 

+1 	2ir 

1mn = 1 du .i dcos8 .r d1 	 (75) 
8irO 	-i 	0 

is the •imnthl  moment Of the distr ibuti on function. The •.probLern of 

determ in ing .p(a ,8 ,y) is thus re&u.c.ed to determinirg the mO..ents of the 

expansion. If the :ensemb1e i's ixTh&Ity symmetric,
imn 

 t5 	rO n1SS Th 
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n = 0. In other words 

p(8) = E p100M 10 (0,B 4 O) 	 (76) 

and the problem 	of determining p(a,,y) is further reduced to 

determining only the moments p100. 

When Eq. (74) (or Eq. (76) in axially symmetric cases) is 

substituted into Eq. (73), the average response is written in terms of 

the moments 
Plmn•  Due to symmetry, this substitution often leads to 

simplified formulas with most of the Plmn mcinents not entering the 

expression for <I>. For example, in linear dichroism, the resulting 

expresssion for <I> depends only on the 1 = 2 mcuients. If the 

distribution function is axially symmetric, the resulting expression 

will depend only on p200 . p200  is related to the traditional linear 

dichroism order parameter S [24] by 

S = (1/3)(3<cos 20>-1) = (811/5)p 200 	 (77) 

where <C0S 28> is the ensemble average of cosB. In this extreme case, 

the effect of partial ordering introduces onlya single parameter S. In 

general , more than the 1 = 2 moments will survive. For example, if 

I(a,,y) is given by Eq. (55), both 1 = 2 and 1 = 4 moments survive 

[19] or, if I(c&,8,y) is the response function for a magnetic resonance 

experiment (EPR of NMR), all moments may survive [5,6,9]. 

In sumary, the disadvantages of the moment expansion method are: 

ft). If an exriment is planned to iieasur•e parameters of type Jor II, 

it is necessary to know all the surviving rnawents or to be able to fit 

tfte data using the surviving ments as pai:ámeters. In the case of 
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linear dichrojsm in an axially symmetric system, only one moment 

survives and the situation may not be too bad. In general, however, the 

survival of many moments may preclude the possibility of a meaningful 

analysis. It is difficult even to place limits on these moments, because 

they are merely mathematical projections of an unknown distribution 

function onto the Wigner rotation matrix elements. 

(2). If type I and II parameters are known, it is possible to measure 

type III parameters with an experiment on an ordered system. At best, 

the result will be to measure some of the mc*iients. If only a few moments 

are determined, they may be of little value for describing the 

distribution function especially if the expansion in Eq. (74) is slowly 

convergent. Even if many moments can be determined, one would like to 

construct a model, calculate p(a,8,y), and see if the calculated moments 

agree with the measured moments. However, no general method for 

constructing p(a,,y) from a model that involves a rotation scheme of 

four or more rotations has been described. 

The density of states approach overcomes these two problems. One 

way to think of the difference between our approach and the moment 

expansion approach is that we represent the distribution function in 

terms of the, parameter A instead of the moments Plmn.  The major benefits 

afforded by adopting our approach are: 

(1). If an experiment is pianned to measure type I or II parameters, it 

is necessary to know themagnitude of A instead of the moments p.  It 

is easier to estimate the magnitude of A then to estimate the magnitude 

of the moments p1 nih' because A may often be restricted  from physical 

cons iderat i:ons,. With most models for partial ordering, t1e number . of 

parameters needed In A will usually be less than the mtber of rn:oflents 
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needed. 

(2). If type I and II parameters are known and used to probe the 

distribution function, one may obtain A. The A parameter in Conjunction 

with the rotation scheme and weighting functions gives a complete 

definition of the distribution function. In fact, if one knows A , one 

could calculate all the moments Plmn  [9,19]. Furthermore, each &i  is 

related is related to some physical property of the ensemble and, as 

such, is a quantity of interest [10,8]. 

(3) Our approach solves the general problem of calculating distribution 

functions from complicated models. As such, it is straightforward to 

interpret data in light of a specific model. 

(4). The fact that we average orientations in the MAS instead of the LAS 

sometimes makes our approach more efficient. For example, Ref. [10] 

gives an example of a system where the distribution function is axially 

symetric in the MAS but not in the LAS. 

The one-vector [5,9,10] and two-vector [19] density of states 

functions provide a new approach to the analysis 'of spectroscopic 

properties in partially ordered ensembles. This approach displays 

several advantages over the traditional moment expansion approach. These 

advantages are particularly apparent in two cases: 1) in systems where 

many moments are required, and 2) in systems where the partial ordering 

is complex (e.g. biological systems). In these two cases, most work has 

either attempted the cumbersome moment expansion method [25,26] or 

resorted to only a qualitative 'analysis [27].  As a result, spectroscopic 

'studies on these types 'of ordered samples is probably an underexplored 

area. We 'hope the density of 'states approach wil 1 enable 'greater 

'exp'loration i'fl t:hete areas. 
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CHAPTER III 

PICOSECOND FLUORESCENCE LIFETIME SYSTEM 

111-1.. INTRODUCTION 

Fluorescence lifetimes reported in these studies where measured 

using the.single-photon timing apparatus diagramed in Fig. Ill-i. This 

set up is a modification of an earlier system [1-31 to include a 

synchronously pumped, mode-locked dye laser. The output pulses of this 

laser have a full-width-half-maximum (FWHM) of about 10 ps; with these 

pulses, we can push single-photon timing to the limit of its resolution 

capabilities. In this chapter, I will describe the single-photon timing 

apparatus and discuss the techniques used for numerical anaylsis of our 

data. 

111-2. THE EXCITATION SOURCE 

The excitation pulse in the single-photon timing apparatus is 

provided by a Spectra Physics synchronously pumped, mode-locked dye 

laser. The pump laser is a Spectra Physics SP 171 argon ion laser which 

is mode locked acoustooptically [4]. The acoustooptic mode locking 

crystal is driven by a Spectra Physics SP 362 Ultrastable Mode Locker. 

The output pulses of the argon in Laser have a :FWHM of about 150 ps and 

the output is at 514 nm. The output of the argon ion Laser is used to 

mod.i fied Spectra Phys its :SP 375• dy laser. The dye laser t:av ity 

.75 
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Figure Ill-i: Block diagram of the single-photon timing system used for 

picosecond lifetime measurements, Abbreviations: ADC, analog-to-digital 

converter; BS, beam splitter; CFD, constant fraction discriminator; Fl, 

neutral density filter; F2, interference filter; LEV. DISC., level 

discriminator; MCA, multichannel analyzer; M.L., mode locker; P.D., 

photomultiplier; P.M., photodiode; TAC, time-to-amplitude converter. 
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has been extended to match the cavity length of the argon ion laser. In 

a similar configuration, dye laser pulses of less than 1 Ps have been 

obtained using the laser dye rhodaniine 6G [5,6]. The dramatic shortening 

of the dye laser pulses as compared to the argon ion laser pulses is due 

to a partial reduction of the pump-pulse induced population inversion by 

stimulated emission which is induced by simultaneous transit of the dye 

pulse through the dye stream [7,8]. 

Pulse widths from the dye laser are measured by the technique of -

zero-background, second harmonic generation [9].  The setup used for 

pulse width measurement is shown in Fig. 111-2. The laser beam is 

divided into two beams by a beam splitter. One beam traverses a fixed 

path length while the path length of the other beam is variable. The two 

beams are recombined by focusing onto a thin potassium dihydrogen 

phosphate, KDP, crystal which has been cut to the phase matching angle 

[10]. When two pulses overlap in the crystal, one photon from each beam 

can combine, resulting in a LW photon which leaves the crystal along the 

bisector of the two input beams. Measuring the UV intensity along the 

bisector while changing the variable path length results in an 

autocorrelation function for the laser pulse. 

We can obtain pulse widths with a FWHM of 1.5 ps at 620 nm by using 

rhodamine 6G, pumping at the threshold of lasing (about 750 mW argon 

pump power), and carefully matching the cavity lengths of the two 

lasers. For the fluorescence lifetime experiments, it was more 

convenient to run the dye laser above 'threshold and pump with about 

950 mW argon ion power. A typical autocorréi'at'ion function for an 

excitation pulse use••d in fiuor•es•cence i ifetime 'studies is 'thown in Fig. 

111-3. The s.ptke in t:h center is ;a coherence ::spi'ke .and it occ.urs in 'he 
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Figure 111-2: Block diagram of zero-background, second harmonic 

generation system used to measure pulse widths. Abbreviations: AFC, 

analog to freguency converter; 'BS, beam splitter; KDP, second harmonic 

generating crystal; .L, lens:; 14., rn irror; MCS, mu] tichanne.l scàlEr:; P, 

right angle prism; PMi, photømultipiier. 
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autocorrelation function of a pulse that has fine structure under the 

pulse envelope. The presence of fine structure indicates incomplete 

mode-locking; the result is a broadening of the pulse width [11]. The 

FWHM of the autocorrelation trace is 12 ps. To find the width of the 

laser pulse, we need to know the laser pulse shape; we assume that the 

-  laser pulse has a Gaussian envelope. An autocorrelation function of' a 

Gaussian pulse has a FWHM that is i2 times the FWHM of the Gaussian. 

Thus, we estimate the FWHM of our laser pulse to be about 8 ps. The 

assumption of a Gaussian pulse shape is a conservative assumption 

because other pulse shapes (e.g. Lorentzian) lead to division of the 

FWHM of the autocorrelation function by factors larger than /2 [12]. 

111-3. SIN1E-PHOTON TIMING ELECTRONICS 

Conventional single-photon timing systems start a voltage ramp in a 

time-to-amplitude converter (TAC) (We use a Canberra 2043 TAC) upon each 

excitation pulse and stop the voltage ramp when a fluorescence photon is 

detected. The resultant height of the voltage ramp is proportional to 

the time between the start and the stop pulse. The recording of many 

such events results in a histogram which is equivalent to the 

fluorescence intensity versus time [13].  Because the repetition rate of 

our laser (82 MHz or 12 ns pulse separation) is too high for the' TAC to 

start a voltage ramp on each laser pulse, we have adopted a reverse 

siig1'e-photcn tmng scieme. In oiir systern, we 'start th T'AC with a 

• fi uoresce:nce photon and stop the TAC with the next I a:s.er fl ash. The 

jitter of thE time between laser piil -ses i's -suffi'ci'ently iiow (< 5ps) that 



PICOSECOND FLUORIMETER 	 82 

we do •not sacrifice resolution in this mode of operation. 

Fluorescence photons are detected by a RCA 31034A photomultiplier. 

The output of the photomultiplier is amplified and input to a constant 

fraction discriminator [1,2]. One output of the constant fraction 

discriminator provides a pulse to the TAC resulting in the start of the 

voltage ramp. Two other outputs trigger the gate box (see below) and 

feed a count ratemeter; the count ratemeter was used to monitor the 

fluorescence intensity during an experiment. Laser pulses are detected 

by a Texas Instruments TIED 55 photodiode mounted in a transmission line 

housing similar to the one described by Steinmetz [14]. The output of 

the photodiode triggers a level discriminator whose output provides a 

pulse to the TAC which stops the voltage ramp. Before reaching the TAC, 

the output of the level discriminator passes through the gate box. 

The function of the gate box is to prevent pulses from the level 

discriminator from reaching the TAC except when a fluorescence photon 

has been detected. Fluorescence data taken before installation of the 

gate box showed large oscillations with a period of about 2 ns (See Fig. 

111-4). The oscillations appear to be due to perturbations in the TAC 

circuitry caused by the presence of a pulse from the level discriminator 

every 12 ns. Insertion of the gate box eliminated most of the 

oscillations. Remaining oscillations were attributable to the slowness 

of an ORTEC 462 TAC which was used in early versions of the single-

photon timing system. The faster Canberra 2043 TAC eliminated these last 

oscillations. All data presented here were taken with the Canberra TAC 

and the gate box; the results are" free from instrumental oscillations. 

Reference [15] has more detail s on the gate box and other features in 

this system. 
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The output of the TAC is converted into a channel number by a, 

Northern 1024 analog-to- digital converter and stored locally in a 1024 

channel Northern NS636 multichannel analyzer. We collected data until 

the peak channel had at least 10000 counts. The contents of the Northern 

NS636 was transferred to a VAX 11/780 computing system for data 

analysis. 

111-4. NUMERICAL ANALYSIS 

A fluorescence lifetime determination involves measurement of both 

E(t) and F(t). E(t) is the response of our system, and it is measured 

with a scattering solution in the sample cell. F(t) is the fluorescence 

decay curve, and it is measured with a fluorescent sample in the sample 

cell (See Fig. 111-1). F(t) is related to E(t) by the convolution 

integral 

t 
F(t) = / du E(u)I(t-u) 

0 
(1) 

where 1(t) is the actual fluorescence decay law. It is the actual decay 

law, 1(t), that is sought in a fluorescence lifetime experiment. When 

the width of E(t) is not negligible compared to the width of F(t), 1(t) 	- 

is only obtainable by deconvolution techniques. Our deconvolution 

techniques will be described in this section. 

The two most popu1ar methods for nnericai deco.nvoi ution of Eq.. 

(1) found in the literature are non-linear least squares (NLLS) [16-18J 

and method-of moments (MOM') ti9-23.]. in Each method,, one assumes a form 
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of 1(t) which contains adjustable parameters. A comon 1(t), and the 

1(t) that I will discuss here, is a sum of exponentials 

N 
1(t) = Z uexp(-t/t 1 ) 	 (2) 

i=1 

where 	is the amplitude and T is the lifetime of the ith component. 

The yield of the ith component given by 

ti = aiTi 	 (3) 

is equal to the number of photons emitted in the ith phase. In NLLS, a 

non-linear least square minimization routine [16,17] is used to minimize 

the least squares residual 

NPTS 
S = E (F(t)-c.(t)) 2 /F.(t) 

j=1 	' 	J 	3 (4) 

where NPTS is the number of data points and F(t) and C(t) are the jth 

points in the fluorescence data (after the dark counts have been 

subtracted out), and the calculated reconvolution using a particular set 

of and t. In photon counting data, the signal to noise ratio is 

proportional to the square root of the number of counts. The factor 

1/F(t). therefore, weights the squared deviation at the jth point by 

1/a 2  where a is the standard deviation of the jth point; this factor is 

the appropriate weighting factor for a least squares residual [18].  MOM 

is based on the fact that the 2N parameters a and T, in an N 

exponential decay law can be calcui'ated from the first 2N moments of 

E(t) and f<.t:) . Here, the kth moment is defined as 
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M(k) = X dt tklF(t) 	 (5) 
0 

In general, F(t) and E(t) data are collected only to some finite time, 

TV  and all of the work in MOM is determining cutoff corrections to the 

moments. Formally, we have 

M(k) = I' dt t'F(t) + 	dt tk4 .r 	F(t) 
0 	

If 

=M0 (k) + 6M(k) 
	

(6) 

where M0 (k) is the kth moment calculated from the available data and 

M(k) is the cutoff correction. Because E(t) is normally zero by time 

Tf  sM(k) for E(t) is assuiied to be zero. Isenberg et. al. [19-23] 

describe a self consistency approach to evaluating SM(k) for F(t) in the 

case where 1(t) is a sum of exponentials. 

With high 	signal-to-noise ratio 	data free from 	instrument 

artifacts, both NLLS and MOM work well when 1(t) contains one or two 

exponentials. We found that any discrepancy between the two methods was 

due to problems with the data and not to an inherent superiority of 

either NLLS or MOM over the other method. Besides collecting enough data 

for a high signal to noise ratio and removing all instrument artifacts, 

two more subtle problems needed to be dealt with before NLLS and MOM 

would agree consistently. First, because E(t) is recorded at the 

excitation wavelength and F(t) is recorded at the fluorescence 

•wa'eiengtii, one might expect different transit times through the 

photomultiplier when recording E(t) and F(t). The different transit 

times would be due to the different energies of the incident photons. To 
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account for this effect, we shift E(t) in time; we use the shift that 

yields the best fit as determined by the least squares residual. When an 

E(t) at 620 nm and an F(t) at 680 nm are recorded one after another, the 

shift with an RCA C31034A photomultiplier is fairly constant at about 

+10 Ps. When the recording of E(t) and the recording of F(t) is 

separated by more than 30 minutes, the optimal shift varies from about 

-15 Ps to +30 Ps. This variation is probably due to long term drifts in 

some system transit time property. Allowing the shift to vary freely 

enabled us to get good fits even when the recording of E(t) and F(t) are 

separated by 2 hours. 

The second problem we encountered concerned how much data to 

include in the analysis. If too few points are included, it is obvious 

that inferior fits will result due to a lack of information. We also 

found that if too many points out to long times are included, inferior 

fits can also result. The problem here seems to be due to including 

points with few counts and a low signal-to-noise ratio. In all results 

reported here, we were careful to avoid this problem by limiting the 

anaysis range to include only points with a signal-to-noise ratio 

greater than 10. 

When fits to three exponentials were sought, both NLLS and MOM 

worked and agreed, but NLLS achieved solutions faster than MOM and was 

less likely to result in computer errors when approaching the solution. 

For convenience, we have adopted NLLS as our standard method. 

All data analysis is done by the program FLORFIT and its associ -ated 

s:ubrout1nes. This jwogram is .capabie of deconvol uti On by :NLLS [16:_18], 

MOM [i9-23], :or expcnen:tl'ai series method :C24], ORT i s 1 .arg&y an 

iipinentati:on of the methods descr ibd Fñ the cfted reer:enc:es. 10n:e 
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major change was necessary due to the. 12 ns pulse separation time in our 

excitation source. When some of the exponential ccmponents have long 

lifetimes (> 2 ns), all fluorescence from a particular excitation pulse 

will not have decayed to zero by the next excitation pulse. The 

surviving fluorescence contributes a nonrandom background in F(t) which 

needs to be subtracted out. 

The expected background can be calculated for a particular set of 

and t j•  First, consider an E(t) and F(t) collected up to time T f. For 

t < F(t) due to a single excitation pulse is given by Eq. (1). For 

1(t) given by a sum of exponentials 

F(t) = f du E(u)aexp((tu)/t) 	 (7) 

where, here and below, a sum over i is understood. For t > T.1 , we note 

that E(t) should have decayed to zero (i.e. E(t) = 0 for t > Tf). By Eq. 

(1), F(t) for t >Tf  is 

If 
F(t) = exp((t_Tf)/T) f du E(u)czexp((Tfu)/t) 

0 

= exp(-(t_Tf)/T)F(Tf) 	 (8)
11 

where F f (Tf) is the measured fluorescence at time T f  due to the ith 

component. 

Now look at t < Tf and add in the fluorescence from previous pulses 

•using Eq. (8). The result is 

t 
t duE(u)aexP(-(t-u)it) + F 1 ;(lTf )exp(-(t+T If)/T.j) + 
0 	 p 



PICOSECOND FLUORIMETER 

+ Fi(Tf)exP(_(t+2TP_Tf)/T.) + ... 	 (9) 

where T 	 is the pulse separation time - about 12 ns for our laser. 

Evaluating the infinite series results in 

- 	 t 
F(t) = .r duE(u)aexp(_(t_u)/t) + Cexp(_t/t) 	 (10) 

0 

where 

C. = Fi(Tf)/[exP((TP_Tf)/T)_exp(_Tf/T)] 	 (11) 

From the second term in Eq. (10), we see that the expected 

background decays as a sum of exponentials with the same lifetimes as 

the fluorescence decay and amplitudes given by C 1 . If 	is short, 

F(Tf) is small and C 	is near zero, but if t > 2 ns, C. is no longer 

negligible. To correct for the long-lifetime background, we use the 

following procedure: 1) An initial set of a. j  and Ti is found, usually by 

a normal fit with no long lifetime background subtractions. 2) The 

• current set of a i  and Ti is used to calculate C,  and a long-lifetime 

background is subtracted from F(t). 3) The new F(t) is used to find a 

new set of m i  and r 1 . 4) Steps 2 and 3 are repeated until the lifetimes 

no longer change. The convergence normally takes two or three cycles. 

The program FLORFIT is capable of fitting to an 1(t) decay law that 

is not a sum of exponentials. The nuiierical procedures are much slower 

due to a loss of some simplifications that result when using exponential 

decy laws. Al-so., the procedure for long-I i fetime backgroUnd sibtract tan 

must be altered because the above method is based on 1(t) given by a sum 

o f exponertiai s. 
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111-5. CONCLUSION 

	

The picosecond laser, 	single-photon 	timing electronics, and 

computer software described above represent a system that pushes current 

single-photon timing techniques to their limits of resolution. Based on 

deconvolutions of simulated data that are convoluted using one real E(t) 

and deconvoluted using another E(t), we estimate that we can resolve 

fluorescence lifetimes as short as 25 ps. The limiting factor is a 

broadening of E(t) due to jitter in the electronics. The most probable 

source of jitter is the photamultiplier and constant fraction 

discriminator combination which is used to detect photons. Application 

of newly developed static crossed field photomultipliers to single-

photon timing should reduce this jitter and result in even higher 

resolution [25]. 
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CHAPTER IV 

F0, Fmax  AND INTENSITY DEPENDENT FLUORESCENCE DECAY KINETICS IN 

SPINACH CHLOROPLASTS AND ALGAE AT ROOM TEMPERATURE 

IV-1. INTRODUCTION 

It has been known for a long time that the state of the photosystem 

II reaction center affects the room-temperature fluorescence emission of 

chioroplasts in higher plants and algae. This emission is usually 

attributed to photosystem II chlorophyll [1-3]. In the all-open state 

(electron acceptor Q all oxidized), the fluorescence yield, F 0 , is low 

and the average lifetime is short. In the all-closed state (electron 

acceptor Q reduced), photochemistry is blocked and the fluorescence 

yield, is 3 to 5 times greater than F 0  [4,5]. A simple model of 

the photosynthetic unit (See reference [6] and discussion section of 

this chapter) predicts that when photochenhistry,. which has a quantum 

yield of about 0.95 [7,8], is blocked, the fluorescence yield should 

increase 20 fold. This apparent discrepancy could occur for two reasons. 

First, either photosystem I chlorophyll or chlorophyll that is not 

connected to any photosystem could contribute a constant background 

fluorescence present in both F0  and Fmax  [9,10]. Second, there may be a 

new radiationiess deactivation mechanism in the closed reaction center 

which does not occur in the open reaction center [11-13]. Recently, it 

was proposed that variable fluorescence results from recombination 

93 

between the primary éiett:rori acceptor and the primary electrofi donor Of 

photosystem II and 	:hat thi.s c:harg•e r:ecombi nation repopul ate.s the 
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excited singlet state of chlorophyll [14-20]. An analogous process 

leading to triplet or ground state chlorophyll molecules could provide a 

mechanism for radiationless deactivation in closed reaction centers. 

Fluorescence decay kinetic studies provide a direct method for 

distinguishing between these two models. 

The experiments 	described in 	this 	chapter investigate the 

fluorescence decay kinetics in spinach chioroplasts, pea chioroplasts, 

and whole algae for various states of the photosystem II reaction 

center. We find three exponential decay components in the all-open state 

(F0  level) as well as for the all-closed state 
(Fmax  level). The slowest 

component has a lifetime of 1 to 2 ns and exhibits a dramatic increase 

in yield as Q becomes reduced. Under the same conditions the lifetime of 

this component shows a small change. Two faster phases (< 700 ps) are 

present and they show minor lifetime and yield changes between F 0  and 

Fmaxø The intensity dependence of the fluorescence decay kinetics shows 

how the three components change at intermediate states between all-open 

and all-closed. Our results support the model that variable fluorescence 

is due to charge recombination between the primary electron acceptor and 

the primary electron donor in photosystem II. A working model for the 

interpretation of fluorescence lifetimes is presented in Chapter V. 

IV-2. MATERIALS AND METhODS 

Broken spinach chi oropi asts were isol ated by the method decribed 

in reference [21]. Fresh spinach leaves, grown either in a growth 

chamber ,  or tn a green house  were ground for 10 sec in 50 mM .HEPES4taOH 
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buffer (pH 7.5) 	with 0.4 M 	sucrose and 10 mM NaCl followed by 

centrifugation for 2 min at 2000 xg. After one wash with fresh grinding 

buffer, the chioroplasts were kept for 20 min at 0 °C in 10 mM HEPES-NaOH 

buffer (pH 7.5) with 0.1 M sucrose and 10 mM NaCl. After a 

centrifugation for 5 min at 2000 xg, the pellet was resuspended in 10 mM 

HEPES-NaOH buffer (pH 7.5) with 0.1 M sucrose, 5 mM MgC1 2 , and 5 mM 

NaCl. For experiments in the absence of magnesium, MgC1 2  was omitted 

frc*ii the resuspending buffer. The chlorophyll concentration was adjusted 

to 18 ug chlorophyll/mi by dilution with the resuspending buffer. For 

experiments at the F0  level, we added 1.25 mM ferricyanide as electron 

acceptor, 1.25 mM ferrocyanide to control the redox potential, and 

2.5 Mg/mi gramicidin D as uncoupler. The latter was added to prevent the 

slow formation of a pH gradient across the thylakoid membrane which has 

been reported to cause a decline in the fluorescence yield [22]. The 

chioroplast sample was rapidly stirred in a 1 an x 1 cm cuvette and each 

sample was replaced every 10 min if more data accumulation was needed. 

For experiments at the Fmax  level, we added 12.5 MM DCMU and 2 mM 

hydroxylamine hydrochloride. To close the reaction centers, the sample 

was illuminated with about 10 flashes of saturating intensity 

inniediately before the lifetime measurement. 

Chiorella pyrenoidosa, 	strain 	UTEX 	1230, and Chlamydomonas 

reinhardtii, strain UTEX 89, were grown as described [23,24] and diluted 

with growth medium to give a chlorophyll concentration of 18-20 iig/ml. 

The measurements were carried out in a 0.7 cm x 1 cm cuvette. For F 0  

measurements the sample was flowed at a rate of 6 mi/mm - the effective 

.sampie replacement volume -was approximately O.15 rnl. For 

measurements the algae were inc:uba-ted for 10 min with 20 •uM 	MU. nd DC.-a 
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10 mM hydroxylamine hydrochloride,, preilluminated with several flashes 

of saturating intensity, and not flowed. All cuvettes were painted black 

except for a window for the exciting beam and a window in the direction 

of the photomultiplier. This masking was necessary to eliminate an 

apparent broadening of the excitation pulse shape due to reflections 

from the cuvette surfaces. 

The single-photon timing fluorescence lifetime system and methods 

of numerical analysis are described in Chapter III. 

111-3. RESULTS 

1. Separation of three components in F 0  and Fmax 

In Fig. IV-1 is plotted the fluorescence decay data, F(t), in 

spinach chioroplasts with all reaction centers open in the presence of 

Mg 2. If the excitation intensity is high enough to induce a steady 

state level of closed reaction centers, the fluorescence yield will rise 

during the course of an experiment. We checked for this effect by 

continuously monitoring the fluorescence yield (photon cOunt rate). The 

yield did not increase during the measureilent. The fluorescence decay 

law was assumed to be a sum of exponentials (see Eq. (2) in Chapter 

III); the lifetimes and amplitudes were deconvolved using the numerical 

techniques described in Chapter III. We first tried a sum of two 

exponentials. A plot of the deviations between the best two-exponential 

fi t ::and the data is p1 otted on •a I tne'ar scai e in :the rnid.di e of Fl g. IV - 

1. The ringing pattern near the peak of the data is above the noise 

level and indicates that the decay cannot be describèd by two 
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Figure IV-l: Fluorescence decay of spinach chloroplasts at 680 nm in the 

presence of 5 mM MgCl 2  at low excitation intensity (F 0  level). The curve 

labeled E(t) is the excitation profile, and it has a FWHM of 310 Ps. The 

curves labeled F(t) are the experimental fluorescence decay data (noisy) 

and the best three- exponential fit (smooth). The lifetimes, r,  and the 

relative yields, •, of the three components are indicated. The middle 

and bottom plots are the deviations between the best two- and three-

exponential fits and the fluorescence data. The deviations plots are on 

a linear scale. 
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exponentials. The bottom of Fig. IV-1 illustrates that the deviations 

resulting from the best three- ex ponenti al fit contain only statistical 

noise. It is the best three- exponential fit that is the smooth line 

following F(t). 

- 	 The fluorescence decay at the Fmax  level also requires a three- 

exponential fit to eliminate systematic errors in the deviations plot. 

The Fmax  data are plotted in Fig. IV-2. Because the fastest component is 

only a small amount of the total decay (approximately 1%), the two-

exponential deviations resemble statistical noise. The finding of three 

components in F 0 , however, led us to look for a third component in Fmax• 

The bottom of Fig. IV-2 shows that the addition of the third fast 

component inproves the fit. 

The results in Figs. IV-1 and IV-2 are for spinach chloroplasts in 

the presence of 5 mM MgCl 2* Elimination of MgCl 2  from the suspension 

buffer causes the grana membranes to unstack and alters the 

fluorescence properties of the chloroplasts [25,26]. The fluorescence 

results in the absence of MgCl 2  are given in Table tV-I. For both F 0  and 

Fmax  we needed a three-exponential decay law to fit the data. A detailed 

discussion of the magnesium effect is reserved for Chapter VI. 

Table IV-I sumarizes the results discussed above. This table 

includes the lifetime, r, relative amplitudes, a, and yields, s  of our 

best three-exponential fits. The amplitude, a, is the preexponential 

factor in Eq. (2) in Chapter III; the yield, which is proportional to 

at, represents the total fraction of the photons emitted in each phase. 

To compare our resul ts with pubi ished experiments, we have mci uded our 

best two-exponen-tia] f1ts andour tmean  c.ictiiated f-rom 
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Figure IV-2: fluorescence decay of spinach chioroplasts at 680 nm in the 

presence of 5 mM MgCl 2  at the maximum fluorescence level, Fmaxs  The 

chioroplasts were preilluminated with several saturating flashes 

following 	the addition of 12.5 iiM DCMU 	and 2 mM hydroxlyamine 

hydrochloride. Other details are as in Fig. IV-1. 
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Table IV-I: Lifetimes and relative amplitudes of the exponential decay 

components in the fluorescence kinetics of spinach chloroplasts. 

Published values are indicated by the reference in the column at the 

right. In Ref. [32],  the measurements under low salt were done without 

the addition of 5-10 mM monovalent cations. The techniques were single-

photon counting [31,32], streak camera with high intensity single 

picosecond pulse [33], and phase fluorimetry [4,38]. The chloroplasts 

were isolated from spinach [31], pea [32,38], lettuce [4],  or barley 

[33]. 
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TPIBLE IV-i 

	

Experimental 	3-exponential fit 	2-exponential fit 	1-exponential fit 

	

conditions 	t(ps) 	a 	• 	t(ps) 	a 	 tmean(fl5) 

F0  

+5 mM NaCl 

130 0.55 26% 
360 0.41 55% 
1500 0.04 19% 

250 0.92 
1100 0.08 

200 0.99  
500 0.01 

410 0.96  
1460 0.04 

160 0.77  
600 0.23 

0.55 [This 
study] 

0.6 [4] 

0.4 [38] 

160 0.31 8% 410 0.76 1.04 [This 
Fx 530 0.53 47% 1500 0.24 study] 

1700 0.16 45% 
+5 mM NaCl 

480 0.93  1.31 [4] 
2000 0.07 

450 0.90  0.9 [38] 
1330 0.10 

150 0.72  
1060 0.28 

100 0.34 10% 320 0.80 0.47 [This 
F0  420 0.63 78% 750 0.20 study] 

1200 0.03 12% 
+5 mM NaCl 

320 0.99  0.7 [4] 
+5 mM MgC1 2  >500 0.01 

150 0.66 [33] 0.5 [38] 
620 0.34 

50 0.25 1% 790 0.37 1.73 [This 
Fx 750 0.26 17% 2000 0.63 study] 

2000 0.49 82% 
+5niMNaCl 

460 0.63  1.7 [4] 
+5 mM MgC1 2  1340 0.37 

130 0.52  1.35 [18] 
1290 0.48 
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3 	 3 
tmean = . E 	/ • E • 	 ( 1) 

i=1 	i=1 

The remaining values in Table IV-I are results from earlier studies. In 

general, we find fairly good agreement with published results. The major 

	

new finding of our experiments is that one or two components do not 	 - 

adequately describe the data, while three components describe the data 

well. The picosecond resolution capabilities of our system enable us to 

detect the fast component with a lifetime of about 100 ps. The lifetime 

of the middle component is between 400 ps and 700 Ps and the lifetime of 

the slow component is between 1.2 ns and 2.2 ns; each of these lifetimes 

depends on' the conditions of the experiment. The yield of the slow 

component is extremely sensitive to the state of the reaction center of 

photosystem II. 

It is not possible for the fast phase to be an artifact 

originating from a low level transmission of scattered excitation light 

through the 680 run interference filter and Corning 2-59 cutoff filter 

(passes > 640 nm) used in front of the photomultiplier. A typical F0  

measurement is collected at a photon count rate of about 2000 photons 

per second. Because about 10% of F 0  is fast phase, the fast phase 

accounts for about 200 photons per second. We determined that, with the 

excitation intensity used on an F0  experiment, less than 5 photons per 

second of scattered light pass through our filter combiflati.on. Thi s low 

level of scattered light could not cause the observation of a fast 

phase. 

2. Fl •uorescene .ilec:ay ,Ki:netics in Gr.een igae 

Spinach dfl.oropi as••t were removed from spinch leaves by the 
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procedure described in the Materials and Methods section. There is a 

possibility that this treatment, which breaks the chloroplasts, affects 

the fluorescence decay kinetics of chlorophyll a. To test for such an 

effect, we measured the fluorescence decay kinetics in the green algae 

Chlamydomonas reihhardtii and Chiorella pyrenoidosa; these experiments 

were done on intact cells. In Figs. IV-3 and IV-4 are plotted the 

fluorescence data from green algae. The values for the lifetimes and 

yields are given in Table IV-II. As in broken chioroplasts, a good fit 

to the green algae data requires a three- ex ponenti al decay law. The 

three components are nearly identical to the three components we found 

in spinach except for a slightly larger contribution of the slow phase 

to the F0  level. 

3. Intensity Dependence of Fluorescence Decay Kinetics in Spinach 

Chioroplasts 

Two extreme models of the photosynthetic antenna are the lake and 

puddle models. In the lake model, the antenna chlorophyll can transfer 

its energy to any one of many reaction centers. This model predicts that 

as reaction centers become progressively Olosed, there will be a gradual 

change in the fluorescence decay kinetics induced by an increased 

concentration of closed reaction centers. In the puddle model, each 

reaction center has an isolated chlorophyll antenna associated with it. 

In this model, as the reaction centers become progressively closed, 

there will be two classes of lifetimes - lifetimes associated with open 

re act i:cn centers and U fetinies zssiottated with :osed .ection centers. 

Provided that we are àbi.e to .resô1 ve all of the fiuorescenccompoiients, 

t:he puddiemodei pred'its t;ha.t as reatibi tenters bec1ne clOsed, There 
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Figure IV-3 Fluorescence decay of Chlamydomonas reinhardtii at 680 nm in 

the dark adapted state, F 0 (t), and in the state of maximum fluorescence, 

Fmax(t) The curve labeled E(t) is as in Fig. IV-1. The noisy 

experimental decays are superimposed with a smooth curve that is the 

best three- ex ponenti al fit. The deviations between the best fit and the 

experimental data are shown on a linear scale for F0 , middle, and Fmax 

bottcm, 



2 

ROOM-TtMPERATlJRt ftUORtSCENCE 
	

107 

CHLAMYDOMONAS 
io 

io• 

-. 

z 
w 

102 

10 

I C  

300 

iM 0 

—300 
4 	si 

I-. 

qjUU 

I0 

—3o0 

FMAX 

I-, 	 3 	4 
	

5 

TIME (nsec) 

XBL8I 1-4432 



ROOM-TEMPERATURE FLUORESCENCE 

Figure IV-4: Fluorescence decay of Chiorella pyrenoidosa at 680 nm. 

Other details are as in Fig. IV-3. 
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Table IV-II: Decay components for fluorescence decay kinetics in green 

algae (intact cells) and in spinach chloroplasts (broken chloroplasts in 

the presence of 5 mM MgCl2)' The fluorescence yields in this table are 

normalized for a total yield of F0  equal to 100. Pea chioroplasts were 

isolated by the same procedure as for spinach chloroplasts, either from 

11 day old seedlings grown in a growth chamber or from peas germanated 

for 7 days in the dark and illuminated by 50 intermittent light periods 

(1700 lux) of 2 min each followed by a dark period of 118 min [23,24] 

Sample Level t 1 (ps) • r2(ps) •2 t 3 (ps) •3 Fmax/FO 

Chiamydomonas F0  70 8.0 390 44 750 48 3.8 
ref nhardti i 

FMAX 60 2.3 850 62 2300 310 

Chlorella F0  60 2.0 390 30 840 68 3.0 
pyrenodosa 

FMAX 70 2.2 810 48 2100 250 

Spinach F0  110 10 420 78 1200 12 4.0 
Chloroplasts 

FMAX 50 4.0 750 68 2000 330 

Pea F0  50 6.0 340 65 680 29 5.1 
Chl oropi asts 

FMAX 70 2.5 700 68 2200 440 

Imi-Pea F0  80 14 510 35 2100 51 2.2 
Chioroplasts 

90 9.0 660 50 2400 158 
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will be a build-up of components due to closed reaction centers and a 

disappearance of components due to open reaction centers. It is not 

possible to discriminate between these models by looking only at the 

all-open and all-closed states. Thus, we have looked at the 

fluorescence decay kinetics in spinach chloroplasts as the reaction 

centers become increasingly closed. 

The spinach chioroplast sample measured was in the 	buffer 

containing 5 mM MgC1 2  with the addition of 2 ug/mi of gramicidin D. The 

sample was stirred in a 1 an x 1 cm cuvette. In Figs. IV-5 and IV-6 are 

plotted the lifetimes and yields, repectively, as the intensity is 

varied to progressively close reaction centers. The results at the 

lowest intensity and at the highest intensity are very similar to the 

F0  and Fmax  results in the presence of 5 mM Mg
+2 
 presented in Table IV-

1. Thus, the data in Figs. IV-5 and IV-6 span the entire range from all-

open reaction centers to all-closed reaction centers. 

The major change in yields is a 30-fold increase in the slow phase. 

The yields of the fast and middle phases are nearly constant, which 

means that the slow phase accounts for nearly all of the variable 

fluorescence; i.e., all of the change in •tot 

The lifetime of the slow phase increases by a factor of only two, 

despite the enormous change in its yield. The middle phase lifetime also 

increases by a factor of two and the fast phase lifetime decreases 

somewhat. The change in the lifetime of the fast phase is less definite 

because of the difficulty of resolving this phase, especially near the 

Tl-diosed state. 
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Figure P1-6: Yields of the components of the fluorescence decay kinetics 

in sptnach chiorop1 asts as a f:unct ion of the ikaser intensity.. Qther 
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4. Intermittent-Light Pea Chioroplasts 

Changes in the composition of the light-harvesting 	antenna 

chlorophyll might influence the fluorescence decay kinetics and may give 

insight into connections between photosynthetic units. To investigate 

this effect, we have measured the fluorescence decay in pea chioroplasts 

grown in intermittent light. These chioroplasts have intact photosystem 

I and photosystem II but are agranal and do not contain the light-

harvesting..chlorophyll a/b protein [27,28]. The values of the best 

three-exponential fits are given in Table IV-II. The major changes 

compared to normal pea chioroplasts (results also given in Table IV-II) 

are: (1) very little change in the lifetimes of the slow and middle 

phases between F0  and Fmax  and (2) a much smaller change in the yield 

of the slow component as the reaction centers become closed. The ratio 

F j /FO  = 2.2 is in good agreement with previous measurements [28]. 

IV-4. DISCUSSION 

1. Comparison With Other Lifetime Measurements 

The deconvolutions of our fluorescence decay kinetics indicate that 

three-exponential decays fit the experimental data within the 

statistical noise. The three components are found in intact cells of 

Chiorella and Chiamydomonas as well as in chioroplasts from spinach and 

peas; the three components are observed at both the F 0  and Fmax  levels. 

As demonstrated by the deviati:ons piots inFigs. IV-1 and IV-2, a two-

exponential decay is not sufficient to describe the fluorescence decay 

k1netis.' We also are not able to fit lour data with nonexponent.i al decay 
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laws such as those used by Barber etal. [29]. 

A comparison of our findings with those published in the recent 

literature (See Table IV-I) shows that, apart from the number of 

resolved components, our results can be reconciled fairly well with the 

results of other workers. Compared to previous measurements from this 

laboratory [30,31] the time resolution and the deconvolution techniques 

have both been improved. These changes account, in part, for the 

different results presented in this paper. If our results are reduced to 

the best two-exponential fits, the fluorescence lifetimes and amplitudes 

are comparable to those measured by Beddard, etal. [32].  They used a 

fluorescence lifetime measuring system similar to ours. 

Searle, etal. [33] excited chloroplast samples with a high laser 

pulse energy of about 2 X 10 14  photons/cm2  and monitored the 

fluorescence decay with a streak camera. These authors resolved two 

exponential components and the two components were affected by the 

addition of Mg 2  and the closing of photosystem II reaction centers in a 

similar way to the components of our two-exponential analysis. Their 

lifetimes, however, are considerably shorter than ours. The shortening 

was probably caused by singlet-singlet annihilation, which is induced by 

picosecond pulses having energies greater than 10 13  photons/cm2  [34,35]. 

We emphasize that the energy or our pulses, 2-4 x 106  photons/cm2 , is 

more than six orders of magnitude lower than the energy of pulses used 

in 'studies involving single picosecond pulses from a solid state laser. 

In addition, the time averaged intensity of the excitation during our 

neasurernents is ':s'irn liar to that used in conventional  studies of the 

• 	Ii uorescence yield. 

Most :f  the fi uores.cence lifetime studies in the I iter.ature have 
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been done by phase fluorimetry. The lifetimesare generally calculated 

from the results by assuming that the fluorescence follows a single-

exponential decay law. We find good agreement between lifetimes derived 

by phase fluorimetry and the mean lifetimes calculated from the best 

three-exponential fits in Table IV-I. The most complete phase 

fluorimetry studies have measured the lifetime as a function of light 

intensity. In each case, the lifetime was found to increase from about 

0.4 ns at low intensity to about 2 ns at high intensity and to be 

proportional to the total yield [4,36-39]. To compare these results to 

our data, we have plotted in Fig. IV-7 the mean lifetime of the results 

plotted in Figs. IV-5 and IV-6 as a function of the total fluorescence 

yield. The nearly linear relation closely agrees with the phase 

fluorimetry results. This deceptively simple linear relation has 

influenced the conclusions of some authors about the fluorescenàe 

properties of chioroplasts. 

2. A Model for the Origin of the Fluorescence 

A simple model for the fluorescence lifetime and yield from an 

array of light-harvesting chlorophylls connected to photosystem II 

reaction centers, P 680Q (cf. Ref. [51),  leads to the relations 

= l/(kF + kD + K 0  + kT[P680Q]) 	- 	 (2) 

and 

= kFt 	 (3) 

where kF  is the intrinsic rate constant for fluorescence, k 0  is the sum 

of the rate constant-s for radiationless deactivation byinternl 



R:OOM.1tMPE.RMRE jFLIJORESCE'NC:E 	 117 

SPINACH CHLOROPLASTs 

2000 

!( 	1500 

U 
0 

1000 

500 

iI 
Zb 	bO 	75 	100 	125 

TOTAL 0 (arb. units) 
XBL 817-1024 

'figure IV-?: Average - itfrtime cf the 'fl uorescence 'decay as a function of 

total'flHuorescence yie'id. Average lifetime ca1c6l  ated -from the data in 

Figs.. IV-'5 and :1V-6. 



ROOM-TEMPERATURE FLUORESCENCE 	 118 

conversion and spillover to photosystem I,,k 	is the rate. constant for 

intersystem crossing, k1  is the second order rate constant for energy 

transfer to photosystem II reaction centers, and [P 680Q] is the fraction 

of open photosystem II reaction centers. If all of the reaction centers 

are open, the fluorescence yield is at a minimum (F 0 ); if all reaction 

centers are closed, the fluorescence yield is at a maximum (Fmax)o  It is 

easy to show [40] that based on this model, the maximum yield of 

photochemistry is given by 

Fmax _FO 
Pmax = 	Fmax 	

(4) 

A value of •Pmax > 0.95 has been estimated from the quantum yield of the 

electron transport through photosystem II [6,7]. A slightly lower value 

of Pmax = 0.935 can be estimated from the minimum quantum yield of 

excitation losses by fluorescence of 2% [7] and by intersystem crossing 

of 4.5% [41]. These values give a predicted ratio Fmax /F O  of 20 and 15, 

respectively, which is not consistent with the ratio of 3 to 5 found for 

chioroplasts and algae (cf. Refs. [4], [5] and Table II). 

One proposal to account for this discrepancy without modifying the 

simple model is that a portion of F0  and Fmax  is fluorescence from 

chlorophyll that is not connected to the reaction center of photosystem 

II. Free chlorophyll or chlorophyll separated from the light-harvesting 

pigments could account for such a constant contribution to the 

fluorescence. It should have a long lifetime (2 to 5 ns), however, and 

we isee no significant contributi -on from a constant i'ong-lifetime 

backgroiind. A1wthEr  source of constant fl uorescenc:e :coxil:d be 

-c:hiorophyi I in -photosystem 1. Beddard et al. t321 have measured a 
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fluorescence lifetime, of 110 Ps for photosystem I particles, and this 

result is consistent with the lifetime of 80 p5 attributed to 

photosystem I by Paschenko et al. [42]. These results suggest that our 

fast phase may be due to photosystem I. The spectrum of the fast phase 

is .  very similar to those of the other two components, all peaking around 

680 nm, and shows only a slightly larger relative yield around 730 nm 

compared to 680 nm(data not shown). We conclude that some of the fast 

phase may be emission from chlorophyll a from the antenna pigments 

associated with photosystem I. These pigments have an emission spectrum 

similar to that of the pigments of photosystem II [2]. Apart from this 

assignment, the yield of the fast phase, being 10% or less of F 0 , is 

much smaller than approximately 80% of F 0  that would have to be constant 

fluorescence to account for the above discrepancy. 

Butler [13,40,433 and Duysens [11,12] account for the discrepancy 

between the measured and predicted ratio Fm 
ax  /FO  by assuming a new 

radiationless deactivation pathway in closed reaction centers. That is, 

the closed reaction center can still quench fluorescence. Duysens 

[11,12] has calculated the amount of quenching required in the closed 

reaction centers in order to observe only a 4 fold increase between F 0  

and Fmaxs  His model is' adequate to describe this effect as well as the 

relation in Fig. IV-7, but it cannot explain our data in Figs IV-5 and 

-' 	 IV-6. 

In the tripartite model proposed by Butler et al. [13,40,43], 

excitation is transfered to photosystem II reaction centers from closely 

connected chioi.ophyi I -a prot:ein.s. Energy can reachthe chiorophy-1 I a 

proteins ei ther by 4i'r.ect 'ab -sorption cP by  energy transfer from remotely 

:conncte'd 11ght-.ha.rves-ting chlorophyll a/b proteins. 'Excitation reaching 
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a closed reaction center can undergo radiationless deactivation or be 

transferred back to the chlorophyll antenna where fluorescence is 

possible. A qualitative kinetic analysis of this scheme results in the 

following conclusions for photosystem II fluorescence: 1) When all 

reaction centers are open, the fluorescence would be dominated by two 

fast components whose lifetimes are close to the transfer times from the 

two different components of the photosystem II antenna to the reaction 

center. 2) When reaction centers are closed, the fast components would 

still be present, because transfer to the reaction center is still 

taking place, and a new slow component would arise reflecting the 

kinetics of back transfer from the reaction center to the antenna. This 

pattern is qualitatively identical to our observations, except that we 

see a small amount of slow fluorescence in F 0. The residual slow 

fluorescence could be due either to a dark level of closed photosystem 

II reaction centers or to kinetic competition between photochemistry and 

back transfer in open photosystem II reaction centers. 

The results of Klimov etal. [14-20] suggest a mechanism for the 

processes occuring in the photosystem II reaction center that may 

control the back transfer of energy to the antenna discussed by Butler 

etal. [13,40,43]. In the model of Klimov etal. [14-20], a pheophytin 

molecule (Ph) functions as a primary electron acceptor in photosystem II 

between P680  and Q. Charge separation is always possible in a 

photosystem II reaction center. When Q is oxidized, a fast charge 

stabalization takes place 

P 80PhQ 	- P 80Ph Q 	 (5) 

But When .Q is reduced, charge recoibination tan occ:ur Ii4-2] 
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+ 	-- 	 * 
P680P.h Q 	- 680 Q 	 (6) 

The excited state may lead to fluorescence from the antenna or from the 

reaction center. Charge recombination to the ground state provides the 

new mechanism' of radiationless deactivation in closed reaction centers 

postulated by Butleretal. [13,40,43] and Duysens [11,12]. Our data are 

consistent with Butler's tripartite model for energy transfer and with 

the processes in the reaction center described by Kl imov et al. [14-20] 

We conclude that the fast phase and the middle phase represent 

fluorescence resulting from excitation that is lost on its way from the 

light-harvesting pigments to the photosystem II reaction center and 

reflect the transfer times from the two different antenna proteins. 

Photosystem I fluorescence may account for some of the fast phase. We 

propose that the component, increasing from 1 ns when all reaction 

centers are open to 2.2 ns when all reaction centers are closed, 

reflects the kinetics of the charge recombination. The two fold increase 

in lifetime indicates some connection between photosystem II units. Our 

slow component is shorter than the 4 ns component reported by Shuvalov 

etal. [44].  We did not find in either chioroplasts or algae such a slow 

component of fluorescence. 

In Chapter V, is presented a detailed analysis of a kinetic model 

for fluorescence enission. The model allows us tomake some quantitative 

conclusions about the emission from the antenna chlorophyll proteins and 

about the connectedness between photosystem II units [45]. 
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CHAPTER V 

A WORKING MODEL FOR INTERPRETATION OF FLUORESCENCE DECAY 

KINETICS IN SPINACH CHLOROPLASTS 

V-i. INTRODUCTION 

In the discussion of Chapter IV and in Refs. [1] and [2], a working 

model was proposed which is consistent with our room-temperature 

fluorescence lifetime experiments. The complete kinetic scheme for this 

model is diagramed in Fig. V-i. Chl a/b* and Chi a 2 * represent excited 

state chlorophyll in the chlorophyll a/b light-harvesting antenna 

(Chl a/b LH) and the chlorophyll a antenna of photosystem II (Chi a 2 ), 

respectively. These are the chlorophyll antenna components of 

photosystem II in Butler's tripartite model [3]. The kinetic paths 

connecting the Chl a/b* and Chi a2*  to each other and to the the 

reaction center of photosystem II are identical to those of the 

tripartite model [3] except that, for simplicity, we have assumed that 

the fluorescence rate, kF,  and the radiationless decay rate, kD,  from 

Chl a/b and Chl a 2  are identical. The remaining states in Fig. V-i are 

the possible states of the photosystem II reaction center; here, P 6801  

probabl y a c hl orophyl 1 a monomer, is the primary el ectron donor in 

photosystem Ii [4];  Ph, probably a pheophytin a molecule, is the primary 

electron acceptor in photosystem II [5-11]; and Q, probably a quinone 

moieuie, is t:he secondary electron acceptor in photosystem 1I[1:2 9 13]. 

The top row 'rerseift:s the kiflCt1C paths In photosy tern 11 lun ,its with 

open react icn centers Q ox idized), and the bottan row represents the 
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Figure V-i: Working model for the interpretation of the room-temperature 

lifetime experiments in spinach chloroplasts. k f  is a fluorescence rate; 

k0, kd , and  kd' are radiationless decay rates; kT321 kT23 ,  kT2O ,  and 

k102  are energy transfer rates; k c  kr ,  and k are electron transfer 

rates, and f ( = 1-g) is the fraction of closed photosystem II reaction 

centers. 



FLUORESCENCE MODEL 

QD 
4<5 I. 

CL 

- - 

0 

Oil &. Oil 
Je 

2 
2 

0 

1L 
*qJ 

C%J 	93 
- 00- 

Cal 	 fi 

10 

O 	 0 

128 



FLUORESCENCE MWEL 	 129 

kinetic paths in photosystem II units with closed reaction centers (Q 

reduced). The electron transfer processes which can occur in the 

photosystem II reaction center are derived from the model proposed by 

Klimov etal. [5-11]. 

In this chapter, I describe the use of the kinetic scheme in Fig V-

1 to simulate the intensity dependence of the room-temperature 

fluorescence lifetime data from spinach chioroplasts isolated in the 

presence of 5 mM MgC1 2  (see Figs. IV-5 and IV-6). The simulation is 

begun by considering the Fmax  state, where all of Q is reduced. The 

simulation of the fluorescence properties of this state requires 

consideration of only the four states in the bottom row of Fig IV-1. The 

fluorescence intensity at time t is given by 

F(t) = kF([Chl a/b
* 
 ] + [Chl a2 * ]) 	 (1) 

where [Chi a/b*]  and [Chi a2*]  are the concentrations of excited states 

in the Chl a/b LH antenna and the Chi a 2  antenna at timeS t, 

respectively. These time-dependent concentrations can be found by 

solving a system of linear differential equations which are derived from 

Fig. V-i by mass action. For example, in the all-closed state, the time 

dependence of [Chi a 2*1 follows 

d[Chl a *]  

dt 2 = - (kF+ko+k123+kT20)[Chl 8 2
* 
 3 + kT32[Chl a/b

* 
 3 	(2) 

+ kT.o2[P8oPhQ.] 

For any st .f rate cotist.ants and initial :conditions the syst:em of 

linear differential equations can easily be solved numerically and F(t) 

found ..ty use cf Eq ;. (1. :A thPee-exponentiai fit of the .esuTti.rg F( t) 
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yields three components which can be compared to our fluorescence data. 

The rate constants and the initial conditions are varied until the three 

calculated components agree with our experimental Fmax  data which 

corresponds to the highest intensity data points in Figs. IV-5 and IV-6. 

To simulate experiments at intermediate intensities, we consider 

all of the kinetic paths in Fig V-i, use the rate constants found from 

the Fmax  simulations, and vary f, the fraction of photosystem II units 

with Q reduced. These calculations give three fluorescence decay 

components as a function of the fraction of closed photosystem II 

reaction centers. To compare with our experimental data, the calculated 

decay components and the actual data are replotted as a function of the 

total fluorescence yield. The tQtal fluorescence yield of the 

chioroplasts is normalized such that the fluorescence yield at the 

highest intensity is 100; the total fluorescence yield of the 

calculations is normalized such that the total fluorescence yield when 

f = 1 is 100. 

In Figs. V-2 and V-3 are plotted the results of a complete 

simulation which reproduces all of our experimental data. The points in 

Figs. V-2 and V-3 are results from two different experiments one of 

which was presented in Figs. IV-5 to IV-7. The smooth lines are the 

results calculated from the set of rate constants and initial conditions 

listed in Table V-I. The rate, constants under the Fmax  column are the 

ones used to reproduce the Fmax  data.. The rate constants 'under the F0  

column are the additional ones used to reproduce the F0  data. For points 

between F0  and fmax  (f J=  .1 and f Y= 0), kT32  and  'kT23  were varied in a 

imooth Yahion between  their v.i.ues for the Fo  and 'm'a'x  simuiations. The 

reso:ns we adjusted 'kT32  and k123  are discussed below in the section on 
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Table 	V-I: Set of rate constants and initial 	conditions that reproduces 

the fluorescence lifetimes and yields for 	the highest intensity points 

in Figs. IV-5 and IV-6. Rate constants are in units of nsec. Initial 

conditions are probability densities at time 	0 

Fmax  F0  

Rate constants Rate constants 

k132 (closed) 0.80 k132(open) 

kT23(closed) 0.50 k123 (open) 

kT20 15.00 k 

k102  13.00 kr(open) 

k c 
135.00 

kr (closed) 85.00 

kF 0.90 

kD 0.24 

kd 0.32 

kd' 0.65 

Initial 	conditions 
* 

Chi 	a/b 0.50 

Chi a2* .0.50 

2.80 

1.75 

5.00 

5.00 
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the middle phase. 

We see that our model is consistent with our data. The large number 

of parameters involved in the fits precludes a quantitative 

determination of each rate constant. The simulation procedure, however, 

gives insight into the origin of each component The following sections 

discuss the origin of each component of the fluorescence decay and 

describe important features of the model which are required to fit the 

data. All of our calculations assume that the room-temperature 

fluorescence emanates from photosystem II; that is, from the Chi a/b LH 

antenna and the Chi a2  antenna. The effect of ignoring photosystem I 

fluorescence is briefly discussed. 

V-2. THE SLOW COMPONENT 

Our interpretation of the slow component is that it is "delayed" 

fluorescence due to excitation that returns to the chlorophyll antenna 

after a charge separation and recombination reaction in the photosystem 

II reaction center. The yield of the charge recombination is high when 

photochemistry is blocked by reduction of Q. The assumption that P680  

itself is non-fluorescent follows Butler's tripartite model [3]. The 

evidence for this assumption is that the emission spectrum of the slow 

component peaks at 680-685 nm like the chlorophyll antenna emission 	 - 

spectrum [1].  If P680  fluoresced, the expected emission would be red- 

shifted frorn :680 nm. 

To understand the kinetics of the siow component, we examine a set 

of r:ate con:starts and initi.al  conditions •.Wh1ch reproduces the Fmax  data; 
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such a set is presented in Table V-i. This solution set has a very fast 

charge separation rate (1/kg = 7 ps) for electron transfer from P 680  to 

Ph. This value is analogous to experimental numbers in bacterial 

reaction centers [14,15] and in photosystem I reaction centers [16]. 

Because k  is large, when P 80PhQ is formed either by excitation 

transfer from Chi a2  or by charge recombination from P 680Ph Q , the 

most probable next step is a charge separation. We expect that before 

energy transfer back to the chlorophyll antenna results in "delayed" 

fluorescence, the photosystem II reaction center will cycle between the 

states P 80P11Q and P 80PhQ many times. Because the slow fluorescence 

lifetime component is relatively fast for "delayed" fluorescence, the 

charge recombination reaction which occurs many times before "delayed" 

fluorescence must be very fast. The solution set in Table V-I has a 

charge recornbination rate that is comparable to the charge separation 

rate (i/kr = 12 ps). The states P 80PhQ and P 80PhQ can accurately be 

considered to be in a state of quasi equilibrium. The lifetime of the 

slow component is approximately equal to the lifetime of the quasi 

equilibrium which is a weighted average of l/kd'  (1500 ps) and l/kd 

(3300 ps) where kd'  and  kd  are the radiationless decay rates of the 

reaction center states. The existence of a quasi equilibrium agrees with 

recent detailed quantum mechanical calculations on the charge separation 

in bacterial reaction centers by Wertheimer and Friesner [17,18]. 

The situation when Q is oxidized is similar except that the 

radiationless decay rateof P 80PhQ is dominated by k. We choose k to 

be s im ii ar to the rate of a:naTogoiis Eftectr'on tranfer re'act:ions in 

bceriai react.i on center:s [14,15] and in photosys.t.ern 1 ractio:n centers 

[19120]. Because i./k 200 ps, the "delayed" fluorescence will have .a 
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low yield and be fast - nearly as fast as the"pranpt" fluorescence. We 

conclude that the slow fluorescence in the lowest intensity data in 

Figs. IV-5 and IV-6 is not "delayed" fluorescence from open photosystem 

II reaction centers. This slow component could be due to the presence of 

some closed photosystem II reaction centers. Alternatively, its origin 

could be some mechanism distinct from "delayed" fluorescence. 

For simulations where a ,  fraction f (f '= 1 and f (= 0) of the 

photosystem II reaction centers are closed, it is necessary to consider 

energy transfer between photosystem II units. If no energy transfer is 

possible, the lifetime of the slow component would remain constant and 

only its yield would decrease as f decreases. We observe, however, a 

decrease in the the slow phase lifetime. The lifetime decreases because 

excitation returning to the chlorophyll antenna from a closed reaction 

center may get quenched by transfer to an open reaction center. For a 

complete simulation, we must include energy transfer between 

photosystem II units. 

The slow phase lifetime in chioroplasts isolated from peas grown in 

intermittent light is the same in F 0  as in Fmax•  These chioroplasts lack 

the Chl a/b LH proteins [21,22], which suggests that communication 

between photosystem II units is through the Chi a/b LH antenna. A 

refinement in our model, which is consistent with this result and with 

our data, is that the Chl a/b LH antenna is a lake antenna that is 

capable of transferring excitation to a large number of 'Chi a 2  antennae. 

Excitation in the Chi a/b •LH antenna is transferred to a Chl a 2  antenna 

with rate constant kT 32' It wil 1 be transferred to the Chi a2  antenna 

.a c losed  react ion ceflter with pr:oba'bi 1;ity f, and to the Chi 	antenna 

of an open reactio center with probability g = i-f. We note •:that the 
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lifetime of the slow component decreases only two fold. If we introduce 

lake character to the Chi a 2  antennae, it is not possible to simulate 

such a small change. 

V-3. THE MIDDLE COMPONENT 

The two faster components of the fluorescence decay are "prompt" 

fluorescence which results from excitation lost prior to reaching a 

reaction center. The middle component reflects excitation that 

originates in the Chl a/b LH antenna. Its lifetime is approximately 

tm iddl e  = l/(kF + k0 + kT32) 
	

(3) 

where kF ,  kD , and  kT32  are the rate constants for fluorescence, 

radiationless decay, and energy transfer from the Chi a/b LH antenna. 

The lifetime of the middle phase decreases from 750 Ps to 400 ps 

between F0  and Fmaxs  By equation (3), we see that it is possible to 

simulate this decrease only if the denominator is larger at F 0  than at 

Fmax s We suggest that k1321  which is the dominant rate in Eq. (3), is 

faster in the all-open state than in the all-closed state. This change 

may be related to energy distribution regulation mechanisms present in 

chioroplasts such as the state 1 to state 2 transition [23,24]. When a 

photosystem II reaction center is closed, the rate constant for energy 

transfer to that reaction center is decreased, and the probability of 

energy transfer to an open hotostem I.i action center or to 

photosystem 1 is increased. This situation favors efficient use of 

ex:cTtEd states The chanye• iii the mid de phase Tifttirne :cannnot be. 
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explained by changes in kF  or  kD,  because large rates for these 

processes are inconsistent with the high yield of photochemistry present 

in the all-open state [25,26]. 

V-4. THE FAST COMPONENT 

The fast component is 	prompt '1  fluorescence which is due to 

excitation that originates in the Chi a 2  antenna and is lost prior to 

transfer to the reaction center. Its lifetime is approximately 

tfast = l/(kF + kD + kT2O + kT23) 	 (4) 

where kF, k01 kT20, and k123  are rate constants for fluorescence, 

radiationless decay, and energy transfer from the Chi a 2  antenna. Eq. 

(4) is dominated by the rate constant kT20.  The yield of the fast 

component is very low because nearly all of the excitation that 

originates in the Chi a 2  antenna is rapidly transferred to the reaction 

center of photosystem II. 

V-5. PHOTOSYSTEM I FLUORESCENCE 

The Chi a/b LH antenna and the Chl a 2  antenna are two parts of 

Butler's tripartite model [3] - the third part is the chlorophyll a 

antenna associated with photosystem I (Chl Y. The inclusion of Chi 

in our model •shoü1d not •substant ial.i y effect the I nt erpretat ion of tie 

three room-temperature fl :øSeflce id,ecay components. The room-

tnpertture - is ion 'spct.rum of the ht•:y'stii.  1 arteitha ts :siflrt iar to 
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the fluorescence emission spectrum of the photosystem II antenna [27]. 

Therefore, we might expect photosystem I fluorescence at 680 nm where we 

measured the fluorescence decay. In analogy with the interpretation of 

the fast phase, excitation originating in the Chi a 1  antenna would 

probably contribute a low yield of fast fluorescence. The lifetime of 

the photosystem I fast fluorescence would be approximately 

cpSI = l/(kF+ kD + k111 ) 
	

(5) 

where kF  and k0  are as above, and kT1I  is the rate of energy transfer 

from Chl a 1  to the reaction center of photosystem I. Beddard et al. 

[28] have measured a fluorescence lifetime of 110 Ps for photosystem I 

particles. This suggests that T pSI  from Eq. (5) may be around 110 Ps and 

that some of our fast phase may be due to excitation originating in 

Chi a 1 . 

If we include the excitation transfer between photosystem II and 

photosystem I, the interpretation of the middle phase would change only 

slightly. Instead of using Eq. (3), the lifetime of the middle phase 

would be approximately 

tmiddle = l/(kF + kD + k132  + k131 ) 	 (6) 

where kF.,  k0 , and k132  are as above, and k131  is the rate of energy 

transfer from the Chi a/b LII antenna to the Chi a1  antenna. 

Fluorescence emission spectra of subchloroplast particles indicates 

that there is no vriabie fluorescence orginating from photosystem I 

[2,29]. we cexpect 1no nt.r i.hutton fran photosyst I to the slow 

db:servd at roern emperature.. We note., Mwever, that the i.iietime 

of -the :slow coflponent will 'be .affectØ by ch.anges i•n the rate of e.negy 
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transfer from photosystem II to photosystem I. In the tripartitemodel, 

transfer from photosystem II to photosystem I is irreversible, and 

increasing this rate is equivalent to increasing the rate of 

fluorescence quenching paths in the photosystem II antenna. Increasing 

the rate of fluorescence quenching paths in the photosystem II antenna 

tends to decrease the lifetime of the "delayed" fluorescence. 

The quantitative inclusion of Chi a 1  into our analysis of the room-

temperature fluorescence decay requires more experimental data. Detailed 

fluorescence lifetime experiments on photosystem I-enriched 

subchloroplast particles should resolve this problem. 

V-6. SUMMARY 

The results of this Chapter and Refs. [l] and [2] led to the 

working model for the origin of room-temperature fluorescence diagramed 

in Fig. V_i. The basic structure of the model is derived from the 

tripartite model proposed by Butler [3].  The major addition is the 

explicit inclusion of the electron transfer processes involving 

pheophytin which occur in the reaction center of photosystem II [5-11]. 

A detailed kinetic analysis of this model shows •that the total 

fluorescence which is emitted from both the Chi a/b LH antenna and the 

Chi a2  antenna can be described by the sum of three exponentials. The 

origin of each phase is a complex interaction among the rate constants 

ifl Fi:g. V-i, but they can be idescribed qualitatively as follows: 1.) The 

fastest phase (about 100 ps) is kineticaily controlled by the dec-ay 

processes of the Chi a2  antenna. These procEsses are dominated by the 
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transfer, rate, kT201  from the Chi a2  antenna to the reaction center of 

photosystem II. 2) The middle phase (300-750 ps) is kinetically 

controlled by the decay processes of the Chi a/b LH antenna. These 

processes are daniñated by transfer rates from the Chi a/b LH antenna to 

the Chi a2  antenna and the Chi a 1  antenna (k132 + kT3l). 3) The yield of 

the slow phase is controlledby the presence of Q and its lifetime is 

determined by two factors. The first factor is the kinetics of the 

charge. recombination between P 80  and Ph and the second factor is the 

rates of fluorescence quenching from the photosystem II antenna. 
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CHAPTER VI 

EFFECT OF MAGNESIUM ON THE ROOM-TEMPERATURE FLUORESCENCE 

DECAY KINETICS IN SPINACH CHLOROPLASTS 

-; 	 VI-1. INTRODUCTION 

The addition of cations to broken chloroplasts induces changes in 

the primary processes of photosynthesis. These changes include: (1) a 

dramatic increase in the room-temperature fluorescence yield of DCMU 

poisoned chloroplasts [1-4], (2) an increase of the 685 nm fluorescence 

at low temperature relative to the 735 nm fluorescence [2-4], (3) an 

increase in the photosystem II quantum efficiency [2-4], and (4) a 

decrease in the photosystem I quantum efficiency [2-4]. Murata [2-4] 

postulated that cations decrease the rate of spillover from photosystem 

II to photosystem I and that cationic regulation of this rate may be the 

basis of the state 1 to state 2 transition observed in intact 

chioroplasts [5,6]. In his model, state 1 (the dark state) is analogous 

to the state of high cation concentration, with low photosystem II to 

photosystem I spillover; 	state 2 is analogous to the state of low 

cation 	concentration, with high photosystem II to photosystem I 

spillover. More recent work suggests that the cation effect on energy 

distribution between photosystem II and 	photosystem 	I is more 

complicated. Butler and Kitajima [7] concluded from fluorescence 

in&uction data at low temperature that, iii addition to decreasing the 

:r ate of photosystem Ti to photosystern i spii 1 ov€r, g2 •i flcrea5es  the 
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absorption cross section of photosystem II. The anaiysis of :Henkifl and 
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Sauer [8] indicates that the only effect of Mg 2  may be an increase in 

the absorption cross-section of photosystem II. 

Joliot and Joliot [9] reported that the fluorescence induction 

curve for intact chioroplasts in whole cells of Chiorella pyrenoidosa 

displays a sigmoidal rise. They attributed the sigmoidicity to the 

ability of energy to transfer between photosystem II units. They 

proposed a theoretical relation between the probability of transfer 

between photosystern II units, p, and the shape of the fluorescence 

induction curve; the fluorescence induction curve from intact 

chioroplasts indicates that p=0.55 [9]. Experiments with broken 

chioroplasts shows that the fluorescence induction curve is sigmoidal in 

the presence of Mg 2 , but exponential in the absence of Mg 2 ; the two 

curves correspond to p=0.5 to 0.6 in the presence of Mg+2  and p 

decreasing to a low value in the absence of M g+2  [10-13]. The conci usion 

is that Mg 2  is required for energy transfer between photosystem II 

units to exist. 

Several possibilities have been presented for explaining the 

mechanism of the cationic regulation of energy distribution. Izawa and 

Good [14] found that chioroplasts isolated in low salt medium have 

unstacked thylakoid membranes and that the addition of salts induces 

thylakoid stacking. This stacking is correlated with increased light 

scattering and with the fluorescence increases described above [15,16]. 

Murakami and Packer [15] and Murata [16] concluded that thylakoid 

stacking may be the mechanism behind the cation effect and the state 1 

to st ate 2 tr ansiti on. More recent 	rim ents show that thyi akotd 

stacking and Ii uorescence yiei'd thanges are sepr:b1 	henena'; that 

i s, one effect can be induced 1ndependenti y :f  the other [17,18]. 
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Experiments with mutants indicate that a Mg 2  effect and a state 1 to 

state 2 transition is absent in photosynthetic organisms that lack the 

chlorophyll a/b light-harvesting protein [19].  The conclusion is that an 

interaction between Mg 2  and the chlorophyll a/b light-harvesting 

protein induces some change which can control the energy distribution 

between photosystem II and photosystem I [19-21]. 

In this chapter, I describe the measurement of the three cpohents 

of the fluorescence decay described in Chapters IV and V (See also Refs. 

[22] and [231) as a function of the concentration of Mg 2. This 

experiment was done on the all-open state (F 0  level) and on the all-

closed state (Fmax  level) in spinach chloroplasts at room temperature. 

To examine the extent of energy transfer between photosystem II units, 

it is necessary to look at the fluorescence decay when some of the 

photosystem II reaction centers are open and some are closed. For 

experiments in the partially closed state, we have measured the 

intensity dependence of the fluorescence decay kinetics for spinach 

chloroplasts in the absence of Mg+2.  We find that most of our data can 

be explained by assuming that Mg 2  has two effects. The addition of 

Mg 2  to thylakoids from broken spinach chloroplasts isolated in a Mg 2  

free buffer, first decreases the rate of energy transferor spillover 

from photosystem II to photosystem I; this first effect saturates at low 

concentrations of Mg+2  (< 0.75 mM). A second effect., saturating at about 

2 mM Mg+2,  causes an increase in both the absorption cross section and 

the extent of energy transfer between photosystem II units. 
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VI-2.MATERIALS AND METHODS 

Broken spinach chioroplasts were isolated by methods similar to 

those described in Chapter IV except that portions of the chioroplast 

pellet were resuspended in several different buffers. Each buffer 

contained 10 nfl HEPES-NaOH (pH 7.5), 0.1 M sucrose, and 5 mM NaCl. Each 
	

1 

buffer also either had no t +2 , or contained a concentration of MgC1 2  

equal to the concentration desired for the fluorescence measurement. The 

chioroplasts were allowed to equilibrate in these buffers for at least 1 

hour. The chlorophyll concentration was adjusted to 18 jig chlorophyll/mi 

by dilution with the appropriate resuspending buffer. For experiments at 

the F0  level, we added 1.25 mM ferricyanide as electron acceptor, 

1.25 mM ferrocyanide to control the redox potential, and 2.5 tg/m1 

gramicidin D as uncoupler. These levels of added anionic electron 

acceptors along with their coion, K + , do not induce ionic effects in the 

room-temperature fluorescence properties of broken spinach chloroplasts. 

The chloroplast sample was rapidly stirred in a 1 cm x 1 cm cuvette, and 

each sample was replaced every 10 min if more data accumulation was 

needed. For experiments at the Fmax  level, we added 12.5 uM DCMU and 

2 mM hydroxylamine hydrochloride. To close the reaction centers, the 

sample was illuminated with about 10 flashes of saturating intensity 

imediately before the lifetime measurement. The intensity dependence 

experiment was done like an F0  experiment, except that only gramicidiri D 

was added to the resuspending buffer. All measurinents were carried out 

at room tem:perat:ure (20-22 °C), and the cuvette was painted black for 

reasons described in Chapter 1 V. 

The singl.ephoto:n timing apparatus and the methods of numerical 
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analysis are described in Chapter III. 

VI -3.RESULTS 

• 	+2 Dependence of F0  Level Fl uorescence 

Table VI-I sumarizes some of the results from Chapter IV (see also 

Ref. [22])  which have been renormalized to facilitate comparison of the 

yields between different experiments. The effects of adding Mg 2  to 

spinach chloroplasts at the F 0  level are: 1) a decrease in the lifetime 

of the slow phase with no change in its yield, 2) a slight increase in 

the lifetime of the middle phase accompanied by a doubling of the yield, 

and 3) a decrease in the yield of the fast phase. The change in the fast 

phase, however, may be within the uncertainty of our measurements 

because the fast phase is the most difficult phase to resolve. The 

dependence of the three lifetimes on Mg +2 concentration is plotted in 

Fig. VI-1. The slow phase increases somewhat at low levels of Mg +2  and 

then decreases to its final value, with the decrease being complete by 

[Mg +2 1 = 2 mM. We note that, like the fast phase, the slow phase is a 

small part of the total F0  decay and is difficult to resolve. The 

precise details of the change in the slow phase lifetime will need 

confirmation, but we generally observe a decrease in the slow phase 

lifetime upon the addition of 5 mM Mg 2. The lifetimes of the fast and 

middle phases show only minor changes. 

in ;FTig. •VI -2 arle piott:d the total yieid and 'the yi&d of 	ath 

component versus rlg+2  concentration. The total yield increases :ahout 30% 

+2 saturating at :Mg J 	0.75 mM,; this I ncra,se ts 1n good wgteement vñ'th 
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Table VI-I: Lifetimes and relative yields of the fluorescence from 

spinach chloroplasts. These data show the effects of adding 5 mM Mg 2  at 

both the F0  and Fmax  levels. All results are from chioroplasts isolated 

from a single set of spinach leaves. The yield figures are normalized 

such that 4 at Fmax  in the presence of Mg 2  equals 100. 

No Mg 2 
	

+5 mM 

Level 

130 4.4 100 2.5 
F0 	360 9.4 	17 420 19.5 	25 

1500 3.2 1200 3.0 

160 3,5. 50 1.0 
F 	530 20.7 	44 750 17.0 	100 max 	

1700 19.8 2000 82.0 
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the results of Henkin and Sauer [8].  The other changes are quite 

complex. The yield of the slow phase increases four fold peaking at 

[Mg+2] = 0.75 mM and then decreases to near its original value. The 

decrease is complete at about [Mg 2 ] = 2 mM. Despite difficulty in 

resolving the lifetime of the slow phase, the rise and fall of its yield 

was obser ved to be similar in each sample. It is therefore likely that 

the rise and fall of the lifetime of the slow phase mentioned above is 

real. The yield of the middle phase remains approximately constant up to 

1 mM and then approximately doubles, with the doubling nearly complete 

by [Mg 2 ] =2mM. 

2. Mg +2 Dependence of the Fmax  Level Fl uorescence 

The effects on the Fmax  level resulting from increasing the 

concentration of added to broken spinach chloroplasts are: 1) an 

increase in the lifetime of the slow phase accompanied by a four fold 

increase in its yield, 2) an increase in the lifetime of the middle 

phase accompanied by a slight decrease in its yield, and 3) changes in 

the fast phase which probably do not lie outside the uncertainty of our 

measurement. The fast phase in the Fmax  level is especially difficult to 

resolve because it is a very small component relative to the other two 

phases. The lifetimes of the three components versus Mg+2  concentration 

are plotted in Fig. VI-3. The lifetime of the slow phase increases from 

1170 ps to 1600 ps, saturating at [M9 2 ] = 0.75 mM or less. The range of 

the change, 1170 ps to 1600 ps, is different from the range in Table IV-. 

I (1700 ps to 200.0 ps ):; the discrepancyi S probably due to smpi e 

variability. Despite the differences in ranges, the saturation of the 

effect at tMj 2 j = 0.75 mM is reproducible for lihe siow phase 14fet4me. 
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The lifetime of the middle phase increases only slightly from 380 Ps to 

430 ps; the increase occurs at low Mg+2  concentration (< 0.75 mM). The 

smaller change here as compared to Table VT-I could also be due to 

sample variability. We have always seen an increase in this lifetime at 

the Fmax  level upon the addition of Mg 2. The increase is sometimes 

small, and the increase presented in Table VT-I represents about the 

maximum effect. 

The total yield and the yield of each component versus Mg 2  

concentration are plotted in Fig. VI-4. The total yield doubles, 

saturating at [Mg 2 1 = 2 mM; this increase is in close agreement with 

the results of Henkin and Sauer [8].  All of the increase is •accounted 

for by a four fold increase in the yield of the slow phase, and this 

increase also saturates at [Mg+2] = 2 mM. The only other effect is a 

slight decrease in the yield of the middle phase saturating at about 

[Mg 2 ] = 1 mM. 

3. Intensity Dependence of the Fluorescence Decay Kinetics in the 

Thsence of Mg+2  

The effect of intensity on the three kinetic components of spinach 

+2 i 
chloroplasts in the presence of Mg 	s plotted in Figs. IV-5 to IV-7 

(see Chapter IV). The results show a smooth transition from the F 0  

values to the Fmax  values given in Table VI-I. Here, we have repeated 

the same experiment in the absence of The results plotted in Figs. 

VI-5 and VI-6 show smooth transitions between results similar to the F 0  

:and :Fmax  vaues given in Table :Vii . The ii tiieof the :iow  pha.se  is 

nearly constan.t at about 1350..ps. The slow phase yield increases 8.3 

fold. The i.i.fetimé and :yiéld of the m*dhdise phase increase someWIiat, the 
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Figure VI-4: Total yield and yields of the components of the 

fluorescence decay in spinach chi oropi asts at the Fmax 1 evel as a 
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yield increasing about 60-70%. The lifetime of the fast phase remains 

constant and its yield decreases. 

VI-4. DISCUSSION 

1. Comparison with other 	Mg+2  Dependent 	Fluorescence Lifetime 

Measurements 

Because we have resolved three fluorescence decay components where 

other studies have resolved only two components [24-261 or one component 

[27], it is difficult to compare our results quantitatively to 

literature, results. A qualitative comparison, however, reveals that our 

data can be reconciled quite well with other Mg 2 -dependent 

fluorescence lifetime measurements [24-28]. Searleetal. [25] looked at 

the effect of adding Mg 2  to wild-type barley chioroplasts at both the 

F0  and Fmax  levels.. At F 0 , they saw very small changes in the lifetimes 

of two components and a slight increase in the yield of their slow 

component (600 to 650 ps). Our result for F 0  agrees with this result, if 

we note that their slow phase is probably an average of our middle and 

slow phases. The effect of adding Mg 2  at the Fmax  level has been 

examined for chloroplasts from wild-type barley [25] and from peas 

[24,26]. All three studies t24-251 recorded increases in yields which 

predominate in the slow part of the fluorescence. The slow fluorescence 

lifetime was found either to increase [24,25] or remain constant [26]. 

Our .resuit's •are 1n essentiai agre:emen•t with thffse rs:ui.ts.a's.we1Hl.. These 

prey iously reported Mg+2 effects, however, are generall,y smaller beca.use 

•.•a two anä:iys is averages some of t':h middl;e •pase tnt:o 'the si ow 
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phase. 

Moya etal. [27],  using the technique of phase fluorimetry with a 

one component analysis, measured the fluorescence lifetime as a function 

of intensity both in the presence and absence of A plot of their 

average lifetime versus total yield showed that in the absence of Mg 2  

the average lifetime is proportional to the total yield and it increases 

from 0.4 ns in the all-open state to 1.0 ns in the all-closed state. A 

plot of an average lifetime calculated from our intensity dependent data 

in the absence of Mg 2  (see Figs. VI-5 and VI-6) by Eq. (1) in Chapter 

IV is identical to the results of i'bya etal. [27] (plot not shown). The 

deceptively simple linear relationship between average lifetime and 

total yield has influenced the conclusions of several authors. 

2. Interpretation of the Mg 2  Effect 

The first discussions of the 	effect postulated that addition 

of Mg 2  decreases the rate of spillover from photosystem II to 

photosystem I [2-4]. In the model in Chapter V, this decrease would be a 

decrease in kT31.  Because, as discussed in Chapter V, the middle phase 

lifetime is approximately equal to 1/(kT32 + k 131 ), (See Eq. (6) in 

Chapter V) a decrease in kT31  should result in an increase in the middle 

phase lifetime. At both F 0  and Fmax  in Table VI-I and in Figs. IV-1 and 

IV-3, we see an increase in the middle phase lifetime. The changes are 

usual I y small and ccmpi eted by [Mg +2] = 0. 75 mM. We conci ude that 

changes in the photosystem II to photosystem I spillover rate may be 

taidng place buttha't they are .conpi.eted at very iow c:oj1centrations of 

Mg+2 and thereicre., cannot .account for all the observed fluorescence 

changes at frig her 	1certr•ations,. 
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The largest Mg 2  effects observed are changes in the slow phase at 

Fm  The increase in the slow phase lifetime (see Fig. IV-3) is 

complete by [Mg 2 ] = 0.75 mM. This increase could be due to a direct 

affect of Mg 2  on the kinetics of the charge recombination step in the 

photosystem II reaction center. Alternatively, the lifetime increase 

could be due to changes in the chlorophyll antenna. An increase in 

lifetime would be brought about by decreases in rate constants for 

quenching paths in the chlorophyll antenna. One such decrease could be a 

decrease in the photosystem II to photosystem I spillover rate. It is 

therefore possible, that the lifetime increases in the middle and slow 

phases, both of which are completed at low Mg+2  concentrations, are both 

due to changes in the photosystem II to photosystem I spillover rate. 

Both mechanisms discussed above, by which Mg 2  induces an increase 

in the slow phase lifetime, should also cause an increase the slow 

phase yield. The yield of the slow phase continues to increase up to 

Mg 2 1 = 2 mM, hover, while the lifetime effects are completed at a 

lower concentration of Mg+2. A mechanism to account for this continued 

yield change is a Mg+2  induced increase in the effective absorption 

cross-section of photosystem II. An increase in the photosystem [I 

absorption cross-section would cause the yield of the slow phase to 

increase without increasing its lifetime. The conclusion that both 

spiliover changes and absorption cross section changes occur upoh the 

addition of Mg 2  is in agreement with the work of Butler and Kitaj ima 

[7.]. 

The inte:n.si ty dependence of the fi uoresc ence ki netics can be used 

to Tex,am:ire the extent of energy 	lbetween :phot.osy stem Ii i'nfls. •A 

•striking di:fference between the resui ts in Fig1s Vi -5 and 11 -6, in the 



MAGNESIUM EFFECT 	 162 

absence of Mg+2,  and the results of a similar experiment in the presence 

of 5 mM Mg 2  presented in Figs. IV-5 to IV-7 (see also Table VI-I and 

Ref. [22]),  is that in the absence of F4 2 , the lifetime of the slow 

phase is almost constant. As discussed in Chapter V, changes in the slow 

phase lifetime in the presence of Mg +2 
 probably result from 

comuniçation between photosystem II units through the Chi a/b LH 

antenna. The results shown in Figs. VI-5 and VI-6 suggest that is 

required for colTinunication to exist and that, in the absence of Mg+231 

there is no communication between photosystem Ii units. This conclusion 

is consistent with the results of fluorescence induction experiments in 

the presence and absence of 1g 2  [10...13]. 

The Mg 2  dependence of the F 0  kinetics are more complex, but they 

can be rationalized using the above conclusions. At low concentrations 

of Mg 2 , the photosystem II antenna is in a puddle or disconnected state 

and Mg+2 
 is causing an increase in the rate of photosystem II to 

photosystem I spillover and/or a direct effect on the kinetics of the 

charge recombination. The low-level Mg+2  effects on the slow phase are 

expected to be an increase in its lifetime and yield (Note: the presence 

of a slow phase in F0  is probably due to the presence of some closed 

photosystem II reaction centers even in the dark - see Chapters IV and 

V). At higher levels of Mg 2 , the photosystem ii antenna begins to allow 

comunicatio-n between photosystem II units. In this state, excitation 

returning to the chlorophyll antenna following a charge recombination 

can now be quenched by transfer to an open photosystem II reaction 

cenier.. The result is •a shortening of the lifetime and -a idecrealse $n the 

yi-eid of the sThov phase.. Our model, therefore, pred ict- the rise ;!and 

fail of the slow phase yield j  whilcb• we -reproducibly observe. The fact 
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that the yield decrease is completed by [Mg 2 J = 2 mM gives us new 

information about the levels of Mg+2 required to bring about connections 

between photosystem II units. Our model, also predicts a rise and fall 

of the slow phase lifetime. Despite the difficulty in resolving the 

lifetime of the slow phase. at the F0  level, we believe the rise and fall 

shown in Fig. VI-1 is an acáurate measure of its behavior. 

The yield of the middle phase in the F 0  experiment increases with 

[Mg 2] until about Mg 2] = 2 mM. This effect is consistent with an 

increase of the absorption cross section of photosystem II. However, we 

did not observe an increase in the yield of the middle phase in the 

F max experiment. 

Although it is difficult to be precise about changes in the fast 

phase, we consistently observed a decrease in its lifetime upon the 

addition of rlg+2. increases communication between photosystem II 

units, we postulate that it also strengthens the connection between the 

Chl a2  antenna and the photosystem II reaction center. A Mg 2 -ifldUced 

increase in the rate constant k 120  could account for the observered 

shortening of the fast phase lifetime. 

3. Conclusion 

The addition of Mg 2  to broken spinach chloroplasts isolated in the 

absence of Mg+2  has two effects which occur in different concentration 

ranges. As the Mg  concentration is increased from 0.0 to 0.75 mM, the 

rate constant for transfer between photosystem II and photosystem I 

decreases. 'It is postbie that changes Qcc:uring Thn this concentration 

range al so affect the kinetics of the charge recombination in the 

photosysternII reacti:on center. As the concentration is increased 
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up to 2.0 mM, changes in the Chi a/b LH antenna occur which both 

increase the absorption cross-section of photosystem II and bring about 

communication between photosystern II units. There is probably also an 

increase in the transfer rate between the Chl a 2  antenna the the 

photosystem II reaction center. Most Df these correlations can be 

understood as a consequence of effects of Mg 2  on the organization of 

the Chl a/b LH antenna. This conclusion is in good agreement with the 

results of Lieberman etal. [19] who concluded that the Chi a/b LII 

antenna is required for effects. 
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CHAPTER VII 

FLUORESCENCE DECAY KINETICS DURING THE P TO S 

FLUORESCENCE DECLINE IN SPINACH CHLOROPLASTS 

VII1. INTRODUCTION 

The yield of chlorophyll a fluorescence in chioroplasts exhibits a 

slow quenching from an initial high-yield state (P state) to a steady 

state low-yield state (S state) [1-3]. There is general agreement that 

the slow quenching is caused by a structural change of the membrane in 

the chloroplasts [4];  it has recently been postulated that this 

structural change can be induced by two distinct mechanisms [5,6]. The 

first mechanism involves Mg 2  efflux from the thylakoids caused by H 

uptake into the thylakoids [7-12]. This mechanism is dominant at low 

light intensity and can be inhibited or reversed by uncouplers; it is 

termed ionophore-reversible or Mg 2-dependent quenching [5,6]. The 

second mechanism does not involve Mg+2  ion movement and may reflect 

conformational changes of the coupling factor [13].  This mechanism is 

dominant at high light intensity and is not reversed by uncouplers; it 

is termed ionophore-resistant quenching [5]. 

In this chapter, I present the measurement of the three phases of 

the fluorescence decay described in Chapters IV through VI (see also 

Refs.. [14-161) during the P to S transition under conditions where 

Ionophor.e_.reversi;biHe  q.uenching i s d.omi:n:ant. Br i antai s  et . ai . iifl have 

4rposed that whi ie ;quenching uflder these conditions Is •associated i th 

Mg+2 efflux, the quenching is not a reversal of the well known Mg+2 
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effect [18].  In particular, the spillover from photosystem II to 

photosystem I, as measured by the ratio of the 735 nm peak to the 685 nm 

peak of the fluorescence spectrinil at 77K [17], is the same in the P 

state as it is in the S state, while it is different in chioroplasts 

isolated in the presence or absence of Mg+2.  By comparing the lifetimes 

and yields in the P state and the S state to those in chioroplasts in 

the presence and absence of Mg+2 [14,16], we find, contrary to Briantais 

et al. [17],  that the P to S transition appears to be a reversal of the 

Mg 2  effect. 

VII-2. MATERIALS AND METHODS 

Broken chioroplasts were isolated from freshly harvested spinach 

leaves by the methods described in Chapter IV. The P to S decline was 

measured for a c hi oro p1 ast sampi e in 10mM HE PES -Na OH buffer (pH 7.5) 

containing 0.1 M sucrose, 5mM MgC1 2 , 5 mM NaCl., and 18 iig/ml of 

chlorophyll. The chloroplasts were excited at 620±5 nm using the laser 

dye Rhodamir,e 6G. fluorescence was monitored at 680±5 nm. The intensity 

of light hitting the chioroplast supension was approximately 40 

kerg/cm2/sec, and this was sufficient to induce the P to S transition. 

Measurements where done on a small volume (0.3 ml) that was uniformly 

illuminated to prevent artifacts due to diffusion of chioroplasts into 

and out of the beam. 

The single- photon tIming ap:par atus and the :metho:ds •o-f n:ther1cai 

analysis are described in Chapter III. 
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VII-30 RESULTS 

Fig. Vu-i shows the photon flux (fluorescence intensity) versus 

time for a typical sample. The initial rise from F 0  to Fmax  or from the 

0 state to the P state [19] is not resolved. The slow quenching from the 

P state to the S state is observed to occur with a half time of about 75 

seconds. The total extent of the quenching is between 50% and 60%. 

Addition of 1 uM gramacidin D prior to illumination inhibits the 

quenching; thus, our conditions favor the ionophore-reversible quenching 

mechanism [5,6]. The intensity of our excitation source (about 

40 kerg/an2/sec) is four times higher than that used by Krause [6] to 

measure ionophore-reversible quenching, but his excitation was broad-

band red light from 630 nm to 680 nm while our excitation is at 

620±5 nm. Thsorption by chloroplasts at 620 nm is lower than it is 

between 630nm and 680run. 

Accurate single-photon timing data require accumulating enough 

counts to achieve a good signal-to-noise ratio in the fluorescence decay 

data. We accomplished this by illuminating 7 fresh dark-adapted 

chioroplast samples and collecting photon timing data during the 

intervals marked in Fig. Vu-i. Addition of data from the corresponding 

intervals of the 7 chioroplast samples gives a sufficiently high signal-

to-noise ratio. Fig. VII-2 shows the raw data for the earliest time 

(lOs) and the latest time (435s). The bottom of Fig. ViI-2 shows plots 

of the deviations between the best three-exponential fits and the raw 

data. 

Fig. VII 3 is a pVot of the It.,fettmes ;f .the three C:Qflpo;flents 

dur1ng the P to S tra•nsition. The 1 ifetime of eac'h Phase 4ec.reases by 



P TO S TRANS1TI1ON 
	

170 

40 

U, 

20 
C 
4, 
C 

0 	 100 	200 	300 
	

400 	500 

Time (seconds) 

XBL 811-4441 

Figire vu-i: Fluorescence photon flux rate for a typical sample of 

spinach chloroplast:s 'undergoing a P 'to S transition. Data for lifetime 
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Figure VII-2: Single-photon timing data for fluorescence decays at the 

earliest time (FT105(t))  and at the latest time (FT....435s(t)).  E(t) is 

the response function for our single-photon timing system. The smooth 

lines through the two F(t)'s are the best three-exponential fits, and 

the two lower plots are the deviations between these fits and the raw 

data. 
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207. Fig. VII-4 plots total yield and the yield of each component during 

the P to S transition. The total yield decreases about 60%, and all of 

this decrease is accounted for by a 6.2-fold decrease in the yield of 

the slow phase. This 6.2 fold decrease in yield is accompanied by much 

less dramatic changes in Tslowo  The yields of the two faster phases 

increase, but by a factor of less than two. It is difficult to be 

precise about the fastest phase, because it amounts to less than 5% of 

the fluorescence. 

As mentioned in the Introduction, ionophore-reversible quenching 

_jnvolves flux from the thylakoids.EventhoughBriantaiset.al .  

[17] have concluded that some characteristics of the S state differ from 

those of chioroplasts devoid of Mg 2 , it is still tempting to equate the 

fluorescence decline results with the loss of the 1 2 -stimulated 

fluorescence increase. To explore further this question, we compare 

lifetime data in the P and S state to the P4g+2  effect on fluorescence 

lifetimes reported in Chapter VI and Ref. [15]. Table Vu-I sununarizes 

the comparison. In both the P to S experiment and the ±Mg+2  experiment, 

the fast and middle phases behave similarly. The fast phase increases in 

yield with only small changes in the lifetime. (The fast lifetime is 

difficult to resolve accurately.) The middle phase increases in yield 

about 1.5 fold and decreases slightly in lifetime. The slow phase 

•iifetime decreases by about the same extent in both cases, but its yield 

shows minor differences. In the P to S transition, the yield decreases 

6.2 fold. In the S state the yield of the slow phase has decreased to 

about 1/2 of t1e yieLd of the middle phae. it may have decreased even 

more1han this., betause our fl ,,rst :iolt  1s ctua1 i,y an average over the 

first 15 s€coIds,; this averaging tends to LSS:en the ob:served decrease 
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Table Vu-I: A comparison of the lifetime and yield changes upon going 

from the P state to the S state with the lifetime and yield changes in 

the presence and absence of Mg 2. For the ±Mg 2  effect, 1 uM DCMU and 

1 mM hydroxlamine hydrochloride were added to keep Q reduced. All 

lifetimes are in picoseconds. 

PTOS 

State T 0 	
ot tot 

High Yield 2  1390 81 	100 1580 83 	100 
(t=lOs or +Mg 	) 480 17 430 13 

150 2 40 4 

Low Yield 	
+2 1100 13 	44 1160 24 	49 

(t=435s or -Mg 	) 410 26 380 21 
110 5 60 5 
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in the slow phase yield. In the ±Mg 2  experiment, the yield of the slow 

phase decreases only 3.5 fold, and it is still the largest component 

even in the absence of 

VII-4, DISCUSSION 

The changes in the lifetimes and yields of the three fluorescence 

decay components between the P and S state and between the presence and 

absence of Mg 2  are very similar. This similarity suggests that the 

effect of the P to S transtion on energy distribution in the thylakoid 

membrane is the same as the effect of removing Mg+2.  In particular, the 

small decreases in the lifetimes of the middle and slow components 

reflect an increase in the rate of spillover from photosystem II to 

photosystem I. The large decrease in the slow phase yield and the small 

decrease in middle phase yield parallels the effect on these yields 

plotted in Fig. VI-4. These yield changes reflect changes in the rate of 

photosystem II to photosystem I spillover and changes in the absorption 

cross section of photosysteni II (see DiscUssion section of Chapter VI). 

Our conclusions are contrary to the results of Briantais etal. 

[17]. They froze chloroplast samples in liquid nitrogen at various times 

during the P to S transition. Unlike the fluorescence emission spectra 

at 77K of chioroplast samples in the presence and absence of Mg+2,  their 

frozen samples showed no change in the ratio of the 735 nm to 685 tim 

•peak hei;g;hts. One proposa1 to account for thediscrepancy between the jr 

results and ours is that the P to S transition does induce a removal of 

the -efect ,, but the •mechani sm of rem bvai does not survive iow 

I 
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temperatures. In contrast, Mg 2  removal, by isolation of the.chlóroplasts 

in the absence of 1 +2 
 induces changes which are still present at low 

temperature. These changes alter the low temperature emission spectrum. 
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CHAPTER VIII 

FLUORESCENCE DECAY KINETICS IN SPINACH CHLOROPLASTS 

AT LOW TEMPERATURE 

VIII-1. INTRODUCTION 

The fluorescence decay kinetics for spinach chloroplasts at room 

teiperature has been found 	in 	Chapters IV through VII 	to be 

characterized by three exponential components [1-3]. The room-

teiperature fluorescence enission spectrun from spinach chioroplasts is 

broad and featureless with a peak at 680-685 nm and a tail extending to 

beyond 700 nm [4].  The spectra of the three fluorescence decay 

components are simi1ar to each other [1].  Thus it is not possible to 

study the fluorescence decay from the different components of the 

photosynthetic unit independently by varying the detection wavelength. 

In contrast, at 77K the fluorescence enission spectrum, while still 

broad, is resolved into three peaks at 685 nm, 695 nm, and 735 rim [4,5]. 

From measurenent of the fluorescence enission spectra of purified 

subchlorbplast particles at 77K, it has been proposed that the origin of 

these three peaks are the Chi a/b LH antenna (685 nm), the Chi a 2  

antenna (695 rin), and photosystem I (735 nm) [5]. 

Picosecond resoiution of the fluorescence decay kinetics as a 

function of wavelength at 77K allows a selective study of the 

fi uorescence properties of d:i fferent pats :of the photoynthetit unit. 

The •fluorescence •4ecay at short :waveiengths (x <680 'nrn) :Ls 

'chracteriid .ty three exjonenti'a1 dec:ay  CompOneflt,S which :res:embl'E. those 
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at room tenperature. At long wavelengths (x > 710 nm), the fluorescence 

decay is described by one exponential rise component and two exponential 

decay components. The resolvable risetime is 50-100 ps, and the major 

decay component has a lifetime of about 3 ns. The other component, with 

a lifetime of 400-600 ps, is a small fraction of the total decay and 

appears to be associated with the tail of the short-wavelength 

fluorescence. 

VIII-2. MATERIALS AND METHODS 

Broken spinach chloroplasts were isolated by the methods described 

in Chapter IV. Measureiients were done on chioroplast samples with a 

chlorophyll concentration of 18 i.tg/ml. The chi oropl asts - were suspended 

in lOntI HEPES-NaOH buffer (pH 7.5) containing 0.1M sucrose, 5mM MgC1 2 , 

5mM NaC1, 12.5MM DCMU, and 1.25mM hydroxlamine hydrochloride. DCMU and 

hydroxiamine hydrochloride were added to assure that all of the 

photosystem II reaction centers were closed by reduction of the 

secondary electron acceptor Q. The sample was illuninated while being 

cooled to low temperature (77K) by immersion in liquid nitrogen in an 

optical dewar. 

The single-photon timing system and the methods of numerical 

analysis are described in Chapter III. 

V111--3. RES'U..1S 

The 1: uorescence - dcay t mpo i1ts -from 	 at 77K 
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for detection wavelengths < 680 nm are summarized in Table VIII-I. These 

components are similar to the three components observed in spinach 

chioroplasts at room temperature that are suspended in the same buffer; 

i.e., spinach chioroplasts in the presence of Mg+2, DCMU, and 

hydroxiamine hydrochloride. Two apparent differences between the room-

and low-temperature results are that the slow and middle phases are 

faster at 77K and that the relative yield of the slow phase is 40-50% 

less at 77K. 

At wavelengths >710 nm, we observe a very different fluorescence 

decay, which is characterized by three different kinetic components. One 

component is a risetime of 50-100 Ps and the other two are decays of 

400-600 Ps and 2200-3200 ps. The lifetimes of these three components are 

plotted as a function of emission wavelength in Fig. VILE-i. 

At the longest wavelengths (x > 740 nm), the 400-600 Ps phase is 

less than 3% of the total fluorescence yield. The resolved rise and slow 

decay components that predominate have approximately equal amplitudes 

which are opposite in sign. This fact suggests that the rise and slow 

decay can be assigned to a single pignent bed of chlorophyll. The 

observable rise of 50-100 Ps is the time required for energy transfer to 

this pignent bed, which then fluoresceses at long wavelengths and decays 

with a 3ns lifetime. The yield of the fluorescence emitted from the 

long-wavelength pigiient bed of chlorophyll, the yield of the 400-600 Ps 

component, and the total yield as a function of emission wavelength are 

plotted in Fig. Viii-2. The yield of the fluorescence emitted from the 

1ong-wavèiength pigment bed tof loryi I .1.o1Iows the fluorescence 

sp:ectrurn :beyond 710 nm, and in ths waY. i::ngth rgion the idc&dof the 

400-600 ps ccmponent de:rease's. to .;aFowievéi. 
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Table VIII-I: Miplitudes, lifetimes, and fluorescence yields of the 

three fluorescence decay components in spinach chioroplasts at 77K in 

the presence of 5 mM MgC1 2 , 12.5 iM DCMU, and 1.25 mM hydroxiamine 

hydrochloride. Miplitudes and yields are in percent of the total. 

x(nm) 	a t 	(ps) 

8 1590 40 
670 	38 310 40 

54 110 20 

13 1520 48 
680 	49 320 39 

38 140 13 
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Figure Vi I:I4:: Lifetimes of the three .ciponents j:  the 1ong-wav&eng t:h 

19 uarestene decay at 7K in spinach :chioroip:iasts as a functIiOn :Of the 

waveThengt:h fem'fsston. 
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At intermediate wavelengths it was not possible to fit the data 

adequately with either three or four kinetic components, presumably 

owing to overlap of the short-wavelength and the long-wavelength 

anissions. The resulting decay is multiphasic and complex. 

VIII-4. DISCUSSION 

We propose that there are five exponential kineti.c components in 

the low-tomperature ønission of spinach chioroplasts in the presence of 

Mg DCMU, and hydroxiamine hydrochloride. Three of these components 

are observable at 670 nm and at 680 nm. These are a slow component with 

a lifetime of 1500-1600 ps, a middle component with a lifetime of about 

300 ps, and a fast component with a lifetime of 100-150 ps. The weighted 

mean lifetime of the short-wavelength decay is 750-900 ps. This range is 

in agreeient with short-wavelength measurenents on pea chioroplasts by 

Wong etal. [6]. A two-component fit to our data is in agreement with 

the two-component anal ysi s of 685 nm fi uorescence from pea chi oropi asts 

at 77K by Beddard et àì. [7].  The fourth and fifth components that we 

observe predominate at long wavelengths and are best characterized 

beyond 750 in, where they are > 97% of the total decay. The fourth 

kinetic component is a risetime of about 100 ps, and the fifth is a 

decay with about a 3200 Ps lifetime. The long-wavelength decay is in 

reasonable agreønent with literature values from pea chioroplasts 

16, 8, 9] and from bean 14eaf [ID] ich range between 2100 ps and :3:1400 •:ps 

A 	similar risetime of 135 ps at 735 nm in spinach thioro:piasts 

iii 	at short wav.eiengths was reported :y Campi i10 et al. [1 1.], 
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but Butler etal. [10] reported that the long-wavelength fluorescence 

rise in pea chloroplasts illuninated at short wavelengths is less than 

the 50 ps resolution of their' system. We find that a long-wavelength 

fluorescence risetime between 50 Ps and 150 ps is reproducible. 

At wavelengths between 685 nm and 700 nm each of the above five 

components is present to a large enough extent that the data cannot be 

fit with only three or four components. At wavelengths between 710 nm 

and 735 nm, the long-wavelength components are sufficiently dominant 

that three- ex ponenti al fits describe the data. The 400-600 Ps component 

of the long-wavelength fits, which monotonically decreases in yield for 

wavelengths > 730 nm, is probably the tail of the short-wavelength 

fluorescence. It is slower than the middle phase measured at short 

wavelengths because some of the short-wavelength slow phase is averaged 

into it. Analogously, the long-wavelength slow decay component lifetime 

decreases at wavelengths less than 740 rn because some of the short 

wavelength slow phase probably is averaged into it. 

The fluorescence decay components at 670 rim and 680 rim are similar 

to the room-tnperature decay components. We have studied the 

temperature dependence of these components and the absence of an abrupt 

transition in the tenperature dependence suggests that the origin of 

these components is the same as the origin of the room-temperature 

components. Our analysis of the room-teliperature fluorescence postulated 

that the slow component is "delayed" fluorescence which arises from 

excited chlorophyll antenna molecules populated after a charge 

recombiiiation in the hotosstem Ii react ion -center [1 ,3J. TM s model 

aounts for t4e observed decr:ease In thereiatIve yi-eld of the -Siow 

phase at 77K.; at low temperatures,, the energeti cal Ty uphi i 1 charg.e 
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recombination and energy transfer back to the chlorophyll antenna 

beccies less probable. 

The fact that the amplitudes of the rise and of the slow decay of 

the long-wavelength fluorescence are equal but opposite in sign means 

that the chlorophyll pigment bed responsible for the long-wavelength 

emission receives most of its excitation through relatively slow,  

(100 ps) energy transfer and not by directabsorption of the excitation 

pulse by the piglient molecules that subsequently emit. This pigient bed 

probably contains a small nuiiber of chlorophyll molecules, which is 

consistent with the assignment of the long-wavelength fluorescence to a 

chlorophyll trap, C705, located in photosystem I [9,10,12]. The risetime 

of about 100 ps reflects the time required for energy to transfer from 

the bulk chlorophyll antenna to C705. In future studies we hope to 

determine whether there is a "variable" component of PS I fluorescence 

that is distinct from that resulting from excitation transfer controlled 

by the state of the PS II reaction center. 
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CHAPTER IX 

CONCLUSION 

ORIENTATIONAL AVERAGING 

Concrete methods for applying our density of states approach to 

orientational averaging problems are described in Chapter II. These 

methods involve detailed formulas for calculation of density of states 

functions that encompass a large range of problems. The complete 

formulas are presented in Tables Il-I, Il-TI, and Il-Ill. Density of 

states functions not included in these tables can be evaluated by the 

techniques outlined in Chapter II and presented in Refs. [1-3]. 

Our orientational averaging techniques were originally developed 

for analysis of spectroscopy on photosynthetic systems [4,5], but they 

should be applicable to many biological systems. I hope that scientists 

interested in spectroscopy of partially ordered systems have found that 

the details presented in this thesis and in Refs. [1-5] make our 

orientational averaging techniques understandable and usable. 

FLUORESCENCE DECAY KINETICS 

The picosecond resolution of the fluorescence decay kinetics in 

sts çresented in this thess :and n :Ref. 	J 	prent the 

• first high time resol ution, high signal -to- noise ratio investi:gati:oii of 

these kiTnetics.. 	Our ftrst new 9ndEng ts • tht ft takes ttiree 
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exponentials to accurately describe the fluorescence decay. One slow 

phase is 1 to 2 ns, and two faster phases are 350 to 750 Ps and 50 to 

100 ps. The exact lifetimes and yields of each phase depend on the 

experimental conditions. The fastest phase has been missed in previous 

investigations because it is very fast and because it has a low yield. 

A working model for the interpretation of the three decay 

components is presented in Chapter V. The model is an extension of 

Butler etal.'s tripartite model [7-9] to explicitly include electron 

transfer processes in the photosystem II reaction center [10-16]. 

Simulation procedures using the model illustrated in Fig. V-i have given 

us an understanding of the origin of each fluorescence decay component 

[17]. The middle and fast phases are " prompt '1  fluorescence phases due to 

excitation in photosystem II that is lost prior to reaching the 

photosystem II reaction center. Their lifetimes are approximately equal 

to the time for energy transfer from the Chl a/b LH antenna and from the 

Chl a2  antenna to the reaction center of photosystem II, respectively. 

The slow phase is "delayed" fluorescence that is due to excitation that 

returns to the chlorophyll antenna after undergoing a charge separation 

and recombination reaction in the photosystem II reaction center. The 

charge recombination reaction in the photosystem II reaction center 

occurs with a high yield when the reaction center is closed. 

The working model provides a framework for interpretation and 

anal ysi s of changes in fl u.r.escence properties o ...chioropiasts that are 

related to sample conditions,. There are rnznerous reports in the 

photosynthesi s literature f how chl:oropl ast preparation and treatment 

affect the total fl uorescenc:e yl &l :d .see -rev i;ews [7 ,T&J)..  IMany of the:se 

studies could be 'extended by resolving the ii uorescence decay and 
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investigating how the chioroplast preparation and treatment affect the 

lifetime and yields of each component. Comparison of the measured total 

fluorescence yield with the published total fluorescence yield studies 

provides a built-in parameter that indicates we are studying the same 

phenomena. Our first atteiipts at such an experimental program are 

presented in Chapters VI and VII. 

In Chapter VI is presented an examination of the effect of !42  on 

the room-tsiiperature fluorescence decay kinetics in spinach 

chioroplasts. The ability to measure the lifetime and yield of each 

phase led us to propose two effects that occur at different levels of 

added Mg 2  [193. As is added to spinach chloroplasts isolated in 

the absence of Mg+2, the connections between photosystem II and 

photosystem I are altered such that the rate of energy transfer from 

photosystem II to photosystem I is decreased. This effect saturates at 

[Mg 2 ] = 0.75 mM. At higher levels of added Mg 2  (up to 2 mM), the 

connections between photosystem, II units are altered such that energy 

transfer between photosystem II units is possible and the absorption 

cross section of photosystem II is increased. • Studies on the P to S 

fluorescence decline in spinach chioroplasts, presented in Chapter VII, 

suggest that the transition from the P state to the S state is analogous 

to the removal of the Mg 2  effect. 

The photosynthesis literature also contains a large volume of work 

on low-temperature fluorescence intensity properties of chloroplasts 

[7]. Our first examination of the thw-ternperature fluorescence decay 

Ykinetks,, .ihich i.s presented tn chapter v.ni, has uncovered five 

-rompon :[2G3. Ibree tompcirents whih redninhte at shrt aveiengths 

appear to be anáiogous to the room_te:perature tDrnponents.. A decrease i :n 
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the yield of the slow phase supports the interpretation that the slow 

phase originates from a charge recombination reaction that is 

energetically uphill. Two new components, which predominate at long 

wavelengths, appear to originate from a small pigment bed of 

chlorophyll analogous to the C705 chlorophyll trap in photosystem I 

proposed by Satoh and Butler [21].  One of these long-wavelength 

components is a resolvable risetime of 50 to 150 ps. The measured onset 

of fluorescence provides a direct observation of energy transfer from 

the bulk chlorophyll antenna to the pignent bed of chlorophyll 

responsible for the long-wavelength emission. 

Possible future directions for fluorescence decay investigations 

are numerous. I will mention three projects which are already in 

progress: 

M. By varying the electrochemical potential 	of a chloroplast 

suspension, it is possible to reduce controlled amounts of Q [22-24]. 

The fluorescence yield change as a function of potential is quite 

complex and is suggestive of heterogeneity in the photosystem II 

reaction centers [22-24]. Resolution of the fluorescence decay kinetics 

as a function of potential may help to sort out some of the 

heterogeneity questions and suggest refinements for the model in Fig V-

1. 

(2). fluorescence 	decay experiments with subchloroplast particles 

enriched in either photosystem I or photosystem II should enable a 

quantitative determination of the contribution of photosystem  I to the 

room- tnperature 19'uo:resceflce. This result would enable more 

quantitative evai :uat ion of spiii over between photcsystem II and 

photosystem I. 
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(3). Fluorescence from the pigment bed of chlorophyll responsible for 

the long-wavelength emission at low temperature can be probed 

independently of that from other components of the photosynthetic unit. 

Many possible experiments could elucidate the properties of this pigment 

bed. Examples include teiiperature dependence and excitation-wavelength 

dependence of the fluorescence risetime. 

The aim of the fluorescence decay kinetics section of this thesis 

has been to initiate detailed picosecond resolution of the fluorescence 

decay in photosynthetic systems. We were able to uncover the complex 

nature of the fluorescence decay kinetics in spinach chioroplasts. The 

knowlege of three fluorescence decay components and the ability to 

measure these components provides more information than measuring only 

the total fi uorescence yield. Thus, time-resolved fi uorescence decay 

studies can greatly increase the effectiveness of fluorescence as a non-

destructive probe into the photosynthetic unit. I believe that such 

studies can lead to a detailed understanding of the paths of energy 

transfer through the phoytosynthetic unit, kinetics of energy transfer 

between chlorophyll-proteins, and mechanisms behind energy regulation in 

chloroplasts. I hope the work presented in this thesis will prove to be 

the groundwork for such studies. 
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APPENDIX I 

We follow the convention of Arfken [1], page 179, and define 

rotation matrices for rotations about the x, y and z axes by 

R(e)= 

(0 

0 	0 

cos 0 sin 0 

sin 0 cos 0 

S 

(1) 

(sin 

COS 

Ri 0 

 $ 

1 

0 

..sin $ 

0 

cos • 

(2) 

/cos 1I sin 4' 
	

0 

R(41) = (_sin * cos 
	

0 
	

(3) 

\o 	0 
	

1 

These rotation matrices have the following property: If V is some vector 

in the laboratory axis system (LAS), the coordinates of V in the LAS 

after V has been rotated counterclockwise through an angle a about the 

ith LAS axis are 

1r 	R(a)V 	[R(a)]TV 	 (4) 

For density of states calculations, we need to know the coordinates of 

V in an axis system (the molecular axis system - MAS) that is related to 

the LS by sticcessive cot ntrlockwis:e 'rotations of 'a 1 , •.., about 

the '1 11  ..-., l in  LAS 'ax-es. 'The unit 'veto'rs a'iHong the x, y, and :•z axes of 

the LA-S are Tot-ated by the n -rotati -into -unit vectors 'along the x, y, 
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and z axes of the MAS. From Eq. (4), the coordinates of these rotated 

unit vectors in the LAS are 

r = R(u)...Rj 1( a) n 

and analogously for 9,,. and 2,,. The coordinates of V in the MAS, denoted 

is thus given by 

1' = ('Lr '!2r  .iZr ) 

= [R(a) ... Rj ] (a1 )1TV 

n 
= 	ii R 	()] !. 

i= 1 
(6) 

(5) 

I. G. rf:ken , F4àthemat ica I Methods 	 Pcademic., New York, 

197O). 
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APPENDIX II 

The three rotations that generate the ensemble of MAS's in a thin 

film are: 1) a free rotation of a1  about the z axis, 2) a rotation of 

a2 weighted by Eq. (9) in Chapter II about the x axis, and 3) a free 

rotation of a 3  about the y axis. In terms of all a
2  and 0

3 , the field 

direction in the MAS, V'(a), is 

cos , 

= Rz (ai)Rx (a2)RY (a3)(sin *) 	 (1) 

The z canponent of V(S) is 

= IVicose = IVI(cos*cosa2sina3 sin4'sina2 ) 	 (2) 

Following Eq. (12) in Chapter II, we choose the change of variables 

= -• + f 1 (v19 0) 

= vi 	 (3) 

-1 cos 0 + sin 	sin v
1  a3  = sin 	 4' 	) 	 (4) 

 

Evaluation of 3V'(a)/aa3  and substition into Eq. (11) in Chapter II 

results in 

=si ne
:.dv 1 cio:sv1  W ç.i(v1 A)(cos2 iP C0S2 V1  

cs2 0 -2cc: s0 	sinv1 	.s.ifl'29 	 (:5) 
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where cos v 1  dv1  = dv is the necessary vol tine element for a zxy rotation 

scheme. Expansion of the denominator and integration where the integrand 

is real yields Eq. (13) in Chapter II. 

6 
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APPENDIX III 

For an ensemble of MAS's generated by a zxyz rotation scheme, the 

field direction in the MAS, V'(a), is given by 

cos 'l 

= R(ai)R(a2)R(a3)R(a4)(Sifl s) 	 (1) 

The z ccmponent of the V 1  (a) is 

V' (& = 	cos e = IVI[cos*(cosa2sina3cosa4+sincz2sina4) 

+si n*(cosa 2si na3sina4-sina2cosa4 )] 	 (2) 

Using a slight modification of Eq. (12) in Chapter II, we choose the 

change of variables 

-+ + f 1 (v1 ,v 2 ,O) 

a2 =Vi 

cos 0 -  i - sin v 1  sin(P-v2 ) 
a3  - 	- 1( 	

cos v1  cos(l'-v2 ) 

U4  = V2 

Now 

avz I  (i.) 
Ba 	= cos v1 cos a3  cos{V-v2 ) 

 

 

- 	U;$iflig .;the a. esui It in E.q-. ( 3 
 ) 

Wand sub stl;tijti;n:g Into Eq (ii) in chapter 

i1 resijlts In 
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=sine .r dv 1  .r dv cosv 1 W 1 (v2 )W2 (v1 a3 ) 
vi 	V2  

x [cos2vcos2 (4-v2 )-cos2 e-2cososi nv 1 si n(-v2 ) 

- sin2 v 1 sin 2 (*-v2 )1 -112 	 (5) 

where cos v1dv1dv2 = dv is the necessary volume element for a zxyz 

rotation scheme. Expansion of the denainator and integration where the 

integrand is real yields Eq. (22) in Chapter II. 
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APPENDIX IV 

Application of the n dimensional change of variable theorem to Eq. 

(4), in Chapter II yields 

11 	2w 	2w 
<I> = - .r do .r d I dw 

0 	0 	0 

.r dv 1  ... .r dv_3W(e. 9 w 9 v 19 ...,v_ 3 )J(e 9 s 9 w 2 v 19 .0.,v 3 ) 	(1) 
V1 	 V 3  

where 	 is the Jacobian 	of the coordinate 

transformation. By inspection, we set 

= 	.r dv1 ..0 f dv_3W(e+ 1 wv 11 ... 1 v 3 ) 	(2) 
vi 	V 

n-3 

X J(O,4,w,v 11  . . . 

Following the approach of Chapter II (see also reference 5 of 

Chapter II), we pick the laboratory z axis to be the axis of the first 

rotation, R1 (a1 ), and use the following transformation 

c&1  

= V1  

: 	

(.3) 

.afl2 = Vfl.3  

a 1  

= 
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where 1  and a are defined by solving the two equations 

C05 0 	 (4) 

-sin 0 cos U) = 	 ( 5) 

fora and Un_i  and setting 	 equal to Vl•••Vn_3 

As shown in reference 5 in Chapter II, 	under the 	above 

transformation, 

+ f4(Vi , • s•Vn3 ,0 w) 	 (6) 

aa1  
--= -1 	 (7) a 

and 

i1 	 (8) 

From Eq. (6-8), the Jacobian simplifies to 

a 	3a 
n-i 	n 	n 1 	nI 

- 	 (9) 

By differentiating both sides of Eqs. (4) and (5) with respect to both 

O and w, we get four equations in the four unknowns aan_l/ae, 3a/aw, 

aafl  1/3w.., and a.an/ao. Solving these equations for the Jacobian yiei•ds 

IJI = av 1 	 av1  av 2 	 (10) 

ia 	iU 	- aa 	aa 
n-1 	n 	n 	n.-'i 



APPENDICES 
	

206 

with a2.s•cen replaced by their transformed variables 

and f3 (v-1,...,v 3 ,e,w). Substitution into Eq. 

(2) yields Eq. (50) in Chapter II. 

4. 
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