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Charmed Baryon Decays Observed in e*e" Annihilation at SPEAR 

Eric Nelson Veils 

ABSTRACT 

Various weak decays of the charmed baryon A c are observed in the 

Mark II detector at t*»e SLAC e*e" storage ring SPEAR. Hadronic decays 

Ac -» pK - ,n* and A c -* pK* and their charge conjugates are observed as 

peaks in invariant mass spectra at mlA c) = 12286 ± 5) MeV/c 2. An 

estimate of the charmed baryon production cross section, c(A c) + ff(Ac) 

= CI.7 ± 0.4) nb» derived from Mark II measurements of the inclusive 

baryon cross sections Rp and R A as functions of center-of-mass energy, 

is used to calculate branching ratios for these hadronic decays : 

BR t Ac -» P K' n + ) = t 2.0 i 0.8 ) V. ; 

BR ( A* •> P K j ) / BR ( Ac •• p t Ti+ ) : ( 36 t 16 ) !i , 

An attempt is also made to observe higher mass charmed baryons by 

reconstructing cascade decays ?.c •* Acv. 

Evidence for the observation of semileptonic decays of the charmed 

baryon is presented. Direct electron? are observed in events 

containing antiprotons, 1ambdas and anti1ambdas. The number of 

electrons per baryon event, after background subtraction and efficiency 

correction, is used, together with an estimate of the charmed baryun 

content of proton and 1ambda events, to calculate inclusive and semt-

inclusive semileptonic branching ratios of the A c • 

BR C Ac •* e* X ) = C 4.5 * 1.8 ) % ; 

BR ( Ac •* P e* X ) = ( 1.9 ± 0 3 ) X \ 

BR I At •* A 0 e* X ) = C 1.2 i 0.6 ) % . 
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1. INTRODUCTION AND CHARMED BARYON THEORY 

1. 1 INTRODUCTION 

Charmed baryons analyzed in this thesis were produced in e*e" anni­

hilation at the Stanford Linear Accelerator Center (SLAC) e*e" storage 

ring SPEAR. Charmed baryon decays were observed in the Mark II detec­

tor at SPEAR in data taken at center-of-mass energies from 4.5 to 6.S 

GeV. Most of the results presented in the following chapters are ob­

servations of various weak decays «*f the charmed baryon A c. 

Chapter 1 presents some important aspects of the theory of charmed 

baryons. including the expected spectrum of charmed baryon states and 

the most likely hadronic and semileptonic decay modes of charmed bary­

ons. The Mark II detector and particle identification techniques are 

described in chapter 1. Chapter 3 presents data on inclusive proton 

and J ambda production in e + e" annihi1 at ion at SPEAR energies. from 

uhich an estimate of the charmed baryon production cross section can be 

made. Chapter A presents observations of hadronic decays of the 

charmed baryon A c- The decay modes A c ~* pK~it* and A c ~* PK° are ob­

served and branching ratios are calculated. An attempt is also made to 

reconstruct higher mass charmed baryons uhich decay strongly to the A c 

by pion emission. Chapter 5 presents the first evidence for the obser­

vation of semileptonic decays of charmed baryons. A direct electron 

signal seen in proton and lambda events at energies above the threshold 
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for charned baryon pair production is used to calculate several inclu­

sive and semi-inclusive semileptonic branching ratios of the A c. 
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1.2 CHARMED BARYOM STATES 

Charmed baryons fit naturally into the frameuorfc of the quark model 

uith the inclusion of the charmed quark [1] . The ground state 

(jf = i+) charmed baryons are bound states of three quarks, with uave 

functions symmetric in spatial coordinates and antisymmetric in color 

indices. By the generalized Pauli principle* they must be symmetric 

under the simultaneous interchange of spin and flavor (quark laoel 

u,d,s,c) of any pair of quarks. Altogether 20 such states may he con­

structed out of the four quarks u»d»s,c. These 20 states form an irre­

ducible representation of the group SUt4). The SU(4) ueight diagram 

for these states is shown in figure 1. 

Uncharmed baryons form an SU(3) octet. Singly charmed baryons* con­

taining one c quark* may be either symmetric or antisymmetric in the 

remaining tuo quarks. The symmetric combinations form an SUC3) sextu-

plet and the antisymmetric combinations form an SU13) triplet. Doubly 

charmed baryons* containing tuo c quarks, form an SU(3) triplet in the 

remaining quark. Names> quark content, quantum numbers, and mass esti­

mates C2] of the ground state charmed baryons are collected in table 1. 
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TABLE 1 

Ground state (J' = 1*) charmed baryons 

name(s) 

(Co) 

quark 
content 

c ( u d ) a 

SU<3) Is mass e s t . 
CGeV/c 2) 

2 .26 

zV (C~) cuu 6 1 0 0 1 +1 2.42 

u (C) c ( u d ) s 6 1 0 0 1 0 2.42 
Zo" CCf) cdd 6 1 0 0 1 - 1 2 .42 

~e 
(A*) 
( A 0 ) 

c (su )» 
cCsd) , 

1 
3 

1 - 1 
1 - 1 

- 1 
- 1 

1 
2 -1 2.47 

2 .47 

CS*/ c ( s u ) s 6 1 - 1 - 1 5 *i 2.56 
- e (S°) c ( s d ) s 6 1 - 1 - 1 1 

I -i 2.56 

2 .73 

S e e tXJ) 
So°o <Xj°> 

!5cc « * ) 

ecu 
ccd 

0 - 1 
0 - 1 

- 1 - 2 

3.61 
3.61 
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Figure 1: Ueight diagram for jP = I* charmed bary 
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1.3 CHARMED BARYON DECAYS 

The A c is the lightest charmed baryon (the relationship 

m. < m_ < m_. follous from the relationship m. < m_ < m_. for uncharmed •V. £ t -=-«, n * i, 

baryons) and cannot decay into any other charmed final state (since the 

decay A c "* (baryon) + (charmed meson) is kinematically forbidden). 

Since strong and electromagnetic interactions conserve charm, the A c 

must decay weakly. 

Charmed baryons more massive than the A c may be able to decay 

strongly to louer lying charmed baryons. Strong decays betueen charmed 

baryons of the same strangeness will proceed by pion emission, provided 

the mass differences are greater than the pion mass [3]. The decay 

Ic "* A C T » in particular, has been observed in several neutrino experi­

ments [4] , uith a mass difference m(X c> - m(A c) = (1GS ± 3) MeV/c 2 

near the theoretical value of 160 HeV/c 2. 

Weak decays of the A c proceed via current - current interactions, 

mediated by U boson exchange. In the -tandard G1M model [5], the narJ-

ronic and leptonic weak charged currents are given by 

ja = -j; y o ( 1 _ y 5 ) c d c o s e c + s sinflc) 
H + c y a(1-y&) (s cosflc - d sine c) 

J a = v e r a(l-r s) e + vji 7 a(1-r 5) n 

Neutral weak currents also exist, but do not give rise to charm chang­

ing interactions. 

Since the Cabibbo angle fic is small (sin 29 c = .05), the c quark de­

cays predominantly into an s quark. Nonstrange charmed baryons m i l 
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thus decay predominantly into final states containing a strange parti­

cle. Quark model diagrams for A c decay via the Cabibbo favored ueak 

charged currents are shown in figure 2. Figure 2(a) shous the standard 

Cabibbo allowed decay c -* sud* with the light quarks in the charmed 

baryon acting as spectators. Figure 2(b) is a non-spectator diagram 

showing the cd •+ su transition. Figure 2(c) shous the semileptonic de­

cay of the charmed baryon proceeding via the quark decay c •+ s£+vc . 

The decay rates and hence lifetimes of charmed particles can be es­

timated roughly by comparing the diagrams for the quark decays c -* sud 

and c -* s-£v. to the analogous diagram for muon decay u. •+ evv. Since 

the muon decay rate is proportional to m* and there are five times as 

many final states for c quark decay as for u decay (three colors for ud 

and tuo lepton types for £i> )» the result is 

r c * 5 (mc/mp,)s Ty, 

* 2-ltT 3 eV * 3-10 1 2 sec"1 (for m c = 1.75 GeV/c 2). 

This decay width is negligible in comparison uith any experimental res­

olution. The corresponding lifetime implies a decay distance (cr) on 

the order o J a tenth of a millimeter* much shorter than can be seen 

uith the Mark II detector. 

The relative importance of semileptonic decays of charmed particles 

can be estimated by the same final state counting argument given above. 

A sgmileptonic branching ratio of 20 V, (to e or u.) results. This is an 

overestimate of the actual branching ratios observed in semileptonic 

decays of charmed mesons r6j» and is almost certainly an overestimate 

for charmed baryon semileptonic decays also. (The non-spectator dia­

gram cd -» su is neglected,, and there is known to be a considerable en-
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Figure 2: Quark diagrams for A c decay 

(a) hadroriic decays (spectator diagram) 
(b) hadronic decays (non-spectator diagram) 
(c) semileptonic decays 
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hancement of hadronic final states in the analogous case of strange 

baryon decay.) 

After final state interactions, the various quarks produced in A c 

decay can form a large number of possible final states. In purely had­

ronic decays, possible two-body final states include pK°» A°ir* r I°ir*, 

Z*n°, £°K*, &**K', and A*K° [73. Multibody final states, including 

pK'ii* and other states with extra pions, may also be important 183. In 

semileptonie decays of the A c, the simplest final state is A 0£ +vg 

(X = e or p.). The final state r\&*Vg is also possible (though Cabibbo 

forbidden) and may contribute at a lower lev?l T93. Higher multiplici­

ty final states such es pK"Jt+vfl and I*TT"J!*V- may also have substantial 

(though smaller) decav rates [103 . 
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2. NARK II DETECTOR 

2. 1 SUBSYSTEMS 

The Mark II detector at SPEAR was a general purpose cylindrically 

symmetric magnetic detector, consisting of the follouing elements (pro­

ceeding radially outward from the e*e~ beam axis) : 

1) beam pipe and pipe counter 

2) drift chamber (DC) 

3) time-of-f1ight (TOF) counters 

4) magnet coil 

5) liquid argon (LA) calorimeters 

6) inuon system 

The endcap regions at SPEAR uere also instrumented, uith a proportional 

chamber on one side and a liquid argon endcap on the other side. 

Figure 3 shows tuo vieus of the detector and its various subsystems. 

In this chapter, the drift chamber, the time-of-f1ight system, ana the 

liquid argon system will be described in some detail. The muon svste-i 

and the endcaps are not relevant to the analysis presented in later 

chapters ~nd will not be discussed here. 
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Vacuum Chamber 

Pipe Counter (2 layers, 
scintillation counters) 

Drift Chamber 
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'"//////////////%*> Muon Proportional 
Tubes 

(a) Cross sectional view Q f the Mark II detector. 

Figure 3: Mark II detector at SPEAR 
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(b) Expanded isometric view of the Mark II detector. 

Figure 3: Mark II detector at SPEAR 
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The amount of material encountered by a particle travelling from the 

e + e" interaction point through the drift chamber system is shoun in ta­

ble 2. 

TABLE 2 

Material preceding drift chamber ex t 1 

radius thickness E loss radiation I 
Ccm) (g/cm 2) CMeV) lengths 1 

1 vaccuum 8 0.16 0.2 .012 1 
1 chamber 

1 pipe 12 1.57 3.0 .038 1 
1 counter 

1 lexan 37 0.33 0.7 .009 1 
I uindou 

1 DC gas 40- 0.21 0.5 .009 1 
! + uires 140 
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2.2 DRIFT CHAMBER SYSTE.1 

A complete and detailed description of the Mark II drift chamber 

CDC) system may be found in the PhD thesis of Rafe Schindler [11] , and 

only the essentials will be presented here. 

The drift chamber at SPEAR consisted of 16 concentric cylindrical 

layers of wires enclosed in a common gas volume. The wire layers sur­

rounded the e*e" beam axis at radii of 0.4 to 1.4 m and were 2.D to 2.8 

m in length. Six layers uere strung with wires parallel to the beam 

axis aod magnetic field; ten layers were strung with wires at ±3° ste­

reo angles to this axis (to provide axial position measurements). The 

overall solid angle coverage of the DC system was 85 % of 4TT. 

Charged particles passing through the drift chamber deposited tracks 

of ionization in the drift chamber gas (a mixture of argon and ethane). 

Sets of electric field shaping wires in each drift chamber layer caused 

tnis ionization to drift (with drift velocity 50 u,m/ns) toward central 

sense wires, where the induced signals were read out electronically. 

The drift time for each hit wire was digitized and ,-pcorded along with 

the wire azimuth and layer number. Jn the off1*ne analysis (and also 

online, with a feu nodi fixations), tracks were reconstructed by con­

verting the drift times to drift distances and then fitting sets of 

hits to helical trajectories through the successive drift chamber ] ay-

ers. 

The drift chamber spatial resolution was approximately 200 [im. For 

a ty ical charged particle path length of 1 meter in the drift chamber, 

this gave an intrinsic transverse momentum (p ±) resolution of 

(6pj/Pj.) * 15{ Pi (pj, in GeV/c). Multiple scattering in the material 
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Cgas and wires) within the drift chamber volume added a constant error 

of tfiPi/Pi) - 1.5X to this resolution. The overall transverse momentum 

resolution uas thus given by 

(SPi/pJ s J C1.5X) 2 + (I.OX Pi.)2" (Pi in GeV/c) . 

After all charged tracks in an event isre reconstructed* a primary 

vertex uas defined by fitting as many tracks as possible to a common 

origin near the knoun e*e" beam interaction point. Tracks passing 

uithin a small region about the interaction point tl.5 en in the radial 

direction and 15 cm in the longitudinal direction) Here refitted uith 

the requirement that they pass through the same interaction point. 

This 'beam constrained' fit reduced the intrinsic momentum error of the 

track by effectively increasing the track path length. The transverse 

momentum resolution for beam constrained tracks uas given by 
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2.3 TIME OF FLIGHT SVSTEM 

The time-of-fIight CTOF) system of the Mark II detector consisted of 

48 plastic scintillators surrounding the drift chamber at a radius of 

1.5 m. Each scintillator was 25 mm thick, 20 cm wide, and 3.4 m long. 

The scintillators were viewed at each end by 2" photomultipllers uhose 

output (both arrival time and pulseheignt) uas digitized ahd recorded. 

The overall solid angle coverage of the TOF system uas 75 % of 4v. 

The time~of-f> ight of a particle uas calculated from the average of 

the two pjlse arrival times recorded by the phototubes mounted on oppo­

site ends of the scitnti1lator. A pulseheight s l e m n g correction uas 

made to corr<'ct for th** effect of pulseheight variations on the mea­

sured time-of-flight. The position of the track along the length of 

the scintillator uas also calculated (from the difference between the 

two pulse arrival times) and compared in th the projected position of 

the corresponding drift chamber track. 

Calibration of the TCF system uas performed several times dai'y by 

'flashing' each scintillator uith pulses of fight transmitted ' n m a N-

flashtube through a fiber optics probe attached to the crr-tc of the 

scintillator. This calibration uas useci to correct tim:nn differences 

between the different phototubes and to n o m tor their renonse. Off­

line calibration of the 1QF system was also performed by minimizing the* 

difference betueen the measured and predicted times-of-fIight for re­

constructed Bhabha and muon pair events. 

The overall resolution of the TOF system for good tracks (single 

hits near the projected drift chamber position) uas 300 ps. figure A 

plots the difference betueen the measured and predicted times-of-fIight 
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for a sample of lou momentum (200-300 MeV/c) pions taken from recon­

structed $' decays W -» 1hr*n") . A Gaussian fit uith resolution 

o = J00 ps reproduces the data quite uell. 
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Figure 4: Time of flight resolution 

TOF (measured - predicted) for 200-300 MeV/c pions 
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2.4 PI ON - KAOH - PBOTOH SEPARATION BY TOF 

The measured time-of-f1ight of * particle (t) uas used in conjunc­

tion with the drift chamber determined path length tJt) and momentum Cp) 

to identify the particle. The mass squared of the particle is calcu­

lated from these quantities as 

m 2 = p 2 C (c/X) 2 t 2 - 1 3 uith error 

6m* = 2 p V p 2 + m 2 ' Cc/X) St 

The error (6m 2) in the calculated value of m 2 increases rapidly with 

increasing particle momentum. For a time-of-f1ight resolution 

St = 300 ps and a typical path length Jt = 1.5 m , TOF separation of 

pi cms and electrons is possible up to about 300 MeV/c, TOF separation 

of pions and kaons is possible up to about 1.4 DeV/c, and TOF separa­

tion of kaons and protons is possible up to about 2.0 GeV/c . 

TOF separation of real pions* kaons. and protons is illustrated in 

figure 5, a scatterplot of momentum vs mass squared. Tracks plotted in 

figure 5 w r e taken from events at center-of-mass energies from 4.5 to 

6.8 GeV containing at least one proton (uith proton ueight greater than 

0.7 as discussed belouK resulting in a much larger proton concentra­

tion than uoul^ be found in an unbiased selection of events. The 

spreading and eventual merging of the bands of pions* kaons* and pro­

tons uith increasing momentum is clearly illustrated. 

To actually identify particles by time-of-f1ight in the following 

chapters, a weighting technique uas used in place of a straight cut on 

the calculated mass. For each particle mass hypothesis (mn,niK»mp>, the 
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Figure 5: Particle identification by time-of-f1lght 

tracks from r-roton events at l e m = 4.5 - 6.8 GeV 
solid curve marks boundary at TOF proton ueight =0.7 
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difference between the measured and predicted time-of-flight was calcu­

lated (in units of the TOF resolution a ) . The ueight for each hypothe­

sis uas then taken as the Gaussian amplitude for observing the calcu­

lated time-of-f1ight deviation. Finally* all of the weights uere noi— 

malized to a sum of unity. An analogous procedure uas folloued to 

calculate an electron ueight under the (m s»mn) hypotheses. In equa­

tions, the weighting procedure is 

t„ = (J!/c) J 1 + m 2 /p' ' (t„ = predicted TOF for n) 

x„ = Ct-t,,) / o (« = TOF resolution 300 ps) 

U„ = N exp (-5*^ ) i»v = TOF pion ueight) 

N determined by U„ + U K + U P = 1 

In most of the analysis in the following chapters. protons Mere 

identified as particles with Up > 0.5 or 0.7 and p < 2.0 GeV/c and 

kaons uere identified as particles uith Uk > 0.5 and p < 1.4 GeV/c . 

Increasing the ueight cut used to identify a particular particle redu­

ces contamination due to misidentification of other particles, but also 

lowers the efficiency for correct identification, especially at high 

momenta. The solid curve in figure 5 represents the cut Up - 0.7 as a 

momentum dependent mass squared cut separating protons from pions and 

kaons. 
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The liquid argon (LA) system of the Mark II detector consisted of 8 

lead - liquid argon calorimeter modules surrounding the magnet coil at 

a radius of aaout 1.8 m. Each module uas 30 cm thick* 1.8 m wide, and 

3.8 m long. The overall solid angle coverage of the LA system uas 64 % 

of ATI. 

A liquid argon module consisted basically of planes of lead separa­

ted by gaps of liquid argon. Electrons and photons passing through a 

module generated electromagnetic shouers by repeated bremsstrahlung and 

pair production in the lead. Ionization of liquid argon in the gaps 

between the lead planes uas used to sample the shouer development and 

hence determine the energy of the incident electron or photon. 

2.5.1 Physical Construction 

Each liquid argon module had the follouing physical arrangement : 

1) a 'trigger' section, consisting of 3 aluminum planes (1.6 mm 
thick) separated by 8 mm liquid argon gaps; 

2) a 'lead stack', consisting of 37 lead planes (2 mm thick) separa­
ted by 3 mm liquid argon gaps. 

The trigger gaps uere used to measure the ionization at the entrance 

of the LA module, before the initiation of an electromagnetic shouer in 

the lead stack. Shouers initiated in the 1.4 radiation lengths of ma­

terial (primarily the pagnet coil; preceding the LA system represented 

an energy loss uhich could r.ot be sampled in the module; the trigger 

gaps uere used to make a correction for this loss based on a good ini­

tial ionization measurement. The main lead stack uas used to measure 
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the total energy deposited by a particle as a function or position and 

depth within the module. 

The lead planes and liquid argon gaps in the main stack were grouped 

into IS cells, each consisting of the top half of a solid lead plane, a 

liquid argon gap, a segmented lead plane, a liquid argon gap, and the 

bottom half of a solid lead plane, as shown in figure 6(a). The alumi­

num trigger planes and liquid argon gaps located in front of the main 

lead stack comprised another similar cell. 

The central (readout) plane in each cell was divided into strips to 

provide spatial information. Three types of strips were used — 

1) 'F' strips, running parallel to the beam direction (hence measur­
ing the azimuthal angle f)> 3.8 cm in width; 

2) 'T' strips, running perpendicular to the F strips (hence measur­
ing the polar angle 6), 3.ft cm in uidth; 

3) 'U' strips, running at 45° angles to the F and T strips, 5-4 cm 
in uidth. 

Strips of a given type were ganged together in depth (to reduce the 

number of channels of readout electronics needed) according to the 

scheme shown in table 3. 
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Figure 6: Li quid argon eel 1 geometry and readout scheme 

(a) LA cell geometry 
(b) signal reai?.:t and calibration scheme 
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TABLE 3 

LA channel ganging scheme 

cell strip ganging scheme (channels) 
depth 

0 

type 

F (36) 

depth 

0 

type 

F (36) 

1 F — F1 (38) 
2 
3 
A 

T 
U 
F 

- T1 (100) 
(56) 

2 
3 
A 

T 
U 
F 

(100) 
(56) 

5 T 
6 U 
7 F 1 8 T 
9 U 
10 
11 
12 
13 

F 
T 
T 
T 

(40) 

(52) 

10 
11 
12 
13 

F 
T 
T 
T 

—\ 
(40) 

(52) 

10 
11 
12 
13 

F 
T 
T 
T 1 

(40) 

(52) 

14 F 1 
15 
16 
17 

F 
F 
F 

(40) 
15 
16 
17 

F 
F 
F 

(40) 

18 F 

2.5.2 Electronics 

The solid top and bottom planes of each ce;l were held at ground po­

tential. Positive high voltage (generally 10 kV for the trigger cell 

and 3.5 kv" for the lead cells) uas applied to each strip in the central 

plane through a separate 100 rift resistor (so that a short in one chan­

nel would not affect other channels). The resulting electric field 

caused negative ions (produced in the liquid argon by the passage of 

charged particles) to drift toward the central readout strips. The 
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charge pulse induced on a strip uas collected on a high voltage block­

ing capacitor (mounted next to the strip insiide the LA module)* ampli­

fied by a preamplifier and pulse shaper (mounted on the outside of the 

LA module), and read out under computer control by a sample and hold 

module. ADC, and microprocessor (located in an electronics trailer). A 

sketch of this readout scheme is given in figure 6(b). 

Because the ionization produced by the passage of a charged particle 

uas collected on the readout strips uithout amplification, the signal 

to be detected was quite small* on the order of 1 picoCoulomb for a 

several GeV shower. A charge sensitive, 1ou noise preamplifier with an 

FET input uas used to amplify the signal to the several volt level. 

Electronics noise uas a significant problem, limiting the ability of 

the system to distinguish low energy (100 - 200 MeV) photons from ran­

dom noise fluctuations. 

2-5.3 Charge Col lection 

A complete electromagnetic shower develops in a LA module within a 

few ns. Ionization electrons produced in the liquid argon gaps drift 

toward the readout strips with a velocity of 5 mm/fis, inducing a charge 

on the strips which grows with time until all the electrons are col­

lected. Positive ions drift much more slowly and do not contribute to 

the measured signal. For uniform ionization across a liquid argon gap 

(3mm), the induced signal rises quadratically, reaching 3/4 of its 

maximum value in the time it takes an electron to drift halfway across 

the gap (300 ps). The maximum charge induced on a strip is half the 

total charge of the ionization electrons [12] . 
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The signal produced in a single LA cell by the passage of a minimum 

ionizing particle is easily calculated. A minimum ionizing particle 

loses energy at a rate dE/'dx = 2.2 tleV^cm in liquid argon. The ioniza­

tion energy of liquid argon is 26 eV, so 8.5-10* ion pairs/cm are 

formed along the particle's track. In the 6 mm of liquid argon per 

cell, 5-10* electrons are collected. inducing a charge of 

4-10" 1 5 Coulomb on the readout strip. 

The total signal produced by an energetic electron or photon is cal­

culated similarly. About 12 % of the total shouer energy appears as 

ionization in the liquid argon gaps* the rest being dissipated in the 

lead planes. Assuming complete containment of a 1 GeV shouer, the 120 

MeV of ionization energy released in the liquid argon produces 4.6-106 

ion pairs, leading to an induced charge of about 0.4-10' 1 2 Coulomb. 

2.5.4 Calibration 

The electronics of the LA system was calibrated daily during normal 

data taking by means of the calibration system sketched in figure 6(b). 

An externnl calibration pulser applied pulses of knoun voltage to a 10 

pf capacitor coupled to each channel of the electronics. The risetime 

c! the applied pulses was matched to the charge drift time (600 ns) in 

the 3 mm liquid argon gaps. The output signal was processed like renl 

data, and an offset, gain, and rms noise value were calculated for each 

channel. Corrections were made for the capacitance of the detector 

strips (plus high voltage blocking eapacitor)> uhich diverted some of 

the injected charge away from the preamplifiers. 
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During real data taking, the stored calibration constants uere used 

to determine a minimum pulseheight cut (channel offset plus one stan­

dard deviation of noise) for signals to be recorded and to convert the 

measured signals into equivalent liquid argon ionization energies. The 

calibrations were also used to flag dead or very noisy channels for re­

pair. During normal operation, the failure rate was only a few chan­

nels (out of 3000) per ueek. 

2.5.5 Energy Resolution 

The intrinsic energy resolution of the LA system for electromagnetic 

showers was governed by the sampling nature of the calorimeters. An 

average of 12 % of the total incident energy of an electron or photon 

was deposited as ionization on the liquid argon gaps. The dominant 

factor affecting the resolution uas just the fluctuations in this frac­

tion of the total energy sampled by the calorimeter. 

A simple calculation of this fluctuation, based on »r, estimate of 

the number of independent samplings of deposited energy, can be used to 

estimate the expected resolution of the LA calorimeters. An ionizing 

particle passing through a single liquid argon cell deposits 1.3 heV of 

ionization energy in the liquid argon, or about 10 HeV in the combined 

lead plus liquid argon. Treating each passage of one ionizing particle 

through one cell as ar. independent energy measurement, an incident par­

ticle of total energy E will yield (E/10 MeV) such measurements. S a-

tistioa! fluctuations in this number (neglecting correlations among the 

ionizing particles of the shower) lead to an expected energy resolution 

given by c/E « 10X / 7 T CE in GeV). 
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The actual energy resolution of the LA system uas measured to be 

OVE = 12)5 / v f <E in SeV) over a uide range of electron energies. Fig­

ure 7 shous the measured LA energy for electrons from Bhabha scattering 

events taken at a beam energy of 1.55 GeV. The uidth of the LA energy 

distribution in this plot (FUHM i 400 MeV) corresponds to an energy 

resolution of a - 115i v ^ The distribution is slightly non-Gaussian 

due to radiative effects. 
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Figure 7: LA energy resolution for electrons 

1.55 Gev Bhabha electrons ( E c n = 3.1 GeV) 
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2.6 PION - ELECTRON SEPARATION BV LA 

One of the primary functions of the LA system uas to identify elec­

trons. In order to separate electrons from the much larger number of 

pions produced in hadronic events* good use must be made of the proper­

ties of electromagnetic shouers in the LA calorimeters. The LA calo­

rimeter sanduich used high Z material (lead) in order to maximize its 

thickness for electromagnetic interactions (14 radiation lengths) uhile 

minimizing its thickness for hadronic interactions (0.5 absorptiun 

lengths). thus emphasizing the differences between electromagnetic and 

hadronic shouers. The most important differences betueen electromag­

netic shouers and the tracks of minimum ionizing or interacting hadrons 

are the following : 

1) total energy deposition 

Electromagnetic shouers release nearly the full energy of an in­

cident electron within a LA calorimeter* so that the measured LA en­

ergy of an electron is roughly equal to its momentum. Minimum ion­

izing hadrons deposit ionization equivalent to an electron of about 

200 neV in their passage through a LA calorimeter. Interacting had­

rons deposit several times this energy. At high momenta total LA 

energy measurements can be used to provide good pion - electron sep­

aration without any additional information from the LA system. 

2) longitudinal energy deposition 

Electromagnetic shouers begin in the first few radiation lengths 

of a LA calorimete* and develop rapidly, dissipating most of the en-
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ergy of an incident electron within the front half of the calorime­

ter. Minimum ionizing hadrons deposit ionization energy uniformly 

along their paths through a LA calorimeter. Interacting hadrons in­

itiate hadronic showers in the LA calorimeter, but hadronic showers 

develop much more slouly (in depth) than do electromagnetic showers, 

due to the small thickness of the lead - liquid argon stack in ab­

sorption lengths compared to its thickness in radiation lengths. 

Longitudinal measurements of shower development are particularly im­

portant for pion - electron separation at low energies. 

3) transverse energy deposition 

Electromagnetic showers are generally contained within a smnll 

transverse region about the projected track of an incident electron. 

The same is true for minimum ionizing hadrons. Interacting hadrons 

can scatter at relatively large angles. generating broader showers, 

but even in this case the transverse width information i of only 

marginal use in the separation of pions from electrons. An addi­

tional problem was that the typical transverse spread of a shower in 

the LA calorimeters was comparable to the readout strip width of a 

few cm. The width of a shouer which deposited energy on only one or 

two strips could not be accurately determined. 

LA separation of real pions and electrons is il'ustrated in figure 

8, a scatterplot of LA energy vs momentum. Tracks plotted in figure 

8(a) uere electrons taken from reconstructed photon conversions in the 

beam pipe. A clear band of tracks with LA energy equal to the track 

momentum can be seen. Tracks plotted in figure 8(b) were pions taken 

from reconstructed f decays (̂  -» 2TT*2TT"TI0) . A clear band of minimum 
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ionizing tracks can be seen* along uith a number of interacting pions 

uhich deposited substantially more energy in the liquid argon. 

The actual pion - electron separation was performed by a program 

(LAESEP) written by Jonathan Dorfan [133 . This program uses a method 

knoun as 'recursive partitioning for nonparametric classification' re­

construct » binary tree of decisions (cuts) used to separate different 

classes of events. The decisions are based on measured quantities 

(separation variables) uhose distributions for the classes of events to 

be separated are not knoun. The cuts are chosen to optimize the sepa­

ration of sets of events (training vectors) uhose classification is 

knoun. 

Tor separation of pions and electrons* the sets of training vectors 

uere samples of known pions and electrons* identified without the use 

of LA information. Pions uere taken from •$> decays of the form 

^ -* 2n*2ir"Ti0
t identified by requiring the ma* recoiling against the 

four observed charged particles to be consistent uith a missing neutral 

pion (m < 630 MeV/c 2). Contamination of the pion sample by electrons 

from photon conversion uas reduced to the 2-3 % level by eliminating 

events containing tuo oppositely charged tracks uith a small opening 

angle Ccos8 >.99). Electrons uith momentum greater than 700 Mev/c uere 

taken from radiative Bhabha scattering events. identified by requiring 

the track opposite the electron candidate to have momentum close to the 

beam momentum (.85 < p/'Eb < 1.08) and LA energy consistent uith the 

beam energy (.58 < E t f c/Eb <• 1.2). Pion contamination of the radiative 

Bhabha electrons uas negligible. Electrons uith momentum less than 700 

MeV/c uere taken from photon conversions* identified by reconstructing 

a secondary vertex at the pipe counter radius and requiring the opening 
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figure 8: LA energy deposition by electrons and pions 

(a) LA energy vs momentum for electrons from photon tonversions 
(b) LA energy vs momentum for pions from reconstructed •> decays 
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angle between the tuo tracks to be small (cosB >.99). Pion contamina­

tion of the photon conversion electrons was estimated at 2 % . 

The separation variables used to discriminate pions from electrons 

uere derived primarily from LA measurements, supplemented with informa­

tion from the DC and TOF systems. Several variables related to the 

theory of electromagnetic shouer development were specifically includ­

ed. The complete list of separation variables was the follouing : 

• track momentum Cp) 

• TOF electron ueight (for p < 500 MeV/c) 

• angle of incidence of track to LA module 

• xz of match between LA shower location and DC projected track 
posi ti on 

• total energy deposited in LA divided by track momentum 
<E L f t/p) 

« energy deposited in each LA layer 
( E 1 R ' EPl ' E f i 'Efj ' ETl ' E T i ' E U 5 

» transverse width of pulseheight distribution in each LA layer 
ttrffi '"V. 'Ufl * f ff3' f f

T, '"Tz'^d > 

• energy deposited in front half of LA module divided by track 
momentum ( (2E^ +F_V| + E ? I +E T ) +E U ) / p ) 

« depth (X) of maximum energy deopsition in LA 
( X = ZEiXj s XEj, where X,- = average depth of layer i) 

« longitudinal spread CSX) of energy deposition in LA 
( 6X 2 = ZCX-X iJ£Ei / ZE i ) 

• an empirically found quantity E^ • (E + E U )^P 

Decision trees were constructed to classify unknoun particles on the 

basis of these separation variables. Cuts leading to good discrimina­

tion betueen pions and electrons were chosen by examining the values of 

the separation variables for the previously selected samples of known 

pions and electrons. The separation program used these cuts to classi-
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fy unknoun particles, assigning an unknoun particle to a particular 

classification bin according to the values of its separation variables. 

The final identification of the unknoun particle uas then made on the 

basis of the numbers of knoun pions and electrons which fell into the 

same classification bin. For the analysis in later chapters, a parti­

cle uas called an electron if more than 90 *A of the knoun particles in 

its classification bin ucre real electrons. 
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3. INCLUSIVE BARYON PRODUCTION 

The Dark II collaboration has previously published measurements of 

the cross sections for proton and lambda production as functions of 

center-of-mass energy at SPEAR [143 - These measurements are reported 

again here because thej- ar. important to a quantitative understanding 

of charmed baryon production in e*e" annihilation. Estimates of the 

fraction of proton and lambda events which are due to charmed baryon 

production and dec;ay and estimates of the charmed baryon production 

cross section derived here will be used in th* next two chapters to de­

termine the branching ratios of various charmed baryon decays. 

Most of the analysis presented here was done by Jeff Weiss and has 

not been repeated for this thesis. Only brief details of the analysis 

will be given before moving on to the results and conclusions. 

Antiprotons uere identified by time-of-f1ight in events with two or 

more detected charged tracks. Protons were not used because of the 

large background <•• f events with stray protons produced by beam-ga^i in­

teractions. The TOF weighting technique described in the preceding 

chapter uas used to separate antiprotons from pions and kaons. A TOF 

weight cut of 0.5 was used for antiprotons with momentum less than 1.2 

GeV/c ; at higher momenta (up to 2.0 GeV/c) the stricter TOF weight cut 

of 0.7 uas used. A correction was made for contamination of the anti-

proton sample by misidentified pions and kaons (less than 15 % ) . 

Lambdas and antilambdas were identified from the invariant mass dis­

tribution of pn" and pn + pairs of tracks (with protons and antiprotons 

identified by time-of-f1iglit as above) in events with three or more de-



38 

tected charged tracks. The decay particles uere required to originate 

from a reconstructed secondary vertex. To reduce the beam-gas proton 

background* lambda events (but not antilambda events) uere required to 

have total observed charge less than or equal to zero. Corrections 

uere made for the remaining combinatorial background under the lambda 

and antilambda mass peaks (less than 15 Zi. 

The most difficult part of this analysis uas the determination of 

the overall efficiency for identifying protons and lambdas, uhich in 

turn depends on the momentum spectra of the produced protons and lamb­

das. A Monte Carlo model of baryon production uas used to generate 

events uith an antiproton or lambda momentum distribution given by the 

invariant cross section da/dp « (p 2/E) exp(-bE) [15]. The slope para­

meter b uas adjusted to give a good fit to the antiproton data at each 

center—of-mass energy. Additional pions (and one nucleon) were gener­

ated according to the remaining phase space, uith mean charged particle 

multiplicity adjusted to match the antiproton data at each cente,-of-

mass energy. The Monte Carlo calculation included initial state radia­

tion, DC and TOF efficiencies, and TOT resolution . Corrections for 

nuclear absorption of protons and lambdas were also made. The overall 

antiproton and lambda detection efficiencies were then calculated from 

the Monte Carlo generated events. 

The model of the antiproton and lambda spectra is needed to extrapo­

late the observed spectrum to lou momenta, where the detection effi­

ciency falls to zero. The model indicates that roughly 15 % of the 

antiproton momentum spectrum falls below 300 MeV/c and roughly 40 /i of 

the lambda momentum spectrum falls below 500 MeV/c, where the detection 

efficiencies are essentially zero. The overall antiproton detection 
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efficiency is approximately 60 ?! at all energies and the overall lambda 

detection efficiency ranges from 12 % at 3.67 GeV to 15 V. at 7.4 GeV. 

The calculated cross sections for inclusive production of protons 

and lambdas (normalized to the QED cross section for muon pair produc­

tion) are presented in table 4 and plotted in figure 9* The values of 

R/\ presented here are 20 % louer than the previously published values, 

which were calculated using an incorrect value for the A 0 detection ef­

ficiency (caused by an error in the Monte Carlo program). Statistical 

errors are shown. Systematic errors* estimated at 17 % for antiorotons 

and 27 % for lambdas, are not included. These systematic errors are 

dominated by the model dependence of the Monte Carlo calculation and 

are expected to vary slowly with center-of-mass energy. 

Protons from lambda decay are included in the inclusive proton cross 

section R p and lambdas from sigma decay are included in the inclusive 

lambda cross section R/i. 

Clear increases in R p and RA are observed in the 4.5 - 5.2 GeV cen­

ter-of-mass energy range, possibly continuing at higher energies. It 

is natural to associate the observed threshold in R p and R/\ at 4.5 GeV 

with the onset of charmed baryon production. The observed increase in 

R p can then be used to determine the charmed barvon production cross 

section. 

Several assumptions are necessary to calculate an absolute cross 

section from the measurments of R p — 

1) The observed step in R p is assumed to be due entirely to charmed 

baryon pair production. (Associated production of a charmed 

baryon and a charmed meson (ACD°P or A cD'n) has not been seen; 

the cross section for associated production is less than 0.4 nb 

at 5.2 GeV C163.) 
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TABLE 4 

Inclusive proton and lambda production 

Ecm (GeV) Rp + Rp R/l + Rjf 

3.52 .390 + .03'j .046 + .020 
3.67 .371 + .014 .058 + .009 
3.77 .388 + .009 .066 + .007 
4.02 .351 + .016 .039 ; .010 
4.16 .354 + .012 .064 j ; .009 
4.27 .356 + .016 .070 + .014 
4 .43 .398 * .015 .068 + .011 
4.55 .434 + .030 .066 * .018 
4.65 .444 + .030 .133 t .027 
4.75 .471 + .032 .085 + .024 
4.84 .536 + .031 .094 + .019 
4.95 .539 + .031 .113 + .024 
5.04 .534 - .034 . 139 + .028 
5. 14 .678 + .038 .163 + .030 
5.21 .674 + .011 .130 + .009 
S.58 .686 + .043 . 160 ± .047 
5.87 .742 + .077 .125 + .054 
6.57 .790 + .021 .205 + .015 
7.40 .960 + .210 . 176 + .034 

R P = wte*e" -* pX) / o(e*e" •* \i*v.~) 
RA = o(e +e' -* AX) / o(e*e* -* n V " ) 

Rp + Rp is actually calculated as 2Rp si>ce 
only antiprotcns are usee* m the analys.s. 
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2) All higher mass charmed baryons are assumed to decay strongly 

down to the A c state. Weak decays of charmed baryons other than 

the A c are neglected. 

3) The A c is assumed to decay to a proton (rather than a neutron) 

with probability F p = (0.6 ± 0.1). (There are more open channels 

for A c decay to proton final states than there are to neutron fi­

nal states. The value F p = 0.6 is an estimate based on a statis­

tical model of hadronic A c decays £171.) 

The first assumption is the most critical. If only part of the ob­

served rise in R p is due to charmed baryon production, the calculated 

charmed baryon production cross section will be an overestimate of the 

actual cross section. With these assumptions, the charmed baryon pro­

duction cross section is calculated as 

u(A c) + CT(AC) = [AR P + ARp] (Fp)' 1 a(uu> 

where <r(Ac) = tr(e + e" -* A c X) 
a(\i\i) = a(e*e" •* u*u") 
AR P = R P ( E c m ) - RP(below 4.5 GeV) 

Putting in the observed step si2e(flRp + ARp) = (0.31 ± 0.06) at 

Ecm = 5.2 GeV gives the final result 

u(A c) + (J(AC) = (1-7 t 0.4) nb at E c m = 5.2 GeV. 
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4. HADRONIC DECAYS OF THE CHARMED BARYON 

The Mark II collaboration has previously presented results on the 

observation of hadronic decays of the louest lying charmed baryon A c 

[18] . The decays Ac -* pK"n* and A^ ** pK°. (and their charge conjugates 

Ac •* pK*ir" and Ac ** PK*) have been observed as peaks in invariant mass 

spectra. From these observed decays, the mass of the A c has been de­

termined to be rotAc) = (2285 * 6) MeV/c 2. 

At the fixed center of mass energy of 5.2 GeV, the cross section 

times branching ratio for the pKir decay mode has been measured to be 

[ o(A c) + o(A c) J • BR (Ac •* pK"l*) = ( 0.037 ± 0.012) nb. 

Using Mark !I measurements of the inclusive proton cross section as 

a function of cents*"-of-mass energy to independently determine the to­

tal charmed baryon cross section, the A c -* pKir branching ratio has been 

estimated to be BR CA*c •* PK"* 4) = (2.2 ± 1.0! % . 

In this chapter, these results will be presented again in somewhat 

more detail. Some aspects of the present analysis differ significantly 

from the previous analysis* but the final numbers are all in quite good 

agreement (ueM within the estimated systematic and statistical er­

rors). The different values presented here can be taken as an indica­

tion of hou much variation is to be expected from the use of different 

ana'ivsis techniques; they are not me?nt to replace the previously pub-

1ished values. 
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4.1 DATA SAMPLE 

The data sample used in this analysis represents an integrated lumi­

nosity of 13700 nb" 1, taken at center of mass energies from 4.5 to 6.8 

GeV. Runs at 5.2 GeV account for about 5800 no* 1 of this luminosity. 

Events selected for analysis were required to have a reconstructed 

primary vertex (common intersection point of good charged tracks) near 

the knoun beam crossing point. The actual cuts on the location of the 

primary vertex were |z v| < 7.5 cm (Z v is the longitudinal distance from 

the interaction point to the primary vertex, measured along the beam 

direction) and R v < 1.5 cm (R v is the radial distance from the interac­

tion point to the primary vertex, measured in the plane perpendicular 

to the beam direction). Plots of these vertex distributions for events 

containing an identified proton and an identified kaon are shoun in 

figure 10. The cuts are chosen to result in only a small loss of good 

events (estimated at less than 4 51), while removing a fair nnmber of 

background events. Beam-gas interactions, in particular, have a very 

broad Z distribution; thev are responsible for most of the events ir 

the tails of the Z v plot. 
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Figure 10; Vertex distributions for proton - kaon events 

(a) vertex distribution along beam axis (Z v) 
Cb) vertex distribution in plane perpendicular to beam axis (R v) 
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4 . 2 A - -> PKTI DECAY HOPE 

The decay Aj •* pK"n f Cplus A<T -» PK*TT~) provides the most prominent 

charmed baryon signal observed in the Mark II detector. 

Protons* kaons, and pions uere identified by time-of-f1ight, using 

the ueighting technique described in chapter 2. For this analysis, the 

criteria used to identify these particles uere as follows : 

• protons : TOF proton weight > 0.5 
momentum < 2.0 GeV/c 

• kaons : TOF kaon weight > 0.5 
momentum < 1.4 GeV/c 

• pions : TOF mass squared < 0.3 (GeV/c 2) 2 

not identified as a proton or a kaon 

Tracks with no TOF information were assumed to be pions. Tracks iden­

tified as muons by the muon system and tracks identified as electrons 

by the liquid argon and TOF systems uere eliminated. 

In addition, each track uas required to originate at the primary 

vertex of the event. Tuo loose cuts were made on the calculated dis­

tance of closest approach of each track to the primary vertex — 

1) The longitudinal distance of closest approach (along the beam 
axis) uas required to be less than 6 cm. 

2) The radial distance of closest approach (in the xy plane perpen­
dicular to the beam axis) uas subjected to the momentum dependent 
cut Rmin'Pj. < 8 mm GeV/c. iP x = P x y is the momentum in the plane 
perpendicular to the beam axis.) 

The momentum dependence of the second cut is designed to offset the ef­

fect of small angle multiple Coulomb scattering, which results in a 
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measurement error inversely proportional to the momentum of the parti­

cle. The inefficiency introduced by these tuo cuts is less than 2 % 

per track. 

The pKir invariant mass was calculated using the beam constrained mo­

menta of the proton* kaon* and pi on (which reduces the momentum error 

by requiring the tracks to originate at the known beam interaction 

point). Corrections were made for dEAtx energy losses* amounting to 

several MeV per track* in the material preceding the drift chamber. 

Figure 11(a) shows the pKiT invariant mass distribution for the 

'charmed' channel pK'ir* (plus pK*n") expected from the weak decay of a 

charmed baryon (or antibaryon). A requirement that the mass recoiling 

against the pKn system be greater than 2200 M e W c 2 has been applied. 

(In e*e" annihilation, the lowest mass charmed baryon must be produced 

in association with states of equal or greater mass.3 A definite peak 

is observed at a mass of 2286 MeV/c*, with a Gaussian width of 16 

MeV/c 2. The peak contains (55 ± 11) events above a combinatorial back­

ground of 14 events per 10 M e W c 2 bin. 

Figure 11(b) shows the same pKn invariant mass distribution uith the 

requirement that the recoil mass be less than 2200 M e W c 2 . No signal 

is evident. demonstrating that the observed pKn state is indeed being 

produced in association uith states of equal or greater recoil mass. 

Invariant mass distributions for the 'uncharmed' channels RK*TI" 

(plus PK'TT*) and pK'ii" (plus pK*u*) exhibit no structure* demonstrating 

that the observed pKir slate is the decay mode of a charmed baryon. 

The efficiency for detecting the pKir decay mode of the charmed bary­

on was determined by a Monte Carlo calculation. The Mark I! Mon*e Car­

lo program HOWL was used to generate 14000 charmed baryon decays of the 
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form Aet22&5) •* pK*ir", using initial A c momenta ranging from 0 to 2100 

lleV/c. The Monte Carlo program generated raw data (drift times for 

hits in each DC layer* flight times for hits in TOF counters, etc.) for 

each particle traversing the detector. Losses due to nuclear interac­

tions and errors due to energy loss and multiple Coulomb scattering in 

the material preceding the drift chamber uere taken into account. 

Kaons uere alloued to decay in flight. A drift chamber resolution of 

200 u, and a time-of-f1ight resolution of 300 ps uere used. The raw 

data generated by the Monte Carlo Here then passed through the same 

tracking and particle identification programs used to analyze the real 

data. 

The efficiency for reconstructing the decay A c "* pKTi uas determined, 

as a function of A c momentum, by plotting the pKn invariant mass spec­

tra for various A c momentum ranges and performing Gaussian fits to de­

termine the numbers of pKn events in the A c mass peaks. Figure 12 

gives the resulting A c •* PKTT detection efficiency as a function of A c 

momentum. The efficiency is nearly momentum independent and has an av­

erage value of (15 ± 2) Ji. The quoted error includes statistical as 

well as systematic i^certainties in the accuracy with which the Monte 

Carlo program simulates real data. 

The Monte Carlo generated invariant mass plots also predict the 

width of the pKv state expected from the limited drift chamber resolu­

tion. The Gaussian width of the Monte Carlo generated pKn peak is in­

dependent of the A e momentum and has an average value of CI3 i 2) 

MeV/c 2. 

From the observed number of A c ** pKir decays, the pKir detection effi­

ciency, and the luminosity of the data sample, the product of the A c 
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production cross section and the A c •* pKir branching ratio can be calcu­

lated. For this purposei the large block of data collected at the fix­

ed center-of-mass energy 5.Z GeV H I S used. In this data, the pKn peak 

contains (29 ± A) events from a luminosity of 5790 nb" 1, giving 

[ c(Ac> + o(A c) J • BR (A? •* pK-»*> = t.034 i .010) nb. 

In the last chapter, the absolute charmed baryon production cross 

section at 5.2 GeV uas estimated to be [ c(A c) + o(A c) ] -

(1.7 ± 0.4) nb. This determines the A c -* PKn branching ratio separate­

ly as 

BR (Ac •* pK-n») = (2.0 ± 0.8) X . 
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4 . 3 A „ -» PKi> DECAY MODE 

The decay A c •* pKj (plus A c ** pKjJ has also been definitely observed 

in the Mark II detector. Protons uere identified by time-of-f1ight us­

ing the same criteria as for the pKn decay. Neutral kaons were identi­

fied by reconstructing the decay K° -* TT*TT ". A secondary vertex finding 

program (written by Rafe Schindler) uas used to perform this recon­

struction in the following steps : 

1) Collect TT+TT" pairs of tracks. 

2) Find radial crossing point (R v) of tracks. Require 2 
mm < R v < 30 cm (note CT * 2.7 cm for K°). 

3) Find Z coordinates of tracks at crossing point. Require 
l|Zi+Z 2| < 30 cm and |Zi-Z 2| < 8 cm. 

4) Recalculate proton and pion momenta and directions at vee posi­
tion (including dE/dx corrections). 

5) Calculate direction of vector from the interaction point to the 
vee and direction of ptr momentum at the vee. both in ttie x-y 
plane. Require these two directions to agree to within 60°. 

6) Calculate invariant mass of the vee. 

7) Perform a 1C fit to the K° mass, keeping vees uith reasonable 
fits. This is roughly equivalent to requiring the T^TT" invariant 
mass to be within about 15 MeV/c 2 of the K° mass. 

The TT*IT" invariant mass spectrum after cuts 1-5 is plotted in figure 

13 for events containing an identified proton. The combinatorial back­

ground is about half as large as the K£ signal. 

Figure 14(a) shows the observed pK° invariant mass distribution, 

again uith the requirement that the mass recoiling against the pK° sys­

tem be greater than 2200 MeV/c 2. An enhancement is observed at the 

same mass as in the pKir channel, consisting of C17 ± 6) events above a 

combinatorial background of 2.4 events per 10 MeV/c 2 bin. The pKj in-
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variant mass distribution for recoil masses less than 2200 MeV/c2> 

plotted in figure 14(b), shows no structure. In the 5.2 GeV data 

alone, similar plots yield a A c signal of (11 ± 4) events above back­

ground. 

The efficiency for detecting the pKj. decay mode of the charmed bary-

on uas determined by a Monte Carlo calculation similar to that used for 

the PKTT decay mode. K^ particles were generated and allowed to decay 

uithin the Mark II detecf-r according to the standard branching ratios 

(68.6 *A to TF + TT~) and lifetime (CT = 2.675 cm). K°. particles uere re­

constructed from their ir*Ti" decays with the same program used for the 

real data. 

Figure 15 g? >es the resulting A c •* pK^ detection efficiency (includ­

ing the K°-*TT*TT* branching ratio) as a function of A c momentum. The ef­

ficiency is not quite flat, falling slowly uith increasing A c momentum. 

The overall pK°. efficiency is (13 ± 2) 'A , averaged over the A c momen­

tum spectrum observed in the pKn channel. The width of the pK- invari­

ant mass peak predicted by the Monte Carlo is again independent of the 

A c momentum and has an average value of (16 ± 2) MeV/c 2. 

From the number of observed A c •* pKr and A c "* pK^ decay? and the 

relative detection efficiencies for the tuo decay modes, the A c -* pK^. 

branching ratio can be determined relative to the A c •+ PKF branching 

ratio as 

BR (Ac •* pK°) (17 ± 6) (.15 ± .02) 
— = = (36 ± 16) % 

BR (Ac -* pK"Ti*) (55 i 11) (.13 ± .02) 
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4.4 A^ -> A°tt DECAY MODE 

The decay Ac •* A°TI* Cplus Ac "* A°TT") has no1 been observed in the 

Mark II detector. 

Lambdas uere identified by a secondary vertex finding program very 

similar to that used to find neutral kaons. The various cuts used for 

finding lambdas and plots of the resulting lambda mas? are discussed 

fully in the next chapter. 

Figure 16(a) gives the observed A°TT invariant mass distribution for 

the 'charmed' channel A°n* Cplus A°n")* again with the requirement that 

the mass recoiling against the A°u system be greater than 2200 MeV/c z. 

Ho enhancement is observed near 2285 MeV/c 2 . from the level of the 

combinatorial background and the number of events in the A c signal re­

gion, an upper limit of 6 (90 V. confidence level) can be set on the 

number of A c -* A°Tt decays which might be present. 

The efficiency for detecting the A°TI decay mode of the charmed bary-

on uas again determined by a Monte Carlo calculation similar to that 

used for the PKTT and p«£ decay modes. Lambdas were generated and al­

lowed to decay within the r.ark II detector using the standard branching 

ratios (64.2 % to pir) and lifetime CCT = 7.89 cm). These lambdas were 

then reconstructed from their pn decays using the same program used for 

the real data. 

Figure 17 gives the resulting A c •* A°n detection efficiency as a 

function of A c momentum. The efficiency is nearly independent of the 

A c momentum and lias an average value of (8.S t 2) 5J . The Gaussian 

width of the A°ir invariant mass peak predicted by the Monte Carlo is 

(17 t 2) MeV/c 2. 
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The upper limit on the possible number of A c -> A°ir decays* the num­

ber of observed A c -* pKir decays* and the relative efficiencies for the 

two decay modes imply a branching ratio lim-'t of 

BR CAc -» A°ir*> (6) (.15 ± .02) 
< < 25 •/. (905! cl.) 

BR (A* •• pK-11*) (55 t 11) (.0*5 ± .02) 

This limit is more stringent tham the previously published Mark II lim­

it of SO V* , uhich uas based on beam constrained mass plots uith more 

limited statistics. 

/ * • 
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4.5 A- MASS DETERMINATION 

Figure 1ft gives the A c mass distribution for the combined PKTT and 

pK° channels. Included in the figure is a fit to a Gaussian peak on 

top of a flat background. The fit gives a A c mass value of 

m(Ac) - (2286 4 4) MeV/c 2. 

The largest systematic error in the Ac mass determination comes from 

the uncertainty in the value of the magnetic field uhich is used to 

calculate the momenta of charged particles. During data taking, the 

magnetic field is continuously monitored by an NMR probe. determining 

the field strength to an accuracy of 0.2 % . Changing the value of the 

magnetic field used in th« tracking programs by this amount changes the 

calculated value of the A c mass by A rteV/c2. 

A smaller systematic error could be caused by the d£/dx correction 

applied to all charged tracks to correct for energy loss in the materi­

al preceding the drift chamber, Omitting the dE/dx correction entirely 

changes the calculated value of the A c mass by 10 MeV/c z. The dE/dx 

correction itself should be good to the ID Ji leveli leading to an error 

of 1 MeV/e 2 in the A c mass from this source. 

Adding the systematic errors in quadrature uith the statistical er­

ror from the fit gives an overall error of 6 MeV/c 2 in the determina­

tion of the A c mass. 
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Figure IS: pKn plus pK° invariant mass dis Jnbution 
(recoil mass > 2200 MeV/cM 
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4.6 HIGHER MASS CHARMED BARYONS 

4.6.1 hr. Recoil Mass 

The invariant mass of the system recoiling against the observed pKir 

and pKj states is plotted in figure 19. All PKTT and pKj. states uith 

invariant masses falling within 25 MeV/c 2 of the A c mass (2285 MeV/c 2) 

contribute to figure 19 (a) . The shape of the background is indicated 

in figure 19 <b), which uses pKv and pKj states with invariant masses 

falling in sidebands extending from 35 to 135 MeV/c 2 away from the A c 

mass on either side. 

Two body production of the A e ' e*e" •* A C A C , is responsible for the 

excess of events with recoil mass near the A c mass. These events can 

be seen in a more unbiased way by looking at the invariant mass distri­

bution of all states having equal recoil mass. Figure 2D is an invari­

ant mass plot of alt pKn and pK^. states uhose recoil mass is within 50 

fleV/c2 of their observed mass. There are (12 ± 4) events peaked near 

the A c mass, above a background of 0.4 events per 10 MeVA~ bin. The 

A c peak in the 5.2 GeV data alone consists of (6.5 t 2.7) events above 

background. Compared uith the (40 ± 10) pKir and pKj. events uith recoil 

mass greater than 2200 M e W c 2 in the A c peak at 5.2 GeV, this imp lies 

that the reaction e*e" -* A C A C is responsible for (16 ± 8) 'A of the to­

tal A c production at 5.2 GeV. 

Two body production of higher mass charmed baryons, e*e" •* £ c £ c ° r 

CI eE c + Ec^c) or Z c I c , followed by the decay Z c •+ A cn or Zc -* A CTT, 
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would show up in figure 19 as an excess of events Mith recoil masses 

200-300 MeV/c 2 higher than the I c or I c mass and spread over a range of 

about ±100 MeV/c 2 tdue to the momentum of the extra pion included uith 

the Z c or Z c in the system recoiling against the observed A c ) . The ex­

pected location of these peaks has been indicated in figure 19 for 

charmed baryons with masses of 2450 rteV/c2 and 2525 P1eV/c2 . Clearly 

neitLei of these production processes is dominant, but they may well 

contribute at some level. 

Mulribody production of charmed baryons and mesons, such as 

e + e" •* ACA*CTTIT , would give rise to a very broad recoil mass distribu­

tion, starting several humdred MeV/c z above the A c mass and extending 

to the kinematic limit E c m ~ m(A c). This production process may well 

also be present. 

4.6.2 I,, Reconstruction 

Higher mass charmed baryons have been searched for more directly by 

attempting to reconstruct the cascade decay I c •* A CTT and plotting the 

mass difference Am = m(I c) ~ m(A c). Many systematic errors cancel in 

the calculation of the mass difference, making it a more useful quanti­

ty than the directly calculated Zc mass. 

Good efficiency for low momentum tracks is necessary to detect the 
f;ion produced in this decay. For a mass difference of 163 MeV/cz» for 

example, the cascade pion would have a momentum of about 90 TleV/c in 

the rest frame of the £ c ; at 5.2 GeV center-of-mass energy, the boost 

into the lab frame would spread this momentum over a range of ±60 

MeV/c. 
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Since the standard Mark II drift chamber tracking program has very 

poor efficiency for tracks uith momentum less than 100 MeV/c» a modi­

fied program uas written (by Heidi Scheilman) to track louer momentum 

particles. This program recovers most "loopers" (tracks uhich are too 

highly curved to reach the outermost drift chamber layers) and extends 

the drift chamber tracking limit down to about 60 MeV/c. 

A Monte Carlo calculation uas performed to determine the efficiency 

of reconstructing the decay I c ** A CTI uith this modified tracking pro­

gram. 9000 cascade decays Z c *» A cn (A c -* pKn) were generated, using a 

mass difference Am = 168 tteWc2. Rau data from these Monte Carlo 

events were analyzed with the same programs used for the real data, in­

cluding the modified drift chamber tracking program. In those events 

in uhich the A c uas uell reconstructed, the additional pion (if 

tracked) uas used to calculate the l c mass. A plot of the mass differ­

ence produces a very narrow peak, centered at the c o m e t value, uith a 

Gaussian width of 4 M e W c 2 . The efficiency for reconstructing the de­

cay I c •* A cn > given a reconstructed Kc, is 40 % *or this mass differ­

ence. Larger mass differences result in higher efficiencies, up to the 

geometric limit of 75 % for a mass difference of 240 MeV/c 2. 

The same procedure uas used to search for higher mass charmed bary-

ons in the real data. pKii and pK^ states in the A c mass peak 

C22S5 ± 25 M e W c 2 ) were combined uith any extra pions in the event, and 

a neu invariant mass uas calculated. The mass of the system recoiling 

against the A CTT state uas required to be greater than 2400 M e W c 2 . The 

mass difference Am = m(A cn) - m(A c) is plotted in figure 21. No clear 

indication of a cascade decay can be seen, demonstrating at least that 

cascade decays are not the dominant A c production mechanism. Given the 
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limited statistics* however* no strong statement about the level of 2C 

production can be made. If 5 of the £ events in the 160-170 HeV/c 2 

bins were attributed to the X c» for example, this uould imply that the 

cascade decay S c •+ Acv was responsible for 25 V, of the total A c produc­

tion. 
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5. SEMILEPTONIC DECAYS OF THE CHARMED BARrON 

This analysis attempts to identify prompt electrons produced in the 

semileptonic decays of charmed baryons. Events containing antiprotons. 

lambdas, or antilambdas are used as event samples with a large charmed 

baryon content. Electrons are identified using a combination of time 

of flight and liquid argon information. Subtractions are made for 

electrons produced by sources other than charm and for pions misidenti-

fied as electrons. The remaining electron signal, corrected for detec­

tion efficiency, is used to calculate the fraction of barycn events 

containing an electron. Together with an estimate of the fraction of 

the baryon event sample resulting from charmed baryon production and 

decay, this gives a measurement of the semileptonic branching ratio of 

the charmed baryon. 
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5.1 DATA SAMPLE 

Essentially all of the SPEAR data with center of masp energy from 

4.5 to 6.B GeV uere used in this analysis. Additional data taken at 

louer energy (belou the threshold for charmed baryon pair production) 

uere used as a check. There should be no direct electron signal in 

this lower energy data (primarily *' events) because there is no mecha­

nism for producing both a baryon and an electron in the same event 

(apart from small sources like semileptonic decays of kaons) belou the 

charmed baryon threshold. The data uere divided into several E c m rang­

es to look for threshold effects. 

Tuo separate baryon event samples uere used : 

1) events uith an antiproton 

2) events uith a lambda or an antilambda 

The antiproton event sample included antiprotons from antilambda de­

cays. Events uith a proton but no antiproton uere not used because of 

the large background of protons produced by beam - gas interactions. 

Table 5 gives a breakdoun of the different baryon event samples by 

center of mass energy. The procedure by which the different baryon 

events uere selected is discussed in the follouing sections. 
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TABLE 5 

Baryon ever t samples 

CGeV) 
JLdt 
Cno"') 

N p NA t 
NA 

3.68 
3.77 
3.8 - 4.5 

800 
2070 
3240 

8271 
704 
1017 

735 
40 
5' 

728 se 
57 

4310 9992 826 841 

4.5 -
5.1 -
5.3 -
6.2 -

5.1 
5.3 
6.2 
6.8 

2690 
5790 
1440 
3800 

944 
2358 
545 
1362 

84 
188 
51 
113 

62 
181 
37 

121 

13720 5209 436 401 

Lambda events passing 
background s 20 Z of s 

charge cut 
ample 

, with 

5.1.1 Baryog Identification 

Antiprotons Mere identified by time-of-f1ight, using the weighting 

technique described in chapter 2. In order to be identified as an 

antiproton, a particle was required to pass the following cuts : 

Track origin at the primary vertex (or at a reconstructed 
antilambia vertex): 

• Momentum less than 2.0 GeV/c • 

• TOT proton weight greater than 0.7 . 

The antiproton sample is quite free of contamination by misidenti-

fied pions and kaons. Figure 22 is a scatterplot of momentum vs. mass 
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squared for all negatively charged tracks with mass squared greater 

than 0.15 (GeV/c 2) 2 in data taken at 5.2 GeV. The solid curve marks 

the boundary between kaons and protons corresponding to a TOF proton 

weight of 0.7. Bands of protons and kaons begin to merge at momenta 

greater than 1 DeVYc, but there are relatively feu tracks in this mo­

mentum range. The overall contamination of the antiproton sample by 

misidentified pions ant! kaons is estimated at 5 % . 

Lambdas and antilambdas were identified by reconstructing the decays 

A 0 •* pit" and A 0 •* pu*. A. secondary vertex finding program (written by 

Rafe Schindler) performed the reconstruction in the following steps : 

1} Collect pn' and pn* pairs of tracks. Here protons are defined by 
the somewhat looser time-of-f1ight cuts : 

proton weight > 0.40 for momentum < 1.2 GeWc 
proton weight > 0.65 for momentum > 1-2 GeV/c . 

2) Find radial crossing point (R v) of tracks. Require 
0 < R v < 30 cm (note CT a 8 cm for A 0 ) . 

3) Find Z coordinates of tracks at crossing point. Require 
7J2i+Z 2| < 30 cm. and |Z^-Z2I < 20 cm. 

4) Recalculate proton and pion momenta and directions at vee posi­
tion (including dE/dx corrections). 

5) Calculate direction of vector from the interaction point to the 
vee and directi™ of pn momentum at the vee, both in the xy 
plane. Require these two directions to agree to within 60°. 

6) Calculate invariant ...ass of the vee. 

7] Perform a 1C fit to the lambda mass, keeping vees with reasonable 
fits. This is roughly equivalent to requiring the proton - pion 
invariant mass to be within about 6 fleV/c2 of the lambda mass. 

The PIT invariant mass spectra after cuts 1-5 are plotted in figure 

23 for both antilambdas and lambdas. Antilambdas are almost completely 

background free, but there is a large combinatorial background under 

the lambda peak, arising from stray protons produced by beam - gas in-
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negatively charged tracks vrom events at 5.2 GeV 
solid curve marks boundary at TOF proton ueight = 0 . 7 



75 

teractions. This background can be reduced considerably by imposing 

several requirements on the er*nt as a uhole (not just the proton and 

the pion forming the lambda) designed to discriminate against beam -

gas events, as described in the next section. 

The efficiencies for finding the various baryon events do not enter 

into any of the calculations of the electron signals or semileptonic 

branching ratios in the rest of this analysis* but they are presented 

here for completeness. Proton and lambda detection efficiencies were 

determined by a Monte Carlo calculation using 41000 generated tracks of 

each type with momenta • .;,ging from 0 to 2000 MeV/c. Lambdas were al­

lowed to decay into protons and pions uith the correct lifetime (CT = 

7.89 cm) and branding ratio (64.2 % to pTi). The detected tracks were 

passed through the ^ n e '••• 'on and lambda finding programs used in the 

real data analysis. '-is^n , plots the resulting detection efficien­

cies. 

ihe proton detection efficiency is about 60-70 /i for momenta from 

400 to 1400 MeV/c. At lower momenta the efficiency falls rapidly (to 0 

at 300 fleV/c) as slow protons range cut in the material preceding the 

drift chamber; at higher momenta the efficiency falls slowly (to 30 JJ 

at 2000 MeV/c) as the proton weight cut becomes increasingly important. 

The lambda detection efficiency is about 18-21 % (including the pir 

branching ratio) for momenta from 700 to J700 MeV/c. At lower momenta 

the efficiency falls rapid'y (to 0 at 400 MeV/c); at higher momenta the 

efficiency falls slowly (to 13 % at -UPO MeV/c). 
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5.1.2 Event Selection 

Events used in this analysis uere required to have three or more 

charged particles. A reconstructed primary vertexi near the known beam 

crossing point, was also required. (Decay products of lambdas uere re­

quired to originate at a reconstructed secondary vertex and uere there­

fore excluded from the primary vertex.) The actual cuts on the loca­

tion of the primary vertex uere 

1) longitudinal distance from vertex to interaction point (projected 
along the beam axis) : \zv\ < 9 cm. 

2) radial distance from vertex to interaction point (projected in xy 
plane perpendicular to beam axis) : R v < 2 cm. 

The Z v cut, in particular, is useful for eliminating events caused by 

beam - gas interactions. Zv distributions for antiproton, antilambda, 

and lambda events are shoun in figure 25 . Note the long tail of lamb­

da events uith large |z v{- Both the Zw and R v cuts are loose enough to 

result in a negligible loss of beam - beam interaction events. 

To further reduce the background in lambda events, a cut uas made on 

the total charge of all tracks in the event. Lambda events uith posi­

tive charge uere eliminated, unless they also contained an identified 

antiproton to mark the event as good. Since beam - gas events uith a 

stray proton have higher average charge than do good events, this cut 

is able to substantially reduce the level of beam - gas background 

without causing too large a loss of good events. This effect is illus­

trated in figure 26, which shous pn~ invariant mass distributions for 

lambda events passing and failing the total charge cut. In these plots 
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so 

the Z v cut has not yet been applied* so the full beam - gas background 

is still present and the effect of the charge cut is maximized. From a 

comparison of the effects of the charge cut on lambda events (signal 

plus beam - gas background) with the effects of the opposite charge cut 

on antilambda events (signal with essentially no beam - gas back­

ground) t the charge cut is found to remove 70-75 % of the background 

lambda events and 20-25 % of the real lambda events. The remaining 

lambda events (uith net charge zero or less) contain an estimated back­

ground of 20 Ji and uere used in the analysis. 
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5.2 CALCULATION OF ELECTRON SIGNAL 

The basic quantity calculated in this analysis is the number of 

prompt electrons produced in baryon events. This calculation is pei— 

formed in the following stages: 

1) Collect candidate electrons and pions satisfying certain quality 
cri teria. 

2) Separate electrons from pions as uell as possible. 

3) Remove electrons obviously arising from photon conversions. 

A") Subtract background of pions misidentified as electrons. 

5) Subtract remaining background of secondary electrons. 

6) Correct for electron detection efficiency. 

The philosophy followed in this procedure has been to identify real 

electrons as cleanly as possible, even at the -ost of some reduction in 

efficiency. 
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5.2.1 Electron Identification Procedure 

All electron candidates were required to pass two cuts on the dis­

tance of closest approach of the track to the e*e" interaction point. 

These cuts are designed to insure that the tracks originate at the pri­

mary vertex. 

1) The longitudinal distance of closest approach (along the beam 

axis) was required to be less than 7.5 cm. The efficiency of 

this cut for good tracks is 98 V> . 

2) The radial distance of closest approach *Cin the xy plane perpen­

dicular to the beam axis) was subjected to the momentum dependent 

cut Rniin'Pi < 5 mm GeWc. <.PX = P K y is the particle momentum in 

the plane perpendicular to the beam axis.) The efficiency of 

this cut for good tracks is over 99 V, . 

The momentum dependence of the second cut is designed to offset the 

effect of small angle multiple Coulomb scattering, which results in a 

measurement error inversely proportional to the momentum of the parti­

cle. An added advantage of this particular cut is that it removes most 

electrons produced by photon conversions in the 3 mm thick (.009 radia­

tion length) Lexan window surrounding the drift chamber at a radius of 

37 cm. A simple calculation shows that the tracks of an electron pair 

produced at tliis radius project back to a distance of closest approach 

to the interaction point satisfying Rmin'Pi ~ 8-9 mm GeV/c. Unfortu­

nately, the more numerous photon conversions which occur in the vacuum 

chamber pipe (.012 radiation length) at 8 cm radius and in the pipe 

counter assembly (.038 radiation length) at 12 cm radius project back 



84 

to Rmin'Pi < 1 mn> 3eV/c and cannot be eliminated with this technique. 

To become an electron candidate, a track of any momenvum uas required 

to have a good time-of-flight measurement (99 % efficiency within the 

75 V, of *Vn solid angle coverage of the time-of-flight system). The 

time-of-flight requirement for tracks with momenta less than 300 MeV/c 

was somewhat stricter — double hits and tracks which hit far from 

their projeu+ed position along the length of the scintilator were elim­

inated (87 % vHiciency>. Finally, the measured time-of-M ight was re­

quired to agree with the time-of-flight expected for an electron to 

within the loose cut of 1.2 ns (about four standard deviations). To 

become a i electron candidate, a track with momentum greater than 300 

fleV/c was required to also have a good liquid argon measurement. 

Tracks hitting a liquid argon module too close to an edge were elimi­

nated (88 X efficiency within the 64 % of 4n solid angle coverage of 

the liquid argon system). 

The final electron identification procedure depended on the momentum 

of the electron candidate. Electrons with momentum less than 300 Me"/c 

were identified by TOF alone. LA measurements were used in conjunction 

with TOF measurements to separate pions from electrons at momenta 

greater than 300 MeV/c. Above 500 MeV/c, electron identification re-

1 ied solely on LA information. 

To identify candidate electrons with momentum less than 300 M e W c , 

the TOF weighting technique described in chapter 2 uas used. Pion and 

electron TOF weights were calculated, and tracks with electron weight 

greater than 0.9 were identified as electrons. This relatively high 

weight cut was chosen to insure a low probability of misidentifying a 

pion as an electron (since real pions far outnumber real electrons in 

the data). 
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Figure 27 contains scatterplots of It-t^) vs. O * e) for 2900 low 

momentum pions and electrons taken from antiproton events with 

E c„ > 4.5 DeV. t is the measured time-of-f1ight and tir and t e are the 

calculated times-of-f1ight for pions and electrons respectively. In 

these coordinates* tracks of a fixed momentum populate a thin line, 

concentrated at (t-t e) = 0 for electrons and Ct-t^) = 0 for pions. The 

assumed boundary between pions and electrons at electron ueight = 0.9 

is a hyperbola which intersects this line (see figure 27). The plots 

are divided into several momentum ranges to show the changing pion -

electron separation ability of the TOT system. 

The electron identification above 300 rleV/c uas performed by th 

program LAESEP described in chapter 2. This program uses samples of 

knoun pions and electrons to construct a binary tree of cuts which are 

then used to classify unknoun particles. For this analysis, a particle 

was called an electron if more than 90 % of the knoun particles falling 

into the same final classification bin were real electrons. Again* the 

relatively high cut was chosen to reduce the probability of misidentif-

ying a pion as an electron* at the expense of some efficiency in iden­

tifying electrons. 

Because so many separation variables are used, it is difficult to 

visualize the actual electron identification process as a whole. The 

most important separation variable for high momentum particles is the 

total energy deposited in a LA calorimeter. Figure 28 is a scatterplot 

of total LA energy vs. momentum for 8800 tracks taken from antiproton 

events with E Cm > 4.5 GeV. A band of minimum ionising pions is evident 

at all momenta. A smaller band of interacting pions» which deposit a 

significant fraction of their energy in the LA calorimeter* can also be 
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seen. Finally* there are a number of electrons with LA energy roughly 

equal to their momenta. Clearly, houever, the identification of a 

large number of particles uoulrf I", rmbiguous on the basis of total en­

ergy alone. 
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5.2.2 £l«9trffH K>C"tlf'ct'°" EWciency 

The efficiency of the electron identification procedure for correct­

ly identifying real electrons uas determined by analyzing tyo different 

samples of electrons — 

1) Photon conversions 1 •* e*e' 

Photon conversions in the pipe counter prt.-ide a source of real 

electrons uhich can be identified without using TOT or LA informa­

tion. Reconstruction of a secondary vertex at the pipe counter ra­

dius (12 cm), consisting of tuo oppositely charged tracks with small 

opening angle, is sufficient to identify photon conversions with 

little background from chance track crossings. A collection of 

10000 e*e" pairs identified in this manner uas passed through the 

regular electron identification procedure to determine the electron 

identification efficiency. 

2) Monte Carlo generated electrons 

The Mark [I flonte larlo program HOWL uas used to generate 8000 

electrons with momentum lr«i 200 to 300 HeWc and 7000 electrons 

with momenta from 3QD MeV/c to 1200 HeV/c. The ttonte Carlo program 

generated raw data (OC hits, 10F measurements, LA putseheights, 

etc.), uhich uere then passed through the same analysis program used 

for real data. Bremsstrahlung, energy loss, and multiple Coulomb 

scattering in the material preceding the drift chamber are incorpo­

rated into the Monte Carlo. A Gaussian T0F resolution of 300 ps Has 

used. Electromagnetic showers uere generated for electrons with mo-
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menturn greater than 300 MeV/c by the shower simulation program EGS 

[193. This program tracks the cascade of electrons and photons pro­

duced by an incident electron through a liquid argon module, depos­

iting the appropriate amount of ionization energy in the liquid ar­

gon gaps as they are crossed. The accuracy of the Monte Carlo 

shouer generation program has been verified for high energy elec­

trons from Bhabha scattering and for lou energy electrons from pho­

ton conversions. 

The results of these tuo methods of determining the electron detec­

tion efficiency are collected in table 6. In each column, the numbers 

shoun represent the effect only of the final electron selection cut 

CTOF electron weight greater than 0.9 for momentum less than 300 MeV/c 

or LAESEP electron probability greater than 0.9 for momentum greater 

than 300 MeV/c). The complete electron detection efficiency is ob­

tained by including the solid angle. time-of-f1ight and liquid argon 

quality, and distance of closest approach efficiencies previously dis­

cussed* plus a pair mass efficiency to be discussed later. For the ac­

tual efficiency correction, the numbers shoun in table 6 uere smoothed 

by fitting them to exponential functions of momentum in the separate 

momentum ranges 150-300 MeV/c and 300-1200 MeV/c. ,'ie resulting effi­

ciencies are collected in the last column of table 6. In this column. 

the number in parenthesis is the total electron efficiency, including 

all corrections. The totf.l electron detection efficiency (measured 

data points along uith smooth fit) is plotted in figure 29. Sys-cmatic 

errors in the overall efficiency are estimated to be less than 2 % over 

most of the momentum range* based on the good agreement betueen the tuo 

separate efficiency measurements. 



TABLE 6 

Electron detection efficiency 

Method of Determination Efficiency 
(from fit) 

pCMeV/c) 

150-175 
175-200 
200-225 
225-250 
250-275 
275-300 

300-400 
400-500 
500-600 
600-700 
700-900 
900-1200 

Photon Monte 
conversion Carl 0 

.994 i .002 1.00 .99 ( 62 + .02) 

.97S J .004 .983 + .007 .97 ( 60 + .02) 

.941 i .007 .931 + .007 .93 ( 58 + .02) 

.442 ± .012 .840 + .010 .36 ( 53 * .02) .755 i .015 .715 * .015 .75 ( 47 • .02) 

.663 ± .018 .604 * .016 .61 ( 38 + .02) 

.679 t .011 .627 * .018 .65 C 36 + .02) 

.708 t .015 .676 + .017 .69 ( 38 + .02) 

.718 ± .019 .716 + .018 .73 ( 40 ± .02) 

.781 ± .023 .764 + .017 .75 ( 41 + .02) 

.767 i .022 .754 i .018 .76 ( 42 + .02) 

.823 ± .026 .757 • .016 .78 ( 43 + .02) 

The errors in the first tuo columns are statistical only. 
Systematic errors are included in the final column. 

The final number (in parenthesis) includes efficiency factors 
for solid angle, time-of-fIight and liquid argon quality, 
distance of closest approach, and pair mass cuts totaling : 

( . 7 5 H . 8 7 H . 9 8 H . 9 7 ) = . 6 2 
( . 6 4 ) ( . 8 8 > ( . 9 8 > ( . 9 9 > = 54 

for p < 300 MeWc 
for p > 300 MeV^c 
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Charged pions misidentifisd *s electrons are the most serious back­

ground in this analysis. There are more misidentified pions than real 

electrons in the baryon event sample, so the background subtraction in­

troduces large statistical errors. It is important to determine pre­

cisely the level of pion contamination in the electron sample in order 

to periorm an accurate subtraction. 

The probability of misidentifying a lou momentum pion as an electron 

uas determined from a sample of 15000 knoun pions from the dec'y 

V •» VTT*TI' . This 1/' decay mode (branching ratio Xi X) is easily se­

lected by plotting the invariant mass recoiling against an oppositely 

charged pair of lou momentum tracks (assumed to be pions); a large nai— 

rou peak at the mass of the V is observed with little background, pro­

viding a clean signature for the above decay. The pions produced in 

this decay have a momentum spectrum peaked sharply at 200-300 MeV/c and 

uere used to determine the probability of misidentifying a pion as an 

electron as a function of momentum belou 300 MeV/c. 

The pion misidentification probability is calculated as the fraction 

of pions uhich are called electrons by the final TOF ueight cut. after 

having passed the previous TOF quality, distance of closest approach, 

and pair mass cuts required for all electron candidates with momentum 

less than 300 MeV/c. Table 7 gives the results of t!iis calculation. 

Pion misidentification rises almost linearally uith momentum, going 

from less than 1 7. be lou 200 rleWc to over 2 X at 300 MeWc. 
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TABLE 7 

Pion misidentification probability for p < 300 MeV/c 

mens fit 

100-125 
125-150 .25 
150-175 .60 
175-200 1.001.24 .95 
200-225 1.25±.25 1.30 
225-250 1.60±.27 1.64 
250-275 1.98±.30 1.99 
275-300 2.40*.32 2.34 

The above errors are statistical only, based on the 
size of the pion sample and the number of pions 
misidentified as electrons. 

P* (p) = - 016S > .1391 p (GeV/c) 

for C O MeV/c < p < 300 MJV/C 

For the actual subtraction, the misidentification probabilities uere 

fitted to a straight line, shoun in table 7 and plotted in figure 30. 

The resulting misidentification probability curve, combined with the 

momentum spectrum of the identified pions in the data, was used to cal­

culate the expected number of pions misidentified as electrons belou 

300 MeV/c. 

The probability of misidentifying a high momentum pion as an elec­

tron yas determined from a sample of 15000 knoun pions from the decays 

* •» 2(n*n")n° and + •* 3(n*it")n°. These * decay modes (branching ratios 

3.7 £ and 2.9 'A respectively) uere selected by plotting the invariant 

mass recoiling against the four or six observed charged particles (as-
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sumed to be pions); a peak is observed at the piiero mass, providing a 

clean signature for a decay with one missing neutral pion. Contamina­

tion of the pion sample by electrons from the decay it - e*e"e*e" uas 

eliminated by removing events uith recoil momentum near zero. The 

pions produced in these decays have a broad momentum spectrum peaked at 

about 400 MeV/c and extending to about 1200 MeY/c and uere used to de­

termine the probability of misidentifying a pion as an electron as a 

function of momentum above 300 MeV/c. 

The pion misidentification probability is calculated as the fraction 

of pions uhich are identified as electrons by the final selection in 

LAESEP, after having passed the previous distance of closest approach, 

time-of-f1ight and liquid argon quality, and pair mass cuts required 

for al T electron candidates uith momentum greater than 300 h*eV/c. Ta­

ble 8 shous the probability of misidentifying a pion as an electron as 

determined from this pion sample. Pion misidentification is greater 

than 5 JS at lou momenta, uhere the ionization of the liquid argon 

caused by the electromagnetic shouer of an electron is not much greater 

than the n.inimum ionization produced by a pion. As the piun momentum 

increases, the misidentification probability falls rapidly, dropping 

belou 2 /i at the highest momenta. 

For the actual background subtraction, the misidentification prob­

abilities uere fitted to an exponentially decaying function, shown in 

table 8 and plotted in figure 30. The resulting sm-joth curves, com­

bined uith the momentum spectrum of the identified pions in the data, 

uere used to calculate the expected numbers of pions misidentified as 

electrons above 3G0 HeV/c. An error uas assigned to the calculated 

number of misidentified pions, based on the uncertainties in the mea­

sured r>ion misidentif ication probabilities shoun in table ft. 
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TABLE 8 

Pion m i s i d e n t i f i c a t i o n probabil tv for p > 300 tleV/c 

p(MeV/c) P ! ? ° S (2) 
f i t tmas f i t 

W t ! ! ) 

300-100 5 .191 .73 5.22 7 .181 .88 7.39 
400-500 3 .831.63 3.72 5 .931 .77 5.64 
500-600 1 .62* .43 2.78 4 .321 .68 4 .41 
600-700 1.901.51 2 .19 3 .961.72 3.54 
700-900 1.95±.41 1.70 2 .361 .46 2 .68 
900-1200 1.271.42 1.37 2 .181 .56 1.96 

The above e r r o r s are s t a t i s t i c a l on V. based on the s i ze of the 
pion sample and the number of pions m i s i d e n t i f l e d as e lec t rons . 

f i t - " 72 p (GeV/c) 
P . - . . = .012 + .208 e 

f . t " 3 

P„. . = .014 + .201 e 
48 p (CeV/c ) f . t " 3 

P„. . = .014 + .201 e 

There is a definite charge asymmetry in the pion misibentification 

probabilities above 300 MeV/c. where the electron identification relies 

on liquid argon information -- positive tracks are misidentifled ns 

electrons more often than are negative tracks. This asymmetry is be­

lieved to be due to charge exchange scattering in the lead - liquid ar­

gon modules. (Charge exchange scattering produces neutral pions which 

decay into photons* generating electromagnetic shouers just like elec­

trons. Since lead contains 50 'A more neutrons than protons, v* Pb 

charge exchange scattering is more likely than IT" Pb charge exchange 

scattering.) 
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5.2.4 Electron - Positron Pairs from. »>zero Decay 

The second serious background in this analysis is real electron -

positron pairs arising from photon conversions and Daiitz decays of 

pizeros. About one third of the electrons observed in the baryon event 

sample belong to e*e" pairs* so it is important to identify and remove 

as many of these unwanted electrons as possible. A statistical sub­

traction is necessary to correct for th? remaining e*e" pairs which 

cannot be identified on an event by event basis. 

Almost all photons in the data are themselves produced by pizero de­

cay, so this background is proportional to the number of neutral pions 

in the data sample. To study this background source, a Monte Carlo 

calculation of pizero decays was performed. 17000 pizero tracks with 

momenta from f00 MeV/c to 1000 rJeWc were generated and allowed to de­

cay either into two photons (98.85 Ji branching ratio) or into one pho­

ton and a Daiitz pair (1.15 V. branching ratio). The photons were then 

allowed to convert into e*e" pairs. A conversion probability of 3.S5 % 

was usedi corresponding to the amount of material (.05 radiation 

length) in the vaccuum chamber and pipe counter assembly preceding the 

drift chamber. All photon conversions were generated at the pipe 

counter radius of 12 cm. The standard data analysis program was then 

run (using raw data generated by the Monte Carlo) to determine how of­

ten the produced electrons were detected. The following discussion is 

based on an examination of these evei.ts. 

Depending on how well the electron and positron are tracked in the 

drift chamber^ three distinct classes of e*e" pair events result. 
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These three classes of events require different treatment and are han­

dled separately in the analysis, as described below. 

11 Both electrons are tracked 

If both electrons from an e*e" pair are tracked, the pair can be 

identified by it.5 invariant mass. This is generally the case for 

electron pairs produced by pizeros uith momentum greater than about 

400 or 500 MeV/c. Unless the de?ay is quite asymmetric, both elec­

trons uill have sufficient moirentum to be tracked in the drift cham­

ber. 

The invariant mass spectrum for these e*e pairs peaks sharply at 

around 20-40 MrV/'c*; roughly 95 '/, of all e*e" pairs have invariant 

mass less than 60 MeY/c 2. In the real data analysis, candidate 

electrons uere paired uith all oppositely charged tracks in the 

event, and a 60 H e V c 2 cut uas made on the resulting invariant mass. 

A small inefficiency t1-3 %, depending on the electron momentum) is 

introduced by this procedure uhen good electrons happen to be pro­

duced nearly colinear to other charged tracks. 

2) One electron is tracked and the other electron leaves a trail 
of drift chamber hits which the tracking program misses. 

Asymmetric e*e" pairs frequently result in events uith one 

tracked electron and one clearly visible track uhich is missed by 

the tracking program Cusually because the momentum is verv lou). A 

hand scan of all electron tracks in the real data uas used to elimi­

nate probable e*e" pairs falling into this class. Usually the visu­

al identification of an e*e" pair uas unambiguous, but occasionally 

a guess had to be made; in such cases, I leaned toward eliminating 

dubious electrons. As long as the same criteria are used to identi-
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iy this class of e*e" pair in both Monte Carlo events and in the 

real data, the final electron signal after the complete pizero back­

ground subtraction should be insensitive to the treatment of these 

ambiguous cases. 

33 One electron is tracked and the other electron is not seen 
at all. 

Electron - positron pairs in uhich one electron misses the drift 

chamber completely* having either very lou momentum or smalt polar 

anyle, result in a background uhich cannot be identified and elimi­

nated on an event by event basis. A statistical subtraction, based 

on the pizero spectrum and the probability of a pizero to produce 

such a pair, is necessary. 

The pizero spectrum in the real data uas not directly measured, 

but uas assumed to be the same as the measured charged pion spec­

trum, with normalization N^n = jtNn- + N n + ) . The Monte Carlo uas 

used to construct a table of the probability for a pizero (of a giv­

en momentum) to produce an electron (of a given momentum), t'ie other 

electron being unobserved. This table uas then combined uith the 

pizero spectrum to generate the expected spectrum of background 

electrons in the real data. 

The spectrum of electrons from this class of pizero decay peaks 

at very lou momentum. From 100-200 MevVc, these electrons are the 

dominant source of background in the real data; by 300 ttev/c. they 

are far outnumbered in the real data by nisidentif led charged pions. 

In doing the background subtraction for electrons from this class of 

pizero decay, an error equal to 20 V, of the subtraction itself das 

assigned, based on uncertainties in the Monte Carlo calculated prob­

abilities for a pizero to produce one electron. 
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5.3.1 Electron Signal 

Calculations of the final electron signals* including background 

subtractions and efficiency corrections* are presented in tables 9 -

12, which should be self-explanatory. 

Belou 4.5 GeV, the background subtraction should cancel the observe"* 

electron signal. In the lambda and antilambda events, the net electron 

signal after background subtraction is negative. In the antiproton 

events, the net electron signal after background subtraction is posi­

tive, at about the one standard deviation level. Above 4.5 GeV, the 

background subtraction leaves a net electron signal in both antiproton 

and 1 ar-.bda events, at about the three standard deviation level. 
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TABLE 9 
Electron signal 9992 f* events E e a < 4.S Gev 

identified background efficiency 
electrons subtraction corrected e 

p(MeV/c) C •£" c «r 
100-150 22 37 1 1 27 -9 i5 
150-200 26 38 7 7 22 -6 15 
200-250 2* 27 17 15 14 -6 -1 
250-300 43 25 27 22 6 25 -6 

300-400 123 81 129 72 2 -21 19 
401-500 52 30 46 20 1 13 24 
500-600 23 9 22 9 2 - 1 
600-700 22 3 11 4 26 -3 
700-900 12 6 8 3 S 8 
900-1200 3 3 2 1 1 5 

354 259 270 154 72 34 71 
±!9 ±16 ±19 211 ±8 ±65 1-J3 

total = 105 • 73 

WW N x ~ number of identified e l e c t r o n s , uith identified p*e~ 
pairs removed 

-t 
N t = number of electrons expected from misidentifiestion 

of charged pions 

H t = number of electrons (of each sign) expected from decays 
of neutral pions resulting in unidentified e*e" pairs 

cat" 
H * = number of electrons after background subtraction and £* efficiency correction 
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TABLE 10 

Electron signal 5209 p events E „ > 4.5 GeV 

dent ified background efficiency 
t lectrons subtraction corrected e 

p(MeV/c; „£" «;: <- N et N e <. *r 
100-150 12 17 0 0 15 -5 3 
150-200 23 10 3 3 11 14 -7 
200-250 11 20 7 6 9 -8 in 
250-300 12 15 10 9 4 -6 s 
300-400 59 42 68 37 2 -1 9 
400-500 50 23 38 20 1 29 4 
500-600 33 11 24 12 23 -1 
600-700 23 11 14 6 21 12 
700-900 17 18 12 7 11 27 
900-1200 16 7 7 4 21 8 

266 !74 183 104 42 99 71 
±16 ±13 ±12 ±7 ±4 ±45 

total = 170 i 

±33 

56 

raw 
H t = number 

pairs 
of identified electrons, uith identified e'e" raw 

H t = number 
pairs removed 

N = number of electrons expec :ed from misidenti ficat ion 
of charged pions 

N . = number 
of neu 

of electrons (of each sign ) expected from decays N . = number 
of neu tral pions resulting *n uni dentified e*e" pairs 

H t = number of electrons after background subtraction and 
elf iciency correction : 
uco*- _ ( N raw * * "rt° ) / eff 
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Electron signal 

TABLE 11 

1667 A' + A* events E c« < 4.5 GeV 

identified 
electrons 

background 
subtraction 

efficiency 
corrected e 

p(MeV/c) »:-' H 1 1* ox- w>-

100-150 
150-200 
200-250 
250-300 

5 
3 
1 
2 

4 
9 
3 
3 

0 
.9 

2.4 
4.1 

.2 

.7 
2.5 
3.6 

3.6 
3.1 
1.9 
.5 

2.0 .2 
-1.6 8.6 
-5.8 -2.3 
-6.1 -2.6 

300-400 
400-500 
500-600 
600-700 
700-900 
900-1200 

9 
1 
0 
1 
2 
0 

11 
0 
2 
0 
2 
0 

13.1 
2.4 
2.0 
.6 
.5 
.0 

12.0 
2.8 
1.6 
.6 
.4 
.0 

.2 -12.1 -3.3 
-3.6 -7.6 
-4.8 .8 

.9 -1.7 
3.7 3.8 
-.3 -.2 

24 
±4.9 

34 
±5.8 

26.2 
±1.9 

24.5 
±1.8 

9.4 
±1.0 

-27.9 -4.2 
412.1 ±13.6 

total = -32 t 18 

A 0 and A 0 events are combined in this table. 

e* means r e* in A 0 events 
*• e~ in A 0 events 

in A° events r e" in A u event 
*- e* in A 0 event 

= number of identified electrons* with identified e*e" 
pairs removed 

- number of electrons expected from misidentific.tion 
of charged pions 

= number of electrons (of each sign) expected from decays 
of neutral pions resulting in unidentified e*e" pairs 

= number of electrons after background subtraction and 
efficiency correction : 
cor r«w T* -*<> 
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TABLE 12 

Electron si gnal 837 A° + A 0 even's E c . > 4.5 GeV 

i dent ified background efficiency 
e lect rons subtract on corrected e 

p(nev/c) raw «r <-
cot-

'00-150 3 3 0 0 2.1 1.3 1.2 
150-200 2 6 .3 .3 1.8 -.2 6.2 
200-250 3 1 .» 1.1 1.4 -.5 -2.1 
250-300 3 1 1.6 1.6 .5 2.3 -2.7 

300-400 11 7 6.1 7.0 .1 13.3 -.7 
400-500 5 4 4.4 4.5 1.3 -1.5 
500-600 4 4 2.3 2.4 4.6 4.0 
600-700 3 6 .9 1.2 4.8 11.8 
700-900 2 4 1.6 1.4 .7 6.5 
900-1200 1 1 .6 .2 .7 1.2 

36 37 18.8 19.9 6.1 28.6 23.9 
• 6.0 i6.1 ±1.2 ±1.3 ±.6 

to 

±15.0 1 

tal = 52 ± 

13.6 

20 

A 0 and A 0 events are combi ned in this table. 

e* means r e 
L e 

* in 
" in 

A 0 event 
A 0 event 

s 
s 

e" means r e " in A 0 

*• e* in A 0 

events 
events 

N * = number of identifie d el ec trons with identified e*e" 
pairs removed 

N = number 
of cha 

of electrons expec ted from misidentificat ion N = number 
of cha rged pions 

N . = number 
of neu 

of ?lectrons (of each sign) ex pected from decays N . = number 
of neu tral pions resulting in unident ified e*e" pairs 

N = number of electrons after backs round subtraction and 
^ efficiency correction : 

- N * 0 ) / e ff 
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5.3.2 Electron Momentum Spectrum 

The observed electron momentum spectra are plotted in figure 31 and 

tabulated in table 13. 

TABLE 13 

Electron momentum spectra E c . > 4.5 GeV 

p events A 0,A 0 events 

pCHeV/c) N.. + N«, N.. + N.» 

100-200 5 ± 14 8.8 ± 6.1 
200-300 1 i 17 -3.6 i 6.1 
300-400 S ± 34 12.5 ± 12.6 
400-500 33 ± 25 -.1 ± ft.9 
500-600 22 i 18 8.6 1 7.7 
600-700 34 * 15 16.6 t 7.3 
700-900 39 ± 15 7.4 ± 5.9 
900-1200 29 t 12 1.9 t 3.2 

The lepton spectrum resulting from the decay of a charmed quark into 

a strange quark> a lepton, and a neutrino can be taken from the analo­

gous QED calculation for muon decay. The result is 

1 dr 12 X 2 l1-r 2-X] 2 

= ( 0 i X < 1-r2 ) 
r dX (1-X) 

where X = 2E / m c 

r = quark mass ratio m,/m c 

E = ieoton energy in charmed quark rest frame 
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The lepton spectrum for the decay of a charmed baryon into a lambda* a 

lepton, and a neutrino is obtained by replacing the charmed quark mass 

by the charmed baryon mass and by replacing the strange quark mass by 

the lambda mass. This substitution increases r substantially but has 

little effect on the lepton spectrum except at the endpoint. Since the 

use of the actual baryon masses should more accurately reflect the 

kinemtttirs of the A c semileptonic decay* the higher value of r was used 

for comparison with the experimental lepton spectrum. 

First order 0.C0 corrections to the above formula* including real 

gluon bremsstrahlung and virtual gluon exchange* have been computed 

[20j, but the resulting expressions are quite cumbersome. The gluon 

corrections turn out to give a large correction to the total semilep­

tonic decay rate, but they do not appreciably change the shape of the 

lepton spectrum. 

A correction to the lepton spectrum uhich is important is the trans­

formation from the charmed quark rest frame to the e*e" rest frame. 

The experiment measure-s the lepton energy in the e*e" rest frame, uhere 

the produced charmed baryon has significant momentum. The laboratory 

momentum of the charmed baryon is shared by the charmed quark (apart 

from Fermi motion of the quark uithin the baryon* uhich is a much 

smaller effect), and the boost this gives to the lepton emitted by the 

decaying quark can be quite large. The effect of this boost is to 

spread the lepton spectrum to higher momenta* uhile shifting the peak 

momentum slightly louer. 

For a comparison wi th experiment* the theoretical lepton energy 

spectrum (expressed in terms of the lepton energy in the charmed quark 

rest frame) must be folded uith the momentum distribution of the 
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charmed quark to give a corrected lepton energy spectrum (experessed in 

terms of the lepton energy in the lab frame). From the Lorentz trans­

formation E' = y E tl + B cose), the folding is done according to the 

formula 

dr '+1 r d r 

— = d(cosS) -
dE' - 1 L dX 

] — ' — 
E' J mcy(l+Bcose> 

meVU+BcosB) 

where & = velocity of charmed baryon (and charmed quark) 
0 = angle between charmed baryon and lepton momenta 
t' = lepton energy in lab frame 

The integration Has performed numerically, using as input the 

charmed baryon momentum distribution determined from the reconstructed 

hadronic decays A c •» pKn. The corrected lepton spectrum is rlotted in 

figure 31 as a solid curve, normalized to the number of electrons in 

the experimentally determined spectra. Uithin the large errors of the 

experimental spectra, the agreement is quite reasonable. 
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Figure 31: Electrom momentum spectra E c w > 4.5 GeV 

(a) antipruton events (b) lambda and antilambda events 
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5.3.3 E — Distribution of Electron Event* 

The distribution of electron events as a function of center-of-mass 

energy is plotted in figure 32 and tabulated in table 14. Subdividing 

the data results in very poor statistics, but the distributions are at 

least consistent with a threshold for electron production starting at 

around 4.5 GeV. 

TABLE 14 

E c . dist ribution of ele otron events 

Ee.(GeV) Up. / N„ m N A . ' NA m 
3.68 .9 ± .9 -1.7 t 1.3 
3.77 -1.0 ± 2.1 -7.3 i 3.5 
3.8-4.5 3.4 ± 2.3 -5.7 ± 3.9 
4.5-5.1 4.2 ± 2.3 4.6 ± 5.3 
5.1-5.3 3.0 ± 1.6 5.4 t 3.8 
5.3-6.2 5.7 ± 3.3 5.2 ± 8.6 
6.2-6.8 2.1 ± 2.1 11.2 ± 6.0 
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Figure 32: E I a distribution of electron events 
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5.3.4 Electrons per Barvon Event 

The basic results of these calculations are the fractions oi baryon 

events above the charmed baryon threshold at 4.5 GeV containing a 

prompt electron or positron — 

H(pe') (99±45) 
= = C 1.9 ± 0.9 ) X 

NCp) 5209 

Ntpe") C71±33) 
= ( 1.4 ± 0.6 ) X 

M(p) 5209 

NCA°eM + N(A°e") (23.9113.6) 

N(A°) + N(A°) (43G+(.8)401) 

N(A°e-) + N(A°e*> (28.6i15.0) 

t 3.2 t 1.8 ) •/. 

C 3.8 ± 2.0 ) V. 
N(A°) + NtA») (436+(.8)401) 



113 

5.3.5 Semileotonic Branching Ratios 

Ue assume that all events with both a baryoit ind an electron are 

events in Mhich a charmed baryon - charmed antibaryon pair has been 

produced. In semileptonic decays of charred baryons> the sign of the 

electron is correlated with the baryon number of the baryon — charmed 

baryons emit positrons, Hhile charmed ;;ntibaryons emit electrons. 

Baryun - positron (and antibarycn - electron) events can be used to 

calculate the branching ratio of the charmed baryon into an electron 

plus the observed baryon. Baryon - electron (and antibaryon - posi­

tron) events, on the other hand, can be used to calculate the branching 

r&"'io of the charmed baryon into an electron plus any baryon. In this 

second case, the observed baryen is not associated with the observed 

semi Ieptonic decay and serves or. !y as a tag for a charmed baryon event. 

To calculate semileptoni*, branching ratios from the measured numbers 

of baryon events containing electrons* an estimate of the charmed bary­

on content of the proton and lambda data samples is needed. For this 

purpose, the Mark II measurements of inclusive proton and lambda pro­

duction. R p and RA as functions of E c n . are used. Assuming that the 

increase in R p CRft) observed at center-of-mass energies greater than 

the threshold at 4.5 GeV is due entirely to charmed baryon pair produc­

tion, the fractional increase in R p (Ryi) at a given centei—of-mass en­

ergy gives the fraction of proton (lambda) events at that energy due to 

charmed baryon production and decay. Table 15 gives the measured val­

ues of R p and Rn (calculated from the data presented in chapter 3) and 

the resulting values of AR P/R P and AR^R/i for the broad E c« bins used 

in this analysis. The average values of AR P/R P and ARA/RA> weighted by 
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the numbers of baryon events in each E c. bin, are included in table 15 

and used in the actual calculations. 

TABLE 15 

uR P / R p and ARA f RA 

Ec. <GeV> R p + R p ARp/Rp RA + RA ARA/RA 

3.8 - 4.5 .36 .059 -
4.5 - 5.1 .49 .27 .097 .39 
5.1 - 5.3 .67 .46 .133 .55 
5.3 - 6.2 .70 .48 .145 .59 
6.2 - 6.8 .79 .54 .205 .71 

weighted .68 .45 .148 .57 
average 

AR P<E c m) = Rp(Ec«) - Rp(3.8-4.5) 
ARA<E C B 1> = RfttEci.) - RA<3.8-4.5) 

A final number needed for some of the senileptonic branching ratio 

calculations is the fraction of charmed baryon decays (FP) uhich lead 

to a proton (rather than a neutron) as the final state baryon. As in 

the calculation of the total charmed baryon cross section in chapter 3t 

the value F p = 0.6 is taken here. The fraction of charmed baryon de­

cays (FA) uhich lead to a lambda in the final state may be calculated 

from F p and the ratio ARrt/ARp ; using flR/,/ARp = 0.32 (averaged over 

center-of-mass energies from 4.5 to 6.8 GeV) gives F A = 0.19. 



IIS 

The calculations of the various scaileptonie branching ratios of the 

charmed baryon proceed as follows : 

N(pe') r AR, i-l 
BR ( Ac * >* X ) = = ( 4.2 ± !.9 > 2 

H(p) •• R P
 i 

NCK»e*)+H(Ase") r ARA n-l 
BR ( A"C - e* X ) = = ( 5.4 ± 3.1 > X 

N(A°)+H(A°) •• R A
 J 

Averaging these tuo results gives BR t Ac •» e* X > = ( 4.5 : 1.8 ) '/. . 

T N(pe-> r ARp -1-1 
BR < A c -• p e* X > = tFp) = I 1.) ! t.l U 

N<p) L R p
 J 

HCA 0*-)+H(A 0e«J r ARA T-1 
BR I A c - A" e» X ) = <rft) = ( 1.2 ± 0.6 ) 7. 

NCS°>+M<A°) L R A J 

Note that protons from secondary decays of lambdas are included in 

SRCAL -* peX) and lambdas from secondary decays of sigmas are included 

in BR(A C •• A°eX). 

The only significant error in these calculations is the statistical 

uncertainty in the number of electron events. Errors in the values of 

aRp/Rp and ARA^RA and in the values of F p and FA are much smaller ard 

have been neglected. 
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5.3.6 A,, lifetime 

The inclusive semileptonic branching ratio BR(A C •* eX) can be relat­

ed to the A c lifetime if the A c semileptonic width is knoun. The theo­

retical result for the semileptonic uidth of a free charmed quark 

is C213 

I*su = (G*/192TT 3> m c g(r) [1-(2a»/3n)f(r)3 

uhere r is the quark mass ratio m s ' m c 

g(r) is a kinematic correction for the nonzero s quark mass 
f(r) is a QCD correction for real and virtual gluon exchange 

The value of I" clearly depends critically on the charmed quark mass. 

The best determination of the charmed quark mass comes fron fi':s to the 

lepton energy spectrum observed in semileptonic D decay [7.2]. which 

give m c = (1.75 ± 0.10) GeV/c 2. Using this value, the theorttical se­

mileptonic uidth becomes 

I\jL = (1.9 * 0.5J-10 1 1 sec' 1 for m c = (1.75 ± .10) GeV/c 7 -

Together uith the experimentally measured branching ratio 

BR(A C •* eX) = (4.5 ± 1.8) Z from the present analysis, this gives a 

charmed baryon lifetime 

r(A c) = BR(A C - eX) / TSl_ = ( 2.4 ± 1.1 )-10''3 sec. 

This result is in good agreement uith direct measurements of the A c 

lifetime [233. uhich give 

T ( A C ) = C1.7*0**1 ) 1 0 " t 3 sec. 
-o.s „ 
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