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PREFACE
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repository for nuclear waste. This program has been sponsored by the Swedish Nuclear Power Utilities
through the Swedish Nuclear Fuel Supply Company (SKBF), and the U.S. Department of Enerdy (DOE) through
the Lawrence Berkeley Laboratory. .

The principal 1nvestigators are L.B. Nilsson and 0. Degerman for SKBF, and N.G.W. Cook,
P.A. Witherspoon, and J.E. Gale for LBL. Other participants will appear as authors of the individual
reports. . .
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ABSTRACT

Fracture data from Stripa, Sweden, have been analyzed to describe
the nature and variation of the fracture system within the Stripa
granite. Usjng both core log and fracture map data the type and the
parameters of the distributions of fracture orientation, trace length and
spacing have been determined. The core log data analysed in this report
were.obtained from three inclined surface boreholes, totaling 1065 meters
in length, and fifteen subsurface boreholes drilled in a fixed pattern
from the ventilation drift. These boreholies varied between 30 and 40
meters in length. The fracture map data came from deta%]ed mapping of a
50-meter length of the ventilation drift. These map and core log data
were compared with data that resulted from general mapping of the entire
test area and with detailed map and core log data from other experimental
rooms in the same test area.

The moving averages for three rock mass parameters, all based on the
degree of fracturing, have been calculated for part of the borehole and
core log data. These three parameters, the rock quality designation
(RQD), the mean core length, and the fracture frequency, have been tenta-
tively cofrelated with a fourth parameter, the rock mass permeability.
However this study showed only a weak correlation between the three
fracturing parameters and the rock mass permeability, presumably because
no distinction was made between fractures be]ongfng to different sets.

Using orientation data from both fracture maps and core logs, con-
toured pole diagrams were constructed and four fracture sets were delin-
eated. For each fracture set the trace length and spacing data were

analyzed. 1In the analysis of the trace length data, which were taken



Xiv

from thé fracture maps of the~Vent11ation drift, three sampling biases:
were considered censoring, “truncation aﬁd size bias. For the spacing
data obtained from the core 1qgs’of-thirteen of the subsurface boreholes,
the parameters of the distributions have been computed, and goodness-of -
fit tests have been carried out for three theoretical models: the expo-
nential, the lognormal and the Weibull distribdtions. -Finally, the
average fracture density has been estimated for .each fracture set using
core .log data.

~ The orientatiqn data from the vicinity of the test excavation
permitted a reasonably clear definition of the various fracture sets.
However fracture data taken from distances of 200 meters or more apart
produced orientation diggrams that were more scattered, presumably due to
the sampling of different lithologiéS'and different structural domains.
Significant differences in the distributions of spacings and trace
lengths between the various fracture sets suggest that these geometric
parameters are essential in the eva]uation of the degree of fracture.

interconnection within the rock mass. . -
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EXECUTIVE SUMMARY

INTRODUCTION

§

At Striﬁa, Sweden, an old iron-ore mine whose ore is dep]éted has
been the focal point of a comprehensive research and development program
on the disposal of nuclear wastés in fractured granitic rocks (Wither-
spoon and Degerman, 1977). The two main objectives of the'research ﬁave
been to determine the thermomechanica] response of the rock mass to the
heat generated by simulated nuclear waste éanisters (e]ecfrica] heaters)
and to determine the hydrogeo]ogic charapteristics of the rock mass.
Fractures in granitic rocks have a controlling influence on the strength
of the rock mass and hence on the stability of the excavated waste.repo—
sitory. Fractures also are the primary flowpaths é]ong which radionu-
clides may migrate from the repository to the biosphere.

As part of the fracture-hydrology program at‘Stripa (Gale and Wither-
spoon, 1979), a considerable effort was devoted to characterizing the
fracture system at that site.v This consisted of applying various rock
mass characterization schemes to the drill core data in order to assess
the variation in the degree of fracturing within the rock mass. Data from
fracture maps of the walls and tﬁé floor of the drifts‘were combined with
the fracture data obtained from drill cores to delineate the main fracture
sets in the Stripa granite. For eéch fracture set the statistics of
spacings and trace lengths have been determined, and the average fracture
density has been ca]cu]atgd. Tﬁe results of this fracture analysis are
presented in this report. |

The test site and test boreholes aré 1ocated.on the north side of a

northeast trending syncline. The experimental rooms, for much of the
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research program, have been excavated at a depth of 338 meter below sur-
jacé under the north 1imb of the syncline, in”a-small body of granitic
roék adjacent to the metaééd{mentary—metavolcanic sequence in which the
mined—out ore body wés located. The ‘general geology of the test site area
and the general fracture system are described by Olkiewicz et al. (1979).
The petrology of the graniticrbody is discussed by Wollenberg et al.
(1982). | |

.Sources of data for this rock mass and fracture éystem character%za—
tion include a limited number 6f éurface outcrops, three surface bore-
holes (SBH-1 to SBH-3) and fifteen éhbsurfacelhydrology boreholes (HG1 to
HG5 and R1 to R10) (Ga]é, 1981), a large number of boreholes drilled for
the fhermomechanicaT experiﬁents and the fracture maps of the walls and
the floor of the thermomechanical experimental rooms (Thorpe, 1979; |

Paulsson et al,, 1982), as well as the maps of the ventilation experiment

drift (Rouleau et al., 1981).
ROCK MASS CHARACTERIZATION

Rock mass charaéterizétiOn schemes genefa]]y constitute an essential
part of rock mass c]aésification §ystems. The main objective of these
systems is to detefmihe the characteristics that rock masses have in
common 1n‘order that the experiénce gaﬁned at one site in assessing
stability conditfons Aﬁd designing support systems can be applied to a
different site; ‘In most civil or mining engineering applications, the
main parameters of interest in a4 rock mass are related to the stability

of excavations or foundations. However in nuclear waste disposal,
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particular]y in crystailine rocks, the most impbrtant factor determining '
the suitability of a site is the rate of groundwater movement.

Since fractures in crystalline rock conffo] both mechanical stability
and the flow of.grodhdwater. three rock mass fracturing parameters were
compared. These parameters were the rock mass quality designation (RQD),
mean core Tength,‘and'fracture frequency. These parameters were computed
using a moving average over intervals of 2 meters in length and using
dfstance increments of 0.2 meter. The fracturing parameters were also
compared with the permeability values calculated from packer injection
test data. These injection tests were carried out using 2-meter packer
intervals. While there is a good correlation bethen the RQD, mean core
length and fracture frequency values, as one would‘expect, there is very
"weak correlation between these threé parameters and the hydraulic con-
ductivity values. The correlation between hydraulic conductivity and
fracture frequency is only discernible on a scatter diagram including the

data from all the fifteen hydrology boreho]es together.
STATISTICAL CHARACTERIZATION OF THE FRACTURE SYSTEM

Using therbasic data from the core logs of the surface and subsurface
hydrology boreho]es'(GaTe, 1981), and from the fracture maps of the ven-
tilation drift (Rouleau et al., 1981), we have determined fhe number of
fracture sets, based on orientation data, both for the immediate vicinity
of the ventilation drift and for a larger volume of the granitic rock méss
that fofm; roughly ‘a cube of about 270 meters on a side. The definition

‘of the fracture sets decreases considerably as the volume of rock mass
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being considered increases. Combining the above data with the fracture
data from Olkiewicz et al. (1979) and the orientation data from the
thérmomechénica] experimental drifts (Thorpe, 1979; Paulsson et al.,
1982), we have been able to correlate most of the fracture sets from one
underground experimental room to another.

The fracture system was analyzed in greater detail for the rock mass
surréunding the ventilation drift. Fracture trace lengths and fracture
spacings were analyzed for each one of the four fracture sets defined on
the basis of orientation data, as mentioned abbve.v Using data from the
fracture maps of the ventilation drift, the parameters of the trace length
distributions were estimated for both an exponential and a lognormal
model. The trace length distributions are truncated due to the fact that
fracture traces shorter than 0.5 meter were not considered. Since many
fracture traces have either one or both ends not observable, trace length
distributions are also censored. Both truncation and censoring biases
were accounted for in the estimation of the parameters of the trace length
distributions. |

1He statistical analysis of fracture spacings was carried out using
the data from the drill cores of the thirteen oriented hydrology holes
drilled from the ventilation drift.. In this study we define the frac-
ture spacing (SPAC) as the distance between two consecutive fractures of
the same set along the drill core, multiplied by the cosine of the angle
between the borehole axis and the po}e of the average plane of that frac-
ture set. Statistics of spacing data were first computed for each
fracture set in each borehole separately. Both analysis of variance and

Duncan multiple-range tést for the natural logarithm of spacing (LSPAC)
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iﬁdicate significant difference in tﬁe mean of LSPAC from borehole to
borehole. Hdwever this differeﬁce‘decreases considerab]y when,'instéad of
individual boreholes, we consider groups of boreholes defined according to
their location along the drift. Combining the data from all the oriented
borehoTés, we -have computed fhe parameters of the spacing distributions
assumihg, in turn, exponential, lognormal and Weibull statistical models.
Quanti]e plots and objective goodness~of—fit.test (the Kolmogorov-Smirnov
D¥statistics) reveal that the lognormal distribution gives the best fit to
spacing data.> |

'1) has

Using core log déta, an average value of fracture density (L
been computed for each fracture set. The method used has been described
by Kirafya(1970).. The basic data required are simpiy the number of
fracture'intersectfons with each borehole and a calculated "true" length
for .each borehoie. This latter value is computed by multiplying the
actual ieﬁgthfof a borehole by the cosine of the angle between the bore-
hole axis and the po]evof the average plane of the fracture set being

considered. As expected, fracture density was found to vary significantly

from one fracture set to another.
CONCLUSLONS

The rock mésé characterization scheme presented in this study sug-
gests that:therévfé oh]y'a weak correlation between fracture density and
the‘hydrah1ic Eondﬁét%Vity of the rock mass. This lack of correlation may
result from the'fééf that thé fracturing parameters that were considered

do not distinguish betweeh fractures of the various sets. In a more
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systematic correlation analysis, some advantage could presumably be gained
by considering each fracture set separately, e§pec1a]1y,if"one fracture
set is much more permeable than the others;

The statistical ana]ysfs of fracture orﬁentation, using both core'log
and fracture map data, indicates that at least four fracture sets can‘bg_
clearly defined in the rock mass immediately surrounding the main teéfn
excavations. The orientation data become much more scattered when one
consfders data obtained from distances of 200 meters or more apart,
because these data represent presumably different structural domains of
the rock mass.

For the rock mass surrounding the ventilation drift, the fracture

spacing and trace length data were analysed for each one of the four frac—

ture sets defined'on'the basis of orientation data. The spacing data,
obtained'from,the drill cores of the fifteen hydrology boreholes, indicate
significant &1fferences'1n spacing distributions between boreholes for
each fracture set. The difference becomes much less important when com-
paring groups of boreholes that are defined on the basis of their location
along the drift. For the ventilation drift as a whole, both trace length
and spacing data show substantial differences between fracture sets, as:
does the fracture density. Therefore these parameters, or a derivative of
them, should be considered in any evé]uation of the degree of fracture
interconnectioﬁ.and hence hydraulic communication within the rock méss.
The results of'fhis'analysis can be used in numerical simulations of
groundwater flow or rock mass stability where one needs to account for the

variation in 6r1entation and trace length as well as the variation in the

fracture densities for different fracture .sets.

L
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PROJECT DESCRIPTION

After a brief review of the lithology and the structural geology of
the Stripa area, three rock mass characterization schemes were app]ied to
part of the borehole data from the Stripa site. Special attention was
~paid to the app]icability of these characterization schemes to nuc]earn
waste disposal problems in 1gneous'rocks, especially the degree of
cdrre]ation between the characterization parameters and rock mass
permeability. |

fhe fracture data from both core logs and fracture maps were then
analyzed to determine the nature of, and the variation in, the fracture
‘orientation data. For the four fracture sets defined in the area of the
ventilation drift on the basis of orientation data, the statistics of
fracture spacing and trace length distributions were determined. The
variability of fracture spacings around the ventilation drift was also
examined. The results of this analysis provide a three-dimensional de-
scription of the fracture system in the rock mass in the immediate area of
the ventilation drift. The results are prerequisite to the evaluation of
the degree of fracture interconnection, and hence hydraulic communication,

within the rock mass.
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1. INTRODUCTION

At Stripa, Sweden,'an old iron-ore mine whose ore is deb]eted has
been the focal point of a comprehensive research and development program
on the di;posa] of nuclear waste in granitic rocks (Witherspoon and
Degerman, 1978; Gale and Witherspoon, 1979). The hain thruét of the
research has been to determine the thermomechanical response of the rock
mass to the heat generated by simulated nuclear-waste cannisters (elec-
trical heaters) and to determine the fracture and hydrogeologic char-
acteristics of the rock mass.

The success.of underground storage of ﬁuc]ear waste depends on the
rock mass retaining its structural integrity while experiencing the
thermomechanical 1oading that it will be subjected to during the oper-
ational phase of the repository and, more importantly, providing limited
possibilities for groundwater transport of the radioactive materials from
the repository to the biosphere. Fractures in granitic rocks have a
controlling influence on the strength of the rock mass, and hence_its
sfabi]ity. Fractures also are the primary flowpaths along which
radionuclides may migrate from the repository to the biosphere.

It is also recognized that, in fractured crystalline rock, flow
through the intact rock matrix will be so low that significant flows
through the rock mass can only take place through the fracture system.
Various studies (Davis and Turk, 1964; Snow, 1968; Raven and Gale, 1977;
and Ga]e,v]981) have shown that there is a decrease of permeability with
depth in fractured crysta]]ine rocks. Factors that may contribute to this
observed decrease -in fracture permeability with depth include the fol-
1owihg two possibiTities: (1) a decrease in fracture apertures with in-

creasing depth, and (2) a change in fracture density with depth. While



it is recognized (Gale, 1975; Iwai, 1976) that fracture apertures decrease
with increasing stress (depth) and hence contribute to the observed de-
crease of fracture permeability with depth, there have been no fracture
hydrology studies in which variations in fracture density within a given
rock mass have also been documented. Also there have been no theoretical
studies relating changes in observed fracture density to changes in rock
hass permeability.

Recognizing that fracthres have a finite length, i.e. they are
discontinuous within their own planes, it is abparent that changes in
observed fracture density can result from either a change in the spacing
of fractures within each set, a change in the length of fractures within
each set, or variations in the relative orientation of the ffacture sets.
The form and nature of thé distributions of fracture spacings, lengths and
orientations détermine the degrée of fracture interconnection and hence
the degree of hydraulic communication wfthin a given rock mass.

As part of the fracture-hydrology program at Stripa (Gale and
Witherspoon, 1979), a considerable effort was devoted to characterizing
the fracture system at that site. This consistéd of applying various rock
mass characterization schemes to the drill core data in order to assess
the degree of variation in fracture intensity within the rock mass.
Orientation data from fracture maps of the walls and the floor of the
‘drifts were combined with the orientation data.obtained from the drill
cores to delineate the main fracture sets in the Stripa'granite. For each
fracture set the statistics of spacings and trace lengths have been deter-

mined. The results of this work are presented in this report.



i

1.1 General Geology and Sources of Data-

The Stripa site 1; located about 150 kilometers west-northwest of
Stockhoim. The bedrock geg]ogy is typical of highly folded and deformed
shield terrains. The regional geb]ogy (Figure 1.1A) is characterized by a
no}theast trending series of folded metamorphi; rocks that have been in-
truded by a series of granitic rocks. QThe local bedrock structure around
Striba is dohinated by a major northéast trending syncline (Figﬁre 1.18).
Additional smaller synclines, trending bothfpaka11e1 and perpendicular to
the majbr noriheast trending synclines, add to the overall structuré] com-
plexity of the region; Superimposed oh the regional fold pattern is a
series of fracture zones and lineaments (F{gdre 1.18) with at least one
major fracture zone trending perpendicular to the major sync]ina} feature
that cuts across Lake Rasva]en.- The overall trends of the 11neaments_are
shown by the frequency-strike diagram (Figure 1.2). |

The test site and test boreholes (Figure 1.3) are located on the
north side of the local northeast trending syncline (Figure 1.4).' The
experimental rooms for much of the research program have been excavated

at a depth of 338 meters below surface under the north limb of the

syncline (Figure 1.4), in a small body of granite (quartz monzonite)

adjacent to the metasedimentary-metavolcanic sequence in which the

mined-out ore body was located. The general geology of the test site area
and thevgeneral fracture system are described by Olkiewicz et al. (1979).

The petrology of the granite body is discussed by Wollenberg et al. (1982).
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Sources of data for this rock mass and fracture system characteriza-
tion inc]ﬁde a limited number of surface outcropé (Figure 1.3), three
surface boreho]eS and_fifteen subsurface hydrology bofeho]es (Gale, 1981),
a 1afge number of boreholes drilled for the thermomechanical experiments
and the fracture maps of the wal]s'and the'floorrof the thermomechanicaT
experimental rooms (Thorpe, 1979§ Péulsson'ét a].,'1982), as well as the
maps of the ventilation experiment drift (Rouleau et al., 1981).

.The surface borehoTes héed in th1§ fracture study consist of three
long inclined borehojes»SBH‘1; SBH-2 and SBH—3‘(Figure 1.3). SBH-1 is
an open, 76 mm diameter, diamond cored hoie, 385 meters in length, that
angles downward at 45”degrees and passes.bver the top of the test ex-
‘cavations and términates at-abproximate]y the 290 meter level. SBH-2,
also diamond cdred,vwas:dri1léq from the weét toward the test excava-

- tions. Thﬁé borehole 15‘365 meters in 1éngth, angles downward at 52
degrees and terminatesvin_the position shown in Figufe 1.3 at approx-
imately the 290 meter 1eve1. SBH—3,.315 meters in length, a]so‘diamond
cored, is drilled from.the north at an angle of approximately 50 degrees
south towards the test exca?étioné, terminating in the position shown.
A11 three inclined surface boreholes were oriented to optimize their
intersection with the major fracture sets.

The subsurface hydrology boreholes (F%gure 1.5) are located at the
north end of the te;t excavations (Figure 1.6). Boreholes of this group
are all diamond tored holes, 76 mm in diameter, and 30 meters in length,
except R1 and R6 which are 40 meters in length. The surveyed coordi-
nates and orientation data for all of the surface and subsurface hydrology

boreholes are given in Table 1.1.
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Table 1.1 Hydrology Borehole Coordinates and Survey Data (Gale, 1981)

Mine Coordinates

Bottom of hole

Hole Orientations

Borehole Top of hole: (True North)
No.
X{m)* Y(m) Z(m) X(m)* Y(m) Z(m) Bearing  Plungex*
R1 384;122. 974.683 333.134 384.345 948.946  302.438 260.5° +50.0°
R2 384.089 978.538 333.148 383.881 997.396 310.654 80.6° +50.0°
R3 384.087 978.981  336.378 383.809 1007.215 346.620 80.6° -19.9°
R4 384.097 976.577 336.496 384.072 976.654  366.605 98.0° -89.8°
RS 384.125 974.363 336.368 384.353 946.110 346.666 260.5° -20.0°
R6 364.116 974.583  333.089 364.479 948.895 302.447 260.8° +50.0°
R7 364.099 978.192 333.135 363.933 997.282 310.267 80.5° +50.1°
R8 364.089 978.732  336.405 363.780 1007.006 346.553 | 80.6° -17.7°
_R9 364.106 976.421 336.688 364.078 976.379 366.722 226.3° -89.9°
R10 364.119 974.257 336.402 364.423 946.006 346.614 260.6° -19.9°
HG1 386.220 976.593  334.376 416.204 976.629  334.383 350.1° - 0.0°
HG2 385.988 977.456 = 332.683 412.836 983.738 321.017 3.2°. +422.9°
HG3 385.867 ° 978.239 335.211 412.893 989.751  341.480 13.1*  -12.0°
HG4 385.788 975.776  335.985 412.799 969.536  347.788 337.0° -23.1°
HGS 386.003 974.888 333.518 412.957 964.029 326.041 328.1°  +14.4°
SBH-1 482.60 1169.40 21.731 340.20 930.50 285.40 229.2° -43.5°
SBH-2 363.50 662.30 26.657 326.90 902.40 - 290.40 88.7° -47.4°
SBH-3 674.40 1001.20 29.138 464.20 954.20 259.60 182.6° -46.9°
S-1 330.885 974.287 336.970 347.060 945.578  359.839 289.4°  -34.8°
S-2 332.799 974.968 337.196 348.699 946.217  359.977 288.9° -34.7°
* + X axis: Mine North
** plunge: - down

+ up
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A detailed discussion of the procedures used to log the fractures in
the drill cores and to code the fracture data, and also all of the raw
fracture data from the hydrology boreholes are presentéd in Gale (1981).
Additional data on the fractures encountered during the mining activity

are given in Geijer (1938).
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2. ROCK MASS CHARACTERIZATION--AN ENGINEERING APPROACH

i

2.1 Rock MaSs Characterization--Purpose and Procedures

The main objective of rock mass classification systems is to deter-
mine the characteristics that rock~hasses-havelin common in 6rder that the
,experiencebgained at one site in assessing stability conditions and de-
signing support systems can be applied to a different site. . Thus a par-
ticular sysiem must be useful in practical'design, the terminology must‘be
simple and direct, and the data needed to apply the.classification system
must be readily obtainabYe. While a numberfof rock mass characterization
systems have been proposed, the most relevant to the .nuclear Waste dis-
posal field are those by Terzaghi (1946), Lauffer (1958), Deere (1964),
Knill and Jones (1965), Bieniawski (1973) and Barton et al. (1974).

Most of ﬁhe syStems described above evolved in order to deal with
difficu]t ground conditions. Given proper screening in site selection it
is unlikely that difficult ground conditions, similar to those encountered
in civi] and mining éngineering practice, will be encountered during the
development of ‘a nuclear waste'repository; However, since a Targe_numben
of potential repository sites in a number of countries will be investi-
gated, these‘systems provide a useful reference point for site compari-
sons. The brimary inputs in many of these systems are the geologic logs
of drill cores (Rose et a11, 1981). Since the first data available from a
’potential fepository site will be §urface data and drill cores, these
systems provide a means of making an initial assessment of the potential
suitabi]itybof a site for a nuclear waste repository as the site 1§ being

investigated. What is needed is some experience in correlating rock mass
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classification parameters with the parameters that are critical to nuclear
waste disposal.

The parameter that is most critfca] to nuclear waste disposal is the
rate of groundwater movement. In fractured crystaf]ine rocks, fractures
represent by far the most important potential pathways by which radio-
’nuclides can migrate. Fortunately nearly all rock mass characterization
systems are based on the degree of fracturing in one form or another.
Terzaghi's (1946) classification system for computing tunnel loads was
based primarily on the degfee of fracturing 1n.a general and descriptive
sense. Lauffer (1958) included fractures in his system and introduced the
concept of standup time which, while it is of importance to the stability
of the rock mass subjected to thermomechanical loads, will not be dis-
cussed here. The rock quality designation (RQD) system introduced by
Deere (1964) is a practical and simple approach and consists of measuring
the total length of all pieces of intact core that are 10 cm or greater in
length. The result is then expressed as a percent of the length of the
borehole section drilled. The RQD system is also incorporated into the
geomechanics system proposed by Bieniawski (1973) and the Q-index proposed
by Barton et al. (1974). Knill and Jones (1965) proposed several engi-
neering logs, including mean core length and number of fractures per meter
(fracture frequency) as a means of describing the variation in fracturing
along the borehole length. In practice this variation is determined by
calculating the RQD, mean core length and fracture frequency over fixed
lengths of the borehole. A variation of this last approach has been

adopted for the Stripa data.
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2.2 Characterization of the Rock Mass at Stripa

In this study we have attempted to correlate the variations in RQD,
mean core length and fracture frequency with the mgasured hydrau]icbcon—
ductiQities. The RQD values for nearly all of the drill cores from Stripa
have been ca]ch]ated using a fixed 2-meter interval. These data ére tab-
ulated in the report by Olkiewicz et a]., (1979), and show that RQD values
very seldom fall below 80 percent indicating good to excellent rock mass
- coﬁditions. However the RQD values decrease with avdecrease in the size
1nbthe dri]llcOre; reflecting the susceptibiiity of the Stripa core to
damage during drilling because of the large number of healed fo partly
hea]ed fissures that pervade the rock mass.

Since flow occurs in disﬁrete fractures_or groups of fractures, using
a fixed Z;meter interval approach in calculating RQD may smooth out the
variation in the fracture characterisfics and mask any real correlation
with the variation in hydrau]itrconductivities. Thus, although the hy-
draulic conductivities were determined by using 2-meter packer inter-
vals or greater (Gale, 1981), a.moving average apbroach (Gale, 1983) was
adopted in calculating RQD, mean core length and fracture frequency values.
A 2-meter interval was selected and -the RQD and other values were plotted
at the mid-point of the interval. Both ends of the 2-meter interval were
then advanced 0.2 meter, the values calculated and then plotted at the
center of this new seétion. The interval was moved in 0.2 meter steps
along the length of the drill core producing a plot with a series of
values sbaced 0.2 meter apart.

The data for three of the subsurface boreholes, R3, R5 and R7, have

been plotted in Figures 2.1, 2.2 and 2.3. Boreholes R3 p]uhges 19.9
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Fig. 2.1. Plot qf RQD, fractures per meter, and mean core length using
a moving average, with an interval of 2.0 m and a distance
increment of 0.2 my borehole R3.
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Fig. 2.2. Plot of RQD, fractures'pef meter, and mean core length using
a moving average, with an interval of 2.0m and a d1stance
increment of 0.2 mj borehole R5.
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BOREHOLE R7
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Fig. 2.3. Plot of RQD, fracture per meter, and mean core length using a

moving average, with an interval of 2.0 m and a distance
increment of 0.2 my borehole R7.
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degrees with a bearing of N 80.6 degrees. R5 plunges 20 degrees with a
bearing of 260.5 degrees. R7 is directed 50.1 degrées above the hoki—
zontal with a bearing of 80.5 degrees, similar to R3. Both R3 and R5 are
in the same vertical plane and R7 is located in a parallel vertical plane
separated by a horizontal distance of 20 meters (Figure 1.5).

While there is good correlation among the RQD, frgcfure frequency and
meén core 1ehgth values, as one Q0u1d expect, there is very little corre-
lation of fracture.characteristics with the hydraulic conductivity values
along the borehole. However both RS and R7.show dgcreasing hydraulic con-
ductivity with (1) increase in RQD values, (2) decrease fn‘the number of
fractures per meter and (3) a general increase in the mean core 1ength.
The lowest hydraulic conductivity values in R5 and R7 are clearly associ-
ated with the high or low points on the other three plots. The overai]
trend of increasing permeability with increase in fracture frequency is
shown in Figure 2.4. Fiqure 2.4 is a p]bt of the permeabilities deter-
mihed from each injection test versus the number of fractures in that
injection test intefva]. As can be seen in Figure 2.4, while the cor-
relation bétween fractufe frequéncy énd perméability is very weak, the
regression definitely does not have a zero slope. .Tab1e 2.1 shows that
if the slope was exactly zero, the probability of getting a value of F
greater than the one obtained_woqld be as lTow as 0.0001. Nevertheless the
wide scatter present in the data suggests that factors other than the raw
fracture frequency also influence the rock mass permeability. This var-
iability in the data may reflect the fact that neither RQD, mean core

length, or fracture frequency distinguishes between the individual mem-

- bers of the different fracture sets--with their different permeabilities--
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Analysis of variance for the linear regression of the

Table 2.1.
natural logarithm of permeab1]1ty versus fracture
frequency
Source of Degree of Sum of - Mean .
Variation Freedom Squares Square F Ratio PRL> F]
Model 1 15.49 15.49 22.21 0.0001
Residual 121 84.41 0.70
Total 122 88.90°
Notee

Dependeht variable:’ n (permeabi]ity)

Independent variable: fracture frequency

F Ratio = mean square (mode])/mean square (residual) and follows the
F distribution. :
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that may be present in a given test interval. This variation in fracture
permeability from one set to another could be the result of a number of
factors including (1) variation in infilling materia], (2) variation in
fracture aperture and (3) variation in the degree of interconnection be-
tween fracture sets. This may account for the lack of correlation between
parameters in R3 since it has a different orientation than R5 and R7 and

" hence would tend to intersect a different set of fractures. To properly
quantify the degree of correlation between each parameter for each bore-
hole and to compare the correlation coefficienis from borehole to borehole
requires an approach that has yet to be developed. Separation of the in-
dividual members of each fracture set in the borehole data may show much
stronger cqrre]ations with RQD and fracture frequency, especially if one

fracture set is much more permeable than the others.
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3. STATISTICAL CHARACTERIZATION OF THE FRACTURE SYSTEM

In geological studies the strike and dib of fractures in outcrops are
routinely measured. However, very little other data on the fractures are
recorded. OnTy in a few exceptional cases does one find statistical in-
formation on the length and spacing of individual fractures that is tied.
to the basic oriéntation data. Similarly, only in a few recent studies,
(Kendqrski and Mahtab (1976), and Raven and Gale (1977)), have workers
collected fracture orientation data, both from the surface outcfops and
subsurface excavations, and atfempted tobcorre1ate both sets of data. It
~ is obvious that the degree of variation in fractufe geometry, both hor-
izonta]ly and veftica]]y, in'a given rock mass determines to a Jarge ex-
tent how well one can make predictions about subsurface geohetries and
associéted hydrau]ic and sfabiTity problems ;rom surface and near surface
data. Obviously, in the site selection and excavation?bfocess, it wou1d
be a considerable advantage to be able to predict subsurface cohditidns-
from surface or near surfacé conditions.

At Stripa, an extensive amount of fracture geometry data have been
collected, both from the surface outcrops and the subsurface excavations,
as well as from the'analysis of the fractures intersecting the hydrol-
oqy bofeho]es (Gale, 1981), and the numerous thermomechanical boreholes
(Thdrbe, 1979; Paulsson et al., 1982). Améng‘other things these latter
two studies ana]yied the type of fracture infilling material. The type of
infi]]ing material is certainly a fundamenta] parametervfor_understanding'
the'orfgin of the fracture system; it is also an important factor éontro1~
ling the strength of the fractures and hence the mechani;a] behaviour of

a rock mass. However, with the exception of argillaceous material, the
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importance of infilling or coating material on fracture permeability is
yet poorly understood. Paulsson et al. (1982) found that calcite-filled
fractures are significantly more open in rock cores than chlorite-coated
and epidote-filled fractures. This finding probably ref]ects the greater
brittleness of calcite, and hence its greater éusceptibility to drilling-
induced breakage, than the two other infilling or coating minerals. Nev-
erthe1ess-that observation does not allow any conclusion concerning the
fracture permeability of the undisturbed rock mass.

This report is primarily cqncerned with tﬁe rock mass surrounding the
ventilation drift. Since this drift was used principally for hydrological
testing, only the fracturing parameters clearly affecting the rock mass
permeability have been considered. .Using the basic data given in Gale
(1981) and Rouleau et al. (1981) we have determined the number of fracture
sets and their orientation, spacing, and length characteristics. Where
possible we have attempted to detect variations in these characteristics
throughout the rock mass. In collecting the data, distinction has been
made between joints, veins, and fracture .zones. We define joints as frac-
tures that have not experienced significant displacement along their plane
and that do not contain infilling matéria];‘they may however have coating
material. Veins are simply open joints with some infilling material,
Fracture zones are arbitrarily defined as those zones that contain many
fractures shorter than 0.5 meter and with 0.05 to 0.10 meter spacings.
Since the number of veins and fracture zones is relatively small, this
statistical analysis is essentially concerned with joints. Thus, in the
re;t of the report, joints are referred to by the more general term

"fractures".
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3.1 Fracture Orientations

One of the accepted procedures in analyzing fracture orientation data
is to plot and contour the poles to the fracture planes on an equal-area
hemispheric orientation diagram”(Phillips, 1972). The contour lines de-
fine areas»of equal pole density'and thus permit visual identification of
fracture sets. The fracture data from Stripa were stored in a series of
readily accessible computer files. This permitted rapid filtering and
analysis of the basic data and the computer plotting and contouring of a
number of lower-hemisphere pole diagrams frém different data sets rep-

resenting different areas of the test site.

3.1.1 SBH Boreholes

The orientation data collected from the whole length of the three SBH
drii] cores are presehted in Figure 3;1§ The diagram of Figure 3.1 shows
only weak clustering of the fracture poles. The best defined cluster cor-
responds to the sub-horizontal fractures. This cluster however is located
in the vicinity of the zone most favored by the orientation bias (Terzaghi,
1965). This zone is apbroximatéljudefined'by the spherical triangle formed
by joining the points corresponding to the orientation of.the three bore-
holes. The orientation bias, combihed with the»fact that the peak concen-
tration of the cluster is only 3.9% (per 1% surface area), makes the sig-
nificance of the sub-horizontal cluster very questionable. The scattering
obsérved in Figure 3.1 is probably due to the mixing of fracture data col-

lected from different 1ithologies and different struc- tural domains.
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Fig. 3.1. Pole diagram for the fracture planes intersecting the drill
cores of the three SBH holes (data from the entire length
of the boreholes). Lower-hemisphere equal-area plot.
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In orde; to eliminate some of the lithologic and structural varia-
tions, a pole diagram has been constructed for the fracturé data obtained
from ihe bottom segment only of the three SBH holes (Figure 3.2). These
borehole segments correspondL;o the depth range of 175 meters to 290 meters
in the mine coordinéte éyﬁf;m'(See Figure 1.4). A1l the fracture data are
from the granitic”kock'mass, and at 10 meters or more from a known contact
. with the leptite (Gale, 1981). |
- It can be seen”on.Eigure 1.3 that using only the fractures from the
"bottom segment'of the SBH holes decreases considerably the distance be-
tween the various points of the rock mass that are represented in the
sample. Even then, at the top end of these bottom segments, some of the
fracture data come from points that afe aé far apart as 270 meters in thé

: rock mass. We wifl see in analyzing the»data from the underground test
'_extaVation‘that the fracturing of the rock mass shows an appreciable .
: _Varfabi]1ty even within a much smaller distance thén:270 meters. H

Fouf fracture sets are defined for the lowerfbéftioq of the SBH
holes. In order to faciTitate the'comparison of the SBH data with‘those
from'the underground excavations, the number of each fracture grouping in
-Eigure_3.2 is the same as the number assigned to the fracture grouping
'fﬁaving a similar orientation on.théﬁoriéﬁtation diagfam for the rock mass
-surrounding the ventilation drift (see Fiéure 3.8). J

In spite of the large volume of sampiéd rock mass, the orientation
diagram of Figure 3.2 shows two well-defined clusters, corresponding to
fracture sets 1 and_4.. Two other clusters, somewhat weaker, correspond-
ing to fracture seté 2 énd 3 are also identified on Figure 3.2. Since

the T contour corresponds to the aVerage concentration of poles on the
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Fig. 3.2. Pole diagram for the fracture i i i
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diagram, this contdur has been takenAas the'significant threshold for the
clusters and thus as the logical boundary of the fracture sets. The set
boundaries have been linearized (Figure 3.2) in order to facilitate the
automatic assignment of the appropriate set number to each fracture,

so that each set can be analyzed separately (see Section 3.3). Linear
boundaries between two adjacent clusters have been drawn by visual in-
spection. A major limiting assumption here is that fracture sets do

not overlap. Table 3.1.gives the boundaries of the fracturé sets delin-
_eated on Figure 3.2, in terms of orientatioh, as well as a visually

determined average orientation for each fracture set.

3.1.2 Test Excavations

3.1.2.1 Ventilation Drift

The contoured lower-hemisphere orientation diagram of the data
collected in the floor and the walls of the ventilation drift (see Figure
3.7 below) is given in ngure 3.3. This figure incorporates only joints
and no othef structural discontinuities such as veins and fracture zones.
Orientation diagrams for the veins and fracture zones are preséntéd in
Appendix A.

On Figure 3.3, two clusters are more clearly defined than the other
clusters. The bottom cluster corresponds to the fractures which strike
approximately N 70° W and dip steeply to the north. The other well de-
fined cluster corresponds to sub—horizonta] fractures that generally dip
to the southeast. Some clustering is also apparent for the fractures

oriented at N 10° £, with dip 55° W. The drift from which these data
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Table 3.1. Fracture sets defined by the fracturs intersecting the
drill cores from the bottom segment of the SBH holes.
(depth of 175m to 290 m).

Set Dip Direction - Dip Visual Average
From To | From To | Dip Direction Dip
1 6 48 53 90 29 71
2 49 87 54 90 66 76
88 106 66 90
3 229 251 68 90 274 66
252 284 32 90
285 296 32 78
4 0 359 0 32 125 4
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Fig. 3.3. Pole diagram for all the fracture planes measured on the faces
of the venti]ation drift. Lower-hemisphere equal-area plot.
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were collected is oriented N 10° W. This orientation introduces a bias
in the sample favoring.vertical fractures that are striking approximately
east, like those forming the c]uster'at the bottom Qf Figure 3.3.

Figure 3.4 presents the pole diagram for a comp]eté]y'different data
set, the data taken from the thirteen oriented HG and R drill cores. The
data from the drill cores and the data from the drift maps can be consid-
ereq independent in the sense that they have been collected by different
workers using two different sampling techniques. 1In Appendix A, two addi-
tional orientation diagréms are inen, one fo} the R holes only and one
for the HG holes only. Since about 80% of the data included in Figure 3.4
comes from the radié] (R) holes (1293 of the 1623 poles), we may consider
the bias of Figure 3.4 as complementary to the bias of Figure 3.3. 1In
spite of the compiete]y different orientation bias and the‘independence of

the data sets, the clusterings in both figures are remarkably similar.

3.1.2.2 Full-Scale Drift

Figure 3.5 presents the orientation data obtained from the cores of
the boreholes drilled around the full—sca]e drift. Fifty-eight percent of
these data come from horizontal holes (67§ of the 1176 poles), the remain-
ing come frpm vertical holes. Separate plots for the vertical and the
horizontal holes are shown in Appendix A. A thorough analysis of the
fracturing in the full-scale drift is given in Paulsson et al., (1982).

A comparison of Figure 3.5 with Figures 3.3 and 3.4 reveals that the
fracture groupingé are essentially the same in the ventilation drift and
in the full-scale drift. The only exception seems to be the fracture set .

oriented N 10° E, dip 55° W, that is clearly presént in the ventilation
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Pole diagram for all the fracture planes intersecting the drill
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drift in both of the data sets, but is very weakly represented in the full-

scale drift.

3.1.2.3 Time-Scale Drift

Detailed mapping, core logging; and analysis of the fracture system
in the time-scale drift have been reportea.by‘Thorpe (1979). Figure 3.6,

taken from Thorpe (1979), giVeé the:contpured_orientation diagram for the

poles of 827 fractures in the time—sca]e Vertical’boreholes. This figure

shows the numbers, in Roman numerals, a§signed by Thorpe (1979) to the
va}ious fracture sets. Since all tﬁe sambTing.linesv(bofeholes) are ver-
tical, this sample is heévi1y biased toward h6h126hté1 fractures. Indeed,
essentially no vertical fractures are present on Figure 3;6; Thus one
must recognize that fhe various clusters shown in Fiéufe.3[6 are to some ~
extenf:shifiéd towards~fhg center of fﬁe diagram with respect to what
would have been obtained had the sample been unbiased. Nevertheless,
keeping’this.orientatidn bias in mind, we can correlate qualitatively the
clustering of Figure 3.6 With that of Figures 3.3, 3.4 and 3.5. Fracture
set 1 in the time-scale drift corresponds to the fracture set oriented N
10° E, dip 55° W, that is clearly shown in Figures 3.3 and 3.4. As men -
tioned above, thfs fracturébset'iéfat.best'weakly fepresented in the
fu]]—sca]é drift. Set II of Thorpe (1979) is prdbdb]y formed by the
shifting toward the center of the diagram of two fracture sets, one essen-
tially.oriented’north and steeply dipping to the east, and one oriented N
70° W and dipping steeply to the north. Both of these fracture sets are
present in the ventilation drift and in the full-scale drift. The sub‘—~

horizontal fracture set 1V in Figure 3.6 is present everywhere in the test
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Fig. 3.6. Pole diagram for the fracture planes intersecting the cores of
the boreholes drilled in the floor of the time-scale drift
(from Thorpe, 1979).
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3.1.3 Summary and Conclusion

Figure 3.7 presents a composite diagram of the contour blots of poles
to fracture planes summarizing the fracture orientation data from the
Stripa site. The orientation diagrams of Figures 3.1 to 3.6 are shown
side'by side in Figure 3.7 in order to facilitate their comparison.

Since the following sections of this report deal e;sentially with the
analysis of the fracture trace lengths, spacings and density in the vicin-
ity of the ventilation drift, we have created in Figure 3.8 an orientation
diagram containing all the orientation data available from the HG and R
holes (Figure 3.4) and from the faces of the vénti]atibn drift (Figure
3.3). As pointed out above, the diagrams of Figures 3.3 and 3.4 are
affected byvcomp1ementary orientation bias. Therefore their combination
in the same diagram (Figure 3.8) presumably gives a relatively unbiased
picture of the actual importance and orientation of the various fracture
sets permeating the rock mass around the ventilation drift. The lin-
earized boundaries shown in Figure 3.8 for the four identified fracture
sets have been drawn by visual inspection, as discussed in relation with
Figure 3.2. Table 3.2 gives the boundaries of the fracture sets delimited
on Fiqure 3.8, in terms of orientation, as well as a visually determined
average orientation for each fracture set.

Finally, it is ajso interesting to note the relatively good agreement
between the orientation of the various fracture sets in Figure 3.2, pre-
senting data from the bottom segment of the three SBH holes, and in Fig-
ure 3.8, constructed with data from the immediate vicinity of the venti-
lation drift. Fracture sets 1 and 4 in both diagrams are essentially the
same, whereas the pole clusters for the fracture sets 2 and 3 are not as

clearly defined in Figure 3.2 as they are in Figure 3.8.
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excavation. The prodominant cluster in Figure 3;6, corresponding”to the
fracture set III, seems to be absent in the full-scale drift. OnAFigures
3.3 and 3.4lshow1ng ventilation drift data, this fracture set.is not
defined. The presence of southward dipping fracturgs with very shallow
dip and fractures Ztriking N 70° W and dipping steeply to the south sUgf |
gests that the fractures representing fracture set III of the time-scale
drift may also be present in the ventilation drift, but combined with the
other sets. South dipping fractures, that strike N 70° W, at the north
end of the ventilation drift and‘in the timéfscale drift were observed in
the pre1imfnary,fracture'survey of the test excavation (Olkiewicz et al.,
1979). Only the orientation diagkam for the HG holes given in Appendix A
confirms the presence of these south dipping fratturesf The.downward lobe
in the top part of tﬁis latter pole diagram suggests the presence of a
separate set corresponding to set 111 in the time-scale drift (Figure
3.6). This fracture set would therefore be present mainly in the

northwest portion of the rock mass surrounding the test excavation.

3.1.2.4 Other Drifts

Other non-contoured orientation diagrams have been presented in
Olkiewicz et al. (1979), for the ventilation tunnel and the lower tunnel,
both at the 360 meter level. Fracturés corresponding to the N 70° W,
north dipping set in the main test excavation are clearly present in all
mapped areas. The sub-horizontal and the north-oriented sub-vertical
fractures also seem to be present at this greater depth, and the existence
of a set oriented N 10° E and dipping to the east at an intermediate angle

is suggested.
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Table 3.2. Fracture sets defined by the fracture data from all
the faces of the Ventilation drift and the fractures

measured on the drill cores from
and HG holes.

all the oriented R

Set Dip Direction Dip Visual Average
From To From To Dip Direction Dip
1 342 359 56 88 23 76
0 46 56 88
16 46 89 90
196 226 60 90
2 47 124 56 90 83 95
227 304 69 90
3 257 304 32 68 278 53
4 212 359 0 25
0 40 0 25 155 12
41 115 0. 53
116 146 0 32
147 211 0 52
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3.2 Trace Length Analysis

3.2.1 Bias and Sources of Error

The fracture mapping of the walls and the floor of the ventilation
drift provided datg that were used for fracture trace length analysis.
The data from the fracture mapping was presented in the forhs of maps
drafted on the site at a 1:20 scale (Figure 3.9) and of a coded data file
(Rouleau et al., 1981). The data file is related to the map through a one
to one fracture numbering system. The digitization of the fracture maps
allowed the calculation of trace lengths to be‘made with an accuracy of
+ 0.1 meter.

The limitation in accuracy in the estimation of individual trace
lengths constitutes a source of measurement errors. Many othér sources
of error affect the results of a fracture survey. This is éspecia]]y true
in the estimation of fracture size. Biases, for‘instance, are systematic
sources of error that theoretically can be accounted for in the analysis
stage, provided that appropriate information has been collected during
sampling. The orientation bias (Terzaghi, 1965), caused by the preferen-
tial sampling.of fractures perpendicular to the measurement 1ihes (e.g.,
borehole axes) or to the sampling faces, has beeﬁ pointed out in the
section on orienfation analysis and will be briefly discussed in the
section on spacing analysis. As far as fracture size is concerned, many
of the sources of error have been discussed in Baecher and Lanney (1978)
and 1in Rouleau and Gale (1981). We will briefly discuss the three more
important biases affecting the estimation of fraéture'size from field
data: the size bias, the trace length censoring, and the trace length

truncation.
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A size bias arises from the fact that large fractures, or long frac-
ture traces, have a greater probability of being sampled than smaller
fractures, or shérter fracture traces. If, for instance, one considers
two parallel disc-shaped fractures in a rock mass, one of diameter D and
the other of diameter 2D, clearly the chances of a random surface inter-
secting the fracture with diameter 2D are twice that Qf the ffacture with
diameter D.

Size bias occurs at two 1evels.‘ As discussed above; the larger the
surface area of the fracture the greater the probabi]ity that it will be
intersecfed by the sampling surface; this is fhé first level. Also, since
the portion of the surface that is actually sampled is limited in size,
it intersects preferentially longer fracture traces; this is the second"’
level. The first level of sfze bias is of interest for studies involving
real three-dimensional descriptions of the fracture system. Warburton
(1980a and 1980b) presented an adaptation of mathematical re]ationships
developed in the field of stereology by which one can estimate the'pa~
rameters of a fracture size distribution from trace length data, assuming
a given convex shape for the fracture planes and a given type of size dis-
- tribution. Methods for correcting size bias for trace lengths, at the
sampling line or rock exposure level, are discussed below.

Generally, because of time Timitation when measuring roék discontinu-
ities over a large area, one must intentionally omit short discontinuities.
For instance, the cutoff length in the fracture map of the ventilation
drift was 0.5 meter (Rouleau et al., 1981). The error produced by ihis
practice is called the trace length truncation error.

For many long discontinuities, oﬁe or both ends cannot be seen be-

cause they are covered by soil or because they extend beyond the edge of
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the sampling face. Thus their measured trace length provides only a lower
bound on their actual trace length. This source of error is called trace
length censoring.

Various methods have been proposed in the literature on fracture
analysis to overcome some of the biases mentioned above. Priest and
Hudson (198]) presented a method of correction for size bias applied to
fracture trace lengths. Their method is applicable to line survey data
and allows the combutation of an estimate for the actual mean trace length
based on the mean trace 1en§th of the sample, assuming a negative exponen-
tial, a normal or an uniform distribution. fhe same authors also proposed
a method of correction for censoring that is an extension of a method pro-
posed earlier by Cruden (1977). Their method however assumes a constant
censoring point--i.e., always the same length value--and consequently it
is not applicable to our data. Pahl (1981) suggested a distribution-free
method of computing the actual mean trace length of a sample, accounting
for size bias, censoring and truncation. Pahl's method however require$
also a constant point of censoring, and if that requirement is not met the
method cannot be applied to any of the bjases. Moreover being distri-
bution-free, Pahl's method is not appropriate in a study where the results
of the statistical analysis are to be used fn probabilistic simulations of
the fracture system in which trace length distribution is an input pa-
rameter. Steffen et al. (1975) and Baecher (1980) proposed the method of
maximum likelihood (ML) to account for censoring at any point.. Baecher
(1980) preSented a clbsed«form expression to compute an estimate of the
actual mean of a progressively censored sample assuming an exponential
distribution of trace lengths. This latter method, described in greater

detail below, has been applied to the Stripa data.
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3.2.2 Analysis of Ventilation Drift Data

Using the fracture sets.(Figure 3.8) described in Table 3.2, each
fracture trace on the ventilation drift maps was assigned to one of the
defined fracture sets, if its orientation fell into the range of orien-
tation for that set. A computer program using the SAS system (SAS In-
stitute, 1979; see Appendix B) wés written to extract the relevant data
for each fracture set, from both the field data and the digitized data
fi]es'(see Section 3.2.1). The same computer program also constructed the
frequency histograms (Figure 3.10) and computed the basic statistics for
each fracture set (Table 3.3), for différent dégrees of censoring. The
censoring is zero for traces with both ends observable, 1 for traces with
only one end observable, and 2 for traces with néither end observable.

The histograms of Figure 3.10 present different shadings corresponding to
these different degrees of censoring.

The shape of the histograms in Figure 3.10, as well as a literature
review reported 1ﬁ Baecher and Lanney (1978), suggests that the exponen-
tial and the lognormal models can be fitted to trace length distributions.
An estimate of the parametefs of these two models has been computed (Table
3.3). Censoring bias énd truncation biaé have been correcied in the cal-
cu]étion of these estimates. Size bias was not considered because no sim-
ple method has been derived yet to estimate the parameters of an expo-
nential and a lognormal distributions accounting simultaneous]yvfor pro-
gressive censoring, truncation and size bias. The.error introduced by
size bias is important in the case of data obtained by line samp]ing
(Priest and Hudson, 1981; Pahl, 1981). This error is certainly less when

the data, like the ventilation drift data, come from the complete mapping

7
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Table 3.3. Trace length statistics, by degree

of censoring (CENS = 0,1 and 2) for the four

fracture sets.

Set 1 Set 2 Set 3 Set 4
Basic Statistics
Censoring 0 1 2 0 1 2 0 1 2 0 1 2
No. of Obs. 140 109 2 150 26 2 61 13 1 327 35 2
Sum (m) 1 181.55 183.25 7.89 168.12 36.38 5.04 82.40 28.79 11.51 435.42 59.14 5.96
Max (m) 4.78 4.44 4.28 2.93 3.85 3.11 3.95 5.22 11.51 6.04 8.88 5.02
Mean (m) 1.30 1.68 3.95 1.05 1.40 2.52 1.35 2.22 11.51 1.33 1.69 2.98
Std. dev. (m) 0.68 0.86 --- 0.45 0.88 --- 0.77 1.71  ---- 0.73 1.53 ---
Bias-Corrected Parameters4
Exponent ial model
ng(m) 2.16 0.83 1.51 1.03
Log-normal model
aLN ’ 0.4261 - 0.0471 0.0583 0.1648
5N 0.8459 0.5543 0.9124 0.5583
b (m) “ 2.190 1.113 1.607 1.378
o (m) 2.269 1.039 1.852 1.125
Sum: total length, in meters
zﬁE: est imate of the mean trace length, assuming an exponential model.
3ﬁLN & aLN: est imate of the mean and standard deviation of the natural logarithm of trace lengths.
“ﬁ & o: estimate of the mean and standard deviation of the original distribution, computed from: By & o
: . LN LN
using equations 3.10 and 3.11 .
[N

A1l the parameter estimates are corrected for censoring and truncation biases.

8Y
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of surfakes that are at least 2 or 3At1mes larger than the mean value of
trace length.

The probabi1ity density function (PDF) of an exponential distributioh
with mean u is:

feOxw) = (1/7u) EXP (-x/u) ' : (3.1)
The cumulative density function (CDF) is simply:

X
Fe(xiu) = [ Fe(tim) dt = 1 - EXP (~x/w) | (3.2)
J | _
The avai]abilfty of a simple COF ﬁermifs the‘derivation of a closed-form
expression for the ML estimate of the mean of a censored exponential
distribution (Epstein, 1954; Baécher, 1980): |

ﬁ'E =L/ N, (3.3)
where N, is the number of traces with both ends observable and L is the
sum of all the trace lengths.

In order to account also for truncation bias in the sampie, a réla—
tionship was derivéd between the mean of a truncated sample from an expo-
nential distribution and the actual mean of fhe complete distribution.

The PDF of a left-truncated portion of an exponehtia] distribution is:

fletxa, w = K fxim) | (3.4)
where a is the point of truncation. K is a normalizing factor that in-
sures that the truncated portion obeys one of the axioms of a probabil-

ity function that can be stated as:

~/-fTE(x; a,u) dx =1 4 . : (3.9)
a
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In equation (3.4),
k=170 - F(am)) . o (3.6)

The mean of the truncated exponential distribution (3.4) is:

ug - jx fg dx (3.7)
a
- T X/u) EXP (-x/y)
or wp = -/~ EXP (-a/y) dx . (3.8)

a

After integration one is left with the simple expression:

a | (3.9)

Taking the value of {'_ obtained by (3.3) as an estimate of uTE, values

E
of ﬁE have been computed with (3.9) (see Table 3.3).

Incidentally, the assumbtion of an exponential distribution can be in-
terpreted as indicating that the propagation of the traces of the fractures
is a purely random process. This could occur if obstacles to the propaga-
tion of the discontinuity traces were distributed at random (Cruden, 1977).

Estimating the parameters of a lognormal distribution presents more
difficulties because no closed-form expression has been derived for the ML
estimate of these parameters. _However, since a variable is lognormally :

distributed when the logarithm of its values are normally distributed, the

parameters of the lognormal distribution are the mean and the standard
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deviation of thg log-transformed variable (pLN énd oLN\respeCtive1y);
Using appropriéte transformation of the paraméters w and o, a set of ML
equations have been derived to estimate the paramefers of a left-truncated
and progressively right-censored distribution (J.G. Ka1bf]ejsh; 1982, per-
sonal communication). - This set of ML equations can be solved with an
iterative procedure 1like the Newton—Raphson method (e.g., Jennings, 1977,

p. 65). The values of BN and o, ,, in Table 3.3 have been computed

LN
with this latter method. Then the mean and the standard deviation of the

original distribution have been estimated with the following relationships
(Bury, 1975, p. 279):

W= EXPLEy *+ o7 /2] B o (310

LN

1/2

"

and o {;xp(zﬁLN +»32LN)[Exp(82LN)~1]} (3.11)
The results of this trace length ana]&sis can only be considered as
approximate, since not all the sampling biases have been accounted for and
no goodness-of-fit teﬁt has been carried out because of complexities. in-
troduced by the presence of the various biases. Nevertheless the resulting
figures suggest that there is a significant djfference in trace length from

v

one fracture set to another. )

3.3 Spacing Analysis

3.3.1 Selecting the Data Set

Two principal sources of data are available to study the variabilily

of fracturing around the test excavation at Stripa: the fracture maps and
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the drill core data. However, as discussed below, the fracture maps are
not suited for the calculation of exact spacing values between fractures,
and therefore are not included in this discussion.

Fracture maps of the Stripa granite are;presented'in Olkiewicz et al.
(1979), Thorpe (1979), Rouleau et al. (1981) and Paulsson et al. (1982).
Besides their iliustrative role, these maps are useful in a deterministic
analysis of the larger fractures where the density of boreholes'ig rela-
tively high (see Thorpe, 1979; and Paulsson et'a1., 1982). They are also
useful in attemptingitq identify local, dense fractured zones, or to cafry
out detailed fracture.énalyses around se]ected boreholes (see Rouleau et
al., 1981, for example). However, as pointed out by Rouleau et al. (1981),
fracture maps are generally affected by various round of f errors that can
be corrected only at considerable expense, which precliudes their use in
computing exact spatial re]atioﬁships between fractures. One such cause
of round off error is the sub-circular shape of the drift walls, which
introduces a distortion in the fracture map of these faces. Also, even if
very careful blasting techniques are used during excavation, the sampling
faces are rather uneven. 1In such a situation, an exact representation of
the spatial relationship between fractures could on]y‘be achieved by
projecting all the fractures onto a planar reference plane, which in the
case of Stripa was not feasible because of time limitation. Finaily, also
because of time and financial limitations, it is generally impossible to
show absolutely all the fracture traces on.a map. Defining a cut-off
length below which no fracture is measured is an accepted sampling tech-
nique (see Section 3.2). This sampling procedure however prevents the

densely fractured zones from being sampled since they generally consist of
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many short and cTose]y spaced fracturés. While the trace length trunca-
tioen bias 1ntroduéed by this cut-off ]ength is relatively easy to correct
in the statistical analysis, the bias concerning the spacing would be more
complex to define and to correct. For all the reasonslmentioned above,
the fracture maps have not been:used in our statistical analysis of frac-
ture spacing. Therefore, on]y.the boreho]e data were used for the analy-

sis described in this section.

3.3.2 Selecting the Method of Analysis
A study of the spatial variability of a measured parameter can take
many different approaches. in the case of the analysis of rock fractures

measured along boreholes, the density approach requires the computation of

many values of fracture frequency, i.e. number of fracture intersections

per unit interval; the distance approach necessitates many calpu]ated val-
ues of the distancé between fracture intersections. The density approach
in turn can use various methods of analysis such as 5patfa1 time-series,
spectral analysis and geostatistics. Jamier (1975), Miller (1979), Briere
and Razack (1980), La Pointe (1980) have pfesented studies in which geo-
statistics, using_variograms (a variant of autocorrelation plots), has |
been applied to the analysis of rock fracturing. However, the estimates
of the range of influence of various parameters seém to be quite variable
and, as pointed out by Beacher and Einstein (1981), almost nothing is
known about the variation of estimators for variograms. The sensitivity
to the size of the measuring jntervé}s_introduces further complications in
a density-based analysis. Since one of the principal objectives of this
statistical analysis pf rock fractUrihg is to obtain 1nput_parameters for

simulation of discrete fracture networks, which will also include dis-
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tributed fracture sizes and fracture orientations, geostatistics and the
other methods based on fracture density were not considered suitable for
this study.

The distance‘approach has been developed primarily in the field of
biostatistics to study the eco]égy of populations (Bartlett, 1975). Work-
ers in that field are mainly interested in point patterns. For example,
they may try to evaluate the interaction between individuals (attraction
or repulsion). For that reason the problems of line patterns (e.g., two
dimensional fracture traces) have been considered only by a few stat-
isticians, and they have considered almost exé]usive1y lines of infinite
extent (Bartlett, T97§), or purely random sets of lines of finite length
(Corte and Ka]]mes,-1961,'Parker'and Cowan, 1976). | ‘

Sophisticated mathematical tools for the analysis and modeling of
spatial point'proéégées and séries of events based dn'distance methods
have been proposed (Cox and Lewis,‘1966; Bartlett, 1975; Ripley, 1977;
Diggle, 1979). However even if fracture intersections with the borehole
axes fbrm what we may call one-dimensional point patterns, our geometri-
cal prob]ém is more complex than the two-dimensional patterns found in
ecology.v Indeed odr'data sets represents a series of one-dimensional
expressions of three-dimensional structures (fracture planes in three-
dimenéibna] space) that we want to model eventua11y at least in two dimen-
sions, if not in three dimensions. Therefore, even a thorough analysis,
using'sta£e~of~fhe—art techniques, of the spatiaT pattern of our one-
dimensional ﬁamp]es wbuid not contribute much information for an eventual
discrete modé]ing of the fracturé'system.

The two pre&ious paragraphs demonstrate the lack of existing

techniques'for'the analysis and the realistic simulation of both two-
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dimehsiqna] pattérn§ of lines of finite fength and three-dimensional pat-
terns of planes of finite extenﬁ. For that reason we have adoptéd a rela-
tively simple method based on spacingé or the distance betwéen consecutive
fractures measured along the drill cores. Because it is simple to measure
or to compute, fracture spacing has become a rather common parameter dur-
ing the last decade in the quéntitative description of fracture systems
(Kiraly, 1970; ISRM, 1978). Moreover, analysis of spacings can provide a
first insight into the'féndémheés df the fracture system and into the
variability in fracture density from one area to the other in the same
rock mass. Following fhe ISRM (1978).c6nvéhfion we define spacing as the
perpendicular distance between adjacent discontinuities. This defini-
tion implies that spacings are measured, or computed, for fractures that
are sub-parallel. Since'our fracture sets (see Section 3.2) are defined
on the basis of fracture_orientafidn, a]] fhe fractures in a given set
being roughly subébﬁrailei, the spdcingévbf each fracture set were

analyzed separately.

3.3.3 Analysis of SpaCing for Individual Boreholes

Spacing values have beén combuted and_ana]yzed for the bottom segment
(i.e., depth greater ihan 175‘meters) of the three surface boreholes,
SBH-1, SBH-2, and SBH-3, andvfor ali the oriented HG and R holes, 1i.e.,
HGT to HGH, R] to R3,.R5 td R8, and R10. 1In each borehole, the tlrue
spacing between'consecutive'fractures-of the same set was computed using
the method described be1ow;

First the direction cosines (p, q, r) of the borehole axis and of ilhe

pole of the average plane of each fracture set were computed using the
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general formula (see Koch and Link, 1971):

p = €COS U COS V
g = sin u cos v
r=sin v, o (3.12)

where u is the bearing of the oriented line, from-O to 360 degreés, and v
is the plunge of that line, positive downward, negative upward.

The bearing and plunge of the boreholes are giyen in Table 1.1. The
bearing and plunge of the average pole to a fracture set are easily ca]—b
culated from the dip directions and the dip values of the averagé frac-
ture plane given in Tables 3.1 and 3.2. Sincevthe spacing between frac-
tures is a scalar, the direction‘of the or%ented_]ines (either the bore-
h61e or the pole of the fracture plane) is immaterial. The bearing of the
pole of an average fracture plane is simply taken as the dip direction of
the fracture plane. The plunge Ve of that pole is calculated with the
simple expression Ve = DIP-90, where DIP is the dip value of the average
fracture plane.

The angle ¢ between a borehole axis and the average pole of a frac-
ture set can be computed usihg the following relationship derived from the
definition of the dot product of two unit vectors: .

COoS @ = Ph°Ps + QG + e : (3.13)
where the subscript h and f of the direction cosines refer to the bore-
hole axis and to the pole of the averégevfracture plane respectively.

The "true" spacing (SPAC) betweeh two consecutive fractures of the
same set separated by a distance 2 along the borehole axis is defined as:

SPAC = 4ecos @
In these calculations of spacings the assumptipn is made that all the-

- fractures of a set are parallel and oriented according to the average

-
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orientation of the set. The definition of spacing presented here is simi-
lar to that of Kiraly (1970) and of ISRM (1978). Here however we compute
a spacing value for each pair of consecutive fractures in a set, instead
of simply a mean or a modal spacing for that set. 0bvi§us1y, the iﬁgi~
vidual spacing values calculated with this method are not the same as what
would have been obtained by.using only sampling lines perpendicular to the
fracture sets. However, if one makes the assumption that the frac- tures
of a set are independently and ﬁomogeneously-distributed in space at the

scale of a sample, then, for a large sample, the distribution of spacing

values obtained by this method is essentia]]Q the same as what would have
been obtained had the samp]ing’1ines been exactly perpendicular to that
fracture set.

A computer program using the SAS system (SAS Institute, 1979) has
been written to carry out the calculations described above for each
borehole (see Appendix B). The program assigns each fracture to a frac-
ture set, according to its orientation, computes the angle between the.

“borehole and the average pole of each one_of the four fracture sets, and
computes the spacing value between each pair of consecutive fractures of
the same set. The same brqgram also computes the main statistics of the
spacing distribution for each fracture set. Tables 3.4 and 3.5 presents
a selection of these statistics for each fracture set in each borehole

separately.

3.3.4 Detailed Analysis of Spacing Around the Ventilation Drift

In order to obtain a more concise description of fracturing for the

whole rock mass surroundﬁng the ventilation drift, we must combine the
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spacing data from all the HG and R drill cores. However, before pro-
ceeding further in that direction, it may be instructive to look at the

variability of spacing values obtained from individual boreholes.

3.3.4.1 Spacing Variability

To analyze the variability of the spacing samples, the first obvi-
ous step is to make a one-way analysis of variance to test the hypothesis
(Ho) that, for each fracture set, all the populations of spacings sam-
pled from the different drill cores have the séme mean. An assumption
that is specified for this type of analysis 1sithat.the variables are
normally distributed. Thérefore, in order to improve the validity of the
test we-will carry out the calculations using the natural logarithm of the
spacing values (LSPAC). This'transformation reduces the skewness and the
variance, and improves the normality of these distributions. The diagram
of Figure 3.11 shows the distribution of LSPAC for‘each fracture set in
each borehole. Table 3.6 summarizes thé anaiysis of variance of LSPAC
between and within boreholes. The last column in Table 3.6 gives the
significance level, or the probability of a va]ué of F larger than that
observed if Ho holds. 1If we ch06§e arbitrarily 0.05 as a reasonable
significance level, we see that, for all the fracture sets except set 3,
we have strong indications that the different population means are un-
equal. These results suggest that the individual boreholes sample a
volume of rockvthat is too small to give spacing distributions that are
representative.

We will now place the various spacing samples into groups, so that

the samples within a group will be more or less alike, whereas those in



Table 3.4 Main statistics of the spacing distribution for each fracture set in the bottom segment of each SBH hole, i.e. from
depth of 175 m to 290 m

Borehole SBH-1 (bottom end) SBH-2 (bottom end) SBH-3 (bottom end)
Fracture 1 2 3 4 | 2 3 4 1 2 3 4
Set

o (d*)} 29.80 32.80 79.00 45.60 85.20 64.70 23.80 45.90 35.60 62.10 71.40 45.40
No. of obs. 222 160 63 132 2 39 244 191 12 30 9 106
Max (m) 7.05 11.97 2.12  15.34 4.39 9.45 ‘ 4.80 8.57 33.99 3.59 ' 4.98 11.67
Min (m) 0.000 0.008 0.006 0.007 2.915 0.015 0.015 0.014 | 0.285 0.070 0.045 0.007
Mean (m) 0.63 0.86 0.49 0.75 3.65 1.80 0.62 0.57 6.93 1.05 2.05 0.71
Std. dev. (m)| 0.92 1.54 0.54 1.68 — 2.26 0.78 1?03 9.55 0.95 1.81 1.34
Skewness 3.68 3.86 1.48 6.04 - 2.10 2.48 4.37 2.41 0.92 0.47 5.87

1

¢: angle between borehole and pole of average fracture plane

65
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Table 3.5 Main statistics of the spacing distribution for each fracture set in each one of the oriented HG & R holes

Borehole HG1 HG2 HG3
Fracture 1 2 3 4 ] 2 3 4 1 2 3
Set
¢ (d°) 35.40 87.10 78.40 20.80 82.60 72.80 77.80 27.80 60.00 68.70
No. of obs. 21 6 0 2 35 18 5 16 23 9 0
Max (m) 3.60 0.39 1.08 5.14 0.80 2.54 1.15 7.08 3.97 6.75
Min  (m) 0.057 0.002 0.096 0.000 0.012 0.003 0.017 0.053 0.025 0.171
Mean (m) 1.057 0.10 0.59 0.80 0.19 0.59 0.36 1.10 0.84 1.95
AS

Std. dev.(m)| 1.09 0.16 ---- 1.19 0.22 1.09 0.37 1.55 1.39 2.74
Skewness 1.06 1.63 ——-- 2.37 1.49 2.21 0.96 2.91 1.91 2.04
Unassigned )
Fractures 19 24 14

Borehole HG4 HG5

Fracture

et 1 2 3 4 1 2 3 4

¢ (d°) 58.30 77.40 54.90 53.10 64.70 49.80 87.50

No. of obs. 10 10 0 12 11 16 5 4

Max (m) 4.80 3.56 9.29 6.73 3.28 3.83 0.23

Min  (m) 0.205 0.004 0.103 0.024 0.051 0.045 0.019

Mean {m) 1.46 0.61 1.22 1.11 0.56 1.27 0.08

Std. dev.(m) 1.59 1.11 2.57 1.96 0.79 1.53 0.10

Skewness 1.52 2.55 3.31 2.78 3.09 1.63 1.82

Unass igned

Fractures 10 36
Borehole R1 R2 R3
Fracture

Set 1 2 3 4 1 2 3 4 1 2 3 4

9 (d°) 81.40 45,10 18.10 44.50 58.70 55.00> 88.30 38.30 66 .00 15.10 22.90 73.70
No. of obs. 5 94 60 30 14 67 1 43 25 83 18 16
Max (m) 2.27 3.05 3.06 5.70 2.77 2.25 0.13 2.70 2.13 1.89 8.59 1.51
Min  (m) 0.117 0.007 0.019 0.021 0.036 0.000 0.13 0.063 0.004 0.000 0.009 0.008
Mean (m) 1.08 0.29 0.56 0.86 0.95 0.25 0.13 0.52 0.42 0.34 1.25 0.52
Std. dev.(m)]| 0.90 0.40 0.61 1.17 0.95 0.37 ———- 0.66 0.51 0.39 2.52 0.53
Skewness 0.17 4.17 2.22 2.74 0.82 3.26 ——-- 2.29 2.03 2.34 2.49 0.95
Unassigned
Fractures 29 16 22
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Table 3.5. (continued)
Borehole RS R6 R7
Fracture
det 1 2 3 4 1 2 3 4 2 4
¢ (d°) 55.10 25.10 59.30 67.20 81.50 45.00 17.90 44,50 58.70 55.10 38.20
No. of obs. 14 76 5 20 11 35 61 67 8 68 79
Max {m) 3.15 2.35 4.76 3.73 0.94 4.42 3.29 5.13 5.82 1.67 2.31
Min (m) 0.023 0.009 0.199 0.016 0.019. 0.050 0.057 0.014 0.172 0.000 0.000
Mean (m) 1.12 0.34 2.26 0.47 0.49 0.78 0.61 0.42 1.56 0.23 0.28
Std. Dev.(m)| 1.24 0.44 2.19 0.89 0.35 0.90 0.73 0.74 1.87 0.36 0.33
Skewness 0.69 2.82 0.51 3.13 0.03 2.47 2.08 4.44 2.11 2.70 3.69
Unassigned
Fractures 8 25
Borehole R8 R10
Fracture
Set 1 2 3 4 1 2 3 4
¢ (d°) 62.20 6.20 30.60 82.70 55.20 25.00 59.20 67.30
No. of obs. 21 85 13 13 11 52 9 12
Max (m) 2.64 3.11 6.21 1.30 4.47 3.45 5.32 2.55
Min  (m) 0.028 0.020 0.017 0.022 0.143 0.027 0.046 0.012
Mean (m) 0.61 0.34 1.07 0.28 1.41 0.50 1.33 0.90
Std. Dev.(m)| 0.71 0.52 1.67 0.42 1.39 0.59 1.64 0.00
Skewness 2.25 3.19 2.77 2.15 1.38 2.90 2.11 0.68
Unass igned .
Fractures 20 8
¢: angle between borehole and pole of average fracture plane
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Table 3.6 Analysis of variance of LSPAC between individual boreholes

# of DF(b) SS(b) MS(b) .
Set obs . 0Ew SSE(w SHC F Ratio | Prob. [>F]
12 41.20 3.43
12 119.92 9.99
| 2 614 50T 817 75 136 7.39 0.0001
8 24.37 3.05
3 177 168 599 8] 179 1.71 0.1001
12 52.34 | 4.36
4 318 | 308 AET 87 T8 2.94 0.0QO7
DF: degrees of freedom
(b): - between boreholes
(w): within boreholes
SS and MS: between sample sum of squares and mean squares respectively

SSE and MSE: error sum df squares and mean squares respvectively

F ‘Ratio: MS(b) /MSE(w), follows F distribution for corresponding
two values of d.f.
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different groupé will be somewhat different. For this purpose, the Dun-
can multiple-range test (see for instance Miller and Freund, 1977) has
been carried out on the variable LSPAC, and the resu]ts are shown 1n'
Table 3.7. 1In Table 3.7 the boreholes are arranged by increasing value
of mean LSPAC. The means with the same grouping letter are not signifi-
cantly different, at a level of significance of 0.05. The results of this
test show that for each fracture set there are boreholes for wh1ch the
mean value of LSPAC is significantly different from that of other bore- .
holes, supporting the results of the analysis of var1ance presented above.
Also, a closer look at Table 3.7 reveals that there does not seem to be a
relationship between the mean value of LSPAC and the number of observa- .
tions, the position, or the orientation of the borehole.

A similar series of analyses as the ones described in the previous
paragraphs for individual boreholes has been carried out on groups of
boreholes. The groups are defined according to the location along the
drift. The three groups being the HG holes, the boreholes in the north-
ern transverse plane (RN), i.e. R1, R2, R3 and RS, and the boreholes in
the southern transverse plane (RS), i.e. R6, R7, R8 and R10. First, the
main statistics have been computed for each fracture set in each one of
these three groups of boreholes for both SPAC and LSPAC (Table 3.8), and a
summary plot of the distributioﬁs of LSPAC in the different groups is
shown in Figure 3.12. Then an analysis of variance and a Duncan multi-
ple-range tests have been carried out for LSPAC on these groups of bore-

holes. The results are given in Tables 3.9 and 3.10.
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Table 3.7. Duncan multiple-range test for LSPAC (individual boreholes)

Set 1 Set 2
DF = 195 DF = 601
Grouping Mean N Hole Group ing Mean N Hole
N -0.100792 8 R7 P -0.769042 35 R6
N -0.123369 10 HG4 P -1.206894 52 R10
N -0.159525 11 R10 Q P R -1.214238 16 HGS
0 N -0.413961 5 R1 Q S P R -1.369934 9 HG3
0 N -0.497885 21 HG1 Q S R -1.535408 82 R3
0 N -0.664529 23 HG3 Q S R -1.629877 76 R5
0 N -0.776012 14 R2 S R -1.826018 94 Rl
0 N -1.016320 34 " HG2 S R -1.860495 85 R8
0 N -1.057132 21 R8 S R -1.861786 10 He4
0 N -1.117293 14 R5 S -2.110896 - 65 H2
0 N -1.120012 11 HGS S -2.199837 66 R7 .
0 N -1.235434 11 R6 S -2.336717 18 HG2
0 -1.665801 25 R3 T % -4.,001377 6 HG1
Set 3 Set 4
DF = 168 DF = 305
Grouping Mean N Hole Grouping Mean N Hole
] -0.242906 5 R5 W -0.080414 5 HG3
v U -0.532032 9 R10 W -0.808152 12 HG4
v u -0.609724 5 HG5 X W -0.898106 30 R1
v u -0.948930 13 R8 X W Y -1.129564 2 HG1
) U -1.064491 60 R1 X W Y -1.164140 12 R10
v ] -1.102912 61 R6 X W Y -1.239277 43 R2
v -1.519634 18 R3 X W Y -1.315727 16 R3
v -2.017507 1 R2 X Y -1.663118 67 R6
v -2.236401 5 HG2 X Y -1.727389 16 HG2
Y -1.750847 78 R7
Y ~-1.777661 20 RS
Y -2.008375 13 R8
Y -2.926650 4 HGS
Note: N to R = Groups of samples (inside each group the means are not significantly
different)
DF = Degree of freedom
N = Number of observations
Level of

Significance

0.05
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Table 3.8. Main statistics of the distributions of SPAC and LSPAC for each
fracture set in each group of boreholes . ’
HG1 to HGS RY to RS R6 to R10
Set Statistic
SPAC LSPAC SPAC LSPAC SPAC LSPAC
N 100 99 58 58 sl 51
Max 7.08 1.96 3.15 1.15 5.82 1.76
Min - 0.00 -3.73 0.004 -5.51 0.0019 -3.96
1 Mean 1.03 -0.75 0.77 -1.21 0.9 -0.75
Std. dev. 1.38 1.32 0.91 1.61 1.41 1.25
Skewness 2.38 - -0.00 1.25 -0.40 2.60 -0.45
Kurtosis 6.27 -0.78 0.35 -0.46 7.65 0.26
N ) 59 59 320 37 240 238
Max 3.97 1.38 3.05 1.1 4.42 1.49
Min 0.002 -6.21 0.00 -5.16 0.00 -4.47
2 Mean 0.45 -1.97 0.31 -1.67 0.1 -1.65
Std. dev. | 0.84 1.7 0.40 1.10 0.60 1.26
Skewness 3.13 -0.41 3.13 -0.07 3.21 0.13
Kurtosis 9.60 0.27 12.41 0.09 13.67 -0.63
N 10 10 84 84 83 83
Max 3.83 1.34 8.59 2.15 6.21 1.83
Min 0.003 -5.82 0.009 -4.69 0.0017 -4.06
3 Mean _ 0.93 -1.42 0.81 -1.10 0.76 -1.02
Std. dev. 1.30 2.15 1.42 1.36 1.06 1.25
Skewness 1.61 -0.70 - 3.77 - «0.04 3.05 0.10
Kurtosis 1.81 0.60 15.98 0.17 11.47 -0.67
N 39 39 109 109 171 170
Max 9.29 2.23 5.70 1.74 5.13 1.63
Min 0.017 -4.08 0.008 -4.78 0.00 -4.85
4 Mean 0.81 -1.33 0.60 -1.26 0.37 -1.70
Std. dev. { 1.77 1.50 0.86 1.25 © 0.60 1.8
Skewness 4.05 0.4 3.00 0.06 4.16 0.
Kurtosis {16.80 -0.17 12.21 -0.22 24.29 0.30
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Table 3.9 Analysis of variance of LSPAC between the three groups of
boreholes HG, RN and RS

. # of DF(b) SS(b) MS(b) .
Set obs . ~DF(w)~ SSE(w) .| WSE(w) F Ratio | Prob. [>F]
2 8.96 4.48
1 208 505 59875 1.94 2.31 - 0.1023
2 5.24 2.62
2 614 11 557 43 155 1.72 0.1790
2 1.55 0.77
3 177 174 397 60 T.85 .0.42 0.6594
2 14.14 7.07
4] s 315 7002 | Tse | 4% 0-0113
DF: . degrees of freedom
(b): between boreholes
(w): within boreholes
SS and MS: between sample sum of squares and mean squares respectively

SSE and MSE: error sum of squares and mean squares respectively

F Ratio: MS(b)/MSE(w), follows F distribution for corresponding
two values of DF : .
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Table 3.10. Duncan multiple-range test for LSPAC (groups of boreholes)
Set 1 Set 2
DF = 205 DF = 611
Grbuping Mean N Hole Grouping Mean N Hole
N -0.745944 99 HG 0 -1.651287 238 RS
N -0.751974 51 RS 0 -1.761296 317 RN
N -1.210745 58 RN 0 -1.973631 59 HG
Set 3 Set 4
DF = 174 DF = 315
Grouping Mean N Hole Grouping Mean N Hole
P -1.016892 83 RS Q -1.255385 109 RN
P -1.101970 84 RN R Q -1.325740 39 HG
P -1.423063 10 HG R - -1.694550 170 RS
Note: N to R = groups of samples (inside each group the means are not significantly
different)
DF = degree of freedom
N = number of observations
Level of o

significance

0.05
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Contrary to the analysis for individual boreholes, the results of
this analysis for groups of boreho]es do not indicate signifiéént dif;
ferences between the means of LSPAC, except for fracture set 4. Indeed,
except for fracture set 4, the levels of significance (Prob [> F]) in
Table 3.9 are greater than 0.05,.and Table 3.10 shows that all three groups
of boreholes do not show significantly different LSPAC means. These ré-
sults suggest that, contrary to individual boreholes, the three groups of
boreholes sample a volume of rock that is large enopgh to give representa-
tive‘spacing distributions. As far as fracture set 4 is concerned, the
significant difference of mean LSPAC is betweeb the two groups of radial
holes, RN and RS. The mean LSPAC for the HG holes, the northernmost group
of holes, is in between. This latter observation suggests that fracture
spacing for set 4 reaches both high and low values along the length of the
drift. Therefore it is reasonable to consider the volume of rock sampled
by all the HG and R boreholes as statistically homogeneous with respect to
fracturing. Thus, combining the spacing values from all the boreholes
should yield reasonably good average values for the parameters of the

spacing distribution.

3.3.4.2 Analysis of Fracture Spacings from all the Oriented

HG and R Holes Combined

The spacing values from all the boreholes around the ventilation
drift were combined and a frequency histogram was constructed for each
fracture set (Figure 3.13). Table 3.11 presents the main statistics
'computed for SPAC and LSPAC for each fracture set. Based on the shape

of the histograms of Figqure 3.13, these empirical distributions have been
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Table 3.11. Main statistics of the distributions of SPAC and LSPAC for each fracture set
for all the oriented HG and R holes.

o Set 1 Set 2 “Set 3 Set 4
Statistic ) :
: SPAC LSPAC SPAC LSPAC SPAC LSPAC SPAC LSPAC
No. of obs. 209 208 619 614 177 177 319 318
Max (m) 7.08 1.96 4.42  1.49 8.59 2.15 9.29 2.23
Min (m) 0.00 -5.51 0.00 -6.21 0.003 -5.82 0.00 -4.85
Mean (m) 0.93 -0.88 0.36 -1.74 0.79 -1.08 0.51 -1.50
Std. dev. (m) 1.21 1.40 0.54 - 1.23 1.25 1.36 0.92 1.26
Skewness 2.42 -0.34 3.58 -0.11 3.51 -0.17 5.21 0.15
We ibull :
Shape (X) .830 .856 797 .798 -
Scale (9) .769 .317 .625 .408
D-Statistics
and [P(>D)]* ;
exponent ial .126 .126 o182 .200
[.002] [<.001] [<.001] [<.001]
normal .043 .019 ' .048 .055
: [>.15] [>.15] . [>.15] [>.15]
Weibull .043 .066 1 .075 .095
[>.15] [>.01] - [>.15] [<.01]

*Results of the Kolmogorov-Smirnov goodness-of-fit test for the exponential,

the log-normal and the Weibull models

2L
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compared to various theoretical models that are bounded at zero to the
left and are skewed to the_right. Accordingly, the exponential, the.
lognormal and tﬁe Weibull models have been tested. The computed parame-
ters for these models are included in Table 3.11. The exponential dis-
tribution has been briefly discussed in Section 3.3. The estimate of the
parameter of the éxponentia] distribution is simply the inverse of the
mean value of SPAC. Since a variable is lognormally distfibuted when the
logarithm of its va}ues are normally distributed, the estimates of the pa-
rameters of the lognormal distribution is the mean andAthe standard dev-
iation of LSPAC. Since the Weibull model ié less known than the two other
models, the following paragraph presents more information about the Weibull
distribution.

A variable X follows a Weibull distribution when its probability den-
sity function has the form:

£ (cen) = (o)t ExpL-(x/e)M] o (3.14)
where © and A are called scale and shape parameters respectively. . When
the shape parameter A\ takes the value one, the weibull model reduces to
the one-parameter e*ponentia] mode]l mentioned above. The parameters € and
» for the spacing distributions have been estimated with a specially writ-
ten FORTRAN program using the maximum likelihood method (Appendix B), ahd
the results arevinc1uded in Table 3.11.

The goodness-of-fit of these three statistical models to our spacing
distributions can be evaluated with the quantile plots shown in Figure
3;14. The quantile plots are easy to make by computer and since they are
a variation of the better known probability plots usually constructed on
special probability paper, their interpretation is as simple as these

latter plots (Kalbfleisch, 1979). The straight line on each one of the
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plots of Figure 3.14 is simply a reference line with a slope of one. The
more the empirical line is curved and the further away from the reference
line, the stronger is the 1ndicati6n that the theoretical model does not
fit the data.

The construction of the quantile plots requires the use of the in-
verse cumulative distribution function (ICDF). In the cases of the expo-
nential and the Weibull distributions, the ICDF is represented by the

relatively simple expressions:

X = -y 2n(l-a) (exponential) (3.15)
and ’

X = o{mp1/(1-)1}' > (Weibull)  (3.16)
where

a = Prob (x < X) ,

and u, @ and \ are the parameters of the distributions.

The case of the lognormal distribution (or the normal distribution
fitted to the logarithm of the variable) is complicated by the fact that
no closed-form expression exists for the CDF. Numerical approximation
techniques have been developed to compute the normal score, i.e., the
expected values of a standard normal population (mean zero and variance
one), given the « values. The procedure RANK of SAS (SAS Institute, 1979)
includes some of these numerical techniques.

The goodness-of-fit evaluated visually in Figure 3.14 have also been
tested objectively using the Kolmogorov-Smirnov D-statistics (see for
instance Bury, 1975). The results of these tests are included in Table
3.11. The end result of the test is given in the form of the probabil-
ity of a value of D larger than that observed (Prob (> D) if the empiri-

cal distribution was exactly following the tested theoretical model. As
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mentioned for the F test in Tables 3.6 and 3.10, the probability of a
larger D is also known as the level pf significance.

The quantile plots of Figure 3.14 and the goodness-of-fit test (Table
3.11) indicate that the exponential distr{bdtion does not fit our data at
all. For two of the four fracture sets the Weibull model passes the test
at a level of significance larger than 0.05. Finally the Tognormal dis-
tribution fits our data very well for all of the fracture sets, at a level
of significance larger than 0.15. »

A series of computer programs using the SAS System (SAS Institute,
1979) was written to make the necessary combutations for the goodness-
of-fit test and to construct the duanti1e plots of Figure 3.14. The
listing of these programs is given in Appendix B.

The results of the goodness—ofFfit tests presented above allow some
comments to be made concerning the spatial distribution of the frac-
tures. Indeed, we know from probability theory that if points are ran-
domly distributed along a line (a Poisson process), the distances between
consecutive points follow an exponential distribution (see for instance
Ross, 1980; and Priest and Hudson, 1976). Therefore the failure of the
goodness-of-fit test of the exponential distribution to our spacing data
is an indication that the fracture intersections are not randomly distrib-
uted along the boreholes. This simple spacing analysis however does not
indicate what type of spatial process is responsible for the distribution
of the fracture intersections along the boreholes and more so forvthe dis-

tribution of fracture planes in a three-dimensional space.
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3.4 Fracture Density

The preceding section presented an analysis of the spatial variabil-
ity of the fracture syﬁtem around the ventilation drift based oﬁ frac-
ture spacings. Because of its greater complexity, the density approach,
which makes use of many computed values of fracture frequency (i.e., num-
ber of fracture intersections divided by length of borehole interval) was
not used. Nevertheless, fracture density* is an important parameter on
its own and at least an average value for the whole rock mass must be
estimated. |

In this section, first we demonstrate thai fracture density is in
fact equivalent to fracture frequency as computed along boreholes; then we
present the calculations made to estimate an average value of fracture
frequency for the rock mass surrounding the ventilation drift.

Using geometric probabj]ities, one can demonstrate thét, for a three-
dimensional structure formed by many planar surfaces with the same orien-
tation (Figure 3.15), the volumetric surface area (Sv) is equal to the
average number of intersections with the plane surface system per unit
length of perpendicu]ar fest line (FLl? (see Underwood, 1968), i.e.,

Sy = PLl

One can also demonstrate that, for a set of surfaces with completely

(3.17)

random orientation, the equivalent relationship is:

*Fracture density (dimension L~1) is defined as the total area of frac-
tures divided by the volume of rock (Sy) in three dimensions, or the to-
tal length of fracture traces divided by the surface area of rock exposure
(Lp) in two dimensions.

-
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- XBL 8411-5044

Fig. 3.15. A three-dimensional structure consisting of parallel
surfaces.
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Sy = 2PL (3.18)

v

where EL is the number of point intersections per unit length of test

line of any orientation. When applied to fracture data, Sv'and FL refer

respectively to fracture density and average fracture frequency.

Since the fracture sets in the Stripa granite have been defined on
 the basis of fracture orientation, all the fractures in a set‘being rough-
1y subfparallel, relation (3.17) is more appropriate than relation (3.18)
to estimate fracture density. Because of the dispersion in orientation

-data in each set, however, the value of S

v obtained with (3.17) is

slightly underestimated.

10 estimate the values of BLlf a method described by Kiraly (1970)
has been applied to the core ]og‘data. This method first requires the
caiculation of a "true" length (L') for each measurement line (or bore-
hole). L' is simply the projection of the actual borehole length (L) on
the normal to the average plane of the fracture set being considered and
it is computed with the relationship |

L' = L cos o, (3.19)
where ¢ is the angle between the borehole axis and the normal to the aver-

age plane of the fracture set. For M boreholes and a total of N fractures

intersected in a given set,

Sy = PLl= N/Z Ly (3.20)

The values of SV calculated with (3.20) are 1.026, 2.639, 0.905 and
1.829 (m‘]) for fracture sets 1, 2, 3 and 4 respectively. Data used in

the calculation are given in Tab]e 3.12.

e
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Table 3.12. Average fracture frequency for each frécture set.

Set 1 ‘

Borehole ¢ cos¢ L(metre) L'(metre) N
HG1 35.4 0.8147 29.98 24.43 22
HG2 20.8 0.9351 29.94 28.00 36
HG3 27.8 0.8847 30.04 26.58 24
HG4 58.3 0.5251 30.13 15.82 11
HG5 53.1 0.6006 30.01 18.02 12
R1 8l1.4 0.1498 40.07 6.00 6
R2 58.7 0.5195 29.96 15.56 15
R3 66.0 0.4065 30.01 12.20 26
R5 55.1 0.5727 30.03 17.20 15
R6 81.5 0.1470 40.00 5.88 12
R7 58.7 ©  0.5200 29.98 15.59 9
R8 62.2 0.4660 30.00 13.98 22
R10- 55.2 0.5712 30.03 17.15 12

Summat ion 216.41 222
P =1.026m 1
Set 2

Borehole ¢ cos ¢ L{metre) L' (metre) N

HG1 87.1 0.0504 29.98 1.51 7
" HG2 82.6 0.1286 29.94 3.85 19
HG3 69.3 0.3530 30.04 10.60 10
HG4 77 .4 0.2184 30.13 6.58 11
HG5 64.7 0.4279 30.01 12.84 17
R1 45.1 0.7065 40.07 28.31 95
R2 55.0 0.5730 29.96 17.17 68
R3 15.1 0.9656 30.01 28.98 84
R5 25.1 0.9054 30.03 27.19 77
R6 45.0 0.7066 40.00 28.26 36
R7 55.1 0.5715 29.98 17.13 69
R8 6.2 0.9942 30.00 29.83 86
R10 25.0 0.9062 30.03 27.21 53
Summation 239.47 632
P, = 2.639 m1
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Table 3.12 (continued)
Set 3
Borehole ¢ coS¢ L(metre) L' (metre) N
HG1 75.8 0.2455 29.98 7.36 1
HG2 72.8 0.2957 29.94 8.85 6
HG3 78.8 0.1946 - 30.04 5.85 I
HG4 81.8 0.1422 30.13 4.29 0
HGS. 49.8 0.6459 30.01 19.38 6
R1 18.1 0.9506 40.07 38.09 61
R2 88.3 0.0289 29.96 0.87 2
R3 22.9°  0.9214 30.01 27 .65 19
R5 59.3 0.5099 30.03 15.31 6
R6 17.9 0.9514 ~ 40.00 38.06 62
R7 88.5 0.0269 29.98 0.81 0
R8 30.6 0.8606 30.00 25.82 14
R10 55.2 0.5117 =~ 30.03" 15.37 10
Summat ion 207 .71 188
P = -1
PLl 0.905 m
, Set 4
Borehole ¢ cos¢ L{metre) - L'(metre) N
HG1 78.4 0.2007 29.98 6.02 3
HG2 77.8 0.2118 29.94 6.34 17
HG3 68.7 0.3634 30.04 10.92 6
HG4 54.9 0.5749 30.13 17.32 13
HGS 87.5 0.0433 30.01. 1.30 5
R1 44 .5 0.7136 40.07 28.59 31
R2 38.3 0.7852 29.96 23.53 44
R3 73.7 0.2804  30.01 8.42 17
R5 67.2 0.3868 30.03 11.62 21
R6 44.5 0.7129 40.00 28.52 68
R7 38.2 0.7860 29.98 23.56 80
R8 82.7 . 0.1267 30.00 3.80 14
R10 67.3 0.3855 30.03 11.58 13
Summat ion 181.52 332
——— = _1
PLl 1.829 m
Note: ¢ = angle between the borehole axis and the normal to the
average plane of the fracture set,
L = length of the borehole,
L' =L cos ¢,
N = the number of fracture intersections,
PL = average number of intersections with fractures of

the set per unit length of L'.
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4. CONCLUSIONS AND RECOMMENDATIONS

Rock fractures are important in nuclear waste djsposa] in deep geolog-
ical formations for‘two main reasons: tﬁey contro1 the stability of under-
ground excavation and they may constitute-f]ow pathS'for the migration‘of
radionuclides in groundwater from the reposifory to tﬁe biosphere. Var-
ious rock mass characterization schemes, considering roek fraeturing in
one form or another, have been reviewed and applied to selected sets of
the Stripa Qata, in order to facilitate the comparisoh with different
sites. Also, based on core log and fracture map data, three fracture

parameters, i.e., fracture orientation, trace length and spacing, have

been analyzed statistically, in order to describe the geometric structure

of the fracture system.

The parameters used in the rocklméss character%zation'are the rock
quality designation (RQD), the mean core iength, the fracfurevfrequency,
and the rock mass permeabi]ﬁty; The first.fhree paraheters, all dealing
with rock fracturing, were computed usihg a movingiaverage.method with
intervals of 2 meters and distance increments of 0.2 ﬁeter. The rock mass
permeability was determined froh packer injection tests, using successive
2-meter packer intervals. 1Inspection of the logs of these four parameters
for three of the hydrology boreholes revea1§ a'good correlation between
RQD, mean core length and frecture frequency, es one couid eipect. How-
ever the corre]atien of these three barameters with hydrad\ic conductivity
is very weak and is discernible only on a scafter diagrah of permeability
versus fracture frequency using data from all the fifteen hydrology bore -
holes together. | | |

The analysis of the fracture erientation'data, using.both core log

and fracture map data, indicate fhat at least four fracture sets can be
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‘clear1y defined in the rock méss immediately surrounding thé main test
excavations. The orientation data become much more scattered when one
considers data obtained from distances of 200 meters or more aparf,.be~
causevthese data sampfe different lithologies and presumably diffefent
structural domains of the rdck mass.

For the rock méss surrbunding the ventilation drift,.the fracture
spacing and tracé length data were analysed for.each one of the four frac-
ture sets def%ned on'the basis of orientation data. The spacing data,
obtained from the drill cores of the thirteen oriented hydrology bore-
holes, indicate signifjcaﬁt differences in spaﬁing distributions between
boreholes for each fracture set. The difference becomes much less impor-
tant when comparing groups of boreholes that are defined on the basis of
their location along fhe drift. Therefore it is reasonable to consider
the volume of rock surrounding‘the ventilation drift and sampled by all
the hydrology boreholes és statistically homogeneous with respect to frac-
turing. For the ventijation drift as a whole, both trace length and spac-
ing data show substantial differences between fracture sets. Fracture
density, for which ah éverage value was compuled for each fracture set,
also shows significant differences from one fracture set to the other.
These‘differences between the fracture sets suggest that all these geomet-
ric parameters, 6r aAderivative of them, should be considered in any eval-
uation of the degree of fracture interconnection and hence hydraulic com-
munication within the rock mass. | |

The results of thi§ analysis of the geomelric parameters of the frac-

ture system can be used in numerical simulations of groundwater flow or
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rock mass stability that include orientatiqn and trace.1ength distribu-
tions, as well as different fracture densities for different fracture
sets.

The study described in this report permits one to point out some of
the areas where further research could prove to be productive. As far as
the general rock mass characterization is concerned, an approach must be
developed to quantify systematically the correlation between parameters
for each borehole and to compare the correlation coefficients from bore-
hole to borehole. In this latter correlation analysis, some advantage
could presumably be gained by considering éach fraéture set separately.

Good fracture orientation data is essential to the assessment of the
degree to which various theoretical distributions fit actual ffeld data.
To this end, additional efforts must be made to ensure in future studies
both good core recovery and systematic orientation of the fractures inter-
secting the cores. Also, quick and efficient methods must be designed to
generate accurate fracture‘maps that account for the irreqgularity and the
'curvature of the sampling surfaces.

The staiistica] analysis of trace 1éngth data would be greatly im-
proved by a properly designed statistical computation package that ac-
counts for truncation, tensoring, and size bias. This package should
include the estimation of the parameters for standard statistical models
and provide tests for the goodness-of-fit of these models. Both functions
should account for the three important bias Mentioned above.

Finally, the‘spatial variability of fracturing has not been consid-
ered in a systematic manner in this study because of the lack 6f statis-

tical methods hased on sound geometrical probability theory. Therefore a
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prerequisite to‘a study.of spatial variability of fracturing seems to be
theoretical work in geometrical probabi]itywthét could shed light on the
relationship between series of one-dimensional (borehole axis) or two-

dimensional (rock exposure) §ets of'daté,'and the distributions of frac-

ture planes in a three-dimensional space.
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APPENDIX A. ORIENTATION DIAGRAMS

N.B. A1l diagrams in this appendix are lower-hemisphere, equal-area

plots.
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Fig. A.1. Pole diagram of fracture planes intersecting the drill cores
of vertical boreholes in the full-scale drift.
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Fig. A.2. Pole diagram for fracture planes intersecting the drill cores

of subhorizontal boreholes around the fuli-scale drift.
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Fig. A.3. Pole diagram for the fracture planes intersecting the drill
cores of the boreholes HG1 to HG5.
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Fig. A.4. Pole diagram for the fracture planes intersecting the drill
cores of the boreholes R1 to R10, except R4 and R9.
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Poles to veins measured on the faces of the ventilation drift.
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Fig. A.6. Pole diagram for the average plane of fracture zones measured
on the faces of the ventilation drift.
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APPENDIX B.  LISTING OF SELECTED COMPUTER PROGRAMS USED IN TRACE

LENGTH AND SPACING ANALYSIS.
This appéndix contains the listing of the following programs:

CENS SAS - Program to compute the statistics and to make a histogram of

a progressively censored trace length distribution.

SPACT1 SAS - Program to compute the spacing values for each fracture set

in a borehole and to compute the basic statistics.

SPAC?2 SAS‘— Program to combine the spacing’data from many boreholes for

a fracture set, to make a histogram and to compute the statistics.

WEIBULL FORTRAN - Program to compute the Maximum Likelihood estimates of

the parameter§ of a sample from a Weibull distribution.

EXPON SAS, LNORM SAS and WEIBULL SAS - Programs to compute the Kolmogo-
rov-Smirnov statistics, and to construct the cumulative frequency and
quantile plots for the exponential, the lognormal and the Weibull

distributions respectively. .
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* CENS SAS *
* *
Rk kkkdp ke rkkkbhkkkkgkhkhk bk bk hkhkkkhkgkkkkkkpkkhkxkkk;
#PROGRAM TO COMPUTE STATISTICS AND PLOT HISTOGRAM FOR
PROGRESSIVELY CENSORED TRACE LENGTHS ;
kkrkkrkrkkkkkkkrkkkkkkkkkkkkkkkdkrkp kb kdokkkkkkkkkrgxk ]
NPTIONS LS$S=100 3
kkokkkkdkkkokkkkokgkokokkkokkkkkkkkkkdokkkk ok ke kk ko kfokkokokk®}
MACRD A
* STATISTICS AND GRAPHS ;
PROC UNIVARTATE ; VAR SIZ 3
PROC CHART ;

VBAR STZ/NOSPACE MIDPOINTS=0,75 TO 6.25 BY 0.5 ; 7
kkkkokkkkkkkkkk bk kkkkkkrk ke kkrkrkkkrhbkkhkkks

TITLEL STRIPA VENTILATION DRIFT ALL WALLS AND FLOOR SET 4;

DATA DRFTCENS.SET4 3
SET SWCENS.SET4A4 FLCENS., SET# NWCENS.SET& WWCENS. SEYQ H
PROC PRINT 3
TITLE2 FILE DRFTCENS,SET4;
DATA CENSO 3 SFT DRFTCENS.SET4 3
IF CENS=0 3
PRAOC PRINT 3
TITLEZ2 90TH ENDS ORSERVABLE 3
A 3
DATA CENS1 3 SET DRFTCENS.SETé 3
IF CENS=1 3
PROC PRINT 3

TITLE2 ONE END QBSERVABLE ;
A 3
DATA CENS2 3 SET DRFTCENS.SET4 3
IF CENS=2 3
PRNAC PRINT ;

TITLE2 NO END QBSERVABLE 3
A s :
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x SPAC1 SAS *
* . o *
AkkkkkakhkkkpkokakRREkkhRRekk Rk R Rk kekhRk Rk kh e kR
PRNOGRAM TO CALCULATE THE SPACING FOR EACH FRACTURE SET
FOR A BOREHOLE AND TO COMPUTE THE BASIC STATISTICS;
kkkkkrkkkrppkkiokkkkkkbkkkkkkkkkkppkkkkkkkkkk kb bkkkkkkkgkiy
CMS FILEDEF RIOFR DISK R1OFRAC ORIENT (LRECL 90 ;
OPTIONS LS=100 ;
ook okok kg Rk kokkkkkkokk ********#**##*#*#**#**t##t***#;
MACRO C
* CALCULATE SPACING 3 -
COSPHI = LS*LBH + MS*¥MBH + NS*NBH ;
PHI = ARCDS(COSPHI) 3
RETAIN COSPHI;
SPAC1 = DIFL(DIST)*COSPHI}
SPAC = ABS(SPAC1);
DPHI = PHI®57,29578;
KEEP DIST DIPDIR DIP SPAC ; %
t**#*ttt##t*******t*t#t#*#*###**#*t***t#t#*ttt###;
MACRO DIRCOS
* COMPYTE DIRECTION COSINES ;
AVPLUNS = =(90=-AVDIP) 3
AVAZ = AVDIPDIR 3
AIRAD = AVAZ/57.29578;
PLRAD = AVPLUNG/57,295783
LS = COSCAXRAD)*COS(PLRAD)S
MS = SIN(AZRAD)*COS(PLRAD)}
NS = SIN(PLRAD); 7%
#*##*#t#*#***#*****#***************#* #****#*t****}
MACRO JST1DEF
* DEFINITION OF JOTNT SET 1 ;
IF (342<=DIPDIR<=350 AND 56<=DIP<=88) OR
{ O<=DIPDIRC= 46 AND 56<=DIP<=88) 0R
( 16<=DIPDTIRC= 46 AND 89<=DIP<=90) OR
(196<=DIPDIRC=226 AND 60<=DIP<=90) ;
AVDIPDIR = 23 ;
AVDIP = 76 3
DIRCOSS |
RETAIN LS MS NS 3 2
*#***#t*#**t*#****#*****#*****t#****##***##**##**#**;
MACRO JST2DEF
*# DEFINITION OF JOINT SET 2 ;
IF  ( 47<=DIPDIR<=124 AND 56<=DIP<=90) IR
(227<¢=DIPNIRC=304 AND 69<=DIP<=90) ;
AVDIPDIR = 83 ;
AVDIP = G5 ;

- DIRCOSS

RETAIN LS MS NS 3 7

AkkkkRgkkk kR akh kR kR Rk kR kR Rk kkkk g
MACRD JST3DEF

* DEFINTTION OF JAINT SET 3 3

IF (257<=NIPNIRC=304 AND 32<=DIP<=H8) 3

AVDIPDIR = 2783

AVDIP = 53 3



DIRCOSS
RETAIN LS MS NS 3 %

*#***t#***#**#***####**####**t##******#****#*#**t*tt.-

MACRDO JST4DEF

104 -

* DEFINITION OF JOINT SET 4 3

IF (212<=DIPDIR<=359
( O0<=DIPDIRLC= 40
( 41<=DIPDIRK=115
(116<=DIPDIRL=146
(147<=DIPDIRC=211

AVDIPDIR = 1553

AVDIP = 12 3

DIRCNS3

RETAIN LS MS NS ; X

AND
AND
AND
AND

AND

0<=DIP<=25) OR
0<=DIPLK=25) 0OR
0<=DIP<=53) OR
N<=DIP<=32) OR
0<=DIP<=52) 3

T I T Yy
P T L LI IIIIIIIIIIIY

ke kkkkkkkkk

¥k krkekxekk  DRIVER PRDGQAM

kkkkRRRRhRkR

* READ IN DATA ;
TITLEYl BOREHOLE R=-10 3
DATA R10,.,FRAC 3
FILE PRINT 3
INFILE R10FR;
INPUT FLAG % 1-4 2 3
IF FLAG='R1IQ ' THEN D

D

kb ko kkrkkkkkrkkkkkkkkk;

Y T T T I P TE T I Y
FRERREREAER R R R R R R R AR R Rk

INPUY BEAR $5=«69 PLUNG 73=-77 3

BRAD = BEAR/57,26578 3 PLRAD = PLUNG/57,29578 3

L3H = COS(BRAD)I*COS(PLRAD) 3
MBH = SIN(BRAD)*COS(PLRAD) 3

N3H = SIN(PLRAD) 3

DROP BEAR PLUNG BRAD PLRAD ;
RETAIN LBH MBH NSH ;

PUT //7'BOREHOLE ORIENTATION 8!

MAH= NAH= 3
END 3 '

IF FLAG EQ '11 ' THEN DO 3

INPUT DIST 5-12 TYPE 25-26 DIPDIR B80~35 DIP 86~90 3

IF TYPE NE 2 3

IF DIPDIR NE o« AND DIP NE o 3

END
DROP FLAG 3
IF DIST=, THEN DELETE
PROC SORT ; B8Y DIST ;
PR3C PRINT ;

vk ko kb kkk ko k kR kk Rk kkkk kR kkkkk ]

¥ SEPARATE FRACTURE SET

DATA R10.SET1 ; SET R10.FRAC

JSTIDEF
FILE PRINT ;
c
IF SPAC=, THEN PUT /

H

S 3

"AVERAGE ORIENTATION QOF SET 1
221 AVYDIPDIR= AVDIP= AVPLUNG= LSsMS=NS= /
221 DPHI= COSPHI=

.
’

/7 310 BEAR= PLUNG= LBHs=

1717
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TITLEZ JOINY SET 1 3
PRAC PRINT
PROC UNIVARIATE 3 VAR SPAC 3
DATA R104SET2 ;3 SET R10.FRAC 3
JST2DEF
FILE PRINT 3
c '
IF SPAC=, THEN PUT / 'AVERAGE ORIENTATION QF SET 2 ' ///
221 AVDIPDIR= AVDIP= AVPLUNG- LS=MS=NS= /
' 321 DPHI= COSPHI= 3
TITLEZ JOINT SET 2 3
PRAOC PRINT 3
PROC UNIVARIATE 3 VAR SPAC 3
DATA R10,SET3 3 SET R10.FRAC 3
JSTIDEF :
FILE PRINT ;
c
IF SPAC=, THEN PUT / 'AVERAGE ORIENTATION 0OF SET 3 v ///
721 AYDIPDIR= AYDIP= AVPLUNG= LS=MS=NS= /
221 DPHI= COSPHI=
TITLE2 JOINT SET 3 3
PROC PRINT ;
PROC UNIVARTIATE 3 VAR SPAC 3
DATA R104SET4 3 SET R104FRAC 3
JST4DEF
FILE PRINT ;
¢
IF SPAC=, THEN PUT /7 YAVERAGE ORIENTATION OF SET &4 ' ///
221 AVDIPDIR= AVDIP= AVPLUNG= LS=2MS=NS= /
. 921 DPHI= COSPHI= 3
TITLE2 JOINT SET & 3
PROC PRINT ;
PROC UNIVARIATE 3 VAR SPAC 3
NATA R1OALSET 3
SET R10,SET] R1C0SET2 R10,SET3 R10.SET4 3
PROC SORT ; 8Y DIST ;
DATA R1OLNOSET 3
MERGE R10,FRAC (IN=INA) RIOALSET (IN=INB) 3 BY DIST 3
IF INB=Q 3
KEEP TYPE DIST DIPDIR DIP 3
PROLC PRINT 3
TITLEZ NATA NOT IN ANY SET 3
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* SPAC2 SAS *
* *
MRk kR Rk R Rk Rk Rk Rk Rk Rk k]
* PROGRAM TO COMBINE SPACING DATA FROM MANY BOREMOLES »
* PLOT HISTOGRAM AND COMPUTE STATISTICS;
A A I I T T I T I IT I ILITII IS,
CMS FILEDEF QUT DISK SET4 HGR ; '
OPTIONS LS=100 3
DATA HGRALLLSET4 3
SET HG1234%5,SET4 R1235.,5ET4 RATBO.SETS
PROC SORT 3 BY SPAC 3
PROC RANK TIES=MEAN 3 VAR SPAC ;5 RANKS RKSPAC 3
DATA HGRALLLSET4 3SET 3
TITLEl BOREHOLES R*S AND HG'S SET 4 3
PROC PRINT 3
PROC CHART ;3 VBAR SPAC /MIDPDINTS=0,25 TD Be75 BY D45 3
PROC UNIVARIATE ; VAR SPAC LSPAC 3
DATA 3 SET3;
- FILE QUT 3
IF _N_=1 THEN. :
PYT 32 YHOLEY 27 'DIST,! 813 'SPACING' 223 'LDG SPAC.!
P33 YRANKT 3
PUT (HOLE DIST SPAC LSPAC RKSPAC)(22 3, 26 642 313 9,5 223
Fe% 233 5,1) 3
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WEIBULL FORTRAN *
*
kg kkkkbkkgkhk kb gk kkh kb kkk gk kg kkkkkekgkkgk

PRISRAM TN COMPUTE THE PARAMETERS OF THE WEIBULL
DISTRIBUTION FOR A SAMPLE OF SPACING DATA ,
USING THE MAXIMUM LIKELIHOOD METHOO,

PeDeFo ¢ (C/BI(X/R)**(C=1)*EXP(=(X/B)%*X()
WHERE (= SHAPE PARAMETER »

B= SCALE PARAMETER ,

X= SPACING » SPAC ,

OO IONOIIODOIIIDINOIOOO * #

Foodek i dekopkook gk ok sk ok ok Rk kR kR ok ok ok ok ko ook dokok kb kb kR ko R Kok bk

COMMON SPAC(350),LSPAC(350),NOBS H»ITER ,SUM(3)
REAL LSPAC

EXTERNAL WEIBR

NOUBLE PRECISION WEIB ,C H»EPS »XL »XR

ITER = =2

READ(1»10) EPSs NSIG» XL» XRp ITMAX
10 FORMAT(F10.,051I5 »2F5.0,715)

1 =1
18 READ(1,20 »END=30) SPAC(I) LSPAC(I)
20 FORMAT(12YX9FG40»1X9F9,0)

I = I+}

50 TO 18

30 NARS = I-]

CALL ZFALSE(METB,EPS,)NSTGyXLsXRsCyITMAX,1ER)

3 = (SUM{1)I/NDBS)I*%x(1/C) _
YRITE(2»40) ITMAXy NSIG» XLs ¥Ry IERy C» B
$0 FORMAT('1',10X,'0UTPUT FROM TIMSL ZFALSE?,
/751Xy 'NUMBER OF ITERATIONS REQUIRED 8 514,
17s1%e "NUMSER. OF SIGNIFICANT DIGITS FOR C ¢t ',14,
151X *STARTING RANGE FOR C 1 BETWEEN ',F4,2,' AND 'y
Fhe?»
/91Xp YERROR CODE (IER) = 1,14 ,
115" PARAMFETERS 0OF WETRBULL DTISTRISUTION ¢
I 95Xs VSHAPE PARAMETER () = ,Fhe4,
/I 53Xy 'SCALE PARAMETER (R) = V,Fh,4 )
STOP
END

EAR B 2R K R B R

FUNCTION WEIB(Z)

o

C SUBPROGRAM TO COMPUTE THE VALUE OF AN EXPRESSINN (WETR)
C RESULTING FROM THE COMBINATION OF THE TWO DERIVATIVES
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OF THE WEIBULL LIKELIHOOD FUNCTION (ONE W/R YO C
AND ONE M/R T3 B ) o THAT EXPRESSION IS A FUNCTION OF THE
SHAPE PARAMETER (C) ONLY .

COMMON SPAC(350)»LSPAC(350) »NOBS sITER ,SUM(3) -
REAL LSPAC ‘
DOUBLE PRECISTON WEIB, C
CALL SAMPLE(C) R
JETB = SUM(3) / SUM(1) = 1/C = SUM(2)/NNBS
WRITE(2,60) TTER, C» SUM, WEIB

60 FORMAT(IXs'ITERATION '51455Xs'C = ',F10.4s/

* 221X PSUM(SPAC(II**C) =o0000000000'sF1l0,4s/
* 221Xy *SUMILSPAC(I)) =co0sscconscce'sFl0eby/
* le,'SUM(SPAC(I)**C * LSPAC(I))= ',F1l0.,4,/
* ! WEIR = 1,D10,3,//)

ITER = ITER 4+ 1

RETURN

END

SYBRJUTINE SAMPLE(C)

SUBROUTINE TN COMPUTE THREE TERMS INYNLVING THE SUM
AF THE SPACING (AND/DR ITS LOGARITHM ) OF ALL THE:
ELEMENTS DF THYE SAMPLE . '

TOMMON SPAC(350),LSPAC(350) s NORS HLITER »SUM(3)
REAL LSPAC
NNUSLE PRECISION C
IF {(1ITEP .GTe =2) GO TN QO
SUM(2) = 0,
20 85 I=1,N08S
SiM(2) = SUM(2) + LSPACI(Y)
A% CONTINUE
90 SUM({1) = O,
SUM(3) = 3,
20 100 T = 1,NOBS
SUMIL)Y = SUM{1) + SPAC(T)*x*(
SHM(3) = SUM{3) + SPAC(T)I*%C * (SPAC(I)

100 CONTINUE

RETURN » J
END .
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* EXPON SAS *
* * _ '
Aok ok ek ok ok ko Rtk ok ko kR Rk ok kR ko ek ko sk ok ok ok ke ok ke kok kR 3
* PROGRAM TO COMPUTE KOLMOGOROV-=SMIRNOV STATISTICS AND MAKE 3
* CoeDeFe AND OUANTILE PLOTS FOR EXPONENTIAL DISTRIBUTION 3
t****##**##*#****t*#t*t*t##t**t##t#t#*****#tt#**t**#*#tt******'
OPTIONS LS=110 ;
TITLE1l ALL HG & R HOLES SET & 3
DATA HGREXPD.SET4 § SET HGRALL.SETS 3
N=319 3 ’ :
MSPAC=0,506143 3
IF SPAC=, THEN DELETE 3
STEP =(RKSPAC =045)/N 3
FEXPON » 1=EXP(~= (IIMSPAC)*SPAC) 3
NI = STEP=FEYPON 3
LONF = SQRTU(L1/(2%N))*L0G(2/0, 05)) H
HIGH = FEXPON+CONF 3
IF HIGH GT 1e THEN HIGH=, ;
LOW = FEXPON=CIONF 3 _ '
IF LOW LT 0. THEN LOWs, ;
AUANT = «|JG(1-STEP)*MSPAC 3
PROC PRINT ;
PROC PLOT 3 ' :
PLAOT STEP*SPAC FEXPONXRSPAC=Y¥! HTIGH*SPAC=THY | OQUWSPACstLY /
OVERLAY HAXIS=0,0 TO 9,5 BY 0.5 3 :
PLAT SPAC*QUANMT  OQUANT*QUANTs'%tY /7 OVERLAY 3
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* LNORM  SAS *
* . * :
kR ok ok kR kR ok Rk R Aok R Rk R Rk kR kR R kR Rk k]
*  PRAGRAM TD COMPUTE KOLMNGOFOV—=SMIRNOV STATISTICS AND MAKE ;
* CoeDeFo AND QUANTILE PLOTS FOR LOGNORMAL DISTRIBUTION;
R T ey e T T T e i i L T T T
OPTIAONS LS=110 3
TITLE]Ll ALL HG & R HOLES SET 4 3
DATA 3 SET HGRALL.SETG
N=318 3
IF SPAC=, THEN DELETYE 3
RKLSPAC = RKSPAC -~ 1 3
IF RKLSPACC=0, THEM RKLSPAC=, ;
STDLSPAC=LSPAC 3 4
STEP s (RXLSPAC~0,5)/N 3
PRAC STANDARD Mad, STD=1, 3 VAR STDLSPAC ;
PRIOC RANK NORMAL=BLOM ;3 VAR STDLSPAC 3 RANKS NSCORE 3
DATA HGRNORM,SET4 ;5 SET 3 »
FNORM = 0,5 + ERF(STDLSPAC/SQRT(2)) 7 2 3
DI = STEP=FNORM 3
CONF = SQRT((17(2%N))*L0G(2/0.05)) }
HIGH = FNQORM +CONF 3
IF HIGH GT 1o THEN HIGH=, 3}
LOW = FNORM =CONF ;
IF LOW LT O. THEN LOW=, 3
PRALC PRINT 3
PROC UNIVARIATE NORMAL 3 VAR LSPAC
PRAC PLAOT
PLOT STEPX*SPAC FNDRM*SPAC='%? HIGH*SPAC='HY | OWXSPAC=tL?
OVERLAY HAXIS=0,D TO 9.5 BY 0.5 ;
PLOT STOLSPACHNSCORE NSCORESNSCORE='*t' 7 NVERLAY 3

/

)

€@
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* WEIBULL SAS *
* . . v * .

dekgdok R kR Rk kAR ook R R Rk dok Rk kR kR ok ok ko kR ok ok Rk §
* PROSRAM TO COMPUTE KOLMOGOROV-SMIRNOV STATISTICS AND MAKE;
* CoDeFe AND QUANTILE PLOTS FOR THE WEIBULL DISTRIBUTION;
kkkkekikokkkkkkkkkk ki kkkkkk ok kdkk b kkk kb kh gk kkrkhkkkkkkkk;
OPTIONS  LS=105 3

TITLEL ALL HG & R HOLES SET 4 3

DATA HGRWEIBLSET4 3 SET HGRNORM,SET4

N = 318 ; -
C = 2.7981; '
9 = J,4075;3
IF SPAC=, THEN ODELETE 3
DROP RKSPAC STDLSPAC NSCORE FNORM HIGH LOW 3
FWEI® = 1 = EXP(=(SPAC/B)*%xC) 3
NI = STEP=FWEIB 3}
QUANT = B8 * ( LOG(1/(1=STEP)) )*%(1/C) ;
PROC PRINT 3
PRAC PLOT 3
PLOT STEP*SPAC / HAXIS=0,0 TO 9,5 RY 0,5 VAXIS=0,0
TD 1.0 8Y 0613 '
PLOT FWETR*SPAC=' %' / HAXIS=0.,0 TO 9.5 BY 0,5 VAXIS=0,0
TO 1.0 BY 0.1 3
PLOT SPACHQUANT QUANT*QUANT='%t! / OVERLAY ;
PLOT NDI%SPAC / HAXIS = 040 TO 965 BY 0e5 VREF=0,0 3
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APPENDIX C.  MAXIMUM LIKELIHOOD ESTIMATION OF THE PARAMETERS FOR THE

WEIBULL MODEL

A variable X follows a Weibull distribution when it is distributed
‘w according to the probability density function:
L x M X\ A
f, (Xi8,2) = & (5) EXP [-(g)" 1, 0<x,8,\ (M)
where © and A are called the scale and shape parameters respectively.

The Weibull cumulative distribution function is found directly by

integration:

X .
. - Xy A
Fw(x;e,x):j f,(t:0,0) dt =1 - EXP [-(5)"] (2)
0 .

"The method of Maximum Likelihood (ML) is particularly suitable to
estimate the parameters © and .. (see for instance Bury, 1975). The
likelihood function (LF) of a sample of n independent Weibull observa-

tions is

LF(x;®,7)
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The ML principle asserts that the estimates of @ and A should be chosen so

that the LF is maximized. The ML estimate is thus defined by the condi-

tions:
A o0 *
(7\-
and ’
oLF
o (x;0,A) = 0 (5)

The log-likelihood function (LLF) is simply expressed as:

LLF(x;®,\) = 2n LF(x;0,)\) e ' (6)

Since the LF and the LLF maximize simultaneously, we use the latter
because it is simpler to evaluate.

The ML equations are thus

n
~ 1 A1/
6 =131 ) x;'] (M
i=1
and
. n n X; A X
~-ngne+ E on Xg = (—) an(—) =0 (8)
A i=1 =1 © ®

These two equations must be solved simultaneously. Substituting (7) into

C’ ¥

(8) yields an expression in A only:

n n -1

Zi Z‘x 1.1 -
LA I X; N -5 A P 0 (9)

i=1 i= i=1

3
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The ML estimate X\ .can be obfaihed/from (9) by an iterative procedure.
The ML estimate © then fo]iowﬁ by sﬁbstitufion into (7).

The FORTRAN program used to cbmpute the ML estimates of the Weibull
distribution is listed in Appendix B; This program solves equation (9) by
calling the ZFALSE subroutine of IMSL, which uses the Regula Falsi method

to find the zero of a function given an interval containing the zero.



4

This report is part of a cooperative Swedish-Amer-
ican project supported by the U.S. Department of
Energy and/or the Swedish Nuclear Fuel Supply
Company. Any conclusions or opinions expressed
in this report represent solely those of the author(s)
and not necessarily those of The Regents of the
University of California, the Lawrence Berkeley
Laboratory, the Department of Energy, or the
Swedish Nuclear Fuel Supply Company.

Reference to a company or product name does not
imply approval or recommendation of the product
by the University of California or the U.S. Depart-
ment of Energy to the exclusion of others that may
be suitable.



o @

LAWRENCE BERKELEY LABORATORY
TECHNICAL INFORMATION DEPARTMENT
UNIVERSITY OF CALIFORNIA
BERKELEY, CALIFORNIA 94720

@



