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ENVIRONMENTAL RESEARCH PROGRAM 

INTRODUCTION 

The primary concern of the Environmental 
Research Program is the understanding of pollutant 
formation, transport, and transformation and the 
impacts of pollutants on the environment. These 
impacts include global, regional, and local effects on 
the atmosphere and hydrosphere, and on certain 
aspects, of human health. This multidisciplinary 
research program includes fundamental and applied 
research in physics, chemistry, and biology, as well 
as research on the development of advanced 
methods of measurement and analysis. During FY 
1982, research was concentrated' on atmospheric 
physics and chemistry, applied physics and laser 
spectroscopy, combustion research, environmental 
effects of oil shale processing, fresh-water ecology 
and acid precipitation, trace element analysis for the 
investigation of present and historical environmental 
impacts, and a continuing survey of instrumentation 
for environmental monitoring. 

Each of these areas is covered by a different 
research group or program. Atmospheric physics and 
chemistry, for example, is the province of the 
Atmospheric Aerosol Research Group, which has 
focused its studies on aerosol characterization, 
formation, and transformation and on the effects of 
aerosols on precipitation, visibility, and climate. At 
present, the main research interests of the group 
involve chemical processes, including those that 
occur in clouds and fogs, atmospheric aerosol 
nitrogen chemistry, and the role of particulate carbon 
in global climate modification. To accomplish these 
research objectives, the group has developed novel 
analytical methods, such as a laser transmission 
method for optical characterization of particles and 
thermal evolved gas analysis for the characterization 
of carbonaceous and nitrogenous aerosol species. 
Members of the group were also the first to apply 
photoelectron and Raman spectroscopy to aerosol 
characterization. 

The Applied Physics and Laser Spectroscopy 
Research Group applies advanced laser spectroscopy 
and condensed-matter physics to energy and 
environmental problems: Emphasis is on the 
development of physical methods, as opposed to  

conventional chemical analysis techniques. The 
ultrahigh sensitivity, narrow line width, and tunability 
of lasers and the minimal sample preparation required 
make it possible for team members to apply such 
techniques to energy production and to test novel 
methods for energy conversion, such as photovoltaic 
solar cells and superionic electrical energy storage 
devices. The experience of the group accumulated 
during the past six years will be employed in 
attacking such significant problems as the increase in 
global carbon dioxide. Emphasis will be placed on 
remote sensing. 

The LBL Oil Shale Program studies the 
environmental and waste-treatment problems that 
would arise from the tremendously large quantities of 
solid and liquid wastes a commercial-scale shale oil 
industry would generate. Surface and in-situ oil shale 
processing will probably create environmental 
problems through wastewater and solid waste 
production, emission of atmospheric pollutants during 
shale disposal, and leaching of organic and inorganic 
residuals from disposed shale. Developers propose 
to use process wastewaters to cool the hot 
processed (spent) shale, moisten it for dust control, 
and facilitate its compaction, a process called 

codisposal." A major task of the oil shale program 
currently is to delineate the potential problems of 
such waste codisposal, in particular the estimation of 
the types and quantitites of uncontrollable air 
emissions that may result from such use of 
wastewaters (raw or treated). Its second major task 
is the development, of economical approaches to the 
treatment of process wastewaters. Because of their 
turbidity and high concentrations of organic and 
inorganic solutes, they present tremendous 
difficulties to any water management scheme that 
entails reuse or discharge. This research effort is 
conducted in cooperation with the Sanitary 
Engineering and Environmental Health Research 
Laboratory of the University of California. 

The Scrubber Chemistry Group has been 
investigating the chemical character of pollutants 
generated by the combustion of fossil fuels to 
develop new, efficient strategies for pollutant 

4-1 



emission control. Current research has been directed 
toward understanding the kinetics and mechanisms of 
homogeneous and heterogeneous catalysis of the 
interactions of sulfur dioxide and nitrogen oxides, 
both among themselves and with other compounds. 
When this fundamental chemistry is understood, it will 
be applied to the development of an efficient, cost-
effective scrubber for simultaneous desulfurization 
and denitrification of flue gases. The same 
knowledge can also be applied to improving the 
performance of lime/limestone desulfurization 
scrubbing systems, currently the most widely used 
type of scrubber in the utility industry. 

Approximately 90% of energy consumption in the 
United States is attributable to combustion 
processes. The Combustion Research Group has 
worked to achieve control over complex combustion 
processes by acquiring a fundamental understanding 
of the complex chemical and physical processes that 
determine combustion efficiency, emissions, and 
safety. Development of suitable analytical 
techniques for measuring intermediate and product 
species formed during the oxidation of fossil fuels 
and for characterizing turbulence has been a major 
effort. The characterization and understanding of 
turbulence and high-temperature chemistry are of 
high priority in this program. Areas of application 
which dominate these studies are engine research, 
pollutant abatement in utilities, control of unwanted 
fires, and ignition phenomena. 

Ecotoxicology is the science that seeks to 
determine the pathways, fate, and effects of toxic 
substances in the natural environment. The projects 
of the Lake Ecotoxicology Research Group focus on 
one particular type of natural environment, freshwater 
lakes. Research has proceeded in two converging 
directions: the development of laboratory microcosms 
for lake ecotoxicology and the study of acid 
precipitation in the western United States. The group  

has demonstrated that lake microcosms can be 
designed and operated to provide realistic toxic-
substance test systems and has applied microcosms 
to analyze effects of acid precipitation. Field studies 
on acid precipitation and its effects in the Sierra 
Nevada and the Colorado Rockies have been another 
major focus of the group. A combination of 
microcosm technology and field work is being 
designed with the goal of predicting the chronology 
of acidification in the western United States. 

Two major projects have occupied members of the 
Trace Element Analysis Group. The first is the 
continuation of the survey of instrumentation for 
environmental monitoring. Commercial publication of 
that part of the survey dealing with radiation 
monitoring was completed in 1983. Wley 
lnterscience is handling the distribution of this 1130-
page work. It is expected that material devoted to 
water monitoring will be updated and published in 
1984. The second project is the study of the 
relationship between massive repetitive life 
extinctions on the earth and asteroid (or other 
extraterrestrial) impacts. Studies of this relationship 
have concentrated on searches for unusually high 
iridium abundances in geochemical samples from 
rock layers which are known or expected to mark 
life-extinction horizons, Geochemical and other tests 
are made to determine if the iridium-rich rocks are of 
extraterrestrial origin and hence related to impacts. 
The nature of the sedimentation of the rocks, the 
worldwide extent of the extinction horizons and the 
extent to which the extinctions (as indicated from 
fossil studies by collaborating paleontologists) are 
related to impacts are also studied. 

During FY 1982, the research groups of the 
Environmental Research Program conducted the 
studies described in the short reports that follow. In 
many cases, more detailed reports have been or will 
be published. 

il 
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ATMOSPHERIC AEROSOL RESEARCH 

EVIDENCE FOR PRIMARY OXIDANTS OF 	 PUMP 

SO * 	 WALL AND TUBING HEATED 

2 	 ORIFICE /1\ 
ABOVE MAX. DEW PT. 

W H. Benner, P.M. McKinney, and T. Novakov 

A number of pathways by which SO2  is oxidized in 
aqueous atmospheric droplets have recently been 
compared. 12  Oxidation occurs either by reaction 
with gas-phase oxidants like 03  and H202  after they 
have been absorbed into the droplets, or catalytically 
with trace metals or soot particles. The gas-phase 
oxidants have been assumed to originate solely from 
secondary photochemical reactions in the atmo-
sphere. However, we have recently found evidence 
for combustion-generated (i.e., primary) oxidants of 
SO2. In this article, we describe our preliminary 
observations. 

ACCOMPLISHMENTS DURING FY 1982 

A schematic sketch of the experimental system is 
shown in Fig. 1. An axially positioned torch in the 
cylindrical chimney burns gaseous fuels, such as pro-
pane, natural gas, CO, and H 2 , in selectable fuel-to-
air or fuel-to-02  ratios. The flame is electrically 
ignited and can burn continuously or intermittently 
(e.g., 5 sec on, 5 sec off). A Fluoropore filter prevents 
the combustion-generated soot particles from reach-
ing the SO2  detector (TECO, pulsed fluorescence) or 
the bubblers. SO2  can be introduced into the chimney 
or after the filter. 

When SO2  is introduced into the air flow in the 
chimney at a rate that maintains its concentration at 
—1 ppm, an instantaneous decrease in this concen-
tration is observed when a fuel such as propane (59 
mI/mm) is burned in the torch. For a diffusion flame, 
the SO2  concentration decreases approximately 80%. 
Combustion of natural gas or tobacco, or pyrolysis of 
oils, produces similar SO2  decreases. 

This work was supported by the Director, Office of Energy Research, Office 
of Health and Environmental Research, Physical and Technological Research 
Division of the U.S. Department of Energy under Contract No. DE-ACO3-
76SF00098, and by the National Science Foundetion under Contract No. ATM 
82.10343. 

PULSED FLUORESCENCE 

I 	"1 Fl LEER 	 SO7  DEO2  TECTOR 
GLASS 

ORIFICE CHIMNEY 	
PUMP 

 

L~ 	BUBBLERS WET 
TEST METER 

FUEL 
Al R/O2  

Figure 1. Apparatus for sampling primary oxmdants. 
(XBL 834-173) 

This observation is essentially similar to one we 
have described in the past3  and can be explained by 
one or more of the following processes: (1) SO 2  1 

scavenged by the condensed combustion-generated 
water; (2) SO2  is converted to sulfate by oxidation or 
adsorption on combustion-generated particles; (3) the 
SO2  detector is subject to a negative interference by 
some of the combustion effluents; or (4) SO 2  reacts in 
the gas phase with combustion products to produce 
gaseous sulfur species not detected by the SO 2  
detector. 

The first possibility was eliminated or at least 
minimized by maintaining the entire system at a tem-
perature above the maximum measured dew point; 
furthermore, when H2  was burned at a flow rate 
designed to produce the same concentration of H 20 
vapor as that produced by the propane flame, only a 
small (50/6) reduction in [SO2] was noted. The second 
possibility was eliminated when filter samples col-
lected while a flame was burning showed that particu-
late sulfur could not account for the observed 
decrease in [SO2]. The possibility that the observed 
SO2  decrease was caused by species interfering with 
the SO2  detector is unlikely. Consultation with the 
manufacturer of the SO2  detector (TECO) indicated 
that no known interfering species cause a decrease 
in the apparent SO2  signal: all known interferents, 
such as fluorescent hydrocarbons, are positive inter-
ferents. 

This leaves the fourth possibility, a gas-phase reac-
tion between SO2  and combustion gases, a sugges-
tion that was supported by additional experiments. A 
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steady (2-mm) diffusion flame produced a smaller 
reduction in [SO2] than did an intermittent flame (5 
sec on, 5 sec off for 4 mm) that burned the same 
total amount of fuel. When propane was premixed 
with air before combustion, the reduction in [SO 2] 

was less; and premixing with 02  caused essentially 
no reduction in [SO2]. Results similar to those 
described thus far were also obtained when 502  was 
added after the filter (Fig. 1). 

Further insights were gained by using water bub-
blers to collect SO2, the combustion gases, and any 
SO2  reaction products (Fig. 1). Ion chromatography 
was used to analyze the anions in the bubbler solu-
tion. When SO2  alone was drawn through the bub-
bler, 100% of the expected SO 2  was recovered-95% 
as S(lV) and 5% as SO4. When filtered combustion 
gases and SO2  were sampled through the bubbler, 
90% of the gas-phase sulfur was recovered, but only 
10% of the aqueous S was detected as S(IV); the 
remaining 90% was SO4. (The use of 1% H202  in 
the bubbler increased the recovery to 100%, and thus 
the presence of an undissociated S species in the 
water bubbler was indicated.) The combustion gases 
caused a large fraction of the SO2  to be oxidized to 
SO4. 

In addition, filtered combustion gases without 
added SO2  were sampled through the bubbler. S(lV) 
was then added to the bubbler solution so that the 
diluted final concentration was several ppm. This 
S(IV), upon immediate analysis, was found to have 
been oxidized to SO4. The fraction of S(IV) that was 
oxidized in the bubbler can be related to flame condi-
tions and fuel type. For comparable amounts of fuel 
burned, S(IV) oxidation increases in this order: inter-
mittent flame > steady flame > air-premixed flame > 
02-premixed flame =z CO H 2. The combustion 
gases contain NO2, but ion chromatographic analysis 
of the bubbler solution indicated that NO2 -  was not 
involved in S(IV) oxidation. 

Filtered combustion gases that did not contain 
added SO2  were sampled into a bubbler, and i -  to 
10 molar levels of peroxides were detected via a 
nonspecific total peroxide technique. 4  A technique5  
that is specific for H202  showed that a sizable frac-
tion of the total peroxide was H202 . 

These bubbler results indicate that (1) combustion 
is a source of one or more oxidants or of organic 
species that react with water to produce oxidants for 
SO2  and/or S(IV); and (2) there appears to be a reac-
tion intermediate or another sulfur-containing reaction  

product that is not dissociated and thus not detect-
able by ion chromatographic analysis. 

We have also conducted some preliminary experi-
ments to determine if automobiles are sources of pri-
mary oxidants. Filtered exhaust from several automo-
biles was sampled through a water bubbler, and 
analysis showed that 

S30  _/S 	
+SO4-

0.25 

This indicated that one-fourth of the SO 2  released 
from automobiles was oxidized to SO4. (SO 3  would 
form SO4 upon contact with water, but S0 3  is only a 
few percent of the SO2  concentration.) When S(IV) 
was added to the bubbler solution, immediate 
analysis showed that the added S(IV) could be oxi-
dized to SO4. It is not yet known if the SO4  col-
lected in the bubbler results only from aqueous 
reactions or if preceding gas-phase reactions are 
important. However, the sulfate formation that 
occurs when S(lV) is added to the sampled exhaust 
indicates that aqueous reactions are important. 

Finally, by using the results of these two steps-
the amount of SO4  found in a bubbler when filtered 
automobile exhaust is sampled, plus the amount of 
SO4  that forms when S(IV) is added to the 
bubbler—we have estimated that the concentration of 
oxidants in the exhaust is about 1 ppm. Automobiles 
thus could be a significant source of primary oxi-
dants. 

PLANNED ACTIVITIES FOR FY 1983 

We are attempting to speciate the various oxidants 
that can be released by combustion sources. Once 
this is done, a kinetic study of the SO2  + oxidant 
reaction will be started. The ultimate goal is to 
develop a reaction rate expression. 
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S(IV) OXIDATION BY AMBIENT 
PARTICULATE MATTER* 

WH. Benner and T. Novakov 

Our investigation of SO2  oxidation in the atmo-
sphere has focused on heterogeneous oxidation path-
ways. 1  We have found that aqueous suspensions of 
activated carbons (used as model systems to simu-
late droplets with particulate carbon) and aqueous 
suspensions of traffic-generated combustion particles 
collected in a highway tunnel oxidize S(IV) to sulfate. 
These results suggest that ambient soot particles, 
and perhaps other ambient particles, can oxidize SO 2  
to sulfate. This article describes our current efforts 
to determine the role of particulate matter in oxidiz-
ing SO2  to sulfate. 

ACCOMPLISHMENTS DURING FY 1982 

Oxidation of S(IV) by Ambient Particulate Matter 

Samples of particulate material, amounting to 
several grams, were collected continuously over one 
week from City of Hope, California (Los Angeles air 
basin) in an electrostatic precipitator. Portions of 
some samples were multiply extracted in 0.1 MNaOH 
to remove organic material, along with the large 
amounts of sulfate that were present. With the sul-
fate removed, S(IV) could be properly separated and 
detected conductimetrically by ion chromatography 
(IC). 

*This work was supported by the Director, Office of Energy Research, Office 
of Health and Environmental Research, Physical and Technological Research 
Division of the U.S. Department of Energy under Contract No. DE-AC03-
76SF00098, and by the National Science Foundation under Contract No. ATM 
82-10343. 

To determine if these particles can oxidize S(IV), 
aqueous suspensions of the particulate matter were 
prepared. S(IV), as a dilute solution of Na 2S2051  was 
added to suspensions of extracted particles, and the 
[S(IV)] was determined periodically by IC analysis of 
filtered aliquots. For details of these experiments, 
see Ref. 1. 

The results of the studies with ambient particulate 
matter are presented in Fig, 1, wtiich shows the rate 
of S(IV) disappearance in moles S(IV)/gram C'sec, 
plotted as a function of the [S(IV)]. The rate expres-
sion is normalized to the concentration of suspended 
particulate carbon because we assumed that the 
catalytic activity is due to particulate carbon 
(surface-activated graphitic component). In the cap-
tion to Fig. 1, the percentage of carbon in each sam-
ple is indicated; knowing this percentage, one can 
calculate the rate based on total weight of 
suspended particles by multiplying the rate by frac-
tion carbon. Figure 1 also includes a plot for 
extracted tunnel soot from Brodzinsky et al. 1  
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Figure 1. Oxidation of S(IV) by ambient particulate matter. 
Carbon comprised the following percentages by weight of 
the particulate matter: August 1981 (extracted), 7.2%; 
April 1981 (extracted), 9.8%; June 1982 (unextracted), 
9.5%; and September 1981 (unextracted), 8.5%. 
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The plots in Fig. 1 show that all suspensions of 
ambient particulate matter oxidize S(lV) to sulfate. 
The rate of oxidation is variable from batch to batch; 
and, for some individual samples, the rate was vari-
able from experiment to experiment. The importance 
of these findings depends on the interpretation one 
applies to the APR 81 (April 1981) sample. For this 
sample, relatively large concentrations (3-6 g C/I) of 
particulate carbon showed a reaction rate slower than 
that of extracted tunnel soot, while relatively low con-
centrations (0.61 g C/I) showed a much higher rate of 
S(lV) oxidation. If the plot of rate vs. [S(lV)] for the 
low concentration of APR 81 particulate matter was 
extended and found to have the same general shape 
as the extracted tunnel soot curve, then the oxidation 
of SO2  by ambient particles would be an important 
reaction pathway for the formation of particulate sul-
fate; but if this extrapolation fell below the extracted 
tunnel soot curve, as suggested by the high concen-
tration experiments, then such oxidation would be 
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Figure 2. Oxidation of S(lV) by highway tunnel soot parti- 
cles. 	 (XBL 834-174) 

only a minor pathway. This apparent paradox cannot 
be solved at present, but it led us to re-examine 
some earlier data and to perform more experiments 
with tunnel soot suspensions. The results reported in 
the following section shed some light on the problem. 

Oxidation of S(IV) by Unextracted Tunnel Soot 

The earlier work done with extracted tunnel soot 1  
(reproduced for comparison in Figs. 1 and 2) was 
conducted with suspensions having drastically 
different concentrations of particulate carbon (e.g., 
an order of magnitude between runs). The apparent 
paradox observed for APR 81 particles (Fig. 1) was 
not seen in the extracted tunnel soot runs. In fact, 
normalization of the reaction rate to the particulate 
carbon concentration in the extracted tunnel soot 
experiments unified all experimental data into the 
curve reproduced in Figs. 1 and 2. 

S(IV) experiments were conducted with three con-
centrations of unextracted tunnel soot particles to 
see if normalization to - the particulate carbon 
concentration would again unify the data. The results 
(Fig. 2) show that the reaction rate was higher than 
the previous reported rate curve for extracted tunnel 
soot and that the curve is shifted to higher rates as 
the particulate carbon concentration is lowered. 
These results indicate that normalizing the rate of 
S(IV) disappearance to the particulate carbon con-
centration may not be entirely appropriate, which 
supports our findings for the APR 81 particle suspen-
sions. 

At least two possibilities are suggested by these 
results: 

At high concentrations of particulate car-
bon, a minor component of the particulate 
matter desorbs and poisons the catalyst, 
while at low concentrations of particulate 
carbon, the concentration of this minor 
component is too small to cause an effect. 
There are consecutive and parallel reac-
tions so that one pathway becomes impor-
tant as the concentration of the catalyst 
decreases. 

Conclusions 

These studies show that suspensions of ambient 
particulate matter can oxidize S(IV) to sulfate. The 
importance of this reaction pathway in the tropo-
sphere is not yet clear. Suspensions of unextracted 
tunnel soot oxidize S(IV) relatively rapidly, and corn- 
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parison of these reaction rates to the values used in 
modeling studies 2  indicates that the soot-catalyzed 
rate may be important due to this unrecognized con-
centration effect. 

PLANNED ACTIVITIES FOR FY 1983 

We plan to continue this study and hope to deter-
mine the importance of SO 2  oxidation by ambient par-
ticulate matter. A problem that has to be overcome 
is the difficulty of obtaining gram quantities of 
ambient particulate matter. Electrostatic precipita-
tion of the particles was used in the past, but less 
artifact-prone samples are needed. 
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REAL-TIME MEASUREMENT OF THE 
ABSORPTION COEFFICIENT OF AEROSOL 

PARTICLES*t 

A. D.A. Hansen, H. J. Rosen, and 
T. Novakov 

Recent studies have shown that large concentra-
tions of graphitic carbon particles are found in the 
atmosphere in both urban and remote locations. 1 ' 2  

These particles are produced in combustion and have 
a large optical absorption cross section, on the order 

This wark was supported by the Director, Office of Energy Research, Office 
of Health and Environmental Research, Physical and Technological Research 
Division, and the CO2  Research Division of the U.S. Department of Energy 
under Contract No. DE-AC0376SF00098. 

tAbridged from an article published in Applied Cpfics 21, p. 3060 (1982). 

of 10 m2/g. Their presence affects radiation transfer 
through the atmosphere, causing visibility degrada-
tion3  and possible changes in the regional or global 
radiation balance. 4  The size of these effects 
depends critically on both the concentration of the 
particles and their single-scattering albedo, 5  which is 
determined by the relative magnitude of the scatter-
ing and absorption coefficients. The scattering 
coefficient is easily measured by the nephelometer. 6 ' 7  

However, measurements of the absorption 
coefficient of an ambient aerosol are difficult, mainly 
because of the small magnitude of this coefficient: 
typically, babs  is -'10 to 10 m. Measurement 
systems based on mirror-folded paths 8  and pho-
toacoustic techniques9  have been developed, but 
they require sophisticated apparatus that are incon-
venient for routine use. In this article, we outline the 
development of an instrument that measures the 
attenuation of a light beam transmitted through parti-
cles that are being continuously collected on a suit-
able filter. 10  We have named this instrument the 
aethalometer, derived from the Greek word aLOaXouv 
("to blacken with soot"). 

ACCOMPLISHMENTS DURING FY 1982 

The principle of operation of the aethalometer is 
illustrated in Fig. 1. The method is based on the 
laser transmission technique'' As predicted theoreti-
cally12  for a deposit of absorbing particles on a 
diffusely reflecting substrate, the laser transmission 
technique is sensitive only to absorption, a result 
confirmed by photoacousti c measurements. 13  

A cellulose fiber filter (e.g., Millipore) is partially 
covered with a transparent mask so that air is drawn 
through only a small part of the filter on which the 
particles are collected. The noncollecting portion of 
the filter covered by the mask is used as a reference. 
Light from a stabilized incandescent lamp passes 
through a 530-nm bandpass filter and is then directed 
by a quartz light guide to uniformly illuminate the col-
lecting and reference areas of the cellulose filter. 
The light transmitted through these two portions of 
the filter is picked up by optical fibers set into the 
filter support, giving signal and reference beam inten-
sities of I and I. The fibers conduct these beams to 
silicon detectors coupled to a logarithmic ratiome-
ter. 14  The voltage output from this unit is propor-
tional to the optical attenuation, which is defined as 
A = -In(111 0) and is due to the collected absorbing 
particles. 
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Aerosol 
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Figure 1. Block diagram of LBL aethalometer. Optical and 
aerosol collection components: A, light source; B, 530-
nm bandpass filter; C, quartz light guide; D, transparent 
mask; E, filter with particles collected on portion under-
neath hole in mask; F, filter support with optical fibers set 
in; G, flowmeter. Electronic system components: 1, sili-
con photodetectors; 2, logarithmic amplifiers; 3, difference 
amplifier giving output proportional to ln(I/I&; 4, AID con-
verter; 5, storage and subtraction; 6, variable time base; 
7, DIA converter. (XBL 826-722) 

If the instantaneous absorption coefficient of the 
aerosol in the air column being drawn through the 
filter is ba (x,t) and v is the airstream velocity at the 
filter face, the attenuation at time T from the deposit 
on the filter will be 

A(T) oc 5 ba(X,t)Vdt 

Differentiation of the voltage proportional to A(T) will 
then yield a measure of ba (x,t). Since the rate of 
increase of A(T) is rather slow (typically 0.1 0/olmin), 
we use digital methods to perform the differentiation. 
At selected time intervals, the signal is digitized and 
stored. Each result is subtracted from the previous 
measurement, giving a difference proportional to the 
average of the absorption coefficient during the 
averaging time interval. The output is available in 
digital form for further processing and is also con-
verted back to an analod signal for display on a chart 
recorder. 

The instrument was calibrated by operating it in 
parallel with a sampler collecting aerosol particles on 
prefired quartz-fiber filters. It has been shown that 
the dominant absorbing species in urban aerosols is 
graphitic carbon, 15  which may be measured on 
quartz-fiber filters by a combined solvent-extraction 
and thermal-analysis technique. 16 ' 17  Comparison of  

the two results enabled us to calibrate the aethàlom-
eter output in terms of a concentration of graphitic 
carbon in micrograms per cubic meter. To calculate 
the absorption coefficient of this material in 
suspended form, we used an absorption cross section 
of 10 m2/g, which is compatible with reported theoret-
ical 18  and experimental results. 1920  We then 
employed the convenient relationship: 

[absorption coefficient (units 10 m)] 

= [concentration (units ig/m 3)] 

X [cross section (units m2/g)]. 

In the present configuration, the estimated minimum 
detectable increment in attenuation corresponds to 
an incremental loading of 10 ng/cm2  of graphitic car-
bon in the filter. With an airstream velocity of 2.5 

rn/sec at the filter face, the sensitivity may be 
represented by a value of the product [(minimum 
detectable absorption coefficient) X (averaging 
time)] of 4 X 10 sec/rn. Using an averaging time of 
5 minutes, we can detect a graphitic carbon concen-
tration of 0.13 zg/rn3, which corresponds to an 
absorption coefficient of 1.3 X 10 m. 

Figure 2 shows an example of the aethalometer 
output taken when sampling ambient air in Berkeley. 
It is clear that there is a strong diurnal variation of 
the absorption coefficient that may be linked to the 
movement of air masses as well as variations in emis-
sions. In addition, we can see events that may be 
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Figure 2. Absorption coefficient vs. clock time at 
Lawrence Berkeley Laboratory, 1 September 1981. Indivi-
dual events (e.g., at 1630) may be due to the occasional 
passage of heavy vehicles on a nearby service road. 
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attributable to the passage of individual heavy diesel 
vehicles on a lightly traveled road some 90 m (100 
yards) from the sampling location. 

The instrument was also used in the field during an 
Environmental Protection Agency visibility study in 
Houston, Texas, in September 1980 . 21  Figure 3 
shows a result from that study, where the output 'has 
been smoothed with a time constant of —.20 mm. 
The figure also shows the simultaneous nephelometer 
measurement of the scattering coefficient and the 
calculated single-scattering albedo. It is clear in this 
case that the magnitudes of the scattering and 
absorption coefficients are not in constant proportion 
to one another and that a real-time instrument such 
as the aethalometer is necessary to determine this 
variation. 

PLANNEDACTIVTIES FOR FY 1983 

Work is in progress to improve the stability of the 
electronic and optical systems and thereby increase 
the resolution. We are also working on a new filter 
head that may allow the airstream velocity v to be 
increased by a factor of 50, which will similarly 
increase the sensitivity. As there is considerable 
interest in deploying the aethalometer on an aircraft 
to determine the vertical profile of aerosol absorption, 
the instrument is also being strengthened to minimize 
the effects of vibration. 
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Figure 3. Smoothed data from Houston, Texas, 13 Sep-
tember 1980. Lower curves show absorption coefficient 
b measured by the LBL aethalometer and scattering 
coefficient bscat measured by a conventional integrating 
nephelometer vs. clock time. Upper curve shows the vari-
ation in single-scattering albedo w = + ba ). 
Note that absorption and scattering vary most strongly at 
different times of the day. The absorption peaks, which 
occur earlier, may correspond to local and regional vehicu-
lar emission patterns, while the scattering peak occurs 
later. Variations in the albedo are significant, although 
somewhat reduced by the unusually large magnitude of the 
scattering coefficient. (XBL 826-720) 
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THE RELATIONSHIP BETWEEN OPTICAL 
ATTENUATION AND BLACK CARBON 

CONCENTRATION FOR CARBONACEOUS 
PARTICLES * 

L.A. Gundel, R.L. Dod, 
H.J. Rosen, and T. Novakov 

Aerosol particulate material from ambient air and 
combustion sources usually appears black when col-
lected on filters because of the presence of light-
absorbing black carbon. 1  In the atmosphere, this 
light absorption can degrade visibility2  and perturb 
the tropospheric energy balance. 3 ' 4  

Light absorption provides the basis for a fast and 
nondestructive method for determining concentra-
tions of black carbon on filter samples—the LBL laser 
transmission technique. 1  This measures the attenua-
tion (ATN) of visible light as it passes through the 
filter. ATN is defined as 100 In l//, where / 0  and I 
are the intensities of light transmitted through blank 
and loaded filters, respectively. When the relation-
ship between ATN and black carbon concentration 
([BC]) is known, a good estimate of [BC] can be 

This work was supported by the Director, Office of Energy Research. Office 
of Health and Environmental Research, Physical and Technological Research 
Division of the U.S. Department of Energy under Contract No. DE-AC03-
76SF00098, and by the National Science Foundation under contract No. ATM 
82-10343.  

derived from the simple ATN measurements. For 
example, if ATN has a linear dependence on [BC], 
then [BC] = ATNIo-, where a is the specific attenua-
tion for black carbon. This application relies on the 
assumption of similar optical properties for both 
source and ambient particles. 

In this study, we measured [BC] and ATN simul-
taneously for a large group of source and ambient 
filter samples. The results were used to calibrate the 
LBL laser transmission technique and to provide a 
value for the specific attenuation. 

ACCOMPLISHMENTS DURING FY 1982 

Samples of ambient aerosol particulate material 
were collected on prefired quartz-fiber filters in Berke-
ley and Anaheim, California; Denver, Colorado; War-
ren, Michigan; and Vienna, Austria. Combustion-
source samples were from a natural-gas-fired boiler, a 
propane burner, and a diesel bus. Samples 
representing an average motor vehicle population 
were collected in a highway tunnel and in a parking 
garage. Before analysis, the samples were sequen-
tially extracted by benzene and a methanol-
chloroform mixture (1:2, v:v). 5 ' 6  

Combustion thermal analysis (EGAt) with continu-
ous light-absorption 7  monitoring was used to identify 
and quantitate black Carbon (Carbon combusted as 

tEvolved gas analysis—see the article 'Qualitative and Ountitative As-
pacts of Evolved Gas Analysis" for a discussion of this technique. 
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the light transmission increases), as shown in the 
shaded areas of Fig. 1. Solvent extraction of the 
samples does not remove the black carbon (as shown 
by lack of change in ATN) but does remove nonab-
sorbing organic materials that can interfere with 
quantitative determination of the black carbon com-
ponent. 

This method of determining of black carbon was 
validated by an extensive 11-laboratory round-robin 
i ntercomparison 8  Attenuation measured during ther-
mal analysis, ATN (TA), was validated by comparison 
to ATN(LBL), measured for the same filters using the 
LBL laser transmission technique. 1  For 61 extracted 
filters, 

ATN(TA) = —2.8 ± 3.9 + (0.97 ± 0.02) 

XATN(LBL) 

This is excellent agreement. Estimates of measure-
ment variability and quantitation limits are given 
below. The limits of detection (LOD) and limits of 
quantitation (LOQ) are defined as 9  3s and 1 Os, where 
s is the standard deviation for measurements of 
blanks. 

Black carbon: 
LOD = 0.6 jAg cm 2  LOQ = 2.0 ig cm 2  

ATN (both methods): 
LOD=6 LOQ=20 

Ambient black carbon concentrations are given in 
Table 1. In Berkeley, [BC] ranged from 0.8 to 4.6 ag 
m, with a mean black carbon fraction of 
0.20 ± 0.04 for eleven 24-hour filters. These direct 
measurements of [BC] are consistent with earlier 
estimates that used ATN(LBL) for the same loca-
tions. 10  
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Figure 1. Thermograms of particulate carbon collected in a Berkeley parking garage and in Anaheim, Cali- 
fornia. Black carbon is represented by the shaded areas. The upper traces show light transmission 
through the filter samples. 	 (XBL 835-918A) 

4-11 



Table 1. Ambient particulate carbon concentrations.a 

Range Range 
[BC] [C 0 ] Mean No. of 

Site Date ig M4  Ag m4  [BC]/[C 0j Samples 

Berkeley, CA (LBL) Sept 79-Oct 81 0.8-4.6 4.4-22.8 0.20±0.04 11 
Berkeley, CA (freeway) Sept-Nov 79 3.1-10.5 10.5-34.0 0.33±0.7 5 
Anaheim, CA Sept-Nov 79 3.9-5.7 20.3-5.2 0.22±0.06 3 
Riverside, CA June 81 1.0-4.7 6.5-24.7 0.17 ±0.02 4 
Denver, Co Nov 78-May 79 1.3-2.9 7.0-16.6 0.19±0.01 5 
Warren, MIb Wnter 80-81 2.8-14.5 11.1-42.0 0.30±0.05 3 
Vienna, Austria Sept-Oct 81 6.8-10.6 18.2-35.9 0.32±0.04 6 

8Black carbon concentrations have been adjusted for losses during extraction. Average BC loss is 7%, as determined 
from the ratio of ATN values before and after extraction. 
bThese  samples were analyzed as part of the General Motors-sponsored intercomparison study of methods for the deter-
mination of black carbon. 8  
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Figure 2. The relationship between optical attenuation and 
black carbon concentration for source and ambient parti-
cles collected on quartz-fiber filters. The line represents 
Eq. (1) in the text, where a = 0.02 and = 24.4 ± 1.5 
cm2  czg 1. ( XBL 834-178) 

The relationship between ATN and [BC] is shown in 
Fig. 2. For source particles where ATN is below 200 
and [BC] is below 8 ig cm 2 : 

ATN = (10.6 ± 16.6) + ( 24.1 ± 2.8)[BC] 

with the correlation coefficient r = 0.859. For 
ambient particles: 

ATN = (-0.8 ± 9.8) + (24.1 ± 2.3)[BC] 

with r = 0.893. There is no significant difference 
between source and ambient particles in this relation- 
ship. 

For all data with ATN < 200 and [BC] < 8 ug 
cm 2 : 

ATN = (-1.6 ± 8.7) + (25.4 ± 1.7)[BC]  

with r = 0.883. Since the intercept is not 
significantly different from zero, the slope of the line 
is the specific attenuation. Here o = 25.4 ± 1.7. 

All data, regardless of sample loading, can be fit to 
the equation 

ATN = -100 In [(1 - a) 	- a] 	(1) 

which reflects the observation that a small fraction, a 
(-0.02), of the incident light is conducted along the 
quartz fibers of the filter without interaction with the 
particle deposit. Using this equation, we find that 
specific attenuation is 24.4 ± 1.5 cm2  ig for all 
data. 

PLANNED ACTIVITIES FOR FY 1983 

We plan to investigate the influence of particle size 
and composition on the specific attenuation and to 
increase our data set with samples collected from 
other sources and ambient locations. 
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GRAPHITIC-CARBON-TO- LEAD RATIO AS 
A TRACER FOR SOURCES OF THE 

ARCTIC AEROSOL*t 

H.J. Rosen, A.D.A. Hansen, and T. Novakov 

Recent studies at Barrow, Alaska, indicate the 
presence of large aerosol concentrations that appear 
to be characteristic of the Arctic region as a 
whole. If the obvious natural aerosol components 
(e.g., sea salt and soil) are excluded, the predom-
inant components of the Arctic aerosol are carbon-
and sulfur-containing particles. These particles occur 
at concentrations comparable to those found in urban 
areas in the continental United States. 1 ' 2  

There is considerable indirect evidence that a 
major part of the Arctic aerosol is produced from 
combustion processes. However, the strongest and 
most direct substantiation of this inference has been 

This work was supported by the Director, Office of Energy Research, 
Research Division of the U.S. Department of Energy under Contract No. - 
ACO3-76SF00098 and by the National Oceanic and Atmospheric Administra-
tion. 
tPublished in Geophysical Monitoring for Climatic Change No. 10 (1982), 
B.A. Bodhaine and J.M. Harris, Eds., National Oceanic and Atmospheric Ad-
ministration, Washington, D.C. p. 134. 

provided by the identification of large concentrations 
of graphitic carbon in the Arctic atmosphere. 1  These 
graphitic species, which have a structure similar to 
carbon black, can be produced only by combustion 
processes. The concentration of these particles at 
Barrow during the winter and spring approaches 
those found in urban areas (the concentrations are 
only a factor of 4 less than the average values found 
in Berkeley, California, and Gaithersburg, Maryland, 
and a factor of 10 less than those found in New York 
City). 

Associated with these graphitic species are large 
optical absorption coefficients (-10 m 2  9 1 ), which 
could produce a significant perturbation of the heat 
balance over the Arctic. Preliminary model calcula-
tions indicate that present springtime concentrations 
of graphitic particles could increase the atmospheric 
heating rate by an amount comparable to that 
expected from a doubling of the CO2  concentra-
tion 5,6 

The sources of the Arctic aerosol are unknown at 
present. Part of the aerosol may come from local 
Alaskan sources, but there is considerable evidence 
that a major fraction is due to long-range transport 
from other industrialized regions, 7 ' 8  with Eurasia sug-
gestéd as a major source area. 2  Use of the ratio of 
graphitic carbon to lead as a tracer for the sources of 
the Arctic.aerosol is described here. 
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ACCOMPLISHMENTS DURING FY 1982 

An aerosol sampler has been operating at Barrow 
since October 1979, collecting parallel filter samples 
on 47-mm quartz-fiber and Millipore substrates at a 
flow rate of approximately 1.5 ft3  min 1 . Measure-
ments of graphitic carbon and particulate lead con-
centrations over eight months—from October 1979 
through May 1980—are reported here. The graphitic 
carbon concentrations were obtained using the LBL 
laser transmission technique 9  with an empirical cali-
bration curve developed for urban particulates in the 
United States. 10  Independent measurements of the 
graphitic carbon concentration by an opticothermal 
analysis technique are under way. Lead concentra-
tions were determined through x-ray fluorescence 
analyses, performed by Robert Giauque. 

Natural concentrations of particulate lead are very 
low, and it is usually assumed that in polluted 
environments the major source is from the burning of 
leaded gasoline by automobiles. Typical ground-level 
lead concentrations in urban atmospheres in the 
United States are —2 lAg m. In the Arctic the con-
centrations are much smaller, as shown in Fig. 1(a), 
but are probably also combustion-generated since the 
enrichment factors relative to the earth's average 
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crustal abundance are large. For comparison, the 
graphitic carbon concentration as a function of the 
time of year is shown in Fig. 1(b). 

Although both aerosol components show their larg-
est concentrations during the winter and spring, their 
seasonal variations are quite distinct. Whereas the 
graphitic carbon concentrations are roughly constant 
from December through April, the lead concentrations 
show a rather sharp peak in November and December 
and relatively low values for the rest of the year. As 
a result of these differences in behavior, the relative 
concentrations of graphitic carbon and lead change 
substantially throughout the year, as shown in Fig. 2. 
These variations could represent the contributions of 
different source regions during, different times of the 
year or a seasonal variation in the fuel mix of source 
regions. It should be emphasized that the results 
reported here are only for 1, year, and interannual 
variation due to variability in the air trajectories that 
arrive at Barrow from year to year could be consider-
able. 

Interpretations of these results are based on 
several crucial assumptions: (1) the graphitic-
carbon-to-lead ratio does not change significantly dur-
ing transport because of different deposition rates for 
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Figure 1. (a) Particulate lead concentration and (b) graphitic carbon concentration, each as a function of 
the time of year for 1979-1980. 	 [(a) XBL 827-7185; (b) XBL 827-7186] 

4-14 



I 	I 	I 	I 	 7 

Range 
eastern U.S. 	8 

Range 
western U.S. 

eo 	Nov 	Jan 	Mar 
Oct 	Dec 	Feb 	Apr 	Jun 

particulate lead and graphiticcarbon, and (2) source 
regions may be characterized by ground-level 
graphitic-carbon-to-lead ratios (i.e., these ratios do 
not change appreciably with altitude). These 
assumptions need further investigation. 

Finally, we compare the graphitic-carbon-to-lead 
ratios in the Arctic with typical values in the western 
and eastern United States. As shown in Fig. 2, the 
values in the Arctic are considerably larger than 
those found in the United States, especially during 
March and April, when the average value is 10 times 
that found in the eastern U. S. and 30 times that 
found in the western U. S. If the graphitic-carbon-to-
lead ratio in the western U. S. is used to represent a 
source region dominated by automotive emissions, 
then these results could imply that source regions of 
the Barrow aerosol during March and April do not 
have a large automotive component relative to other 
soot-generating combustion sources. Such a region 
could have a large diesel, wood-burning, or 
stationary-source component relative to automobiles. 
Furthermore, these results could imply that the 
United States or other regions with similar fuel mix-
tures do not contribute significantly to the Arctic haze 
during these periods of high graphitic-carbon-to-lead 
ratios. 

PLANNED ACTIVITIES FOR FY 1983 

The use of the graphitic-carbon-to-lead ratio 
represents a first attempt to identify the sources of 
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Figure 2. Ratio of concentrations of graphitic carbon to 
particulate lead as a function of the time of year for 
1979-1980. Also shown is the range of values for the 
western United States (Anaheim, Berkeley, and. Fremont, 
California) and the eastern United States (New York City; 
Argonne, Illinois; and Gaithersburg, Maryland). The range 
of values is defined as those values within one standard 
deviation of the average. (XBL 827-7100) 

the Arctic haze. Future work will extend the tech-
nique to other parts of the Arctic and develop new 
methods of analysis to identify combustion source 
contributions. 
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THE OXYGEN CONTENT OF AMBIENT 
PARTICULATE MATTER* 

WH. Benner, C. Chuang, 
A.D.A. Hansen, and T. Novakov 

The light-scattering, haze-forming particles of the 
troposphere can come from primary sources like 
combustion engines and wind-blown dust or from 
secondary sources, i.e., chemical reactions that 
transform gases into particles. Oxygen in the parti-
cles can be grouped into several fractions: organic 
oxygen, carbonates, nitrates, sulfates, silicates, and 
metal oxides. In general, primary particulate matter 
contains carbonates, silicates, and metal oxides 
(from resuspended soil and fly ash) and is likely to 
contain organic oxygen from incompletely burned 
fuels. Secondary particulate matter contains sul-
fates, nitrates, and presumably organic oxygen from 
photochemically initiated reactions. We are attempt-
ing to determine the relative importance of the pri-
mary and secondary origins of oxygenated-organic 
particulate matter; this article describes our initial 
efforts. 

ACCOMPLISHMENTS DURING FY 1982 

To determine oxygen in particulate matter, several 
analytical techniques were combined. 15  Figure 1 
shows the analytical system. Gas samples were 
injected into the pyrolysis tube via a septum. A mul-
tiport valve changed the direction of flow through the 
pyrolysis tube. Solid samples and filter samples were 
loaded into a small platinum boat (formed from 5-mil 
Pt foil) and placed into the cool zone of the pyrolysis 
tube during backflushing with N 2  so that room air did 
not contact the hot carbon. After a sample was 
loaded, the pyrolysis tube was resealed (at the 0-ring 
seal); any air entrained in the tube was backflushed 
from the system ('-4 mm), and the multiport valve 
was switched. Finally, after the CO detector stabil-
ized, the sample boat was slid into the hot zone with 
a magnetically moved plunger. 

This work was supported by the Director, Office of Energy Research, Office 
of Health and Environmental Research, Physical and Technological Research 
Division of the U.S. Department of Energy under Contract No. DE-AC03-
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Figure 1. Schematic diagram of oxygen analysis system. 
(XBL 833-127) 

This method thermally decomposes the sample, 
and the oxygen-containing decomposition products 
react with the hot carbon (1130°C) to produce CO. 
Oxygen can be determined in all materials that 
decompose at T < 1130°C. In ambient particulate 
matter, oxygenated organics, nitrates, sulfates, H2O, 
adsorbed oxygen-containing gases, and carbonates 
will decompose; but silica and alumina (A1203) will 
not decompose at this temperature. However, silica 
contains OH functional groups, and these presumably 
decompose. All samples were dessicated over P 205  
to remove H20. 

A variety of standard compounds, injections of 
CO2, and samples of filtered ambient particulate 
matter were analyzed. Direct injections of CO 2  
showed good recovery (100.0%) with a standard devi-
ation (u) of 0.4%. A number of oxygenated com-
pounds, including ammonium nitrate, ammonium sul-
fate, 2,4-di hydroxy-benzaldehyde, benzoic acid, m-
hydroxybenzoic acid, glutaric acid, myristic acid, 
phthalic acid, and potassium phthlate (KHP), were 
analyzed. The recovery for all standards was 101.8 
± 4.5% (n = 65). The analytical limit of detection 
(LOD) and limit of quantitation (LOU) for recovery of 
standards from pieces of quartz-fiber filters are: 

LOD = blank + 3ank = 6.9 + 1.2 = 8.1 tg 0 

LOU = blank + 1°ank = 6.9 + 4.0 = 10.9 ig 0 

Figures 2(a) and 2(b) show the linearity and the 
scatter that can be expected for the analysis of stan-
dards prepared by the evaporation of solutions onto 
1-cm2  quartz-fiber discs. Each datum point is the 
determination of oxygen on a 1-cm2  disc. 

Replicate analyses of two ambient air filter samples 
are presented in Table 1 to show the applicability of 
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Figure 2. (a) Recovery of oxygen from (NH4)2SO4  stan- 
dards. (b) Recovery of oxygen from glutaric acid stan- 
dards. 	 [(a) XBL 833-129; (b) XBL 833-128] 

this technique. A high-volume filter sampler (-1100 
liters per minute of ambient air was drawn through 
400-cm2  prefired quartz-fiber filters for several hours) 
was used to collect samples in Berkeley, California. 
Multiple 1-cm2  discs of these filters were dessicated 
for 12 hours over P205  and then analyzed for oxygen. 
Analysis for particulate carbon used a separate tech- 

nique. 6  The results indicate that the volumetric flow 
rates frequently used to sample ambient particulate 
matter will collect enough oxygenated particulate 
matter so that 1 cm2  of filter will give a signal above 
the LOQ in the nondispersive infrared analysis 
scheme. Comparison of the carbon loadings in Table 
1 of this article and those in Table 2 of Novakov 7  
indicates that these loadings are typical for many 
United States sampling sites. 

Table 1. Analysis of filtered ambient particulate matter 

Sampl ea g 0/cm2 b  izg 0/rn3 	ig C/cm2 	tg C/m3  

Daytime 

1000-1715 hrs, 20.5 

11Mar81 20.3 
16.3 	13.7 	11.0 

20.2 
20.2 

Nighttime 

1800-0600 hrs, 21.0 ) 
11-12Mar81 10.1 	12.9 	6.3 

20.5 J 

aBoth samples were collected in Berkeley, California. 
bBlank corrected replicates. 

PLANNED ACTIVITIES FOR FY 1983 

The technique described here is being applied to 
the determination of oxygen in filter samples of 
ambient particulate matter. Samples from a variety 
of rural and urban locations have been collected and 
will be analyzed to determine the parameters (e.g., 
origin, exposure to photochemical reactive species, 
exposure to fog, and age) that influence the oxygen 
content of particles. 
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QUALITATIVE AND QUANTITATIVE 
ASPECTS OF EVOLVED GAS ANALYSIS* 

L.A. Gundel, R.L. Dod, and T. Novakov 

Thermal analytical methods, such as thermogra-
vimetric analysis (TGA) and differential scanning 
calorimetry (DSC), have long been used to provide 
information about the thermal stability and chemical 
composition of a variety of materials. Until recently, 
a method closely related to TGA—evolved gas 
analysis (EGA)—received relatively little attention. 
TGA detects the mass loss of a sample as a function 
of temperature when the sample is heated in an oxi-
dizing or inert atmosphere. EGA, in contrast, deter -
mines the rate of evolution of gaseous species from 
the sample. In EGA, a sample is gradually heated in 
a stream of oxygen or nitrogen, and the evolved 
gases are measured by one or more gas-specific 

lhis work was supported by the Director, Office of Energy Research, Office 
of l'4ealth and Environmental Research, Physical and Technological Research 
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82.10343.  

detectors as a function of the sample temperature. 
For characterizing carbon- and nitrogen-containing 
materials, it is convenient to use oxygen as the car-
rier gas with simultaneous detection of CO 2  and NOR . 

(A catalyst, such as CuO, is used to convert all 
carbon- and nitrogen-containing gases to CO 2  and 

NOR .) 

A plot of concentration of CO2  and NOX  vs. time or 
temperature constitutes the EGA thermogram. Ther-
mograms consist of peaks or groups of peaks result-
ing from the volatilization, decomposition, and 
combustion of the sample material, thus providing 
information about the chemical bonding of C and N in 
the sample. The area under the thermograms is pro-
portional to the concentrations of these elements. 

EGA requires no special sample preparation or 
preseparation and is therefore applicable to both 
soluble and insoluble sample components. This 
feature, combined with the high sensitivity of the 
method, was found to be especially useful in analysis 
of environmental samples, where some of the most 
interesting applications have been made. Malissa et 
al. 1  used conductometric CO2  and SO2  detectors to 
perform simultaneous carbon and sulfur analysis of 
dust samples. Puxbaum2  used a TGA system 
followed by CO2  and SO2  detection to analyze aerosol 
particles and demonstrated the close correspondence 
between TGA and EGA results for such samples. 
Malissa et al. 3  used EGA with flame ionization detec-
tion to determine volatile aerosol organic materials. 
Bauer and Natusch4  used EGA with CO2  detection to 
identify carbonate compounds in coal fly ash. 

The EGA method was further improved in our 
laboratory by incorporating continuous monitoring of 
the light attenuation of the aerosol sample, 5  An 
examination of the CO2  and optical thermograms 
enables the assignment of the CO2  thermogram 
peaks that correspond to the optically absorbing 
black carbon. Because these peaks result from the 
combustion of black carbon, they are accompanied 
by a sudden decrease in the sample absorptivity. 
This apparatus was used to quantitate the black and 
organic carbon content in aerosol samples 6  and to 
assess the primary and secondary organic aerosol 
material. 7  

Recently, we redesigned our EGA system to simul-
taneously analyze both carbon and nitrogen. This 
was accomplished by using a chemiluminescent NO 
detector (ThermoElectron Model 14D/E) in series with 
a nondispersive infrared CO2  analyzer (MSA Model 
202S) . 
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ACCOMPLISHMENTS DURING FY 1982 

For individual compounds, EGA, like TGA, may 
result in single- or multiple-peak thermograms, 
depending on whether the thermal decomposition 
occurs in single or multiple stages. With the latter, 
EGA will give information about both the initial com-
pound and intermediate compounds produced during 
the heating process. The following examples, 
obtained with several inorganic nitrogen compounds, 
illustrate these features of EGA. 

NOx  thermograms of NH4NO3, NH4HSO4 , (NH4) 2SO4 , 

and NaNO3  are shown in Fig. 1. NH 4NO3, NH4HSO4 , 

and NaNO3  result in single-peak thermograms charac-
ten stic of single-stage thermal decomposition 
processes. In contrast, (NH4) 2SO4  shows a doublet 

No No 3  

NH 4  HSO4  

C 
0 

C 

C 
C, 
C) 
C 
0 
U 

(NH4 ) 2  SO4  

NH4  NO 3  

100 200 300 400 500 600 700 

Temperature, °C 

Figure 1. NO thermograms of some inorganic compounds. 
(XBL 8111-1624) 

with peaks at 225 and 290°C. The second peak coin-
cides with, the NH4HSO4  peak. This observation is 
consistent with a two-stage decomposition process, 
where one ammonia molecule is released first, leav-
ing a residue of NH4HSO4, which decomposes at 
290°C. The samples of these compounds, and all 
others reported here, were prepared for EGA by 
deposition of aliquots of standard solution onto clean, 
fired quartz-fiber filters, followed by drying at tem-
peratures between 30 and 50°C before analysis. 

A number of organic compounds were also studied. 
Some examples showing simple, essentially single-
peak thermograms are shown in Fig. 2. This figure 
shows that the peak temperatures are characteristic 
of the compounds, as are the more detailed features, 
such as the peak shapes and widths. Examples of 
organic compounds showing complex thermogram 
features are shown in Fig. 3. With the exception of 
brucine, NOx  and CO2  thermograms show similar 
features. 

It is obvious from these examples that EGA thermo-
grams can be used for qualitatively analyzing 
different compounds and, with proper standards, for 
determining specific compounds in a mixture. EGA 
can also be used for quantitative analysis, provided 
that the compound does not decompose or sublime 
at temperatures corresponding to the start of the run. 
For our samples, this temperature is about 50°C 
because of the heating of the sample by the catalyst 
furnace, which is closely coupled to the sample fur-
nace. An example of the quantitative aspect of EGA 
is shown in Table 1, where carbon and nitrogen 
recovery as a fraction of the known amounts of C and 
N are shown. The data show that the carbon 
recovery is essentially 100%, while the nitrogen 
recovery depends in some samples on the chemical 
composition of the sample material. 

To illustrate the correspondence between EGA and 
TGA in Fig. 4, we show the EGA (CO2) thermogram of 
potassium hydrogen phthalate (KHP), KHC8H404 . 

This compound was studied extensively by TGA, and 
a TGA curve of it (taken from the literature) is shown 
in the figure for comparison. The following decompo-
sition sequence has been proposed. 8  At lower tem-
peratures (<300 1 C), water and phthalic anhydride 
volatilize to form a residue of dipotassium phthalate. 
This compound then decomposes to form potassium 
carbonate and elemental carbon. The decomposition 
of the intermediate species takes place between 

(Text continues on page 4-23) 
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Figure 2. Single-peak thermograms for some organic compounds. 	 (XBL 834-9403) 
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Table 1. Carbon and nitrogen recovery for organic compounds. 

Carbon 	Nitrogen 
Recovery 	Recovery 

Compound 	 Structure 	 Fraction 	Fraction 

02N 	 NO2  
Trinitrotoluene 	 0.989 	 0.903 

NO2  

p-Nitroacetani!ide 	 H3C-C-N —NO2 	
1.076 	 0.753 

Perylene 	 0.977 	 - 

0 

'3-Nitrophthalic Acid 	 0.944 	 0.889 

,?~ 11 C-OH 

NO2 o 

HCO 

Brucine 	

H:CO $ 	

0.924 	 0.515 

Sulfanilic Acid 	 H2N—fl--S03H 	 0.960 	 0.844 

HO 	 OH 

Ascorbc Acid 	 - 	 0.955 	 - 

H 
HC=C 	0.0 

I 	 0 

HO 	 II 

c
cri-O 

Potassium Hydrogen 	 1.022 
Phtbalate 	 co 

11 
0 

Averages 	0.981 ± 0.049 	0.781 ± 0.160 
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-'325 and 650°C. The combustion of elemental car-
bon is responsible for the sharp EGA peak at 

.'475°C, while the KCO 3  decomposes at -'600°C. 
There is a good correspondence between EGA and 
TGA for this compound in terms of specific thermo-
gram features and their temperatures. The TGA 
curve was obtained with a 0.1-g sample in air with a 
heating rate of 50C/minute. The carbon content of 
the EGA sample was 29.6 jAg, and the heating rate in 
oxygen was 101C/mm. 

PLANNED ACTIVITIES FOR FY 1983 

The second generation of the EGA apparatus will 
be constructed. The new version will provide hydro-
gen detection, improved sample handling and 

0 
0 
-o 

100 	200 	300 	400 	500 	600 

Temperature, °c 

Figure 4. Thermograms of potassium acid phthalate by 
EGA and TGA methods. Curves are as follows: (1) CO2  
EGA (heating rate: 10 0C/mm). (2) Integral of curve 1: 
29.6 ig carbon. (3) TGA of 0.1-g sample, scaled to fit 
curve 2 (heating rate: 50C/mm), from Ref. 9. 

(XBL 834-9401) 

throughput, and variable heating rates. A data 
acquisition and handling system will also be 
designed. 
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DETERMINATION OF NON-AMMONIUM, 
NON-NITRATE NITROGEN IN 

ATMOSPHERIC AEROSOL PARTICLES* 

R.L. Dod, L.A. Gundel, and T. Novakov 

and NX  with the ratio of NH4  to NX  nitrogen =z 1.4. 
The nitrogen ESCA spectrum of the sample is shown 
in Fig. 1. The NOx  EGA thermogram of that sample is 
shown in Fig. 2, together with the thermogram of the 
(NH4) 2SO4  standard. It is obvious that the pro-
nounced doublet in the ambient sample corresponds 

0 
z 4 0) 
0 
I- 
-j Ui 
z 
z 4 

0) I- 
z 
0 

It is commonly assumed that N(Dj and NH4, 
present as NH4NO3 , NH4HSO4 , and (NH4) 2SO4 , are 
the only nitrogenous species in atmospheric particu-
late matter. This view was challenged about 10 years 
ago by the results obtained with a technique, then 
new, of photoelectron spectroscopy, or ESCA. 
According to these results, 1  a significant fraction 
(-50%) of the total reduced nitrogen is present not 
as ammonium but in a previously unrecognized form, 
which for simplicity we shall call N.  It was later pos-
tulated that these species consist of particulate 
amines, amides, and heterocyclic nitrogen com-
pounds. 2  

Until now, there was no direct confirmation of N X  by 
another analytical method. Commonly used wet 
chemical determinations are designed for detecting 
specific ions such as Nl-L and are therefore not con-
venient for detecting an unknown species or group of 
species. Also, there is evidence that some N 
species can easily be hydrolyzed and detected as 
ammonium ions. 3  The preferred method for this pur-
pose would be one that is a bulk analytical method 
(unlike ESCA, which is a surface method) and that 
does not require any chemical sample preparation or 
separation. Thermal evolved gas analysis (EGA) is 
such a method. 4  Its application to filter-collected 
samples has confirmed the existence of N X  species 
and could enable their quantitative determination. 

ACCOMPLISHMENTS DURING FY 1982 

It is obvious from the examples shown in the 
preceding article4  that EGA should be able to distin-
guish common species such as NH 4NO3  and 
(NH4) 2SO4  from those that constitute N.  To explore 
this possibility, an ambient sample (collected in Lju-
bljana, Yugoslavia) was chosen because its ESCA 
spectrum clearly indicated the presence of both NHj 

This work was supported by the Director, Office of Energy Research, Office 
of Health and Environmental Research, Physical and Technological Research 
Division of the U.S. Department of Energy under Contract No. DE-ACO3-
76SF00098. and by the National Science Foundation under Contract No. ATM 
82.10343.  
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Figure 1. ESCA spectrum (N is region) of ambient particu-
late aerosol sample iii from Ljubljana, Yugoslavia. 

(XBL 834-9174) 

to (NH4) 2SO4, and the small peak at --150°C to 
NH4NO3. However, in addition to these peaks, a sub-
stantial amount of nitrogen is seen in a region from 
300 to 500°C, indicated by the crosshatched area in 
Fig. 2. This nitrogen corresponds to N.  EGA gives a 

NNH4/NX ratio of —1 .7, which is in reasonable agree- 

ment with the ratio derived from ESCA. 
A further insight into the nature of N X  is obtained 

by EGA analysis of an ambient Berkeley sample (Fig. 
3). Here the dominant feature of the NOx  thermo-
gram is nitrate. In addition to nitrate, ammonium sul-
fate or NX  is also seen. NX  here is a relatively small 
part of the total nitrogen. The N x  peak corresponds 
closely to the CO2  peak appearing just before the 
black carbon peak. Figure 4 shows the thermogram 
of this sample after sequential extraction with ben-
zene and a methanol/chloroform mixture. It is clear 
that the extraction has removed most of the N,  along 
with the rest of the organic material. This indicates 
that the NX  species are organic nitrogen compounds 
associated with relatively high molecular weight 
organic material. 
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Figure 3. NOX  and CO2  EGA thermograms of ambient parti- 
culate aerosol sample taken 22 October 1981 in Berkeley, 

	

California. 	 (XBL 834-9171) 
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Figure 4. NOx  and CO2  EGA thermograms of Fig. 3 sample 
after sequential solvent extraction. 	(XBL 834-9172) 

PLANNED ACTIVITIES FOR FY 1983 

Systematic studies involving ESCA, EGA, and ion 
chromatography will be initiated to quantitatively 
determine the concentration and structure of N 
species. 
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INVESTIGATION OF THE RELATIONSHIP 
OF PARTICULATE NITROGEN AND 

SULFATE* 

R.L. Dod, WH. Benner, and T. Novakov 

While it is generally known that water extraction of 
ambient aerosol particulate material usually produces 
a solution containing ammonium, sulfate, and nitrate 
ions, what compounds existed in the particles before 
extraction remains uncertain. We have postulated 
that, in addition to the simple compounds of these 
ions, nitrogenous functional groups on the organic 
and/or elemental carbon present in7 the particles may 
act as cationic sites to which sulfate and nitrate are 
"bonded." 

To study this postulated relationship among sulfur, 
nitrogen, and carbon, we are using a variety of tech-
niques with complementary strengths that help to 
overcome the limitations of each one alone. X-ray 
photoelectron spectroscopy (ESCA) can provide rela-
tive quantitative information regarding elemental 
composition as well as oxidation states and can be 
used wthout sample preparation. 1  However, ESCA 
analyzes only the sample surface, and the sample 
must be in high vacuum and exposed to x radiation 
for the time (typically tens of minutes) necessary to 
complete the analysis. ESCA results therefore may 
not be representative of the bulk composition. Some 
volatile species could be lost because of the vacuum, 
and in principle the x-ray bombardment could cause 
chemical changes in some species. 

Combustion thermal analysis (EGA) 2  requires no 
sample preparation, and the sample is analyzed in an 

This work was supported by the Director, Office of Energy Research, Office 
of Health and Environmental Research, Physical and Technological Research 
Division of the U.S. Department of Energy under Contract No. DE-AC03-
76SF00098, and by the National Science Foundation under Contract No. ATM 
82-10343.  

environment very similar to ambient. The information 
obtained from EGA regarding quantitation and chemi-
cal states of nitrogen often requires supplementary 
analytical results to be fully explained. 

Ion chromatography (IC) is a very sensitive and 
specific method for determining ionic concentrations 
in aqueous solution. However, it has the limitations 
of other wet chemical techniques: some compounds 
in a solid sample may not be soluble, and others may 
transform during dissolution. Thus the results of IC 
analysis may not be totally representative of the Origi-
nal sample. 

ACCOMPLISHMENTS DURING FY 1982 

A set of 23 ambient-particle filter samples from 
Anaheim, California; Argonne, Illinois; Gaithersburg, 
Maryland; New York City, and Ljubljana, Yugoslavia, 
representing a wide range of total carbon and sulfur 
concentrations, was assembled for the initial investi-
gation. Fractions of each sample were analyzed by 
ESCA, EGA, and IC for their sulfur and nitrogen con-
tent. 

Although these samples were widely disparate in 
concentration, nearly all exhibited a doublet in their 
NOx  thermograms similar to that of (NH 4) 2SO4  
(Fig. 1).3  This was usually the dominant feature in 
the NOx  thermogram, indicating that much of the par-
ticulate nitrogen is present either as ammonium sul-
fate or as a compound in which organic nitrogenous 
functional groups are bonded to sulfate. 4  

In some samples, nitrate nitrogen is detected by 
ESCA, but it is lost during exposure of the sample to 
vacuum for several hours. Accompanying this loss is 
the simultaneous loss of an equivalent amount of 
ammonium nitrogen, which is taken as evidence that 
nitrate is present as the compound NH 4NO3 . For all 
samples, more nitrate is found by IC than by ESCA, 
an observation consistent with such volatility. We 
therefore assume that most, if not all, nitrate is 
present in these samples as ammonium nitrate. 

When the measured ammonium concentration is 
reduced by the amount necesary to provide coun-
terions for nitrate, the remainder is available to asso-
ciate with sulfate. This association is indicated by 
the NOx  EGA results. IC analysis indicates that the 
average ratio of available ammonium to sulfate for 
these samples is —1.5. From ESCA, for the same 
sample set, the average ratio is —1.0. If all reduced 
nitrogen (NH + N)  determined by ESCA is taken as 
ammonium, the average ratio of available ammonium 
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Figure 1. NO EGA thermogram showing peak doublet 
similar to (NH4)2SO4 . 	 (XBL 8111-1622) 

to sulfate becomes -1 .6, somewhat larger than—but 
much closer to—the ratio determined by IC. This 
implies that much of the N X  is extractable as 
ammonium, a conclusion consistent with past 
results. 5  

The observed similarity to ammonium sulfate in the 
NOX  thermograms of these samples, when considered 
with the similarity between the concentration of NI-I. 
determined by IC and the concentration of total 
reduced nitrogen determined by ESCA, provides 
substantial evidence for the formation of ionic com-
pounds between sulfate and organic nitrogenous 
functional groups. 

PLANNED ACTIVITIES FOR FY 1983 

We intend to expand our sample set, including 
standard compounds; to study the effect of heating in 
ESCA on the samples; and to observe with EGA and 
IC the effect on the samples of vacuum exposure. 
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A COMPUTER-BASED CONTROL AND 
DATA ACQUISITION SYSTEM FOR 

EVOLVED GAS ANALYSIS* 

A.D.A. Hansen, WH. Benner, and T. Novakov 

Ambient aerosol particles are a complex mixture of 
organic and inorganic chemical compounds, specia-
tion of which can yield information on the origins and 
atmospheric transformations of the aerosol. The 
major species of anthropogenic origin are compounds 
of carbon, hydrogen, oxygen, nitrogen, and sulfur. A 
powerful analytical tool that is related to other "ther-
mal" methods of physical-chemical analysis and that 
was first applied to the analysis of aerosol particles 
by Malissa 1  is the evolved gas analysis (EGA) tech-
nique. This technique can identify certain individual 
compounds and classify broad groups according to 
the temperatures at which they decompose in either 

lhis work was supported by the Director, Office of Energy Research, Office 
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76SF00098, and by the National Science Foundation under Contract No. ATM 
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reactive or inert atmospheres. Considerable develop-
ment of the method has taken place at LBL and else-
where, and it has been applied to the analysis of car-
bon, 2  nitrogen, 3  sulfur, 4  and oxygen 5  compounds. 
The apparatus must include (1) a temperature-
programmed furnace region, in which the sample is 
heated from room temperature to —.1000°C at a rate 
of 10 to 30°C per minute, and (2) a data acquisition 
and reduction system. Early in FY 1982, we decided 
to automate these otherwise time-consuming func-
tions. Here we outline hardware and software 
developments that have led to a system fulfilling 
these requirements. 

ACCOMPLISHMENTS DURING FY 1982 

Software Development 

We decided to develop a system that would control 
the temperature ramp and would acquire and display 
the data in a configuration that would be rapidly inter-
changeable between our different EGA analyzers. 
The furnaces of these analyzers are totally dissimilar, 
both in the electrical and thermal characteristics of 
the heating elements and in the thermal coupling of 
the furnace to the sample and to the temperature-
measuring thermocouple. The temperature-control 
software must therefore be able to learn the charac-
teristics of each furnace and be self-correcting during 
each run. The data acquisition and processing 
requirements are modest: at 10-second intervals as 
the run progresses, the signal is plotted against tem-
perature on an X-Y recorder while the computer's 
screen shows temperature control data and provides 
for operator interaction. At the end of the run, while 
the oven is cooling down, the data may be processed 
(e.g., baseline subtraction, calibration factor rescal-
ing, peak integration), replotted in different ways, or 
recorded on tape. The furnace power is digitally con-
trolled directly and is proportional to a control 
number" K calculated by the program. During each 
run, continuous adjustment of the power control is 
effected by feedback of a temperature error signal. 
The power supplied to the furnace in the flth  interval 
at time t is proportional to: 

Kn = '' fl 
-i-. f 	[Tramp(t)-TactuaI (t)] 

where f is the error feedback strength and the 
sequence of numbers K°  is the previously learned 

power control profile. However, due to the imperfect 
thermal coupling between the furnace heating ele-
ments and the sample (usually in a boat in a quartz 
or ceramic tube), the temperature response of the 
sample lags relative to the power supplied to the fur-
nace. Thus, at the end of the run, the sequence of 
control numbers is recomputed retrospectively so that 
an error in the n th  interval is anticipated by adjusting 
the Km  for m <n . These relearned values then 
form the basis set K,°  for the next run. The program 
can run unattended in a purely learning" mode so 
that it can be applied to a furnace-thermocouple 
combination of unknown electrical and thermal 
characteristics; after a few cycles, it will have 
learned the power control profile necessary to 
achieve the desired temperature ramp to within an 
acceptable accuracy. 

Hardware Devel opmentt 

The equipment used is a commercial microcom-
puter using the BASIC language, with a multichannel 
ND input converter, a semi-intelligent X-Y plotter, a 
printer, and a serial input/output port. This port 
transmits the 8-bit control number K (i.e., 0 :-5 K :5: 

255) to the digital power-control interface (DPCI). 
The isolation provided by this link reduces the cou-
pling of electrical transients and could allow the 
DPCI to be remotely located. 

Development of the DPCI as the means whereby a 
computer program can rapidly and flexibly control 
kilowatts of electrical power was essential to this 
project, since such a unit is not available commer-
cially. The DPCI is therefore able to control AC 
power from a true zero to full load, limited only by 
the triac rating. 

System Performance 

This system has been an integral part of oxygen-
EGA development and has demonstrated reliability of 
temperature control and convenience of use. The 
adaptive nature of the learning program results in 
runs from room temperature to 1100°C whose root-
mean-square temperature error rarely exceeds 2 
degrees, despite changes in experimental conditions 
and ambient temperatures. The data handling and 
display routines produce both high-quality graphics 
and all pertinent numerical information, eliminating 
the need for further processing. 

Ji 
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PLANNED ACTIVITIES FOR FY 1983 

Among future software developments is the inclu-
sion of a library of thermograms of standard 
compounds for quantitative comparison with each 
sample analysis. Planned hardware developments 
include the automation of other experimental parame-
ters, such as carrier gas switching, backflushing, 
sample handling, etc. The field of thermal analysis is 
expanding rapidly and adds considerably to our 
understanding of aerosol particles. Automation of the 
analytical apparatus allows the necessarily large 
number of samples to be run with minimal manpower 
demand. 
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APPLIED PHYSICS AND LASER SPECTROSCOPY RESEARCH 

N.M. Amer, * M.S. Cooper, R. W. Gerlach, A. Hitachi, W. imler, 
M.A. Olmstead, A. Skumanich, D.R. Wake, D. Wei, 

The research philosophy of our group is to apply 
advanced laser spectroscopy and condensed-matter 
physics to energy and environmental problems. 
Because of the narrow line width and tunability of 
lasers, unsurpassed sensitivity and specificity can be 
achieved in detecting trace contaminants of the 
environment, for example. The advanced state of 
condensed-matter physics also makes it possible to 
apply this knowf edge to energy production and to test 
novel methods of energy conversion such as 
photovoltaic solar cells, superionic electrical energy 
storage devices, and the recovery and extraction of 
oil from abandoned wells and oil shale with lyotropic 
liquid-crystal emulsifiers. 

ACCOMPLISHMENTS DURING FY 1982 

LASER PHOTOTHERMAL MEASUREMENTS 
AND CHAFACTERIZATIONt 

Laser photothermal spectroscopies provide power-
ful tools for detecting trace contaminants in air and 
water, as well as for investigating the fundamental 
properties of gaseous, liquid, and solid phases of 
matter. One goal of this project is to develop 
ultrasensitive, multiparameter elemental and molecu-
I ar detectors for characterizing trace constituents, 
with emphasis on remote sensing. Another is to 
maintain a state-of-the-art capability in photothermal 
detection by fully understanding the physics of these 
techniques. We are also developing, as needed, new 
or modified laser systems in support of these efforts. 

Photothermal Displacement Spectroscopy 

The optical properties of electronic surface states 
are important for both fundamental and technological 
reasons, and a variety of optical spectroscopic 

Group Leader. 
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Complete versions to appear in J. Vac. Sd. Techn. B (July 1983) and in 
App!. Phys. A. 

techniques have been used to investigate them. 1  
Most prominent among these techniques are 
reflectance and ellipsometric methods. To determine 
the contribution of surface states, however, the 
difference between the spectra of clean and - inten-
tionally contaminated surfaces must be measured. 

We have recently developed a sensitive new tech-
nique, photothermal displacement spectroscopy, 2  for 
directly measuring the optical and thermal properties 
of surfaces and thin films. The technique, which is 
relatively easy to implement, is particularly suited for 
studies requiring wide ranges of pressures and tem-
peratures. 

The physical principle underlying photothermal dis-
placement spectroscopy is that when a modulated 
beam of electromagnetic radiation (a pump beam) is 
absorbed, heating of the absorbing medium will 
occur. As the illuminated surface expands with heat-
ing, it buckles and is displaced. The magnitude of 
the displacement is related quantitatively to the opti-
cal absorption coefficient. 2  

The surface displacement h is given by 

h — athf3P/(2AfpC) 	 (1) 

where 

ah =the thermal expansion coefficient of the 
material, 

= the fraction of absorbed light, 
P = the incident power, 
f = the modulation frequency, 
A = the optically heated area, 
p = the mass density, and 
C = the heat capacity. 

An important parameter in photothermal spectros-
copy is the thermal diffusion length, Lth,  which defines 
the depth within the sample from which the phototh-
ermal signal is generated; it is given by 

Lth = ( Kth/lr fpc) 112 	 (2) 

where 'ch  is the thermal conductivity of the material. 
The frequency dependence of the thermal diffusion 
length is what we exploit to differentiate between sur- 

4-30 



face and bulk contributions to the photothermal sig-
nal. It can readily be seen from Eq. (2) that, by 
increasing the modulation frequency of the pump 
beam, one can enhance the ratio of surface to bulk 
contributions. 

Figure 1 shows two possible configurations for per-
forming photothermal displacement spectroscopy: a 
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beam deflection scheme that measures the slope of 
the photoinduced displacement, and an inter-
ferometric scheme that measures the displacement 
itself. 

Figure 1(a) shows the details of the beam 
deflection scheme. The time-dependent change in 
the slope of the photoinduced surface buckling is 
measured as a time-dependent change in the 
deflection angle of a weak probe beam (typically a 
He-Ne laser), as detected by a position sensor. 

The interferometric scheme is shown in Fig. 1(b). 
The sample of interest serves as one arm of a Michel-
son interferometer. The position of the mirror in the 
other arm is modulated to overcome thermally 
induced drifts and the effect of mechanical vibration 
on the interferometer. 

Both schemes have comparable sensitivities (a € 

10), but the beam deflection approach is easier. 
To demonstrate the spectroscopic feasibility of this 

technique, we measured the absorption spectrum of 
didymium glass in the 700-800 nm range (Fig. 2). 
Spectra were obtained at atmospheric pressure and 
at 20 m Torr. To establish that photothermal dis-
placement spectroscopy indeed measures the optical 
absorption, we also derived the absorption spectrum 
in this wavelength region by conventional transmis-
sion methods. 

The ability of the technique to differentiate 
between surface and bulk absorptions is demon-
strated in Fig. 3(a). A 50-A gold film was evaporated 
on 2-mm-thick didymium glass. The absorption spec-
tra of gold only and of didymium only are given in Fig. 
3(b). In the wavelength region of 700-800 nm, 
approximately 25% of the incident light is absorbed 
by the gold film, with didymium having a strong 
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Figure 1. Two experimental configurations for photo-
thermal displacement spectroscopy: (a) beam deflection 
scheme; (b) interferometric scheme. 
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Figure 2. Absorption spectra of didymium. 	(XBL831-20) 
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absorption peak of '-6.5 cm around 740 nm. As 
shown in Fig. 3(a), at a modulation frequency of 5 Hz, 
the photothermal signal of the gold-coated didymium 
is the sum of the featureless gold absorption plus the 
peaks of the didymium absorption band. As the 
modulation frequency is increased to 127 Hz, the 
gold signal decreases by a factor of 2, while the 
didymium peaks decrease by an additional factor of 2 
or 3. Clearly, higher modulation frequencies would 
still further reduce the substrate (bulk) contribution to 
the photothermal signal. 

In conclusion, this sensitive new photothermal tech-
nique3  directly measures the optical absorption of 
surfaces and obviates the need for spectra subtrac-
tion that is necessary in conventional optical absorp-
tion spectroscopy. It is readily suited for ultra-high 
vacuum studies, requires no mechanical or electrical 
contacts, and is linear over a wide range of absorp-
tion coefficients. 
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Figure 3. (a) A demonstration of the ability of PDS to 
differentiate between surface (gold) and bulk (didymium) 
absorptions; the central peaks represent the didymium 
contributions, which decrease as the modulation frequency 
increases. (b) Spectra of 50-A gold film (top) and of 
didymium (bottom). [(a) XBL 832-7825; (b) XBL 832-7824] 

AMORPHOUS PHOTOVOLTAIC 
SEMI CONDUCTORS* 

Amorphous photovoltaic semiconductors, such as 
hydrogenated amorphous silicon, hold promise for 
meeting DOE cost and efficiency guidelines for thin-
film solar cells before 1990. To achieve the higher 
conversion efficiencies required, it is necessary to 
better characterize the unique optical and transport 
properties of these materials. Photoacoustic and 
photothermal spectroscopies can provide such eluci-
dation. Of particular interest is the investigation, of 
the optical properties near the so-called bandgap. 
By combining luminescence studies, photoconduc-
tivity, and optical absorption, a full and accurate 
characterization of the deexcitation of these photoex-
cited amorphous semiconductors can be achieved. 

Experiments investigating the optical properties of 
amorphous semiconductors are currently under way. 
These experiments are designed to yield new infor-
mation on the details of their optical absorption, the 
nature of the bandgap, and their electronic and tran-
sport properties. 

Role of Dangling Bond Defects in Early 
Recombination in Amorphous Silicont: 

Dangling bond (DB) defects are the focus of many 
investigations dealing with tetrahedrally bonded 
amorphous semiconductors. 4  A DB defect can be pic-
tured as an unsatisfied tetrahedral bond with an 
unpaired electron, a situation that is disruptive both 
structurally and electronically. The presence of DB 
defects correlates strongly with luminescence 
quenching, 5  short free-carrier lifetime, 6  increased 
subgap absorption, 7  and the shape of the absorption 
edge. 8 ' 9  DB defects can be passivated in amorphous 
silicon (a-Si) by alloying with hydrogen (a-Si:H). The 
defect density, which is observable by electron spin 
resonance (ESR), is controlled by material deposition 
conditions; it is increased with hydrogen evolution 
and is partially diminished by rehydrogenation. 

Strong circumstantial evidence from several experi-
ments indicates that DB defects play an active role in 
electron hole recombination in amorphous silicon 4  

*Thi s  work was supported by the Assistant Secretary for Conservation and 
Solar Energy, Office of Solar Energy, Photovoltaic Energy Systems Division, 
U.S. Deportment of Energy under Contract No. DE-AC03-76SF00098. 

tAppeared in Phys. Rev. B 27, 2598 (1983). 
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analogous to that of defects in crystalline materials. 10  
In particular, at low temperatures fast recombination 
by direct tunneling of carriers to DB defects is 
assumed to be the main mechanism that limits carrier 
lifetime and quenches luminescence. 5  We have 
presented evidence that DB defects are not fast 
recombi nation centers; instead, the dispersive 
influence of the exponential distribution of localized 
states extending into the gap (the band tail) dom-
inates the recombination process in the multiple trap-
ping model (MTM) 11 . 

Photoexciting carriers across the gap in a-Si:H 
allows the absorption of infrared radiation (IR) by the 
nonequilibrium population of electrons and holes, as 
these carriers make transitions to the extended 
states deeper in the bands. Similar photoinduced 
absorption (PA) data have been reported for a-Si:H 
for times from 0.5 Asec and have been interpreted in 
terms of multiple trapping. 1213  Our data span the 
period from 4 to 500 nsec, when very few carriers 
have actually recombined, although trapping 
processes and luminescence quenching have begun 
and carrier thermalization is important. 

We used a 10-Hz Nd:Yag pumped dye laser with 4 
nsec (FWHM) pulses of 2.2 eV photons to photoexcite 
a carrier density of _1018  cm in a-Si:H. A cw IR 
beam (0.9 to 1.45 eV) from a filtered tungsten lamp 
was passed through this carrier population, and 
changes in the IR transparency were detected by a 
fast Ge photodiode with a rise time of 1.5 nsec. 
Changing the spectral width of the IA with a crystal-
line Si filter had no effect on the PA response. At low 
temperatures, luminescence is unavoidably emitted 
into the photodiode optics, but it was separately 
recbrded and subtracted. Data were taken for 
undoped samples of various defect densities over a 
temperature range of 10 to 300 K. 

Figure 4 shows the PA data for representative a-
Si:H samples. The defect density, N,  is measured 
by ESR at g = 2.0055. A simple power law describes 
the PA decay of these samples over this time period 
very well with an exponent of a". The rate of decay 
systematically decreases with increasing defect' 
density. This trend is opposite to that expected if DB 
defects were controlling recombination. 

We can, however, successfully interpret these 
results in terms of a multiple trapping model 11  with a 
distribution of localized trapping states, N/E), whose 
density declines exponentially into the gap; N1(E) = 

N0exp(-E/E0), where E is the depth of the trap level 
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Figure 4. Relative change in transmission (photoinduced 
absorption) vs. time delay for samples of various defect 
densities, showing a power-law decay t. 

(XBL 828-4057) 

from the band edge and E0  is the width of this band 
tail. There is evidence that this is the case not only 
for a-Si:H but also for a large number of amorphous 
and disordered crystalline systems. The model impli-
city assumes that direct transitions either within the 
band tail or to deep centers are negligible when com-
pared to thermally stimulated transitions to the band 
edge followed by retrapping. Upon photoexcitation, 
the carriers are quickly trapped into the band tails, 6  
acquiring an exponential energy distribution that 
parallels the density of trap states. The top of the 
trapped distribution thermalizes; the level at which 
thermalization begins, Ed,  descends through the dis-
tribution as Ed  = kBT In vt, where v is an attempt-to-
escape frequency on the order of 1013  sec. Below 

Ed , the probability of thermal release at time t is 
negligible. The consequence is an exponentially 
spiked distribution of charge localized (energetically) 
near Ed.  Capture by carriers of opposite charge or 
deeper levels that are not part of the band tail com-
petes with retrapping; when the probability of capture 
there exceeds the probability of retrapment at states 
below Ed,  the population in the band tail diminishes 
as t, where a = T/70 , and = EOIkB . This time 
dependence is observed from our earliest time of 4 
nsec. 

The shape of the trap distribution, then, determines 
the exit rate of the carriers from the band tail. Other 
experiments have shown that increasing the DB 
defect density leads to widening of the band edge, 

4-33 



0.4 

U 
a) 
C 03 
0 
0 
('J 

02 

4 
a- 0.1 

increasing E0 . 8 ' 9  Since Ed  descends through the band 
tail at a rate independent of trap or defect density, a 
larger fraction of carriers is localized below Ed  in a 
highly defect-dense material than in a low-defect-
dense material at comparable times. The high-
defect-density material holds carriers in the band tail 
longer. 

A test of this interpretation is to decrease the tem-
perature. In Fig. 5 we plot "a," obtained from the 
power-law fit to PA at 200 nsec, as a function of tem-
perature for a sample of defect density of 1.5 X 10 16  
cm. As predicted by the MTM, a varies linearly with 
temperature between 50 and 250 K. A similar 

temperature dependence has already been observed 
at longer times. 12  Figure 5 shows that E0  = 46 meV 
or 7 0  = 534 K. 

We have also measured E0  directly from optical 
absorption; Figure 6 compares kBT/EO  with the "a" 
from PA. Since the optical absorption data 
represents a joint density of states involving both the 
valence and conduction bands, the convolution of a 
narrow feature of one band with a broad feature of 
the other band will map out the broad feature in the 
absorption spectrum. The broader of the two band 
tails will dominate the optical absorption edge; in a-
Si:H, this is the valence band edge. 14  Thus the excel-
lent agreement in Fig. 6 for all but the lowest-defect 
density samples (<1016  cm) indicates that the 
shape of the valence band tail determines the rate of 
PA decay. O'Connor and Tauc 15  concluded that they 
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Figure 5. Temperature dependence of a. The weakening 
of the temperature dependence at low temperature is most 
likely due to a competing local-to-local recombination pro-
cess. (XBL 828-4058) 
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were not observing electrons in their PA experiments 
on a-Si:H, and we interpret our similar results as 
strong and direct evidence that the PA decay is due 
to hole activity. In the lowest-defect density sam-
ples, the PA decays faster than the rate predicted by 
optical absorption, indicating that hole movement is 
not the limiting rate that it is in the samples with 
more defects. This suggests that electron transport 
assists band-to-band recombination in the samples 
with lowest defect density and that the faster decay 
may yield information on the conduction band instead 
of the valence band. 

Figure 4 shows that, at 295 K, the low-defect-
density sample relaxes much more quickly than the 
high-defect-density sample. Below 50 K, both sam-
ples relax at about the same rate, a 9z 0.07 (very 
slowly), and the PA signal is approximately equal for 
all samples near 10 nsec. 16  This is in sharp contrast 
to luminescence experiments which show that the 
low-defect-density material has a luminescence quan-
tum efficiency near unity for the 1.4 eV emission 
while the high-defect-density material has a weaker 
band at 0.9 eV. 17  One interpretation of this has been 
that the carriers are rapidly tunneling to the DB 
defects, which act as nonradiative recombination 
centers. The PA results indicate that this is not hap-
pening. At low T, the highest defect density 
sample's IR absorption is reduced only 50% at 2 
isecs; yet the luminescence is weak and decays 
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rapidly. The rate of PA decay correlates better with 
band-tail widths than with spin density. We conclude 
that the DB defect is not a rapid recombination 
center in undoped amorphous silicon, but instead 
influences the recombination process indirectly by its 
effect on the width of the band tail. 

For the luminescence results, we can only suggest 
alternative quenching mechanisms such as charged-
defect electric field quenching, 18  DB-induced strains, 
or tightly localized carriers in the higher-defect-
density material. We do not completely rule out the 
possibility that the electrons are rapidly captured by 
DB defects followed by a slower capture of holes. 
But serious difficulties exist with all of these sugges-
tions and will be discussed in a future paper. 

In order to separate the role of defects from the 
effects of various deposition conditions used in the 
samples in Fig. 6, we stepwise-evolved hydrogen from 
an initially low-defect-density sample by annealing it 
to temperatures of 300 to 530°C. We directly moni-
tored the optical absorption edge with photothermal 
deflection spectroscopy19  and found that the edge 
widened (E0  increased) as the DB defect density 
increased, in agreement with Cody et al. 8  The dashed 
line of Fig. 6 follows the comparison between the PA 
"a" and kBT/EO  as the sample is annealed to higher 
temperatures. The comparison is complicated by the 
faster decay noted for the lower-defect-density 
material, but the trend to slower PA decay with 
increasing E0  is confirmed. 

We find it unlikely that PA and luminescence do not 
arise from the same population of electrons and holes 
because of the following considerations. (1) Assum-
ing oscillator strengths of unity for the IR cross sec-
tions over the bandwidth used, we find a minimum 
estimate for the population observed when PA is at 
its highest (earliest) level. We obtain a value from an 
integrated absorption estimate20  that is -80% of that 
expected from the photoexcited carrier density. Cou-
pled with an estimated luminescence efficiency of 
50-100% in low-defect-density material, this argues 
against separate populations. (2) PA and lumines-
cence have very similar temperature quenching 
dependences. (3) Similar PA maximum amplitudes 
near 10 nsec for all the samples support the argu-
ment that nearly all of the photoexcited population is 
being observed. (4) Luminescence recombination 
kinetics have been observed21  to change from 
monomolecular to bimolecular at a photoexcited car -
rier density N of 1-2 X 1018  cm. We have 
discovered22  a similar change in recombination kinet- 

ics at the same density of 1 X 1018  cm, where the 
PA amplitude shifts from N °9  to N °5  with increasing 

PP 
excitation density. A more extensive study of this 
transition is in progress. 

There may be another deep gap state more impor-
tant in recombination than the DB since even at N> 
1018  cm the recombination is slow. Evidence for 
other states exists in the light-induced Staebler-
Wroñski states, 23  the hole trap state deduced from 
photoconductivity, 24  and the hole trap states 
observed in a-Si:H:P, 25  The luminescence line due to 
oxygen is occasionally reported, but other impurities 
may exist at significant densities in a typical sample. 
Surface states may also play a role. Clearly, more 
work is needed. 

In conclusion, our PA data show that the band tail 
of a-Si:H plays a more important role in the early 
recombination process than does the DB defect den-
sity and that DB defects are not fast recombination 
centers. We suggest another, more important recom-
bination channel may exist, despite the difficulty of 
reconciling this with non-PA experiments that seem to 
imply otherwise. Luminescence does not detect car-
riers that do not radiatively recombine, and photocon-
ductivity does not detect carriers immobilized in deep 
traps. PA is a complementary probe for studying the 
time evolution of the carrier population. If the DB 
defects are not important recombination centers, 
then other roles proposed for this state 26  must be 
more fully considered. 

The Contribution of the Staebler-Wronski Effect 
to Gap-State Absorption in Hydrogenated 
Amorphous Silicon* 

Reversible photoi nduced changes in hydrogenated 
amorphous silicon (a-Si:H) have recently attracted 
attenti on. 2327  The exact mechanism responsible 
remains to be fully elucidated. However, it is gen-
erally accepted that illumination creates metastable 
defects, which are annealed away by heating. An 
interesting question is how these photoinduced 
changes affect the optical absorption spectrum of the 
gap states in this material. The answer provides 
information on the number of states affected and, 
more important, gives the energy level at which these 
states reside in the gap. We have employed photo-
thermal deflection spectroscopy 19  to investigate the 
contribution of these photoinduced defects to gap-
state absorption. 

Comete version appeared in Physica I 17B, 897 (1983). 
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The photothermal deflection spectroscopy tech-
nique has been described elsewhere. 19  Our samples 
were undoped, singly doped, and compensated films 
deposited by glow discharge. The illumination-
annealing cycle consisted of exposing the a-Si:H films 
to 0.5 W/cm2  of unfiltered light from a quartz 
tungsten-halogen lamp. Exposure time was typically 
1.5 hours. Annealing was achieved by heating the 
films at 175°C for 1.5 hours in vacuum and in total 
darkness. 

Figure 7 shows the effect of illumination upon the 
optical absorption of the undoped material. It can be 
readily seen that exposure to light enchances gap-
state absorption. Furthermore, annealing at 175°C 
restores the magnitude of this absorption to its origi-
nal value. Little or no change is seen in the Urbach 
tail absorption. 

We showed earlier that the magnitude of gap-state 
absorption in a-Si:H correlate directly to the number 
of spins as determined by ESR and that these states 
are due to silicon dangling bonds. 7  Since illumination 
yields a qualitatively similar absorption spectrum, 
with the only difference being the increase in the 
absorption of gap-states, one can employ the pro-
cedure described in Ref. 7 to calculate the number of 
photoinduced spins, AN,, in the various samples we 
investigated. In Fig. 8 we plot the optically-deduced 

for singly doped and compensated materials as a 
function of dopant concentration. As can be seen, 
for singly doped material, the photoinduced spins 
increase in density with increasing dopant concentra-
tion. The compensated material exhibited a light-
induced enhancement comparable to that measured 
in the undoped films. 

fflumiina;ted state-,  
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Figure 7. The effect of illumination on the absorption 
spectrum of undoped a-Si:H. 	 (XBL 836-10266) 
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Figure 8. Photoinduced change in spin density as a func-
tion of doping: open squares, boron; open circles, phos-
phorus; triangle, compensated (10 P. 10 B in vapor 
phase); filled circle, undoped. (XBL 837-10556) 

From our results, we deduce that illumination 
appears to increase the denity of those states resid-
ing '-'1 .2-1 .3 eV below the conduction band. This 
conclusion holds for all of our samples, implying that 
the photoinduced metastable defect is probably the 
same for the doped and the undoped materials. 

Given our earlier finding that the maximum in the 
density of state 1.2-1 .3 eV below the conduction 
band is dug. to Si dangling bonds, we tentatively con-
clude that the observed photoinduced enhancement 
in gap-state absorption is caused by an increase in 
the number of these Si dangling bonds. This conclu-
sion is further supported by ESR and field-effect 
data. ~9,33  Illumination apparently break the 'weak" 
Si-Si bonds, which is followed by the relaxation of the 
surrounding network. 

We would like to point out, however, that the pho-
toinduced increase in the density of states near 
midgap does not uniquely imply the creation of addi-
tional dangling bond defects. A shift in the Fermi 
level, without any increase in the number of gap 
states, will also result in apparent increase in the 
number of these states. Clearly, more work is 
needed in order to understand the origin of the pho-
toinduced metastable gap state. 
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NOVEL LASER SYSTEMS* 

Our research activities sometimes require the 
development of new laser systems to meet a specific 
need. Of current interest to us is the generation of 
subpicosecond tunable laser pulses for probing ele-
mentary excitation in amorphous photovoltaic semi-
conductors. We also have a long-standing interest in 
laser waveguides that would provide high power, 
compactness, and ruggedness. 

Highly Efficient, Widely Tunable Double Mode-
Locked Dye Laser 

With the advent of synchronously pumped dye 
lasers, picosecond spectroscopy is becoming 
widely investigated. Despite the difficulty of achiev-
ing subpicosecond operation, these dye lasers have 
the favorable characteristics of high average output 
power (-100 mW) and wide tuning range (-.'600 A) in 
the picosecond regime. Conventional passively 
mode-locked dye lasers, 32  on the other hand, while 
generating shorter pulses, yield low output power 
(-.'lO and have a relatively restricted tuning 
range (-200 A). 

We have developed a passively double mode-
locked dye laser that produces subpicosecond pulses 
(0.5 psec) with high output power (-150 mW) and 
high conversion efficiency (5-10%) over a wide tuning 
range (-600 A). In addition, through double mode-
locking, 43,44  a highly synchronous secondary 
picosecond beam, tunable over a similar range, is 
generated at longer wavelengths. 

Furthermore, we point out that, in the subpi-
cosecond regime, passively mode-locked dye lasers 
are ultimately more efficient than their synchronously 
pumped counterparts, as demonstrated below. 

A cw Ar laser (5145 A) pumped rhodamine 6G 
(R6G) laser is double mode-locked by a mixture of 
rhodamine 101 (RiOl). and cresyl violet (CV) in an 
independently tunable cavity configuration (Fig. 9). 
The following factors optimize the operation of this 
laser: 

Output coupler M3  has a transmission value T 
of 3% to 10%, thus yielding high output cou-
pling efficiency. 
The double mode-locking mixture R101/CV has 

*This work was supported by the Office of Energy Research Pollutant Char-
acterization and Safety Research Division of the U.S. Department of Energy 
under Contract No. DE-A03-76SF00098. 

tAppeared in Op t. Commun. 42, p. 281 (1982).  

an absorption spectrum that closely matches 
the gain spectrum of R6G, thus enabling easy 
tunability over a wide wavelength range. 
Cavity length L is lept at about 75 cm to avoid 
multiple pulse operation. 
The R6G jet is placed near the center of the 
cavity to maximize the gain for single-pulse 
operation. 45  

The ratio of the radii of curvature R4/R1  of mir-
ror M4  and M 1 , respectively, is kept high, result-
ing in a wide wavelength range of stable mode-
locking. 
Folding angles are kept to the minimum possi-
ble to obtain good astigmatic compensation. 
Mode structure of the R6G beam is maintained 
as a good Gaussian. 
The angle between the two beams in the 
R101/CV jet is minimized to obtain maximum 
overlap. 
The thickness of the birefringent tuning filter 
(LF1) is sufficiently thin (0.375 mm) to suppress 
a red lasing tendency in the R6G cavity. This 
also results in less dispersion. 

With these conditions satisfied and the cavity 
lengths matched, this double mode-locked dye laser 
provides 0.5 psec pulses (yellow) with a wide tuning 
range (570-630 nm), and high average power (-150 
mW for 2-W pump power). Typical efficiencies of 
5-10% for pump laser powers of 1-2.5 W are readily 
obtained, with a weak dependence on pulse width. 
To our knowledge, this is the highest output power 
and efficiency for a cw mode-locked subpicosecond 
dye laser ever reported. Excellent pulse stability and 
compact autocorrelation tracers are maintained over 
many hours of operation. Multiple and satellite puls-
ing problems are readily eliminated. Subpicosecond 
pulses are obtained near and also significantly above 
threshold. Finally, picosecond operation remains 
stable with no need to adjust the pump power or the 
cavity alignment while the birefringent tuning filter is 
continuously rotated over nearly the entire tuning 
range. 

Assuming a sech 2  pulse shape, we measure a 
pulsewidth At of 500 femtoseconds. Pulsewidth-
bandwidth products AvAt are typically in the range of 
0.5-1 .0. Peak powers correspond to —1.5 kW for a 
repetition rate of 200 MHz. 

Through the double mode-locking process, 43  
independently tunable picosecond pulses are syn-
chronously4647  generated at a longer wavelength 
(red), tunable over 630-660 nm. With the output 
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Figure 9. Cavity configuration of the independently tunable double mode-locked dye laser. M 1 , M2  and M4  
are R6G high reflectors (560-650 nm) with radii of curvature R1  = R2 = 10 cm and R4  = 3.5 cm (or 5 cm). 
M5  is a broadband high reflector with R5  = 2.5 cm. M6  is a red high-reflecting mirror (600-700 nm) with R6 
= 5 cm. M3  and M7  are output couplers: M3  has T = 3% or 10% and M 7  has T = 1%. LF1 and LF2 are 
single-plate birefringent filters. (XBL 823-296) 

2 
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coupler of T = 1%, typical average power for these 
red pulses was a few mW. The long wavelength limit 
was set by the coating characteristics on M5. In prin-
ciple, the tuning range of the red beam should 
encompass most of the lasing spectrum of the R 
101/CV mixture (620 nm-700 nm). In the present 
work, optimizing the red pulses was not attempted. 
We observed that as the shorter wavelength (yellow) 
was tuned towards 630 nm, the mode-locker ceases 
to lase, with the yellow beam remaining convention-
ally passively mode-locked. 

Double mode-locked operation of this laser 
depends on the close matching of the lengths of the 
two cavities. For subpicosecond pulses, cavity 
lengths needed to be matched to within a few Lm. 
At present, thickness fluctuations of the R6G jet is 
likely to be the main pulsewidth limiting factor. This 
independently tunable separate-cavity configuration 
provides for the correction of the inherent cavity 
mismatch (due to different group delays of the pulses 
in various optical elements) present in the collinear 
cavity configuration previously described. 44  Similar 
results of pulsewidth (yellow), output power, and tun-
ing range were also obtained in the collinear 
configuration, indicating a dynamic compensation of 
the mismatch. The average power in the red beam 
was higher (-20 mW) in the collinear configuration, 
as contributed by the R6G gain. However, indepen-
dent tunability is difficult to obtain. The present 
configuration also improves on the prism-tuned 
configuration 48  in that the thickness of the tuning ele-
ments can be kept smaller (less dispersion), while the 
cavity length is kept shorter to avoid multiple pulsing. 

The absorption spectrum of the double mode-
locking mixture is given in Fig. 10. The peak absorp- 

tance corresponds to a single-pass, small-signal 
absorption of 8% (0.15-mm-thick jet) and a threshold 
pump power of 2 W for T = 3%. The correspond-
ing dye concentrations are 1.4 X 10 molar for R101 
and 1.3 X 10 molar for CV. Also shown in Fig. 10 
is the emission spectrum of R6G. The excellent 
matching of the two spectra is important for the 
demonstrated wide tunability. 

In Fig. 11 we plot the output pulse energy and ulti-
mate pulsewidth for an ideal (stable pump pulses, no 
cavity length perturbation, no dispersion) conven-
tional synchronously pumped dye laser (T = 50%, 
pump pulsewidth = 100 psec) as a function of cavity 

Rhodamine 6G 

500 	 600 	700 
X(nm) 

Figure 10. Absorption spectrum of the mode-locking mix-
ture of IR101/CV and the emission spectrum of R6G. Peak 
absorptance of R101/CV is 0.4 for a 1-mm path length. 

(XBL 823-295) 
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Figure 11. Pulsewidth and energy/pulse for synchronously 
pumped dye lasers (T = 50%, pump pulsewidth = 100 ps) 
vs. cavity mismatch. Also shown is a typical output energy 
value (0.1 photons) for a subpicosecond passively mode-
locked dye laser pulse. (XBL 823-286) 

mismatch. 49  The pulsewidth and energy of the con-
ventional passively mode-locked lasers depend upon 
parameters such as S = Faa /cre  (where F is the 
ratio of the focal spot areas in the two dye jets, cr is 
the absorption cross section of the mode-locking dye, 
and a, is the emission cross section of the laser 
dye), cavity length, threshold pump power, and the 
output coupler transmission. A typical energy/pulse 
for T = 3% under ideal conditions (no triplet losses, 
etc.) is or,Eout  0.1 photons. 45  The corresponding 
pulsewidth depends on the cavity dispersion but can 
be in the subpicosecond range. This value is plotted 
in Fig. 11 as a straight line. It can readily be seen 
that the pulse energy of synchronously pumped dye 
lasers decreases significantly as the pulsewidth 
decreases, to below the pulse energy value for pas-
sively mode-locked lasers in the subpicosecond 
regime. 

Hence, Fig. 11 depicts the generally unrecognized 
fact that, despite its apparent higher losses, the pas-
sively mode-locked dye laser has pulse-compression 
dynamics in its cavity such that subpicosecond 
pulses of higher energy can be stably sustained, as  

compared to a conventional synchronously pumped 
dye laser. In the latter case, only a small fractionof 
the available gain is usable for sustaining a subpi-
cosecond pulse, 49  the remainder being lost to fluores-
cence or to the generation of spurious satellite 
pulses. Pulses of higher energy become stable in a 
synchronously pumped dye laser cavity only at the 
expense of a broadened pulsewidth. 

The extent of the role of the double mode-locking 
process (lasing of the mode-locking dye) in the 
demonstrated high efficiency of our system remains 
to be fully understood. However, there is a strong 
indication that this phenomenon enables stable sub-
picosecond operation at high values of S, which also 
correspond to higher pulse energies. 46  On the other 
hand, for conventional passively mode-locked dye 
lasers, there exists theoretical 45  and experimental 
evidence that S must not reach very high values, 
particularly for long cavity lengths; this may result in 
lower pulse energies. The wide tuning range of our 
double mode-locked laser provides further evidence 
in support of this argument. 

In summary, a highly efficient cw double mode-
locked dye laser has been developed. In addition to 
generating widely tunable, compact subpi cosecond 
pulses with high power, a highly synchronous and 
independently tunable pulse is simultaneously gen-
erated at a longer wavelength. This two-color cw 
ultra-short pulsed laser source should prove to be a 
versatile tool for exci te-and- probe experiments in 
picosecond spectroscopy. 

Waveguide Laser Physics 

Waveguide gas lasers, in which the beam pro-
pagates as a guided wave in a hollow dielectric tube, 
are of increasing technological and commercial 
importance. Practical waveguide lasers fall into two 
categories: (1) internal-mirror lasers, in which the mir -
rors forming the optical resonator are inside the 
vacuum enclosure, where they can be placed very 
close to the ends of the waveguide; and (2) external-
mirror lasers, in which the vacuum enclosure ter-
minates in Brewster-angle windows. 

The mirrors in internal-mirror lasers can be flat 
because the beam spreads out very little in propagat-
ing the short distances from the ends of the 
waveguide to the mirrors and back, keeping the 
diffraction losses very low. However, in external-
mirror lasers, short-radius concave mirrors must be 
used to refocus the diverging beam into the ends of 
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the waveguide. For CO2  waveguide lasers, typical 
mirror radii of curvature are in the 10-40 cm range; 
these must generally be custom-made and can be 
quite expensive. 

We have investigated, theoretically and experimen-
tally, how low cavity losses might be obtained using 
ordinary flat mirrors placed significant distances from 
the ends of the waveguide, as in external-mirror 
lasers. Our theoretical treatment involves finding the 
eigenvalues of a matrix describing the effects on the 
beam of propagating one round trip through the cav-
ity. This matrix is a product of a number of other 
matrices representing various portions of the round 
trip, such as one describing the phase shifts and 
attenuations of the waveguide modes in propagating 
through the tube, another for transforming the 
waveguide modes to a set of free-space modes to 
describe propagation to the mirror and back, and so 
forth. In a major improvement over previous theoreti-
cal analyses of waveguide laser resonators, we have 
replaced most of the numerical integrations used by 
previous authors with analytical transformations, 
greatly reducing the amount of computer time 
required. 

For a wavelength laser cavity formed by flat mirrors 
at equal distances d from the ends of a hollow circu-
lar dielectric waveguide of length L and radius a, 
operating at wavelength A and having propagation 
constant k = 2w/A, we find that low loss cavity 
configurations occur along the curves in Fig. 12(a). 
These curves are labeled with a parameter Re v,, /ka, 
which is a measure of the waveguide losses; 

p2 +1 

= 2(v2 - 1) 1 /2  

where v is the complex refractive index of the 
waveguide material. Within the waveguide, the beam 
propagates mainly as a combination of the HE 11  and 
HE 12  modes. When the beam emerges into the free-
space region, these modes couple strongly to the 
TEMOO and TEM 10  Laguerre-Gaussian modes, respec-
tively, for a particular optimal choice of the spot size 
w0 . These latter two free-space modes both diverge 
as they propagate from the waveguide to the mirror 
and back again, but if they have the proper relative 
phase when launched, the relative phase shift they 
undergo in propagating through the free-space region 
will result in a destructive interference in the outer 
part of the beam and a constructive interference near 
the center when the beam reenters the waveguide, 
so that most of the power is concentrated within a 

small radius and couples back into the waveguide. 
The curves along which cavity losses are minimized 
are approximately those for which the sum of the 
HE 12-HE 11  phase shift in the waveguide plus the 
TEM 10-TEM phase shifts in the free-space regions is 
27r (or a multiple thereof). Some experimental points 
on the optimum d vs. L curve are also included in 
Fig. 12(a), and it is seen that they agree reasonably 
well with theory, although they are displaced upward 
slightly. The parameter i',, is not knOwn for our laser. 

If we calculate the minimum loss along the curves 
in Fig. 12(a) as a function of the mirror distance d, 
we obtain the curves in Fig. 12(b). We see that as 
long as d1ka2 < 0.1, cavity losses generally remain 
low, not greatly exceeding the (unavoidable) losses 
due to the waveguide alone. For a CO2  waveguide 
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Figure 12. (a) Optimum cavity configuration as a function 
of d/ka2 ; curves from theoretical calculations show good 
agreement with experimental results. (b) Theoretical 
minimum diffraction loss along the curves in (a) as a func-
tion of mirror distance d. (XBL 836-1868) 
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Figure 13. Experimental data showing wavelength selec- 
tivity obtained by varying mirror position in an asymmetric 
cavity. 	 (XBL 836-1869) 

laser operating at 10.5 im and having a typical bore 
diameter of 2 mm, this corresponds to d 6 cm, 

which is a very practical mirror distance for an 
external-mirror waveguide laser. 

We have also analyzed asymmetric laser cavities, 
for which the mirror distances d1 and d2 are unequal. 
For a given waveguide length L, we find that low 
losses occur approximately along a straight line: i.e., 
d1 + d2 = constant; we have confirmed this experi-
mentally. We have also found that by varying the 
position of one of the mirrors, we can exert a coarse 
wavelength tuning on the cavity, sufficiently selective 
to determine which of the four possible band-
branches in the 9-11 Am region the laser operates 
on. Some experimental data demonstrating the 
wavelength selectivity appear in Fig. 13. As we 
varied one mirror distance d2 while holding the other 
distance d1  fixed, we observed a variation in output 
power and also a switching by the laser from one 
branch to another, consistent with the predictions of 
our theory. 

A paper presenting the details of these results will 

be published shortly. We are also working on extend-
ing our theoretical analysis to resonators using 
curved mirrors, since the greater efficiency of replac-
ing numerical methods with analytical ones will be 
useful there as well as for flat-mirror resonators. 

PLANNED ACTIVITIES FOR FY 1983 

In the area of laser photothermal spectroscopy and 
detection, emphasis will continue to be placed on 
unambiguous remote sensing of atmospheric consti-
tuents. Methods to overcome atmospheric tur-
bulence and speckle will be investigated. Pulsed 
photothermal dispFacement spectroscopy will be stu-
died, and extensions of this technique for the study 
of liquids will be devised. Nonlinear photoacoustic 
spectroscopy of gases will be initiated. 

Research on amorphous semiconductors will focus 
on the physics of defects in hydrogenated amorphous 
silicon and germanium. The elucidation of the nature 
of the metastable photoinduced defects in amorphous 
silicon will continue to be of interest to us. 

A new activity will be the investigation of surface 
and interface states of semiconductors. In addition, 
processes at the liquid-semiconductor and gas-
semiconductor interfaces will be studied. 

Finally, we will continue our research on laser phy-
sics and technology with the goal being the produc-
tion of widely tunable, high-average-power pulses a 
few femtoseconds wide. 
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OIL SHALE RESEARCH 

OIL SHALE WASTEWATER TREATMENT: 
EFFECT OF OZONATION AND UV 

IRRADIATION ON BIOREFRACTORY 
ORGANIC SOLUTES* 

B.M. Jones, G. W. Langlois, RH. Sakaji, 
J. F. Thomas, and C. G. Daughtont 

Wastewaters from the pilot-scale retorting of oil 
shale have been tremendously variable in their chem-
ical characteristics, but in general retort water is 
characterized by a complex spectrum of polar and 
nonpolar organic solutes in extremely high concentra-
tions. The major classes of organic compounds 
include alkanes, carboxylic acids, polyhydric phenols, 
and nitrogenous and oxygenated heterocycles. The 
extreme levels of contaminative organic solutes, the 
presence of surfactants, suspended oil, tars, and par-
ticulates, the possibility of toxicity to microorganisms, 
the high level of dissolved inorganic salts and gases, 
and the undersirable color and odor of these 
wastes—all frustrate both the application of esta-
blished pollution control technologies and the deter-
mination of treatment performance by standard 
analytical methodologies. To minimize intrasample 
variation and to allow for interlaboratory comparison 
of experimental results, our research has concen-
trated on composited samples of modified in-situ 
(MIS) retort water and gas condensate from Occiden-
tal Oil Shale Company's retort burn No. 6 (Oxy-6). 1  

Biological treatment is the conventional method of 
removing organic contaminants from a wastewater 
stream. An acclimated microbial community can con-
vert dissolved organic solutes into cellular biomass, 
heat, and gases. This scheme can fail, however, if 

the resultant cells are not separable from 
the liquid, 
nutrients essential for growth are not avail-
able in the solution, 

This work was supported by the Assistant Secretary f or Fossil Energy, 
Office of Oil Shale, avision of Oil, Gas, and Shale Technology of the U.S. 
Department of Energy under Contract No. DE-AC03-76SF00098. 

tSanitary Engineering and Environmental Health Research Laboratory, 
University of California (Berkeley), Richmond, California 94804. 

components of the medium are toxic to the 
microorganisms, 
the microorganisms are enzymatically inca-
pable of mineralizing the organic material, 
or 
many of the compounds are inherently 
resistant to microbial alteration. 

Biological treatment of Oxy-6 retort water is initially 
limited by inorganic orthophosphate. 1 ' 2  Paradoxically, 
the nutrient that subsequently limits microbial growth 
is carbon, even though repeated studies have shown 
that about half of the dissolved organic carbon (DOC) 
remains after exhaustive biological treatment 2; adding 
trace elements does not elicit further growth or DOC 
removal. Secondary growth is observed, however, 
when these same cultures are supplemented with an 
exogenous source of easily degraded carbon such as 
aliphatic carboxylic acids. 2  Nitrogen and oxygen 
heterocycles and aromatic amines have been impli-
cated3  as the major chemical classes accounting for 
the extraordinary recalcitrance of organic carbon in 
the extracellular fluid (i.e., spent retort water) that 
remains after exhaustive biooxidation. This 
hypothesis has been strengthened by several reports 
on the chemical characterization of Oxy-6 retort 
water extracts4  indicating the presence of numerous 
aromatic amines and unsaturated, oxygenated nitro-
gen heterocycles, each at low part-per-million con-
centrations. 

Successful treatment of oil shale wastewater 
undoubtedly will require using more than one technol-
ogy. A particular method may be extremely effective 
in removing a specific class of organic compounds, 
but, in a heterogeneous mixture such as retort water, 
this class may represent only a fraction of the con-
taminative solutes. Effective treatment will require a 
combination of methods that yield complementary or 
enhanced performance when used simultaneously or 
in sequence. The integration of these processes 
should be evaluated carefully because the final 
degree of treatment could be additive (the sum of the 
individual processes), synergistic (greater than the 
sum of the processes), antagonistic (lower than any 
of the processes), or a combination thereof. 

Ozonation and ultraviolet (UV) irradiation were 
investigated as pretreatment methods to augment or 

4-44 



enhance the biological treatment of oil shale waste-
waters by mineralizing or oxidatively altering organic 
solutes that are biorecalcitrant or bactericidal. It was 
also possible that these processes could, instead, 
hinder biooxidation by producing toxicants, polymeriz-
ing solutes that would ordinarily be biodegradable, or 
creating a multitude of new solutes, each present at 
a low concentration; the latter possibility would 
amplify an already existing problem. The effects of 
ozonation and UV irradiation could, in any case, be 
used as a predictor of the maximum capacity of aero-
bic biooxidation achievable through oxygenases. 5  The 
extent of oxidation from UV irradiation can also give 
an indication of the photochemical alterations to be 
expected during storage of these waters in ponds at 
the high elevations typical of western oil shale depo-
sits. 

BACKGROUND 

UV Irradiation 

The degradation of organic solutes by exposure to 
UV radiation occurs by three mechanisms: (1) 
sufficient radiant energy is absorbed to cleave 
intramolecular bonds, producing lower-molecular-
weight fragments; (2) reactive organic free radicals 
are generated; and (3) interaction of these free radi-
cals with molecular oxygen produces peroxy and 
hydroperoxy radicals, which are capable of structural 
alteration or complete mineralization of the lower-
molecular-weight fragments by oxygenation, hydrogen 
abstraction, or the initiation of chain reactions. 8  
Furthermore, the photolysis of endogenous organic 
compounds in natural surface waters has been shown 
to generate hydroxyl radicals (OH) and singlet oxy -
gen, both capable of subsequently transforming syn-
thetic organic solutes. 9  

A more efficient use of UV radiation than direct 
mineralization may be as an aid to biooxidation; thus 
oxygenated or fragmented, otherwise bi orefractory 
molecules may become amenable to biodegradation. 
UV radiation has been implicated in the degradation 
of pesticides in the environment 6  and in aiding the 
biodegradation of certain synthetic polymers. 10  

Photooxidation characteristically produces a variety 
of products from a given reactant and each of these 
products may vary in its susceptibility to microbial 
metabolism. 11  This plethora of products is especially 
significant with respect to the photooxidation of oil 
shale wastewaters. Two factors 12  that exacerbate  

the refractory nature of the substituted heterocyclic 
compounds in spent retort water are (1) the presence 
of numerous heterocycle homologs and variants, each 
of which can require a specialized catabolic enzyme 
system, and (2) the low individual heterocycle 
concentrations, 4  which, being below the affinity or 
threshold values, render the enzymes ineffective. 
Although photooxidation may generate more degrad-
able solutes, it may also exacerbate the purported 
problems of enzyme specificity and threshold-
concentration effects. 

Ozonati on 

Ozone is a very selective and highly versatile oxi-
dizing agent; it is used not only in organic chemis-
try, but as a disinfectant for potable water and as a 
wastewater treatment aid. In an aqueous solution, 
the oxidative capacity of ozone appears to depend 
on pH and the organic and inorganic solute concen-
trations. For acidic and slightly alkaline solutions 
(pH less than 9.0), ozone reacts predominantly as 
the parent ozone molecule; these reactions are rela-
tively slow and highly specific, depending on the 
class and bonding structure of the organic reactant. 
Furthermore, oxidation by ozone is reportedly almost 
entirely ineffective in highly acidic aqueous solu-
tions (pH below 2.0)13  In contrast, ozone is catalyti-
cally decomposed by hydroxide ion (pH greater than 
10.0) to a variety of products, including OH and 
superoxide ion. 

The hydroxyl radical is the most potent and 
effective oxidant known to occur in aqueous solu-
tions, 14  having an oxidation potential of 2.8 V (H = 
1.0 !tl compared with 2.07 V for ozone in acidic solu-
tions and 1.36 V for chlorine gas. 15  At a pH of 10.5, 
approximately one-half mole of OH is formed per 
mole of 03  decomposed. 14  

Hydroxyl radicals are extremely reactive and easily-
oxidize organic material; they react with inorganic 
solutes with little substrate specificity. They are 
quickly consumed (within microseconds), but their 
intense reactivity makes them critically important to 
aqueous ozone chemistry. 16  Hydroxyl radicals are 
vigorously scavenged by carbonate ion and, to a 
lesser extent, by bicarbonate species; scavenging 
accelerates the disproportionation of ozone to its 
reactive decomposition products, 17  but decreases the 
oxidative capacity by quenching chain reactions. 
Free ammonia can be oxidized to nitrate by ozone 
and OH, but this reaction will be significant only 
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when ammonia concentrations are equal to those of 
carbonate species and organic solutes. 18  

Retort water often contains high ammonia and dis-
solved inorganic carbon (DIC) concentrations, both of 
which scavenge or react with ozone or ozone-
di sproportionati on products. Furthermore, substituted 
nitrogen heterocycles, a major biorefractory organic 
chemical class is spent retort water, are not particu-
larly susceptible to attack by ozone, unlike most 
non-nitrogen heterocycl es. Pyridi ne reacts extremely 
slowly, and ozone preferentially attacks the carbocy-
clic ring of quinoline. 19  

A preliminary examination of the effect of ozone on 
Oxy-6 oil-shale retort water showed that high alkalin-
ity interferes with the oxidation of organic com-
pounds; pretreatment with powdered activated car-
bon (PAC), however, reduces the alkalinity and 
appears to increase the effectiveness of ozonation. 20  
A second study used ozonation and ammonia strip-
ping as preliminary steps before PAC-aided biooxida-
tion of Oxy-6 retort water. 21  The results of these 
experiments revealed that low dosages of ozone (70 
mg/I) appear to slightly increase the biodegradability 
of Oxy-6 retort water. Ozonation also removes much 
of the color, indicating that some of the nitrogen 
heterocycles may have been oxidized. Following 
extensive integrated treatment, the major portion of 
the base/neutral organic compounds was not altered 
or mineralized. The predominant refractory chemical 
groups were unsaturated, oxygenated nitrogen 
heterocyles, especially pyrrolidinones, piperidinones, 
cycl ohexanopyrrol i di nones, and cycl opentanopi pen di-
nones. 

Partial oxidation or cleavage of ozonation of com-
plex high-molecular-weight organic compounds (which 
are commonly biorefractory) into polar, oxygenated, 
lower-molecular-weight fragments can substantially 
affect biodegradability. 22  The benefit of partial oxida-
tion has been shown for nonbiodegradable water-
soluble polymers. 23  Ozonation of polyethylene glycol, 
polyvinyl alcohol, pol yvi nyl pyrrol i done, and sodium 
polyacrylate reduces the molecular weights and 
improves biooxidation. 

Chemical oxidation by ozone or by ozone-
decomposition radicals can also be used to predict 
the extent of oxidation of biorefractory organic 
solutes in retort water by acclimated bacteria with 
competent oxygenase enzyme systems. Ozonati on 
can therefore be viewed as a facile means for 
predicting the maximum theoretical degree of oxida- 

tion that could be effected by aerobic biological 
treatment. 

Combined UV Irradiation/Ozonation 

UV radiation catalyzes the disproportionation of 
ozone into OH', 19  and superoxide ion, and promotes 
the production of organic free radicals. In contrast to 
hydroxide-ion mitigated ozone decomposition, ozone 
disproportionation by UV radiation is not restricted to 
the alkaline pH range. The existence of ozone 
decomposition products at acidic and neutral pH 
ranges precludes carbonate scavenging and ammonia 
oxidation due to shifts in the ion equilibria; this is a 
major advantage of the combined UV/ozone 
approach. In addition, chemical reactions mediated 
by UV/ozonation are significantly faster in the acidic 
than in the basic pH range. 24  Combined UV/ozonation 
has been reported as superior to either treatment 
alone for the elimination of biorefractory organic 
solutes from water and for the treatment of industrial 
wastewaters.1 7.19,25  Mineralization of refractory 
organic species by simultaneous UV/ozonation has 
been extensively reviewed. 26  

Combined ultraviolet irradiation and ozonation as a 
pretreatment to biooxidation may be more economi-
cal than complete chemical mineralization of refrac-
tory compounds. Structural alterations of sol utes 
effected by a brief exposure to UV/ozone may be 
sufficient to allow acclimated microorganisms to 
mineralize a significant portion of the formerly recalci-
trant solutes. Preliminary experiments show that 
some pesticides and industrial wastes can be 
sufficiently altered by UV/ozone treatment to make 
them degradable by acclimated soil microbiota. 27  
Perhaps the major drawback to this approach with 
respect to oil shale wastewaters is that, in a manner 
analogous to UV photolysis, both combined UV 
irradiation/ozonation, and ozonation alone create mul-
tiple products from each oxidizable compound, com-
plicating subsequent treatment. 17 ' 28  

In addition to its role as a pretreatment to biooxida-
tion, the chemical alterations effected by 
UV/ozonation may also model the degradative poten-
tial of microbial systems. If OH produced by com-
bined UV irradiation/ozonation is unable to com-
pletely mineralize refractory organic solutes in 
a waste stream, then it is unlikely that microbial oxy-
genases would be effective. 
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ACCOMPLISHMENTS DURING FY 1982 

As part of the Oil Shale Project's waste treatment 
research, ozonation and UV irradiation were 
evaluated both for their ability to directly oxidize 
organic solutes and for their indirect influence on 
biodegradability through minor structural alterations 
of refractory compounds in Oxy-6 retort water. Possi-
ble mechanisms of organic solute alterations were 
investigated by determining organic carbon 29  in 
reverse-phase fractions30  of time-course samples. 

UV Irradiation 

Short exposure to intense UV radiation was 
insufficient to mineralize or alter the recalcitrant com-
pounds in raw or spent retort water. The results of 
extensive UV irradiation of spent Oxy-6 retort water 
followed by biological treatment are presented in Fig. 
1. The lower graph is the cumulative UV energy sup- 
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Figure 1. Biooxidation of UV-pretreated spent Oxy-6 retort 
water. Left bar of each pair shows dissolved organic car-
bon after UV irradiation; right bar, after subsequent biolog-
ical treatment. Lower chart shows UV energy supplied. 
HpF = hydrophilic fraction (polar organic solutes); LpF = 
I ipophi I ic fraction (nonpolar organic solutes). 

(XBL 832-8321) 

plied to the photoreactor. Each pair of bars 
represents a sample withdrawn from the photoreactor 
at hourly intervals. For each pair, the first bar is the 
DOC concentration remaining after UV irradiation, 
and the second bar is the DOC concentration after 
subsequent biological treatment. The solid portion of 
each bar is the DOC concentration of the polar 
organic solutes (hydrophilic fraction, HpF), and the 
remaining portion is the concentration of the less-
polar solutes (lipophilic fraction, LpF). 30  Five hours of 
intensive irradiation did not mineralize a significant 
amount of DOC (<2%), remove the chromophoric 
substances that give retort water its characteristic 
color, or change the relative polarities of the organic 
constituents. Furthermore, UV irradiation did not 
appear to structurally alter the biorefractory organic 
compounds; biooxi dation after photochemical pre-
treatment did not mineralize additional carbon com-
pared with nonirradiated reinoculated control cultures 
(i.e., the difference in DOC for each pair of bars was 
equivalent to the control). 

Ultraviolet irradiation of retort water may have been 
ineffective because of the presence of photooxidation 
inhibitors. 31  Particulate and colloidal carbonates can 
protect organic solutes from the effects of UV irradia7
tion, 7  and the high concentrations of these species in 
this retort water may have prevented photoaltera-
tions. In addition, the chromophoric solutes of the 
water may have absorbed a significant amount of the 
UV radiant energy, preventing effective penetration 
into the water. 

Ozonation 

When low dosages of ozone gas were sparged 
through raw or spent retort water for short periods, 
the DOC concentration was not substantially reduced, 
nor were the structures of the biorefractory organic 
solutes altered. The effects of extensive ozonation of 
spent retort water are presented in Fig. 2; the lower 
graph represents the cumulative amount of ozone 
consumed. Although 5 hours of ozonation (7.1 mg/I-
mm) resulted in total ozone consumption and solubili-
zation of more than 1.6 gIl, only a small portion of the 
DOG was mineralized (4%). This portion, however, 
was primarily responsible for the color of spent retort 
water. 

In contrast to the low dosages of ozone used in 
preliminary experiments, extensive ozonation of spent 
retort water altered a significant portion of the resi-
dual organic solutes; 14% of the DOG that was previ- 
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Figure 2. Blooxidation of ozone-pretreated spent Oxy-6 
retort water. Bars as in Fig. 1. Lower chart shows ozone 
consumed. 	 (XBL 832-8322) 

ously recalcitrant became amenable to microbial 
mineralization. Of the DOC converted into biologi-
cally oxidizable structures (380 mg/I), approximately 
320 mg/I, or 84%, was at the expense of carbon in 
the HpF. Despite this result, the DOC concentration 
in the HpF after biological oxidation of the 5-hour, 
ozone-treated sample was higher than in the time-
zero, nonozonated, biologically treated sample (spent 
retort water); some of the more highly oxidized ozo-
nation products became even less degradable. 

Although prolific foaming is a major drawback to 
ozonation of raw retort water, foaming was not evi-
dent, when spent retort water was ozonated. This 
change probably resulted from the microbial minerali-
zation of aliphatic carboxylic acids, which can act as 
surfactants. The possibility of excessive consumption 
of ozone or free radicals by unprotonated ammonia or 
carbonate ions had been minimized by stripping 
ammonia from raw retort water by vigorous aeration 
during primary biooxidation (the ammonia concentra-
tion after 100 hours of incubation was reduced from 
86 mM to less than 2 mAin and by conducting the 
experiments at the unaltered pH of retort water, 
which isbelow9.0. 

The alteration of the refractory organic compounds 
and the elimination of the chromophoric substances 
most likely resulted from direct oxidation by the 
parent ozone molecule; the solution pH probably pre-
cluded the decomposition of ozone by OW into its 
highly reactive radicals. The susceptible solutes 
were gradually modified until the solution was devoid 
of these compounds, at which point ozone was no 
longer an effective oxidant. 

Combined UV Irradiation/Ozonation 

The organic solutes in raw and spent retort water 
were resistant to mineralization by short exposures to 
low dosages of ozone in conjunction with UV radia-
tion, and subsequent biooxidation was not improved. 
In contrast, 6 hours of simultaneous ozonation and 
UV irradiation of spent retort water mineralized 20% 
of the organic carbon and appeared to significantly 
alter the remaining biorefractory compounds. These 
latter results are presented in Fig. 3; the lower graph 
shows the cumulative amount of both ozone con-
sumed and UV energy supplied. 

Extensive UV/ozone treatment initially either 
mineralized the LpF organic solutes or transformed 
them into HpF solutes; oxidation of compounds would 
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be expected to increase their polarities. After 3 
hours of treatment, the LpF carbon continued to be 
mineralized, but further conversion to HpF carbon 
was not observed. The intense color of the spent 
retort water was almost entirely eliminated, and the 
usually persistent odor of the water became almost 
undetectable. 

Three hours of intensive ozonation coupled with UV 
irradiation also effected considerable structural 
alterations of the organic solutes in spent retort 
water so that an acclimated microbial seed was able 
to use approximately 400 mg/I of DOG that was nor-
mally unavailable. This auxiliary biooxidation was 
entirely at the expense of newly created HpF organic 
compounds; biodegradability of retort waters seems 
to correlate with increasing content of HpF organic 
carbon. 30  The composition of the water following the 
serial application of biooxidation, three hours of 
UV/ozonation, and exhaustive secondary biological 
treatment was similar to that of spent water after 5 
hours of ozonation followed by biotreatment. 

Simultaneous UV/ozone treatment of spent water 
beyond 3 hours resulted in a reversal of the trend of 
increasing biodegradability. Further biodegradable 
HpF carbon was not generated, and the HpF that 
remained appeared to become biorefractory. After 6 
hours of combined UV/ozonation of spent retort 
water, only 1% of the DOG was susceptible to micro-
bial attack, although most of the remaining solutes 
comprised HpF carbon. For the 6-hour sample, the 
HpF carbon actually increased as a result of secon-
dary biotreatment; the bacteria were growing at the 
expense of the LpF carbon and apparently altering a 
portion of this carbon to refractory HpF compounds. 
Microbial catabolic incompetence may not have been 
the only factor limiting the degradation of the remain-
ing solutes; increased toxicity, threshold-
concentration effects, or the lack of a specific 
nutrient or enzyme cofactor may have limited further 
mineralization of the DOG. 

The LpF carbon from raw, spent, and UV/ozonated 
spent retort water was analyzed by gas/liquid chroma-
tography for volatile nitrogenous organic compounds. 
Six hours of UV/ozonation eliminated most of the 
lower- and higher-molecular weight volatile nitrogen-
containing compounds from the LpF (Fig. 4). In addi-
tion, the concentration of the intermediate-
molecular-weight nitrogenous compounds in the LpF 
was greatly reduced. These compounds were either 
mineralized or transformed into HpF nitrogen-bearing 
compounds. 
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Figure 4. Gas chromatograms of raw, spent, and 
UV/ozone-treated spent Oxy-6 retort water (nitrogen-
selective detection); the UV/ozone treatment has clearly 
eliminated most of the nitrogen-containing compounds from 
the lipophilic fraction. (XBL 832-8324) 

Extensive UV irradiation combined with ozonation 
mineralized much of the DOG after 6 hours, but 
further biological treatment was unsuccessful. 
Although color and odor were nearly eliminated, 41% 
of the DOG of raw retort water remained after exhaus-
tive serial treatment by primary biooxidation, 
UV/ozonati on, and secondary biooxi dati on. The 
organic solutes that remained appeared to be ref rac-
tory to both chemical and microbial oxidative altera-
tion or mineralization. Other physicochemical 
methods that effect complementary treatment may be 
required to upgrade oil shale wastewaters for reuse 
or codisposal. 

PLANNED ACTIVITIES FOR FY 1983 

The nonspecific application of UV irradiation and 
ozonation may exacerbate the problems of bacterial 
enzyme specificity and solute threshold-concentration 
effects by producing a multitude of oxidation pro-
ducts, each varying in its susceptibility to microbial 
attack. UV irradiation and ozonation should be 
judged for their combined abilities to mineralize 
organic material, but their effect on the subsequent 
biotreatability of residual solutes should not be 
neglected. 

Research will continue on the inability of microor-
ganisms to degrade the organic solutes .that remain 
in spent retort waters. Emphasis will be placed on 
inducing the enzyme systems required for the cata-
bolism of nitrogen heterocycles. Data from the 
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exhaustive biotreatment of waters from a range of 
retorting processes may give an indication of the 
possible success or reasons for failure of this treat-
ment method. 

Fixed-film bioreactors or trickling filters have been 
used successfuliy to treat industrial wastes, and they 
hold promise for upgrading oil• shale process waters 
for reuse. The use of spent or raw shale as a support 
for a fixed microbial film will be assessed. 

Five analytical methods have been validated for oil 
shale process waters, and detailed operator protocols 
and background theories have been compiled ma 
recently completed manual. 32  A prerequisite of con-
tinued research on these process waters is the 
development of valid analytical methods for the 
determination of specific chemical classes, such as 
nitrogen heterocycles, and for the determination of 
solute molecular weight distributions. Such new 
methods will be reported in a subsequent edition of 
the manual. 
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COMBUSTI ON RESEARCH 

THEORETICAL AND EXPERIMENTAL 
STUDIES OF REACTIONS IMPORTANT IN 

COMBUSTI ON * 

N.J. Brown, J.A. Miller,t  and O.M. Rashed 

Combustion chemistry consists of complex, multi-
step chain mechanisms involving reactive radicals 
which are present in small concentrations. The com-
plexity of the mechanisms, the inherent difficulties of 
working in high-temperature environments, and the 
large number of species involved with the oxidation of 
a fuel—all make the study of combustion chemistry 
quite difficult. 

Our current research is concerned with the applica-
tion of theoretical chemical kinetics to study uni-
molecular and bimolecular reactions important in 
combustion processes. We also use modeling tech-
niques to extract mechanistic information for catalytic 
combustion and to acquire a better understanding of 
combustion inhibition. The theoretical studies are 
investigated using classical trajectories with realistic 
potential energy surfaces. Special emphasis is 
placed upon elucidating the role of molecular angular 
momentum on intramolecular and intermolecular 
energy transfer and reactivity. Recently, we have 
investigated intermolecular energy transfer important 
in low-pressure-limit unimolecular kinetics and reac-
tivity in a four-center bimolecular system. 

ACCOMPLISHMENTS DURING FY 1982 

With Dr. James A. Miller of Sandia National Labora-
tory, we have investigated the low-pressure-limit uni-
molecular dissociation of HO 2  resulting from collisions 
with He. A potential energy surface which accounts 
for the rare-gas/HO2  interaction has been con-
structed. The surface with the He atom at infinity is 
the ab initio surface of Melius and Blint 1  that we used 
in our high-pressure-limit studies. 2  The rare-gas 

This work was supported by the Director, Office of Basic Energy Sciences, 
chemical Sciences Division of the U.S. Department of Energy under Contract 
No. DE-AC03-76SF00098. 

tComJ5tiOn Research Facility, Sandia National Laboratories, Livermore, 
California.  

interaction with the three atoms is added to the 
Melius-Blint surface and is derived from experimental 
studies of rare-gas scattering. The collisions have 
been investigated as a function of translational tem-
perature, total molecular internal energy, and total, 
molecular angular momentum. Threshold energy for 
H02  is approximately 47 kcal/mol, and our calcula-
tions were performed at molecular internal energies 
between 30 and 46 kcal/mol. At the termination of 
each trajectory, the energy transferred into each 
degree of freedom and the angular momentum 
transferred are calculated. Averages of these quanti-
ties are conputed for a given set of trajectories 
characterized by a common translational tempera-
ture, internal molecular energy, and distribution of 
molecular angular momentum. The energy transfer is 
also separated into up and down portions, which are 
also averaged for comparison with commonly used 
t.heories. Histograms describing the energy transfer 
distributions and two-dimensional histograms which 
provide insight into the energy coupling in the 
molecule were determined for the various sets. 
Correlation coefficients were also calculated to pro-
vide information on the coupling among the three 
types of energy. 

The most remarkable and somewhat disheartening 
feature of the energy transfer  distributions is that 
they have very long tails. With the loss-and-gain 
energy transfer mechanisms, these tails account for 
the slow convergence of the averages in a particular 
ensemble. A meaningful average for the kinetic, 
rotational, and vibrational ehergy transferred requires 
on the order of 5000 trajectories. A two-dimensional 
histogram showing the distribution of the rotational 
and vibrational energy transferred for an ensemble is 
shown in Fig. 1. Note that the long tails on the distri-
butions are in conflict with the commonly used 
exponential-gap model of energy transfer. 

The effect of increasing the initial kinetic energy 
on the energy transfer characteristics is to increase 
the width of the energy distributions. On the aver-
age, kinetic energy is gained in sets of collisions 
characterized by small values of initial molecular 
angular momentum (less than lOb). The average 
vibrational energy transferred in a collision increases 
with initial molecular angular momentum for a fixed 
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Figure 1. A two-dimensional histogram showing the distri-
bution of energy transferred to the rotational degrees of 
freedom of H02  from collisions with He in an ensemble 
characterized by a temperature of 800 K, 46 kcal/mol ini-
tial molecular energy, and initial angular momentum less 
than lOh. The Y-axis indicates change in rotational energy 
while the X-axis indicates the change in the vibrational 
energy. The ordinate represents the fractional population 
of the ensemble. (XBL 837-10550) 

total energy. Energy transfer mechanisms involve 
energy transfer among kinetic, rotational, and vibra-
tional degrees of freedom. Average angular momen-
tum changes in the molecule were usually less than 
three angular momentum units. 

We began work on a microcanonical transition 
theory that includes molecular rotation and tunneling 
corrections. Reliable saddle-point characteristics are 
needed to use this theory. We are attempting to 
explore the limitations of this approach and to eluci-
date its positive attributes. We will use this formal-
ism to compute rate coefficients for molecules of 
interest in combustion. 

We have made progress with our classical dynam-
ics study of the reaction H 2  + OH - H20 + H. This 
work has as its primary objective the determination of 
the effect of initial rotational energy on reactivity. 
The potential energy surface used is the analytical 
form of Schatz and Elgersma3  of the ab initio Walsh 
and Dunning4  surface. In the determination of the 
integration conditions, we began observing some 
anomalous trajectories in which a rather long-range 
orbiting type of behavior was noted as the H 2  and OH  

were moving apart. Further investigation led to the 
conclusion that there were some long-range wells in 
the surface that were artifacts of the analytical fit. 
This was verified by evaluating the potential energy 
for several geometries when the reactant molecules 
were at intermediate distances as well as quite far 
apart. Subsequent work was concerned with evaluat-
ing the effect of anomalous potential surface charac-
teristics on the reactive attributes of the system. At 
high initial kinetic energies, the potential is suitable 
for use in dynamics studies. The question of lower 
initial kinetic energies can only be answered by 
removing these unusual surface properties and 
thereby generating a surface with the proper asymp-
totic behavior while retaining the favorable descrip-
tion at close distances. We are currently exploring 
this approach. We are also investigating methods for 
computing the product energy distribution. 

Papers describing modeling studies of flame inhibi-
tion and catalytic combustion have been com-
pleted. 5 ' 6  In the flame inhibition study, the combus-
tion environment was treated as a well-stirred reac-
tor. The inhibitors considered were HCI and HBr, and 
the combustion mixtures were of hydrogen/ 
oxygen/argon in varying equivalence ratios. Inhibition 
was investigated as a function of pressure, 
equivalence ratio, and inhibitor concentration. Inhibi-
tor effectiveness was determined by the competition 
between the radical-scavenging ability of an inhibitor 
and the exothermicity of the scavenging reactions. 
For all cases considered, HBr was more effective in 
scavenging active radicals than HCI. At 0.01 

atmospheres, HCI was a more effective inhibitor in 
lean and stoichiometric mixtures while HBr was more 
effective for rich mixtures at 0.01 atmospheres and 
for all atmospheric pressure mixtures. The effective-
ness of HBr over HOP is illustrated in Fig. 2, where 
blowout residence time is plotted as a function of 
inhibitor concentration. 

The high-temperature oxidation of Il2  on a platinum 
catalyst in the presence of excess air has been stu-
died over a range of surface temperatures from 450 
to 1070 K and equivalence ratios from 0.05 to 0.20. 
The experimental system considered was the laminar 
boundary layer of a heated catalytic plate. Under all 
conditions considered, the surface reaction rapidly 
became diffusion-limited downstream of the plate-
leading edge. A finite-difference scheme was used to 
model numerically the flow field above the plate sur-
face. This enabled surface reaction rate data to be 
obtained under conditions in which surface reaction 
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for the Ha/OH system will be refitted to give reason-
able asymptotic limits, and studies of the bimolecular 
reaction willcontinue. Work will begin on the uni-
molecular kinetics of a four-atom polyatomic 
molecule. Research will also continue on statistical 
theories of reactions important in combustion sci-
ence. 
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NUMERICAL MODELING OF TURBULENT 
COMBUSTION* 

A.F. Ghoniem, A.J. Chorin, and AK. Oppenheim 

Our approach uses the random vortex method to 
treat turbulent flow fields associated with combustion. 
Flame fronts are considered as interfaces between 
reactants and products propagating with the flow and 
at the same time advancing in the direction normal to 
themselves at a specified burning speed. Burning 
speed is associated with the generation of specific 
volume (the flame front acting, in effect, as the locus 
of volumetric sources) to account for the expansion 
of the flow field from the exothermicity of the combus-
tion process. The model was applied to the flow in a 
channel equipped with a rearward-facing step. The 
results we obtained revealed the mechanism of for-
mation of large-scale turbulent structures in the wake 
of the step, as well as the stabilization of the flame 
on the outer edges of these eddies. 1  

ACCOMPLISHMENTS DURING FY 1982 

We concentrated upon three topics: 

Fundamental aspects of the modeling tech-
nique. 
Application of the model to the formation of 
a turbulent jet. 
Development of an aerodynamic approach 
to the properties of turbulent flames. 

Fundamental Aspects of Modeling 

Three problems have been successfully pursued. 
The first was to develop the random-element 
method, 2  an application of the random-walk technique 
to model diffusion of energy. Instead of vortex sheets 
and vortex blobs, the method uses heat-transfer 
sheets, or temperature-jump elements, and blobs of 
internal energy that carry thermal gradients from 
heat-conducting walls to the interior of the field, 
redistributing them by diffusion. The fundamental 
idea behind random-walk modeling of diffusion is the 
identity between the Green's function representing 
the solution of the diffusion equation and the proba-
bility density function of a Gaussian random variable 

This work was supported by NASA on Grant NAS 3-131 and by the Office 
of Basic Energy Sciences, avision of Engineering Research of the U.S. 
Department of Energy under Contract No. DE-AC03-765F00098.  

with zero mean (see Table 2 in Ref. 3). Preliminary 
results obtained by this method were presented last 
year (Fig. 5 in Ref. 3). 

The extension of this technique to handle two-
dimensional diffusion is presented in Table 1. A one-
dimensional approximation close to the walls is 
employed to implement isothermal boundary condi-
tions, while energy elements are used in the interior 
to diffuse its energy. Figure 1 compares the tem-
perature profiles along the diagonal of a corner and a 
square with the corresponding analytical solutions. 

The second fundamental problem we solved was 
the generation of vorticity by the interaction between 
the pressure field and density gradients—a mechan-
ism important to both flames and buoyancy effects. 
The motion of the temperature-jump elements, 
governed by the algorithm of the random-element 
method, generates elements of vorticity in the interior 
of the field, while additional elements are generated 
by the no-slip condition at the walls. Table 2 
describes how the random-walk method is used in 
conjunction with the principle of time splitting to 
solve the system of equations that describes a 
natural convection field over a vertical infinite isother-
mal wall. Figure 2 shows our solution (thick lines) in 
comparsion to one obtained by a finite-difference 
technique for two values of the Prandtl number. 4  

The third problem was flame propagation. Our ori-
ginal computations 1  considered the flame as, essen-
tially, a jump in density. Its front was treated, there-
fore, as an interface propagating as a consequence 
of advection and self-advancement at a specified nor-
mal burning speed. In order to treat flame propaga-
tion as the propagation of a reacting surface 
governed by a chemical reaction proceeding at a 
finite rate, the problem was recast in terms of a 
reaction-diffusion equation in temperature. The algo-
rithm of the random-element method was then 
applied to solve this problem by adjusting the 
strength of the temperature-jump elements as they 
move according to the rate of reaction (Table 3). 
The random-element algorithm was tested by compar-
ing its solution with those of the finite-difference and 
finite-element methods, demonstrating its capability 
to calculate flame propagation with proper accuracy. 
Figure 3 shows the results of numerical computations 
evaluated for f(T) = T(1-T), when the integration of 
the reaction part of the equation is done using a 
first-order Euler scheme in the first case [Fig. 3(a)] 
and an exact integral in the second case [Fig. 3(b)], 
both in comparison to the analytical solution. 
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Table 1. A hybrid scheme for representing two-dimensional diffusion in. 
combustion. 

Boundary 	 Interior 
Domain 	 (y <ös ) 	 (Y > s) 

OT 	82T aT 	2 Differential 	 - = a - 	 - = aV T 
at 	8y2 	 at 

Boundary condition 	T = 1 . 	 T = 

Diffusing element 	öT, 	 .5e1  

Coupling 	 öe1 	ÔT, * (y1 -i3) 	 ÔT, = ±e1/ô 

Stochastic solution 	r(t+t) 	r1 (t) + m 	r(t+t) = r,(t) + 71i 

Sampling 	 T 
= •d 

 + 6 T1 H(y-y1 ) 	T = 	öe, ö(r-r,) 
s x Mi  

Note: 82 = 2cr, the thickness of the one-dimensional diffusion layer; 8A = 
area element. 

Table 2. Pressure-density interaction: 	Random- 
walk method. 
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Figure 1. Temperature distribution along the diagonal with 
two isothermal walls at T = 1: (a) for a corner; (b) for a 
square. 	 (XBL 832-8042) 

Differential equations -aT   = a 
82T 

at ôx 

au  - 	=v-4 +g(T-T) 
at 

Initial conditions T = 0; 	u = 0 

Boundary conditions x = 0; 	T = 1; 	u = 0 

x=oo; 	T-0; 	u = 0 

Fractional steps 
ÔT 	82 T 	 82E --- = a -- ; 

• at 	8x 

Vorticity production By = g13 5T 

T 	6 T H(x-x,) 

7 = 	by H(x-x,) 
N 

N(t+it) = N(t) +2n 

Note: 	n = number of temperature jump elements; 
N = number of vortex elements. 
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Figure 2. Velocity profiles parallel to a vertical plane set 
at T = 1 in a fluid initially at T = 0. (The motion is 
induced by natural convection.) Thick lines represent our 
solution (random-element method); thin lines, those of a 
finite-difference technique. Solutions are for two values of 
the Prandtl number. (XBL 832-8043) 

Table 3. Reaction-diffusion equation. 

Differentialequation -

aT 	o T = -- + f(T) 
at 	a 

Initial condition T(x,0) = T0 (x) 

Boundary conditions T(+0) = 0; 	T(—,0) = 1 

Solution: 

Fractional steps T(nt) = [R(t) D(it)] 	T0  

Reaction = 	f(T) 
dt 

Diffusion 
ÔT 	3T
- = - 
at 	ax 

Deterministic result ÔT,(t + 	t) = oT,(t) + 	f(7)zt 

Stochastic result T = 7, 6T, H(x—x,) 

k(t + it) = x,(t) + i, 

E[] = 0; 	E[ 2] = 2zt 

OM' ( a) 

T 
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Figure 3. Temperature profiles in a flame described by a single reaction-diffusion equation: (a) integration 
of the reaction equation performed by the use of a first-order Euler scheme; (b) numerical solution 
obtained using exact solution of the reaction equation. Thin curves represent the analytical solution. 

(XBL 832-8044) 
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Application to Turbulent-Jet Formation 

The random-vortex method was applied to the prob-
lem of the formation of a planar, two-dimensional tur-
bulent jet at high Reynolds numbers. Figure 3 in Ref. 
5 describes the elementary processes of the random 
vortex method and their implementation to solve the 
convect i on-diffusi on equation. The results, expressed 
in terms of the development of the vorticity field, are 
presented in Fig. 4. They reveal the formation of 
large-scale turbulent eddy structures on both sides of 
the jet with a potential core inside. A few jet widths 
downstream, the two layers start to interact, and the 
flow becomes dominated by the pairing of eddies on 
both sides. The turbulent eddies grow by entraining 
the nonturbulent fluid, while, as a result of the 
interaction between positive and negative vorticity, 
their trajectories become more and more convoluted. 
These pictures display a remarkable resemblence to 
experimental photographs obtained by Dimotakis et 
al. 6  across the plane of symmetry of an axisymmetric 
jet. 

Aerodynamic Theory 

Our numerical modeling studies, supported by 
experimental observations of turbulent flames, lead to 
our third topic, the development of an aerodynamic 
theory of turbulent flame propagation. The theory is 
based on the concept that the flow field is dominated 
by a large-scale eddy structure, while the flame frpnt 
is established at the outer contours of the eddies and 
acts as a semi-permeable membrane around the 
burnt gas. We are now studying7  the aerodynamic 
patterns produced by the interaction between these 
eddies and the expansion due to the exothermic 
effects of the combustion process. 

PLANNED ACTIVITIES FOR FY 1983 

The next phase of our work will be concerned pri-
marily with applications of the random-walk methods 
we developed to a variety of problems in turbulent 
flow and combustion. This effort will be enhanced 
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Figure 4. Sequential series of computer plots of vortex fields in a turbulent jet at a Reynolds number Re 
= 104. 	 (XBL 832-8045) 
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significantly by arrangements to use the Cray com-
puter at the NASA-Ames Research Center. 

Of the particular problems we plan to treat, the 
most prominent are the following: 

Inflammation (i.e., the spreading of the 
flame front in a flow field) of a turbulent jet. 
Inflammation of turbulent flow in a channel. 
Response of the turbulent combustion sys-
tem in a channel behind rear-facing steps 
of various aspect ratios (ratios of step 
height to channel width) to an increase in 
the exothermicity of the combustible mix-
ture (corresponding to an increase in the 
fuel/air ratio); the results should provide 
specific information on the mechanism of 
flashback. 
Behavior of flames governed by a given 
reaction-rate law in a two-dimensional flow 
system. 

Concomitantly to numerical modeling, we intend to 
pursue analytic studies of the rudimentary aero-
dynamic components of turbulent flames along the 
lines specified at the end of the last section, i.e., the 
interaction between eddies and exothermic expan-
sion. 
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CONTROLLED COMBUSTION * 

N.J. Brown, C. D. Carter, K. Horn, F. C. Hurlbut, 
D. Lucas, A. K. Oppenheim, R. B. Peterson, 

R.F. Sawyer, and HE Stewart 

The principal objective of this project is to acquire 
fundamental knowledge for the development of con-
trolled combustion systems. For power plant and 
internal combustion engine technologies, such sys-
tems offer the prospect of simultaneously maximizing 
thermal energy conversion efficiency, minimizing pol-
lutant emissions; and optimizing the tolerance to a 
wide variety of fuels. Of key significance in this 
respect is the establishment of as homogeneous a 
combustion process as possible in a lean, gaseous 
air-fuel mixture—a process that is associated with a 
distributed, multipoint initiation. A thorough under-
standing of ignition—the initiation of the self-
sustained exothermic process of combustion—is thus 
essential, and the primary emphasis is therefore 
placed on an experimental study of the fundamental 
features of ignition. Using as the test media an 
assortment of lean gaseous mixtures, ranging from 
noble gas-diluted hydrogen-oxygen to relatively heavy 
hydrocarbon vapor-air, all contained in a closed 
vessel, we employ a variety of ignition methods, 
including flash photolysis, electric spark discharge, 
plasma jets, and jets of incomplete combustion pro-
ducts. 

This work was supported by Assistant Secretary for Conservation and 
Renewable Energy, Office of Transportation Programs, Division of Transporta-
tion Energy of the U.S. Department of Energy under Contract No. DE-AC03-
76SF00098. 
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The major objective of the experimental program is 
to determine the particular role played in ignition by 
active radicals. Consequently, the most important 
measurement is concerned with their concentration 
histories. This measurement is accomplished with a 
high-frequency-response molecular-beam mass spec-
trometer that has been designed and built especially 
for this purpose. The results will be interpreted by a 
thermochemical analysis that follows the theoretical 
concepts of Semenov 1  and Frank- Kamenetski i2  for the 
rationalization of the transient process of ignition in a 
closed system. This is supplemented by numerical 
modeling of flame propagation in turbulent flow, car-
ried out by the use of the random-walk methods we 
have developed in collaboration with their originator, 
Professor A. Chorin of the University of California, 
who is actively participating with us in this endeavor. 

The operating characteristics of the molecular-
beam mass spectrometer have proven most satisfac-
tory after its relocation from the UC Berkeley campus 
to LBL, and the experimental testing program is in 
progress, with flash photolysis of NO 2  used to ignite a 
helium-diluted hydrogen-oxygen mixture. In the con-
comitant analytical studies, we have been able to 
deduce the classical ignition limits by appropriate 
scaling of the thermal relaxation time. The technique 
we developed for numerical modeling of combustion 
in a turbulent flow system has recently been pub-
lished in Philosophical Transactions of the Royal 
Society. 

ACCOMPLISHMENTS DURING FY 1982 

Our work last year consisted of the development of 
the theoretical as well as experimental methods of 
approach. The first was concerned with the funda-
mental aspects of the thermochemistry of ignition; 
the second, with a molecular-beam mass spectros-
copy of sufficiently high resolution and frequency 
response to record the variation of active radicals 
that appear in extremely low concentrations over a 
submillisecond of time. Progress made in both 
endeavors is reported here in turn. 

Thermochemistry 

To formulate the analytical features of ignition, it is 
sufficient to consider a thermodynamically closed, 
homogeneous chemical system surrounded by a 
compressible medium that may absorb the work of 
expansion and act as a heat sink. The basic theory  

of this process has been formulated by Semenov 1  and 
Frank-Kamenetskii, 2  and some of its analytical 
features have been included in the recently published 
textbook of Zeldovich et al, 3  Its essential properties 
with respect to the case of photoignition have been 
exposed by Gray and Yang, 4  while the more general 
case of a thermochemical process has been treated 
by Guirguis et al. 5  The salient features of this 
approach have been described in the 1980 Annual 
Report. 6  A brief rendition is as follows. 

The dynamic behavior of the system in the course 
of ignition can be described by reaction rate expres-
sions, which specify the speed with which molecular 
species are transformed by chemical reaction, and by 
the energy conservation equation, including the 
effect of losses to surroundings. 

The solution is expressed in terms of integral 
curves on a multidimensional phase-space whose 
coordinates are the temperature and concentrations 
of all the chemical species participating in the reac-
tion. The results provide a sharp definition for igni-
tion temperature—a threshold between ignition and 
extinction which, for a given chemical system, is a 
function of the thermal relaxation time (the time con-
stant of temperature decay due to heat transfer 
losses). 

The results we obtained on this basis for the 
hydrogen-oxygen system are in remarkably good 
agreement with the classical auto-ignition limits (usu-
ally referred to in the literature by the misnomer 

explosion limits"). 
This is in drastic contrast to the views expressed 

so far in the literature, where each segment has been 
credited to different effects: the so-called first 
explosion limit" at low pressures was believed to be 
due to quenching by wall effects; the second explo-
sion limit" at intermediate pressure to the direct 
effects of chain branching; and the third explosion 
limit" to the effects of heat conduction. 7  Thus, get-
ting all three as a consequence of one comprehen-
sive theory is indeed quite an accomplishment. 

We are provided, moreover, with a satisfactory 
demonstration of the physical validity of our relatively 
simple method of approach and a proof that the a 
priori artificial assumption of a constant relaxation 
time is in fact quite realistic. Encouraged with these 
results, we are now ready to tackle the more practi-
cal case of heavier hydrocarbon-air mixtures for 
which there is as yet just a modicum of chemical 
kinetic-rate data available. 
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Molecular Beam Mass Spectrometer 

This apparatus has been relocated from the UC 
Berkeley campus to Building 70 of LBL. The move 
was associated with a number of modifications, as a 
consequence of which the performance of the system 
has been significantly improved. Most prominent 
among them are the following (see Fig. 1): 

The beam path was shortened to —30 cm 
by the installation of a completely 
redesigned skimmer support and cone. 
A new source nozzle permitting sustained 
operation at high temperatures and 
elevated pressures was designed and fabri-
cated. 
Pumping capacity was increased by the 
installation of a 10-inch diffusion pump in 
the first stage and a 6-inch closed-cycle 
cryopump in the third stage. The first 
pump makes it possible to have a source 
nozzle as large as 0.018 cm in diameter 
while maintaining a pressure of —4 X 10 
Torr in the first stage with an atmospheric 
pressure in the test space. The second 
greatly reduces the background noise. 
A new chopper/trigger pulse system was 
built to eliminate fluctuations we encoun-
tered earlier; these were due to speed vari 
ation and mechanical imperfections in the 
original setup. 

Figure 1. Molecular-beam mass spectrometer system. 
(XBL 831-7596) 

The signal train of the quadrupole was 
ameliorated by a suitable modification of 
the electronic circuit. 
Test cells for photolysis-induced ignition 
experiments using high-power flash tubes 
were designed and ponstructed—one for 
molecular-beam sampling, and another for 
a separate operation using standard 
measuring techniques and optical diagnos-
tics, such as high-speed schlieren cinema-
tography. 

The remodeled apparatus was then subjected to 
the following performance tests: 

Examination of the properties of the molec-
ular beam under the influence of the dis-
tance between the source and the nozzle 
and the alignment of the source cone. A 
Mach number of --10 was routinely 
acheved for air beams at atmospheric 
pressure and room temperature. 
Observation of major effects of ignition in a 
mixture of 112/0211\102/Ar initiated by flash 
photolysis, particularly the variation of pres-
sure and the time-of-flight signal due to the 
change of state of inert diluent. This is 
illustrated by Fig. 2, presenting the pres-
sure transducer and the argon quadrupole 
signals recorded by our high-speed mul-
tichannel analog/digital converter in a 
3/61/20 mixture of the constituents 
specified above at an initial pressure of 0.4 
atm. 

0.00 	 .00 	 2.00 	 9.00 	 4.00 	 5.00 	 0.00 	 7.00 	 0.00 	 0.00 	 10.00 

Figure 2. Argon signal (mass 40) and pressure transducer 
record in the course of flash photolysis of Ar/1 12/02/NO2  
mixture at 0.4 atm pressure and room temperature. 

(XBL 831-7597) 
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(3) 	Investigation of the effects of rapidly vary- 
ing pressure and temperature on the qua-
drupole signal—a necessary prerequisite 
for the measurement of composition 
changes using the mass spectrometer, so 
that such effects could be eliminated. 
Whereas the influence of pressure has been 
studied previously, 9  the effects of tempera-
ture have so far been unexplored. The 
pressure effects we observed are in good 
agreement with previous studies. 10  Someof 
the results we obtained with different 
source temperatures are displayed in Fig. 
3. The record presents signals of an Ar 
beam at two source temperatures, 300 K 
and 900 K, with atmospheric pressure main-
tained in both cases. The higher tempera-
ture beam arrives at the detector sooner 
and has a different width. The signals were 
normalized by their amplitudes, hence their 
peak values are the same. 

To facilitate the interpretation of data provided by 
the time-of-flight signals, a computer program was 
developed to calculate the expected beam perfor-
mance. Its results are used to fit arrival times and 
Mach numbers to those measured experimentally. 
Preliminary tests indicate that sampling from a homo-
géneous mixture is not ideal, as evidenced by altera-
tions in arrival times due to admixing of cooler gas 
coming from the boundary layer at the wall of the 
nozzle. This effect evidently has to be taken into 
account in concentration measurements. 

In analyzing the effects of beam chopping during a 
transient event, we have found that it should be pos- 

0.90 

0.80 	 1 

< 0.70 
('j 
c 0.60 
0) 	 . 

5 0.50 	 : 

0.40 	900K 	- 

cc 0.30 
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0.10 

0.00. . V. V. 
0.00 0.08 0.16 0.24 0.32 0.40 0.48 0.58 0.84 0.72 0.80 

Time msec 

Figure 3. Time-of-flight signal of argon beam at 300 and 
900 K. 	 (XBL 831-7598) 

sible to attain a time resolution of -'100 
microseconds in the course of combustion, when the 
gas temperature is in excess of 1700 K. This directly 
contradicts recently published estimates 11  that sug-
gested time resolution might be drastically reduced 
at typical hydrocarbon-air flame temperatures. 

PLANNED ACTIVITIES FOR FY 1983 

Our objectives for the next phase of these studies 
will be to: 

Apply 	our 	theory 	of 	ignition 	to 
hydrocarbon-air mixtures. 
Measure concentration history of chemical 
species participating in the photolytic igni-
tion of H2IO2I1\102IAr mixtures, and the con-
comitant physical properties of the reacting 
medium contained in the test cell. 
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HEAT AND MASS TRANSFER WITH 
COMBUSTI ON * 

R. Greif, J. Woodard, S. Vosen, 
and C. Yen 

A major goal of this research has been the experi-
mental and theoretical determination of the variation 
over time in the heat and mass fluxes during 
compression and combustion. This is not only of con-
siderable practical importance, but also of fundamen-
tal interest since it is anticipated that these results 

This work was supported by the Assistant Secretary for Conservation and 
Renewate Energy, Office of Transportation Programs, Division of Transporta-
tion Energy Conservation of the U.S. Department of Energy under Contract 
No. DE-A003-76SF00098.  

will elucidate basic aspects of combustion 
phenomena. 

Previously, measurements were carried out in a 
single-pulse, compression-expansion apparatus bui It 
to, study reciprocating engine processes under well-
controlled laboratory conditions simulating the opera-
tion of a spark-ignition engine. 1  Completed studies in 
the apparatus have included the experimental and 
theoretical determination of the unsteady wall heat 
transfer in nonreacting gases during piston compres-
si on 2,3 

That work has been extended to include reacting 
gases. In view of the complex nature of piston 
compression processes, it was decided to first carry 
out measurements during combustion in a shock tube 
in the end-wall region behind the reflected shock 
wave. 4 ' 5  This is desirable because, during the pre-
ignition period, the free-stream temperature and pres-
sure are constant, and the phenomena during this 
period are well understood. When ignition occurs, 
the effects of combustion are clearly displayed, pro-
viding a useful basis for appraisal. 4 ' 5  

Here we report on heat and mass transfer studies 
of reacting gases. This work was conducted in con-
junction with flame- propagat ion studies in two 
constant-volume cells. The experiments were per-
formed in a new facility constructed for this purpose. 

ACCOMPLISHMENTS DURING FY 1982 

Pressures wall temperatures, and schlieren films 
were obtained simultaneously for a series of combus-
tion processes in which premixed methane and air 
reacted in a constant-volume chamber. 6  From these 
data, the temporal variation of the flame speed and 
the wall heat flux were determined. This portion of 
the research was carried out in collaboration with 
Professor R. F. Sawyer and D. Hirvo. 7 ' 8  Data were 
obtained for equivalence ratios varying from 1.1 to 0.6. 
The experiments were carried out in a single-pulse 
compression-expansion apparatus which permitted 
full optical access to the phenomena.' In these 
experiments, the piston was fully withdrawn so that 
the test section served as a constant-volume system. 
The results indicate that side-wall interactions affect 
flame speed. The wall heat-flux data show that heat 
transfer varied with distance from the flame; they also 
show a strong sensitivity to the equivalence ratio. 
Specifically, for an equivalence ratio of 0.6, the upper 
wall (at locations far from ignition) reaches a max-
imum heat flux at significantly later times than the 
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bottom wall. 	This is due to the more horizontal orien- 
tation of the flame at this equivalence ratio, which is 
attributed to the effect of buoyancy. 8  

Tests have also been carried out in a new test cell 
designed and constructed under the supervision of  
Professor A. K. Oppenheim. 	The test cell has the 
approximate shape of two bisecting 9 inch cylinders, 
3-1/2 inches in diameter. 	Optical measurements may  
be made through 1-1/4 inch quartz windows that lie 
along the axis of one of the cylinders. Other instru- 
mentation may be mounted through end ports at the 
ends of the second axis. 	Four additional ports pro-  
vide access for a pressure transducer, and a spark 
plug, an inlet for the combustible gas mixture, and an 
outlet for the burnt gases. 	Some tests have been 
carried out for a methane-air flame encountering a 
cold, 	impermeable end wall. 	Pressures, wall tem-  
peratures, and schlieren films have been obtained for 
these runs. The wall heat flux has also been deter- 
mined for several conditions. 

Preliminary predictions of the unsteady wall heat  
fluxes have been made 	by C. 	Westbrook of the 
Lawrence Livermore National Laboratory, using the 
computer program HCT. 9 	These calculations show 
trends 	very 	similar 	to 	the 	data. 	Further 	work 	is 
needed 	to 	extend 	the 	calculations 	to 	conditions 
corresponding to the test cases. 

 
PLANNED ACTIVITIES FOR FY 1983 

Additional experiments will 	be carried out in the 
new 	test 	cell 	over 	a 	range 	of 	pressures 	and 
equivalence 	ratios. 	Predictions 	of 	the 	wall 	heat 
fluxes and the species distributions will also be made, 
using extended versions of the HCT code. 	In addi- 
tion, 	results will 	also be obtained on the basis of  

integral, quasi-steady, and numerical methods. 	The 
planned comparison 	of 	the 	theoretical 	predictions 
with the data should elucidate fundamental aspects 
of combustion phenomena. 	It is also planned to carry 
out 	measurements 	and 	calculations 	for 	reacting  

gases during piston compression. 
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FLAME PROPAGATION* 

D. Dunn-Rankin and R. F. Sawyer 

Operation of internal combustion engines under 
lean conditions offers the possibility of improved 
efficiency and reduced emissions. The difficulties 
associated with lean combustion include reduced 
flame-propagation speed and flame quenching. This 
fundamental study of flame propagation under internal 
combustion conditions is directed at understanding 
and solving these difficulties. 

ACCOMPLISHMENTS DURING FY 1982 

A study of approximately two-dimensional flame 
propagation in a constant-volume enclosure was con-
ducted. The chamber had a square cross section (38 
X 38 mm) and variable length. A line ignition source 
was used to produce a nearly two-dimensional flame. 
Simultaneous records of pressure versus time and 
flame position versus time allowed calculation of both 
flame speed and rate of reactant consumption. 

•This work was supported by the Assistant Secretary for Conservation and 
Renewable Energy, Office of Transportation Programs, Division of Transporta-
tion Energy of the U.S. Department of Energy under Contract No. DE-AC03-
76SF00098. 

Flame shape and 1lame location were determined 
from high-speed schlieren cinematographic records. 

Two fuels were used in the study. First, the effect 
of equivalence ratio on ethylene/air flame propagation 
was explored. This extended the previous work of 
Woodard et al. 1  to a new fuel. Second, the effect of 
chamber length on methane/air flames of unity 
equivalence ratio was investigated. 

Ethylene/air flames demonstrated similar shape 
development to methane/air flames despite their 
differing flame speeds (Fig. 1). Duct length greatly 
influenced flame shape development (Fig. 2). Lean-
mixture flame speeds were considerably lower than 
stoichiometric-mixture flame speeds (Fig. 3). The 
rate of reactant consumption provided a more reliable 
measure of flame behavior than did the flame speed 
when wall effects were significant. 

PLANNED ACTIVITIES FOR FY 1983 

The flame propagation study will be extended to a 
compression-expansion environment. The focus will 
be on lean flame behavior. Provision will be made for 
laser sheet access through the igniter port. This will 
allow flow visualization of the unburned gas and 
definitive location of the flame front. 11 

A DD 
0 	 20 	 40 	 60 	 60 	 lOS 	120 	lAO 	 0 	 20 	 40 	 •o 	S0 	 100 	120 	1*0 

0 (MM) 	 0 (MM) 

Figure 1. Comparison between ethylene/air (left) and methane/air (right) flame propagation in a constant- 
volume duct. Upper portions show flame shapes. 	 (XBL 837-10551) 
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Figure 2. Flame shape in ducts of different length, for a 
methane/air flame; equivalence ratio is 1.0. 
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EQUIVALENCE RATIO  

MEASUREMENT OF COMBUSTION- 
GENERATED POLLUTANT SPECIES* 

N.J. Brown, E. Cue//ar, and D. Lucas 

Developing analytical techniques and demonstrat-
ing their suitability for characterizing combustion 
emissions is a crucial step in the sequence leading to 
source emission inventories and assessments of their 
health effects. Reliable measurement techniques are 
also needed to understand the mechanisms of pollu-
tant formation and destruction. 

Measuring such emissions and understanding their 
chemistry present particularly difficult analytical prob-
lems because of the high temperatures and ambient 
pressures of combustion processes. Many species 
are present, and the chemistry of pollutant formation 
and destruction mechanisms is multistep and fre-
quently dominated by radical species which occur in 
low concentrations. 

Our research is directed toward the development 
and characterization of techniques to quantify pollu-
tant emissions from combustion systems utilizing syn-
fuels. Emphasis is placed upon the measurement of 
nitrogen- and sulfur-containing species as well as 
gas-phase hydrocarbon species which are precursors 
to soot formation. Measurements of pollutant species 
are made in premixed laminar flames and in a 
turbulent-flow reactor in which the well-characterized 
combustion of prototype synthetic fuels occurs. 

We are interested in the development and applica-
tion of a novel optical absorption technique called 
tunable atomic line molecular spectroscopy (TALMS) 
for the measurement of pollutant species in combus-
tion systems. This technique was pioneered at the 
Lawrence Berkeley Laboratory by Dr. Tetsuo Hadeishi 
and his co-workers and has been used in the analyti-
cal determination of atomic species and small 
molecules exhibiting sharp rotational electronic struc-
ture. The technique is based upon the Zeeman 
effect and is highly sensitive and selective. A 
detailed description of TALMS was presented in our 
earlier work, 4 ' 5  and a summary will be presented 
below. We have completed a comparative study of 
nitric oxide measurement in the post-combustion 
environment of atmospheric pressure, premixed 

Figure 3. Effect of equivalence ratio on maximum flame 	*This research was supported by the Director, Office of Energy Research, 

speed. 	 (XBL 837-10553) 	Office of Health and Environmental Research of the U.S. Department of Ener - 
gy under Contract No. DE-AC03-76SF00098. 
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methane-air stoichiometric flames. One of the analyt-
ical techniques used is sample extraction with 
uncooled quartz microprobes, followed by chemi-
luminescent analysis in a specially constructed 
analyzer; the other technique is TALMS. 

ACCOMPLISHMENTS DURING FY 1982 

A schematic diagram of the experimental system is 
shown in Fig. 1. Methane-air flames were stabilized 
at atmospheric pressure on a water-cooled, porous-
plug, flat-flame burner. The burner was mounted 
below the optical path of the TALM spectrometer 
through an opening in the optical bench. A 
micrometer-driven X-Y-Z translation stage permitted 
the burner to be moved with respect to the fixed opti-
cal beam. Stable methane-air flames were obtained 
over a wide range of equivalence ratios and total gas 
flows. We operated the burner at a total flow of 
30,000 sccm, corresponding to a linear velocity of 
17.7 cm/sec. Stable flames, at this flow, could be 
obtained at equivalence ratios ranging from 0.75 to 
1.5. Radial and axial temperature profiles were meas-
ured in the flame with Pt/Pt-13% Rh thermocouples; 
radial profiles indicated the one-dimensional nature of  

the flame, and axial profiles indicated the location of 
the post-combustion zone. 

Gas samples were withdrawn from the flame 
through a 10-cm long, 1-mm i.d. uncooled quartz 
probe with an orifice diameter of 314 microns. The 
probe was mounted on the adjustable stage. A 
heated Teflon line connected the probe to a valve at 
the rear of a laboratory-built chemiluminescent gas 
analyzer (CLA) which measured nitrogen oxides (NO 
and NOR).  This analyzer is similar to commercially 
available instruments but incorporates several 
features that significantly reduce the corrections 
needed for viscosity and third-body quenching 
effects. The response of the CLA was measured and 
found to be linear in NO concentrations to at least 
6000 ppm NO. 

Koizumi et a1 6  have employed TALMS to determine 
low concentrations of NO in a room-temperature 
absorption cell with high selectivity and sensitivity, 
using the accidental near-coincidence between the 
Cd-ion line at 124.438 nm and a discrete rotational-
vibrational line in the A2  - X21r, y bands of NO. 
The basis for detection of molecules by tunable 
atomic line molecular spectroscopy is the splitting 
and polarization of atomic emission lines by an exter-
nal magnetic field. By varying the strength of the 

Figure 1. Schematic diagram of the experimental apparatus: EM, electromagnet; S, atomic light source; 
L, quartz lens; B, porous plug burner; T, X-Y-Z translation stage; 0, unóooled quartz probe; CLA, chemi-
luminescent gas analyzer; VPRP, variable phase retardation plate; M, monochromator; D, photomultiplier 
tube; C, mixing chamber; R, rotameters. (XBL 822-4489) 
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magnetic field, one of the Zeeman components of the 
Cd emission lines is tuned into exact coincidence 
with a discrete rotational-vibrational line of NO. The. 
matching Zeeman component indicates the extent of 
absorption by NO, while the unmatched component 
indicates background absorption only. A differential 
measurement of the matched and .unmatched -Zee-
man components of the Cd emission line provides a 
quantitative measurement of the NO in the optical 
path. 

The TALM spectrometer is shown schematically ut-  
Fig. 1. The lamp consists of a sealed-off quartz U-
tube containing a small amount of cadmium metal 
(natural-abundance Cd) and an inert buffer gas. 
Nichrome wire heaters wrapped around the U-tube 
heat the lamp to a few hundred degrees Celsius and 
provide a small amount of vaporized Cd (-1 torr), 
which is excited by an electric discharge through the 
gas. The lamp is housed between the poles of a 
Varian electromagnet, and the light, emitted parallel 
to the magnetic field, is focused with a quartz lens to 
a 2-mm-diameter spot above the burner surface. The 
variable phase retardation plate in combination with 
the linear polarizer allows for the alternate transmis-
sion of the matched and unmatched Zeeman com-
ponents through the monochromator to the detector. 
The output of the photomultiplier tube is processed 
electronically and displayed on a strip-cliart recorder. 

To determine the conditions of maximum sensi-
tivity, the differential absorption between Zeeman 
components was measured as a function of magnetic 
field strength, as shown in Fig. 2. Maximum sensi-
tivity was obtained at 11 kilogauss, and all measure-
ments were then taken at this field strength. The 
response of the TALM spectrometer to increasing NO 
concentration is shown in Fig. 3. In these experi-
ments, the CH4  and air were introduced into the gas-
mixing chamber, varying amounts of 4.41% NO/N 2  gas 
were added, and the total mixture was. then. passed 
through a 7.5-cm-long flow cell placed in the optical 
path of the spectrometer. The observed signal was 
linear in NO concentration to about 1200 ppm NO. 
At 2000 ppm NO, the transmission through the 
absorption cell was about 28%, and the observed sig-
nal was 10% low with respect to the extrapolated 
linear response. 

Vertical and horizontal profiles of NO concentration 
were measured, using the uncooled quartz probe and 
the CLA. Thermal NO is produced by oxidation of 
atmospheric N2  via the Zeldovich mechanism, and the  

'V 

0, 
C 
a' 

C 
C, 

U) 

10 	12 	 14 	 16 	 18 

Magnetic field strength (kG) 

Figure 2. Differential absorption signal from NO as a func-
tion of magnetic field strength. Maximum sensitivity was 
observed at 11 kG. The Cd light source contained 
natural-abundance cadmium. (XBL 825-9789) 
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Figure 3. TALMS signal as a function of increasing con-
centration of NO. Solid line represents the linear 
response. At 1000 ppm NO, the measured signal is 2.8% 
below the extrapolated linear response. This deviation 
from linearity increases to 5.1% at 1500 ppm NO and to 
10.4% at 2000 ppm NO. (XBL 825-9794) 

measured values of thermal NO are less than 10 ppm. 
The results of adding known amounts of NO to the 
burner and sampling with the probe are shown in Fig. 
4. The probe position was kept constant at a height 
of 5.0 mm above the center of the burner surface. 
The dashed line represents 100% survival of NO. The 
survival of NO, defined as the ratio NO measured/NO 
added, is approximately 80%. The TALMS measure- 
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Figure 4. Nitric oxide measured vs. NO added as deter-
mined with an uncooled quartz probe and the chemi-
luminescent gas analyzer. The probe is fixed 5.0 mm above 
the center of the burner. Significant deviation from the 
dashed line representing 100% NO survival is observed. 
The thermal NO concentration is 16 ppm. (XBL 825-9793) 

Figure 5. 	Strip-chart recorder trace showing the 
differential absorption signal obtained by TALMS. The 
recorder was stopped when NO was added, and restarted 
when the signal stabilized (-1 minute later). The max-
imum differential absorption signal corresponds to 256 
ppm added NO plus thermal NO. The decay of this signal 
corresponds to halting the added NO; turning the burner 
off results in the loss of thermal NO. (XBL 825-9797) 

ments of NO were obtained by doping the burner 
gases with known amounts of NO. A typical recorder 
trace of the differential absorption signal observed by 
thermal NO and added NO is shown in Fig. 5. A 
range of NO concentrations from 50 to 1000 ppm was 
added to the burner, and a plot of the observed sig-
nal strength as a function of NO added is shown in 
Fig. 6. Extrapolation to zero doping of NO results in 
an estimate of the thermal NO. 

Table 1 summarizes the data shown graphically in 
Figs. 4 and 6. In both cases, the experimental points 
were fitted by a least-squares analysis, and the 
regression constants obtained were used to calculate 
the measured NO CLA and NOTALMS  for given added 
NO. The NOTALMS  were determined assuming no 
nitric oxide losses in the flame. At NO concentra-
tions comparable to those used by other experi-
menters, the ratio NO TALMS  /NO probe  assumes values 
similar to those reported in the literature for com-
parisons between optical and probe measurements. 
These tabulated ratios would be somewhat smaller, 
however, if a loss mechanism were assumed for the 

NOTALMS  values. The TALMS technique offers greater 
sensitivity than previous in situ optical measurements 
of NO. At these lower NO concentrations, the 
discrepancy between in situ and probe measurements 
is significantly greater.  

0, 
C 

C 
0, 

(0 0.10—  

200 	0 	200 	400 	600 	800 	1000 	1200 

NO added (ppm) 

Figure 6. Signal strength measured by TALMS vs. NO 
added, for a stoichiometric CH4-air flame ((i> = 1.00). A 
least-squares fit of the data points results in the equation 
S = 3.07 x iO [NO]8d  + 1.87 x 10.2,  where S is the sig-
nal strength in arbitrary units, and the coefficient of corre-
lation is 0.987. (XBL 825-9796) 

In a series of separate experiments, measurements 
of ammonia emissions in the exhaust gases of a 
lean-burning laboratory combustion tunnel were made 
with a variety of analytical techniques; a common 
sampling method allowed for meaningful intercom-
parisons. Combustion parameters were varied from 
cold flow conditions toa range of equivalence ratios, 
sampling techniques, and dopant concentrations. We 
have reviewed the advantages and disadvantages of 
these and other techniques in detail in a recent publi-
cation. 7  
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Table 1. Measured concentrations of NO in the 
postcombustion environment. 

NOS d 

(ppm) 

NOCLA 

(ppm) 

NOTMS 

(ppm) 

NOopticai  

50 61 110 1.80 
75 81 136 1.68 

100 100 160 1.60 
150 139 210 1.51 
200 178 260 1.46 
250 217 310 1.43 
500 411 560 1.36 
750 605 810 1.34 

1000 799 1060 1.33 
1250 993 1310 1.32 
1500 1187 1560 1.31 

Koizumi, H., Hadeishi, T. and McLaughlin, R.D. 
(1979), A New Technique for the Determina-
tion of Isotopic Species Using Zeeman Scanning 
of an Atomic Line' Appi. Phys. Lett. 34, p. 
277. 
Cuellar, E. and Brown, N.J. (1981), Combus-
tion Diagnostics by Tunable Atomic Line Molec-
ular Spectroscopy," First Specialists Meeting 
(International) of the Combustion Institute 2, p. 
545. 
Cuellar, E. and Brown, N.J. (1982), Detection 
of S2  by Magnetic Tuning of a Chromium Atomic 
Emission Line," J. Phys. Chem. 86, p.  1966. 
Koizumi, H., Hadeishi, T., and McLaughlin, R.D. 
(1980), "Nitric Oxide Determination by a Zee-
man Tuned Frequency Modulated Atomic Line 
Source," Anal. Chem. 52, p.  500. 
Lucas, D. and Brown, N.J. (1983), The Meas-
urement of Ammonia in Lean Combustion 
Exhaust Gases," Combustion and Flame. 49, p. 
283. 

PLANNED ACTIVITIES FOR FY 1983 

Emphasis will be placed upon performing a com-
parative study of SO2  sulfur dioxide measurements in 
the postcombustion environment. Sulfur dioxide will 
be measured with probe sampling and and a. continu-, 
ous gas analyzer that detects the emission from SO 2  
fluorescence. Quenching measurements for the 
chaperone gases present in combustion mixtures will 
be performed.. TALMS will also be used to detect 
SO2 . Construction of a molecular-beam sampling sys-
tem interfaced with a quadrupole mass spectrometer 
will be initiated. This system will monitor gas-phase 
hydrocarbon species which are precursors to soot for -
mation in the combustion of alternate fuels. 
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COMBUSTION IN A TURBULENT 
BOUNDARY LAYER* 

R.K. Cheng, F. Robben, anq.L.. Talbot 

Combustion in premixed gases sustained in a tur-
bulent boundary layer over a strongly heated surface 
is a problem with many engineering and fire safety 
applications. It is also a unique flow configuration for 
the study of the mutual interaction between combus-
tion and fluid dynamic turbulence. Turbulence struc-
tures and their development in isothermal turbulent 
boundaries have been studied quite extensively in 
many experimental and theoretical investigations. 
Since the turbulent boundary layer is well-
characterized, the effect of combustion heat release 
can be readily identified. Also, by adjusting the flow 
and wall temperatures, a wider range of fuel-to-air 
ratios can be investigated than is possible with con-
ventional flame configurations. 

In FY 1981, we reported density and velocity sta-
tistical measurements in isothermal, heated, and 

*This work was supported by the Director, Office of Energy Research, Office 
of Basic Energy Sciences, Chemical Sciences Division of the U.S. Depart-
ment of Energy under Contract No. DE-Ac03-76SF00098. 
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reacting turbulent boundary layers. Some of the con-
clusions we have drawn are as follows. The targe-
scale turbulent structures in the layers are found to 
dominate the development of both the thermal and 
flame structures within the boundary layer. In the 
case of the nonreacting layer, strong wall heating is 
found not to influence the intensity of the root-mean-
square (rms) velocity fluctuations throughout the 
layer, or the Reynolds stress, distributions, as com-
pared to the isothermal layer. However, when 
combustion is present, the Reynolds stress in the wall 
region is significantly reduced compared with the 
isothermal layer at the same free-stream Reynolds 
number, 

ACCOMPLISHMENTS DURING FY 1982 

Velocity fluctuations and correlations in isothermal, 
heated, and reacting turbulent boundary layers have 
been studied in more detail with a two-component 
laser Doppler velocimetry (LDV) system that allowed 
simultaneous measurement of two local velobity com-
ponents. The data were reduced to obtain condi-
tional statistics of the Reynolds stress, which 
provided further insight into the cause of Reynolds 
stress reduction by combustion in the wall region. 

The experimental conditions of free-stream velo-
city, U, of 19 m/s, wall temperature, Tw  of 1000 K, 
and ethylene/air equivalence ratio of 0.35 are similar 
to those of our previous-studies. 14  Quantities 
deduced from the data included two mean velocities, 
U and V, two rms velocity fluctuation intensities u 
and V, the Reynolds stress _EJV?, and the third 
moments D3,EJ 2  and c's. These results com-
pare well with those we obtained using a single-
component LDV system. Since the two-color LDV 
provides a direct measurement of the velocity corre-
lations, this comparison demonstrates that both tech-
niques are reliable for measurements of velocity 
correlations, although the indirect method is more 
time-consuming. 

Conditional analysis. is a powerful technique for 
studying the Reynolds stress contribution associated 
with the movement of the large-scale turbulent struc-
tures. By sorting the Reynolds stress contribution 
into four velocity correlation quadrants according to 
sign, it has been shown that in the isothermal tur-
bulent boundary layer, the major contributions are 
due to in-rushing of high-momentum fluid from the 
free stream towards the wall (inrush) and bursting of 
low-momentum fluid from the wall region into the  

outer region (bursting). Our first concern was to vali-
date the technique by comparing the isothermal layer 
results with hot-wire measurements reported in the 
literature, since the two-color LDV technique has not 
been used extensively for deducing conditioned Rey-
nolds stress statistics. The data were reduced to 
show the fraction of contributions from each of the 
four quadrants and analyzed to examine the large 
contributions of -tT9 in each quadrant (the so-called 
hole" analysis). As shown in Fig. 1, our results 

compared extremely well with typical hot-wire results. 
Similar data analyses were made for the heated 

and the reacting boundary layers. Typical results are 
shown in Fig. 2. In the heated layer, no significant 
change in the contributions was observed, except for 
a slight decrease in the contribution from the burst 
event at positions close to the end of the heated sec-
tion. In the reacting layers, contributions in three 
quadrants remained unchanged, compared to the 
isothermal and heated layers. At positions near the 
heated wall, significant reduction was found in the 
quadrant associated with the burst event. Since the 
bursting cycle in the reacting layer consisted 
essentially of inrushing of cold reactants and bursting 
of hot, products, the reduction in the burst quadrant 
indicated that combustion heat release caused the 
turbulence fluctuations in the products to be less 
correlated. 
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PLANNED ACTIVITIES FOR FY 1983 

In FY 1983, we expect to determine the statistical 
spatial character of the thermal and flame structures 
seen in the schlieren movies by using the two-point 
Reyleigh scattering technique. This technique simul-
taneously measures the density fluctuations at two 
points separated by an adjustable distance. These 
data will be used to obtain spatial and temporal 
scales of the density fluctuation, their joint probability 
density functions (jpdf), and higher-order moments. 
The overall features and development of the thermal 
and flame structures revealed by schlieren observa-
tion can be validated by this quantitative local meas-
urement. 

The two-point density correlation is expected to 
yield a more complete description of the physical 
processes during ignition and transport of packets of 
reacting fluid in the heated wall region. This informa-
tion should provide further insight into the observed 
reduction of Reynolds stress associated with the 
bursting event. It will also be of particular interest to 
determine how strongly the combustion-heat-release-
induced local flow acceleration is related to the 
observed change in turbulence intensities. In a  

reacting layer, nonreacting heated fluid and reacting 
fluid co-exist. Schlieren observations and single-point 
density statistics cannot differentiate the change in 
density associated with the two different types of 
fluid. Analysis of the two-point density correlations 
should be useful to identify some characteristic 
features of the reacting fluids and to map the regions 
where chemical reactions occur; these regions can 
then be compared with the regions where changes in 
turbulence intensities take place. 

Other useful quantities that can be deduced are 
the periodicity of the passage of the structures and 
their overall geometry, such as their inclination with 
respect to the wall. These results can then be com-
pared with the large-scale turbulent structures 
reported in many investigations. Such comparisons 
should show whether or not the thermal and flame 
structures scale with the same free-stream variables 
as the large turbulence structures. 
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TURBULENT BURNING VELOCITY IN 
PREMIXED TURBULENT FLAMES* 

R.K. Cheng, T. T. Ng, F. Robben, and L. Talbot 

The study of turbulent burning velocity is part of 
our continuing experimental program in premixed tur-
bulent combustion. The overall objective is to inves-
tigate the interaction between fluid dynamic tur-
bulence and combustion; together these constitute 
the majority of combustion phenomena. The flame 
configuration we have chosen to study is unconfined, 
rod-stabilized, V-shaped flames propagating in a tur-
bulent flow generated by a. grid or perforated plate. 
This configuration is similar to those found in many 
practical burners but is more idealized because it is 
free of geometry and flow constraints. In FY 1981, we 
reported velocity statistical data obtained by the use 
of laser Doppler velocimetry (LDV). 1  Reported here 

*This work was supported by the Director, Office of Energy Research, Office 
of Basic Energy Sciences, Chemical Sciences avision of the U.S. Depart-
ment of Energy under Contract No. DE-AG0376SF00098.  

are the turbulent burning velocities deduced from the 
statistical data. 

Turbulent burning velocity, Si,, is a measure of the 
most significant aspect of turbulent combustion—the 
increase in flame propagation speed above the lam-
inar burning speed, S, due to fluid dynamics tur-
bulence. It is therefore useful both for the design of 
more efficient combustion systems and for com-
pan son with theoretical predictions. Determination of 
turbulent burning velocity has been the subject of 
many experimental investigations, and data obtained 
in many stabilized and unstabilized flame 
configurations have been reported. In general, these 
data show an increase in S with increasing tur-
bulence intensity, and many empirical parameters 
have been used to correlate these data. However, a 
universally applicable formula has yet to be deter-
mined. 

ACCOMPLISHMENTS IN FY 1982 

The conventional method for deducing the tur-
bulent burning velocity in a V-shaped flame is to 
measure the velocity and direction of the flow enter-
ing the flame region and establish a flame surface 
representing the overall geometry of the flame brush. 
This method is not. hi'ghly accurate because the flame 
brush is much thicker than the laminar flame thick-
ness and the value of the turbulent burning velocity 
depends on where the mean flame surface is defined. 
For example, as demonstrated in Fig. 1, which shows 
the velocity vectors measured in the flow field of a 
flame we studied, the S determined with respect to 
the cold boundary would be much larger than the S, 
determined with respect to the mean flame surface. 
Different investigators have used one surface or the 
other to define the turbulent burning velocity, and as 
a result, the data in the literature are not very con-
sistent. Shown in Fig. 2 are the turbulent burning 
velocities determined for our V-shaped flame using 
the mean flame surface. These data are compared 
with the correlation obtained by Abdel-Gayed and 
Bradley. 2  As can be seen, our data are lower than 
the correlation. Furthermore, some of our results are 
even lower than the laminar burning velocity. 

To improve the accuracy and consistency of these 
measurements, a method based on an effective flame 
orientation is proposed. In our turbulent flame with 
relatively low incident turbulence, the flame sheet is 
thin and convoluted. This type of turbulent flame is 
generally classified as wrinkled laminar flame. The 

4-73 



(20.0 

110.0 1\ 	I 

- 100.0 
>( 

0 

LL 

80.0 
I- 
(I, 

70.0 

60.0 •flhIIIIiflhI 11111111 

0.0 	10.0 	20.0 	30.0 	40.0 

DISTANCE FROM FLAME HOLDER. Y (MM) 

Figure 1. Two-dimensional velocity vectors in the flow field 
of a V-shaped flame in grid-generated turbulence. Dashed 
curve represents the time-mean flame surface, dotted 
curve the cold boundary. (XBL 834-9423) 

1 	'1 

7 	
0 FLAME#1 

FLAME #2 

x FLAME #3 

A FLAME#4 

U FLAME #5 
\ 

5 	
•FLAME#6 

N 
0 

x 
0 	 o 

.rJ•  
t9 
II 0 	

0 

Su  I u• 

Figure 2. Comparison of turbulent burning velocity, 
defined with respect to mean flame surface, with correla-
tion of Abdel-Gayed and Bradley2  (dashed curve). 

(XBL 834-9422) 

(I) 

Øiiiiii 111111 

interaction of the thin fluctuating flame sheet with the 
turbulent flow causes overall flow deflection, as shown 
in Fig. 1. We have used this fluctuating thin flame 
phenomenon to explain both the increase in tur-
bulence intensities and Reynolds stress in the flame 
region. 1  

By applying a conserved tangential velocity cri-
terion to the flow through the flame region, an 
effective flame orientation for the fluctuating thin 
flame can be deduced. The turbulent burning veloci-
ties defined with respect to this effective flame orien-
tation are shown in Fig. 3. These results compare 
with Ref. 2 much better than do those shown in Fig. 
2. Our analysis demonstrates that for the determina-
tion of turbulent burning velocity to be of physical 
significance, the flame surface criterion is of crucial 
importance. 

PLANNED ACTIVITIES FOR FY 1983 

The apparent increase in turbulent intensities in 
the flame region and the true makeup of the Reynolds 
stress will be investigated further. A two-color LDV 
system will be used to measure two velocity com-
ponents simultaneously. Analysis of the data will 
enable us to determine the contribution to the tur-
bulent intensities caused by the intermittent 
measurement of the velocities in the burnt and 
unburnt states as the thin flame. sheet fluctuates past 
the stationary laser probe. Conditional statistics of 
the Reynolds stress will be useful to clarify the physi-
cal phenomenon causing the increase in Reynolds 
stress. 
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PLASMA IGNITION STUDIES* 
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Figure 3. Comparison of turbulent burning velocity, 
defined with respect to the effect of flame orientation, with 
the correlation of Abdel-Gayed and Bradley2  (dashed 
curve). (XBL 834-9421) 
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AK. Oppenheim, J. Cavolowsky, C. Edwards, 
K. Hom, and HE. Stewart 

ACCOMPLISHMENTS DURING FY 1982 

Following our earlier investigations of the operating 
characteristics of jet igniters, 1  we have studied the 
performance of an array of plasma ignition systems in 
a CFR engine. Included among the igniters were a 
conventional spark plug, a surface discharge plug, 
and several types of plasma jet. Information was 
obtained to determine the specific emissions, mean 
effective pressure, ignition delay, and duration of the 
exothermic combustion process. Statistical analysis 
was performed on the pressure-derived data (mean 
effective pressure, ignition delay, and combustion 
duration) in order to quantify the cycle-to-cycle varia-
tion in the engine and thus the stability of operation. 

The results demonstrate the advantages of 
enhanced ignition systems over a conventional spark 
discharge. Figure 1 displays the ignition delay and 
combustion duration for a typical plasma jet and a 
standard spark system. It is apparent that the 
plasma allows for an extension of the lean operating 
limit of the engine from 0.68 to 0.53 in equivalence 
ratio. In addition, the plasma jet significantly reduces 
the ignition delay throughout the lean range of 
equivalence ratios. Combustion duration remains 
comparable for the two systems down to an 

This work was supported by the Assistant Secretary for Conservation and 
Renewable Energy, Office of Transportation Programs, l)vision of Transporta-
tion Energy of the U.S. Department of Energy under Contract No, DE-AC03-
76SF00098. 
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11 

equivalence ratio of 0.72, after which the plasma jet 
provides for an extension of —0.08 in equivalence 
ratio before exhibiting an increase similar to that of 
the standard spark. 

Figure 2 shows the work output of the two systems 
expressed in terms of mean effective pressure. Data 
obtained with plasma jet and standard spark exhibit 
similar characteristics down to an equivalence ratio 
of 0,7. At leaner mixtures, the engine run with a 
standard spark manifests the effects of misfire and 
soon becomes completely inoperable, as evidenced 
by the sharp discontinuity in the coefficient of varia-
tion. When it is run with a plasma jet, however, 
misfire does not occur; instead, as the mixture is 
leaned, the work output decays to zero while the 
cyclic variation grows to infinity. 

Emission characteristics for the two systems 
remain virtually the same, NO, HO, and CO being pri-
marily a function of equivalence ratio rather than of 
the particular method of ignition. 

PLANNED ACTIVITIES FOR FY 1983 

Two phases of investigation are envisaged: 
Study of performance of characteristics of 
plasma jet ignition systems in a CFR engine 
along the same lines as reported here, but 
with the addition of exhaust-gas recircula-
tion. 
Laser cinematographic study of plasma jet 
ignition, using a high-pressure combustion 
cell (bomb) and a single-pulse machine 
(Mark II). 
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STRUCTURE OF A V-SHAPED TURBULENT 
FLAME* 

M. Namazian, J. Hertzberg, L. Talbot 
and F. Robben 

In the quest for more efficient combustors, the 
interaction between turbulence and combustion must 
be understood at a fundamental level. To accomplish 
this, the structure of a V-shaped premixed turbulent 
flame is being studied. Two experimental methods 
are employed. The first is a two-point Rayleigh 
scattering technique that gives the density of the gas 
at two points in space. 1  The second is a visualization 
of the flame front by light scattering from oil particles 
fed into the flow. 

ACCOMPLISHMENTS DURING FY 1982 

Two-Point Rayleigh Scattering 

Gas density was measured simultaneously at two 
separate points in a V-shaped turbulent flame. The 
measurements were performed by theY Rayleigh 
scattering method. Figure 1 shows a schematic 
diagram of the premixed combustor and collection 
optics. We used two independent sets of scattered- 

This work was supported by the Air Force Office of Scientific Research 
under Contract No. F-44620-76-C-0083 through the Office of Research Ser 
vices, College of Engineering, University of California, Berkeley. Additional 
equipment and facility support were provided by the Office of Energy 
Research, Basic Energy Sciences, Chemical Science Division of the U.S. 
Department of Energy under Contract No. DE.AC03-76SF00098. 
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Figure 1. Schematic of experimental apparatus for two- 
point Rayleigh scattering measurements. 	(XBL 823-8761) 

light collection optics plus a method of splitting the 
laser beam and varying the separation of the two 
sampled points. As indicated in Fig. 1, the two-point 
measurements were performed in three directions: x, 
along the jet; y, normal to the jet and the flame 
holder; and z, normal to the jet and parallel to the 
flame holder. In this article, we refer to the two 
measurement points as points 1 and 2. The two-point 
density measurements were performed in ethylene-
air, at an equivalence ratio of 0.60. The jet velocity 
was 7 rn/sec. 

Important information on the structure of the flame 
can be obtained by analyzing the joint probability 
density function (jpdf) of the two-point Rayleigh 
scattering density measurements. Figure 2 shows the 
jpdf of densities measured at two points separated by 
1.2 mm in the y direction; the inset shows the relative 
position of the sampled points with respect to the 
flame brush. Note that point 2 lies further into the 
flame zone than point 1. Also note that the density 
axes are hormalized by the unburned gas density. 

Since the laminar flame thickness (about I mm) is 
smaller than the turbulent flame zone (about 5 mm), 
the jpdf of the densities principally shows the proba-
bilities of finding either burned or unburned gas at  
the point of measurement. In Fig. 2, the jpdf has 
three peaks, indicating that the probability of simul-
taneously finding burned gas at point 1 and unburned 
gas at point 2 is zero. This result is found to be true 
for all positions of the two points across the flame. 

For the low-intensity-turbulence regime of the 
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Figure 2. Joint probability density function of the two-point Rayleigh scattering density measurements. 
the points 1 and 2 are separated by 1.2 mm across the flame, as shown in the inset. 	(XBL 825-9994) 

present experiments, it is generally agreed that the 
physical structure of the turbulent flame zone con-
sists of a wrinkled laminar flame that fluctuates in 
position and shape. Under these conditions, the 
wrinkled laminar flame is continuous, with no ruptures 
or pockets of flame. On the other hand, higher tur-
bulence intensity of sufficient length would cause pro-
gressive disintegration of this wrinkled flame, giving 
rise to discontinuities in the structure and to isolated 
flamelets. Such flamelets are shown schematically in 
Fig. 3(a). If the present flame contained flamelets, 
there should be some cases where burned gas occurs 
at point 1 and unburned gas at point 2. Since such 
cases have not been found (the missing peak in Fig. 
2), we conclude that there are no flamelets. The 
same reasoning shows that the present flame cannot 
be as highly convoluted as sketched in Fig. 3(b). 
However, the flame orientations sketched in Figs. 
3(c), (d), and (e) are possible, and each causes one 
of the peaks in the jpdf shown in Fig. 2. 

For cases where the axis of the points -lies either in 
the flow direction, x, or in the plane of the flame, z, 
the jpdf's show four peaks, indicating the presence of 
all possibilities of burned and unburned gas at the 
sampled points. 

We will present below the result of flame-front visu-
alization. This result also supports our conclusion 

Unburned 	Burned - 

%QoQ '. 

o 	
1\) 

' 10  

(a) 	 (b) 

(b 

(c) 	 (d) 	 Ce) 

Figure 3. Examples of possible flame structure and orien-
tation wth respect to the two measurement points. 
Flamelets (a) and convolutions (b) are unlikely in the 
present flame. The orientations shown in (c), (d), and (e) 
each contribute to one peak in Figure 2. (XBL 834-9441) 
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that the thick flame brush (about 5 mm) consists of a 
thinner reaction front (about 1 mm) that fluctuates in 
shape and position. Here, we will present some infor-
mation on the fluctuation of the reaction front across 
the flame brush. 

Further analysis of the two-point measurements 
allows the derivation of the probability density func-
tion (pdf) for the flame-front position. By measuring 
the fraction of time that the front was found between 
the two measurement points and repeatirg this 
measurement across the width of the brush, we 
derived the bell-shaped curve in Fig. 4. The S-
shaped curve shows the corresponding mean density 
profile. The measurements were made 80 mm above 
the flameholder, and the separation between the two 
points was 1.2 mm, slightly greater than the laminar 
flame thickness of I mm. 

The pdf of the flame-front position is almost a nor-
mal distribution, with the mean at the center of the 
flame brush. This is also true for experiments at 
different heights above the flame-holding rod. 

Flame-Front Visualization Method 

A time-resolved qualitative method of delineating 
a two-dimensional flame sheet has been developed. 
As shown in Fig. 5, premixed ethylene and air is 
seeded with a translucent cloud of oil droplets. The 
droplets are formed from liquid silicone oil in a 
sprayer and average 1 micron in diameter. Because 
of their small size, they are easily convected with 
the flow. As the cloud passes through the rod-
stabilized flame, the droplets evaporate and burn; 
the burned gases are now transparent. The entire  

system is illuminated with a sheet of laser light, 
created with a simple cylindrical lens. The oil cloud 
scatters the laser light and essentially lights up" 
while the unseeded and the burned regions remain 
dark. The flame thus appears as the interface 
between the bright and dark areas. 

Because of the intensity of the laser sheet, the 
result can be photographed and filmed at high speed, 
providing time resolution. One such photograph is 
shown in Fig. 6; the equivalence was 0.6 and the jet 
velocity was 2 m/sec. The flow is turbulent, resulting 
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Figure 4. Measured mean density p and the pdf of the 
reaction front position across the flame. 	(XBL 834-9442) 
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Figure 5. Schematic of the set-up for flame-front visualization. (XBL 834-9443) 
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Figure 6. A V-shaped turbulent flame front that has 
become visible due to the evaporation of oil particulates 
on the hot side. Unburned areas outside the front are 
illuminated by particulate scattering of laser light; dark 
areas within the V are burned. (XBB 8210-9615) 

in the irregular appearance of the flame, which is 
seen as the edges of the V shape. The reaction front 
appears to be continuous, supporting the results of 
our two-point density measurements. 

PLANNED ACTIVITIES FOR FY 1983 

• 	The structure of a flame with higher incoming 
turbulence intensity will be studied. 

• 	Further two-point Rayleigh scattering data, 
which have already been taken, will be reduced. 

•  A new program to investigate flame stabilization 
behind bluff bodies will be started. The basic 
features of the flame stabilization region will be 
mapped by first measuring the density and then 
the velocity of this region. The measurements 
will also be done near the blow-off velocity. 
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TESTS AND CRITERIA FOR FIRE 
PROTECTION OF CABLE PENETRATIONS 

AND ELECTRICAL CABINETS* 

RB. Vi4lliamson, F. L. Fisher, and F. W. Mowrer 

The spread of fire in nuclear reactors depends criti-
cally on the barrier qualities of the cable penetrations 
in fire-resistant walls and floor/ceiling assemblies. A 
new ASTM standard, E-814, 1  is now available for the 
evaluation of "penetration fire stops." This new fire 
test is similiar to the earlier ASTM E-119, except that 
it is written specifically to cover assemblies, such as 
cable and pipe penetration devices, in fire-rated con-
struction. The new standard calls for the pressure 
differential in the test furnace to be measured and 
specifies how it should be determined. 

The ASTM E-119 Fire Endurance Test Method has 
been used for seventy years to qualify unpenetrated 
wall and floor/ceiling, assemblies. However, it 
became evident that there was a need for special 
attention when such assemblies contained cable 
penetrations, and the new standard, ASTM E-814, 
was developed for this purpose. The validation of E-
814 and the concept of requiring positive pressure in 
the test furnace have been the focus of this project 
for the last four years; recently, a new aspect was 
added, namely the fire safety of electrical cabinets. 

One way the potential spread of fire in nuclear 
reactors can be controlled is by fire-resistant wall and 
floor/ceiling assemblies that define "fire areas" or 
zones. An overriding consideration in the safe opera-
tion of nuclear reactors is that all systems and asso-
ciated circuits used for safe shutdown be free from 
fire damage. This objective is achieved in part by 
identifying "redundant" systems necessary for safe 
shutdown and then assuring that the systems will not 
be subject to damage from the same fire. This can 
be accomplished by locating the redundant systems 
in fire areas separated by fire-rated barriers or, in 
some instances, by using "substantial physical 
separation. " 2 It has, however, been recognized that: 

Unpierced fire barriers offer the best pro- 
tection of separating redundant trains of 

This work was supported by the U.S. Nuclear Regulatory Commission 
through Sandia Laboratories, Albuquerque, New Mexico under Contract No. 
46-6967 and No. 50-9723 and through the U.S. Department of Energy under 
Contract No. DE-AC03-76SF00098. 



safety-related or safe shutdown equip-
ment. However, these barriers must be 
pierced for both control and power cables. 
These penetrations must be sealed to 
achieve a degree of fire resistance 
equivalent to that required of the barrier 
that is unpierced. 

(Ref. 2, p.  76608.1) 

The fire conditions represented by the E-119 test 
method are termed "post-flashover" conditions in 
which fire fully involves a compartment, although the 
test itself is conducted in a furnace that is not 
closely controlled by the standard. Under actual con-
ditions, as opposed to laboratory test furnaces, post-
flashover fires are characterized by a positive pres-
sure differential between the upper half of the fire 
compartment and the unexposed face of the wall and 
floor/ceiling assemblies making up its boundaries. 
The beginning of this post-flashover period also is 
characterized by excess amounts of pyrolyzed fuel. 
Since flames commonly emerge from the doors and 
windows of both actual and laboratory post-flashover 
building fires, there is no doubt that these 
phenomena—postive pressure and excess 
pyrolyzates—occur. 

ACCOMPLISHMENTS DURING FY 1982 

A new concept for evaluating penetrations through 
walls or floor/ceiling assemblies in a true post-
flashover compartment fire exposure was discovered 
during 1981. This concept may have far-reaching 
consequences for the evaluation of all penetrations of 
fire-resistive barriers. Many problems with E-119 test 
furnaces can be attributed to the fact that they are 
furnaces and not compartments. Thus, by returning 
to an actual compartment geometry and creating a 
true post-flashover compartment fire, the pressure 
differentials, excess pyrolyzates, and other charac-
teristic features of post-flashover fires will be 
automatically accomplished. 

During 1982, we finished instrumenting a pre-
flashovér room test facility at the University of 
California's Richmond Field Station for post-flashover 
experiments. Special attention was paid to develop-
ing realistic fire conditions while at the same time 
retaining control of the fire itself. One objective was 
to create a controlled amount of excess pyrolyzates 
in the area of penetration and simultaneously control 
the temperature of the compartment so as to follow  

either the standard or a special time-temperature 
curve. In addition, a positive pressure differential 
needed to be created in the upper part of the com-
partment to duplicate actual fire situations. 

To characterize fire conditions within the compart-
ment, an aspirated thermocouple "tree" was con-
structed and calibrated. This allows for the assess-
ment of the effects of radiation on thermocouples dis-
tributed within the compartment. Since radiation is 
very important in post-flashover fires, aspirated ther -
mocouples may be necessary to characterize them. 

A set of pressure probes was installed in the com-
partment at eight locations from 0.5 m to 2.34 m 
above the floor level. The associated instrumentation 
was installed and calibrated to give as accurate a 
measurement as possible of the differential pressure 
between the interior of the fire compartment and the 
external space. Special effort is being made to quan-
tify the accuracy of this measurement. The impor-
tance of pressure measurements is well-recognized 
and is one of the principal reasons for the change 
from a furnace to a compartment geometry. 

An array of 16 thermocouples was placed in the 
exhaust plenum above the collection hood outside 
the fire compartment. The measurement of the tem-
peratures within the plenum allows an assessment of 
the enthalpy flow in the exhaust system; since the 
energy release in the fire compartment is known, a 
heat balance can be performed for the experiments. 
This should be particularly important when correlating 
these experiments with theoretical models. 

The gas-sampling equipment and instrumentation 
were placed in a protective housing adjacent to the 
stack above the test compartment. This allows 
measurement of both the products of combustion and 
the rate of heat release by the oxygen consumption 
method. 

A set of four experiments (conducted partially 
under separate sponsorship) were performed in which 
the special instrumentation described above was 
monitored to ensure the accuracy and validity of the 
measurements. A report is being prepared on the 
results. 

A second set of experiments explored methods of 
producing a controlled post-flashover fire condition on 
the end wall and ceiling of the test compartment. 
This entailed placing a.line" burner against the wall 
and trying to produce a flame zone adjacent to the 
wall. These experiments proved very discouraging 
because the flame was not stable and would wander 
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from side to side. At the beginning of FY 1983, how-
ever, a flame holder was installed inside the line 
burner, and this stabilized the flame. 

Another accomplishment was the development of 
simple microcomputer methods to calculate the 
expected temperature, pressure, and excess pyro-
lyzate histories for sample compartments with 
different fuel loads, using post-flashover fire models. 
Previous work had led to a post-flashover computer 
model, COMPF, 3 ' 4  which required a mainframe com-
puter, and we originally intended to download the 
program to the NOVA-2 minicomputer used in our 
laboratory for data acquisition and reduction. How-
ever, the experimental work took precedence, and 
the COMPF program was not fully implemented to run 
under the Data General FORTRAN compiler. As we 
looked at the problem, it became clear that a much 
simpler approach would be more effective. This was 
to use a microcomputer to solve the "closed-form" 
approximation of Babrauska, 5  which has been shown 
to be within 3% of the gas temperatures calculated 
by the numerical methods of COMPF. 

By the end of this reporting period, the closed-form 
calculations had been set up on "Supercalc," the 
popular microcomputer 'spread-sheet" program. 
The use of the spread sheet to calculate post-
flashover fire conditions is very exciting, because it 
gives the fire protection engineer the benefits of a 
computer fire model that can be run on a microcom-
puter. 

This is to be the last year for the study of cable 
penetrations, and a report is being prepared that 
summarizes our research on this subject. This report 
will give a detailed analysis on how fire resistance of 
cable penetrations should be evaluated using, the 
new fire test standard, ASTM E-814, and how this 
standard relates to other standards, such as IEEE 
635. 

Another accomplishment was the further develop-
ment of the probabilistic network approach to model- 

ing fire spread. A Ph.D. thesis entitled Application of 
Probabilistic Networks to Fire Protection was com-
pleted in August 1982 by Wai-Ching Teresa Ling. A 
principal feature of this approach is that fire-resistive 
elements can be tested under different conditions to 
provide for a quantitative interpretation of their 
expected performance under potential fire conditions. 

A new topic of research, the assessment of the 
susceptibility of components within electrical 
cabinets to damage from a fire either within or 
outside of the cabinet was started. As of the end of 
FY 1982, there were no major findings to be reported. 
This research is being continued in FY 1983. 

PLANNED ACTIVITIES FOR FY 1983 

The principal research task for this year will be to 
conduct fire test experiments on electrical cabinets 
exposed to both interior and exterior fires. 
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SCRUBBER CHEMISTRY RESEARCH 

F. 

THE EFFECTS OF METAL CHELATES ON 
WET FLUE GAS SCRUBBING CHEMISTRY* 

S. G. Chang, D. Littlejohn, and S. Lynn 

Power-plant flue gas frequently contains several 
hundred ppm:NOX  and up to several thousand' ppm 
SO2 . Most of the NOx  is in the form of relatively inso-
luble NO. Several simultaneous desulfurization and 
denitrification processes, 1  still in the development 
stage, are based on the addition of metal chelates 
such as Fe2+  (EDTA) to the aqueous scrubbing liquor 
to promote absorption of NO. These metal chelates 
can bind NO to form nitrosyl metal chelates, which 
can in turn react with absorbed SO 2  to produce 
reduced nitrogen species such as N20, N21  and sul-
fate while metal chelates are regenerated. 
Identification of an optimum metal chelate for greater 
efficiency in removing NO and SO2  in a wet scrubber 
requires knowledge of the thermodynamics and kinet-
ics of the coordination of NO to various metal 
chelates; Knowledge of the kinetics and mechanisms 
of the reactions between nitrosyl metal chelates and 
absorbed SO2  is also needed to calculate the regen-
eration rate of metal chelates and to control the pro-
ducts of reaction by adjusting the operating condi-
tions. 

ACCOMPLISHMENTS DURING FY 82 

We have investigated some of the important factors 
that should be considered in identifying an optimum 
metal chelate catalyst and in developing an efficient 
scrubber for the simultaneous desulfurization and 
denitrification of a power-plant stack gas. 

Thermodynamic Equilibrium and Kinetics of NO 
Absorption 

Thermodynamics 
Nitric oxide is nonreactive in water (in the absence 

of oxygen), and the solubility of NO in aqueous solu- 

This work was supported by the Morgantown Energy Technology Center 
under Contract No. 81Mc14002 through the Assistant Secretary of Fossil En-
ergy of the U.S. Department of Energy under Contract No. DE-AC03. 
76SF00098.  

tions is very small. The absorption of NO is 
enhanced by some water-soluble metal chelate 
compounds that form complexes with NO. 4  Many stu-
dies have been published on the structure of these 
chelates, but only a few on their thermodynamic pro-
perties and reaction rates. Hishinuma et al. 5  and Lin 
et al. 6  have recently determined the equilibrium con-
stants, enthalpy, and entropy for the coordination of 
NO to Fe2  (EDTA) and Fe2  (NTA) respectively. 

The binding of NO to Fe2 (L) can be expressed by 
the following reaction: 

k i  

nNO + Fe2 (L) -' Fe2(L)(NO) 	(1) 

k_1  

where L is a ligand. The equilibrium constant of this 
reaction can be written as: 

k 1 	[Fe2 (L)(NO)] 

k 1 	[NO]'[Fe2(L)] 	
(2) 

[Fe2 (L)(NO)] 

[NO]' [Fe2(L)]0 - [Fe 2 (L)(NO)] 

Equation (2) can be rearranged to become 

[Fe2(L)]0 	 1 -1=  
[Fe2 (L)(NO)] 	KH 	

(3) 
p 0  

where [Fe2 (L)] 0  is the initial concentration of 
Fe2 (L), [Fe2 (L)(NO),,] is the concentration of the 
NO adduct obtained by graphically integrating the 
outlet NO concentration, PNO  is the partial pressure 
of NO in the gas, and H is the constant for solubility 
of NO in the water. The experiments were performed 
at several PNO  to calculate n and K, and at several 
temperatures to evaluate enthalpy and entropy of the 
reaction (Table 1). 

Littlejohn and Chang4  have recently determined the 
equilibrium constant for the coordination of NO to 
Fe2+(H204 Fe2 +(cit rate), and  Fe2+(acac)2,  using a 
temperature-jump approach (Table 1) similar to that 
described by Czerlinski and Eigen. 7  

The reciprocal of the relaxation time obtained from 
the temperature-jump system equals the forward rate 
constant times the sum of the final equilibrium con-
centrations of Fe2 (L) and NO plus the backward 
rate constant. 7  When the reciprocal of the relaxation 
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Table 1. Kinetic and thermodynamic data for reversible NO coordination to ferrous chelates. 

k 1 	 k_1 	 r:i 
	

H 	S 

Ferrous chelates 	(moles/lit-sec) 	(sec 1 ) 
	

(liter/mole at 298°K) 	(kcal/mole) 	(e.u) 

Fe2 (H2O)5(NO) 	(7.1 ± 1,0) X 10 5 	(1.5 ± 0.6) X 103 	(4.7 ± 2.0) X 10 2  

Fe2 (citrate)(NO) 	(4.4 ± 0.8) X 10 5  (6.6 ± 2.4) X 102 	(6.7 ± 2.0) X 102  

Fe2 (acac)2(NO) 	(4.0 ± 3.0) X 10 2 	24 ± 2 
	

17 ± 14 

Fe 2 (NTA)(NO) 	 X io 7 	 :-::-35 
	

2.14X106 	-11.94 	-11.0 

Fe2 (EDTA)(NO) 	~:6 X 107 	 ~:60 
	

1.15 X 107 -15.8 	-20.7 

time is plotted against the final concentrations of 
Fe2 (L) + NO, the slope of the curve gives the for-
ward rate constant (k1 ) and the point of interception 
gives the backward rate constant (k_1 ). 

A comparison of the equilibrium constants of the 
reactions listed in Table 1 makes it obvious -that 
Fe2 (EDTA) and Fe2 (NTA) have much larger 
absorption capacities for NO than do Fe2 +(H2

0)
5 , 

Fe2 +(c it rate), or  Fe2+(acac)2.  For an aqueous scrub-
bing solution initially containing 0.1 mole/liter 
Fe2 (NTA) at 50°C, ,u = 0.1 mole/liter, the fraction 
of the iron chelate that is converted to 
Fe2 (NTA)(NO) is about 36% when the solution is in 
equilibrium with a gas containing 1000 ppm NO at 
one atmosphere. For a gas containing 100 ppm NO, 
the conversion is about 5%. Thus, the presence of 
the iron chelate increases the capacity of the scrub-
bing solution for NO by a factor of 30,000 or more. 

Kinetics 
With the temperature-jump technique, Littlejohn 

and Chang, 4  directly measured the formation and dis-
sociation rate constants of Fe 2+(H2

0)
5NO, 

Fe2 (citrate)NO, Fe2 (acac)2NO, Fe2  (EDTA)NO, 
and Fe2 (NTA)NO (Table 1). The forward and 
reverse rate constants for the formation of 
Fe2+(cit rate)NO are somewhat smaller than the 
values for the Fe2+(H2O)5N0  complex, while the 
equilibrium constant is larger. The kinetics for the 
formation and dissociation of the Fe 2 +(acac) 2NO 

complex are much slower than for any other complex 
studied. 

For both Fe2 (EDTA)NO and Fe2 (NTA)NO, the 
relaxation times due to the temperature jump were 
too short to be measured. However, an upper limit of 
10 microseconds was established for the relaxation  

times for both complexes. By using this value with 
the equilibrium constants determined for 
Fe2 (EDTA)NO by Hishinuma et al. 5  and for 
Fe2 (NTA)NO by Lin et al., 6  the lower limits of for-
ward and reverse rate constants were calculated 
(Table 1). 

Thermodynamic Equilibrium and Kinetics of SO 2  
Absorption 

Thermodynamics 
Sulfur dioxide is moderately soluble in water; four 

major 4+  species are produced after dissolution of 
SO2  in aqueous solutions: S02(aq), HSO, SOj', and 
S2O52- . The equilibrium concentrations of these 4+ 
species depend on both the partial pressure of SO2  
and the pH of the solution. The solubility coefficient 
of SO2  is 1.24 mole/liter-atm at 25°C. Hydrated SO2  
can ionize to form bisulfite ion, HSO, which in turn 
can undergo further ionization to produce sulfite ion, 
SO: 

S02(g)+H20 502(aq) 	 (4) 

S02(aq) H + HSO 	 (5) 

(K = 1.27 X 10-2  mole/liter at 25°C) 

HSO H + SO 	 (6) 

(K = 6.24 X 10 mole/liter at 25°C) 

Bisulfite ion is also in equilibrium with the disulfite 
ion, 52052_: 

2HSO.- S20j + H2O 	 (7) 

(K = 7 X 10 liter/mole at 25°C) 
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Kinetics 
Dissolution of SO2  can be expressed by Reactions 

(4)-(7). Reaction (5) proceeds very fast, as can be 
seen from the rate constant (k3) and reverse rate 
constant (k) measured by Eigen et al. 8  using a 
relaxation technique: k3  = 3.4 X 106  sec 1  and k 
= 2.0 X 108  mole/liter-second at 20°C. 

Regeneration Rate of Metal Chelate Catalysts 

We have started to investigate the reaction kinet-
ics between Fe2 (NTA)NO and sodium 
sulfite/bisulfite as a model for the reactions of S02-
NO-metal chelates in aqueous solutions. The reac-
tion can be expressed as follows: 

a NO + Fe2 (NTA) Fe2(NTA)(NO)a 	(8) 

Fe2 (NTA)(NO) 8  + b S032_ 	 (9) 

Fe(NTA) + c N20 + d N2  

+ e N-S complexes + f SO 

The experiments were performed under 02-free 
conditions to avoid oxidation of Fe2+,  NO, and 4+ 

The concentration of Fe2+(NTA)NO  was monitored 
by visible-absorption spectrometry during the course 
of the reaction. A spectrum of the Fe 2 +(NTA)NO 

complex is shown in Fig. 1 and has been found to 
obey Beer's law over the concentration range (10 
mole/liter to 10 mole/liter) employed in the experi-
ments. The rate of disappearance of Fe 2 (NTA)NO 
in the presence of S032-  or HSOj has been found to 
have a second-order dependence on the concentra-
tion of Fe2 (NTA)NO and a first-order dependence 
on the concentration of S032  or HSO. The rates 
can be expressed as follows: 

-d[Fe 2 (NTA)NO] 
(10) 

dt 

= (k7[S032_1 + k [HSO]) [Fe2 (NTA)NO] 2  

Tentative values for k7  and k have been obtained. 
At pH 8.0, k7  = 3.16 X 103  (liter/mole) 2/sec; and at 
pH 3.5, k = 4.3 X 102  (liter/mole) 2/sec. These 
values were obtained at 20°C. The dependence of 

300 400 500 600 700 	800 
Wavelength (nm) 

Figure 1. An absorption spectrum of Fe 2 (NTA)NO from 
800 to 300 nm. 	 (XBL 816-5927) 

the reaction rate on ionic strength at conditions near 
neutral pH was found to be negligible. 

Identification of Reaction Products 

The intermediate and final products that can be 
formed from the reaction of SO 2, NO, and ferrous 
chelates in aqueous solutions have not yet been well 
characterized, although a few compounds such as 
SO, N20, and some N-S complexes (sulfamate 9  and 
amine disulfonate 1 ' 2) have been found. It is neces-
sary to identify such intermediate and final products 
so that reaction kinetics and mechanisms can be 
characterized and, from this knowtedge, an optimum 
stack gas scrubber developed: To this end, we have 
begun to develop analytical techniques so that 
species can be directly, rapidly, and quantitatively 
determined and the mass balances of the reactions 
between nitrosyl metal chelates and SO 2  in aqueous 
solutions performed. Laser Raman spectroscopy 
appears to have the potential to identify the species 
present in mixtures of SO 2, NO, and metal chelates 
efficiently and unambiguously. 

The first step in the identification process is to 
acquire Raman spectra 10  of potential reaction pro-
ducts so that the relative scattering efficiencies and 
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Raman shifts will be known. The species studied to 
date, along with their Raman shifts and scattering 
efficiencies relative to sulfate ion, are shown in 
Table 2. 

Laser Raman spectroscopy has been used to 
detect the products of the reactions of 
Fe2 (NTA)NO with sulfite ion and Fe 2 (H2O)5NO 
with bisulfite ion. Figures 2(a) and 2(b) are Raman 
spectra of amine disulfonate (ADS) and sulfamate 
(SFA) respectively. Sulfate ion was added to the 
solutions as a reference so that the relative scatter-
ing efficiencies could be obtained. The ADS peak is 
at 1084 cm 1 , the SFA peak is at 1049 cm 1 , and 
the 5042_  peak is at 981 cm 1 . 

Figure 2(c) is a spectrum of a solution with initial 
concentrations of 0.037 mole/liter Fe 2 (H20)5NO and 
0.19 mole/liter bisulfite ion at pH -4. The 985 cm 
sulfate peak is from the ferrous sulfate used to 
prepare the solution and the sulfate created as a 
reaction product. The peak due to ADS is apparent 
at 1087 cm 1 . The peak at 1052 cm 1  could be from 
both SFA and disulfite ions. The species responsible 
for some of the other peaks present, such as the 
1245 and 1280 cm 1  peaks, have not yet been 
identified. The solution is colorless after the comple-
tion of the reaction. The 488 nm Ar+  laser line was 
used to obtain the spectra. 

Figure 2(d) is a spectrum of Fe 2 (NTA)NO and 
sulfite ion at pH 8.3, with initial concentrations of 

Table 2. Raman 	shifts 	and 	scattering 
efficiencies of some species relative 
to sulfate ion. 

Relative 
scattering 

Raman shift 
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Compound 
	

(cm-1 ) 
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Figure 2. Raman spectra of (a) sulfamates(SFA), (b) 
aminedisulfonates (ADS), and reaction mixtures of (C) 
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0.043 mole/liter and 0.100 mole/liter, respectively. 
Additional sulfate ion was added to the solution at 
the time of mixing, making a total of 0.091 mole/liter 
sulfate added to the solution. The peak due to ADS 
is prominent at 1087 cm 1 . Since the solution is 
basic, ADS will not be rapidly hydrolyzed to form SFA. 
The reacted solution absorbs strongly in the blue 
region of the spectrum, so the 647 nm Kr+  laser line 
was used for this spectrum. 

Figure 2(e) is a spectrum of an initial concentration 
of 0.012 mole/liter Fe 2 (NTA)NO and 0,100 mole/titer 
sulfite ion at pH -7. The 985 cm 1  sulfate peak 
overlaps with the broader sulfite peak centered at 
970 cm 1 . The peaks ascribed to ADS and SFA are 
weak but visible at 1087 and 1052 cm 1 . While the 
reacted solution does absorb in the blue region of the 
spectrum, the absorption is sufficiently weak to allow 
the 488 nm Ar+  laser line to be used. The sharp 
spikes in the spectrum are due to noise in the laser 
output. 

Implications for Scrubber Design 

The results of these studies show the technical 
feasibility of designing and operating a scrubber 
capable of removing both NO x  and SO well enough 
to meet national air quality standards. 

NO Removal 
The data given in Table 1 show that Fe2+  chelated 

by either NTA or EDTA reacts rapidly with NO under 
scrubber conditions. A large fraction of the iron 
chelate is converted to the nitrosyl complex when 
equilibrated with NO at concentrations commonly 
found in stack gases. The rate constant for forming 
NO complexes is so large that for either chelating 
agent the reaction is effectively instantaneous. Since 
NTA costs less per pound than EDTA and has a lower 

molecular weight, it appears to be the agent of 
choice at this time. 

SO2  Removal 
The reaction between the NO complexes and HSO 

is too slow to affect the rate of absorption of SO2 . 
One must, instead, depend upon the buffering capa-
city of the solution for absorbing SO2 , and upon sub-
sequent reaction for removing it from the solution. 
As shown in Table 3, the pH of the solution in the 
scrubber is thus advantageously kept in the range of 
5 to 7. However, examination of the acid constants 
of NTA11  (PKa1 = 1.97; PKa2  = 2.57; and pK = 

9.81) shows that the NTA cannot provide buffering in 
this pH range. The buffering must, therefore, be pro-
vided by adding some other soluble base to the 
scrubbing solution. Ammonia, sodium carbonate, 
sodium citrate and sodium phosphate are examples 
of bases that may be useful. 

Solution Regeneration 
To be economically attractive, a scrubbing solution 

must be regenerable with little or no loss of active 
ingredients. For a scrubbing solution containing 
Fe2 (NTA) together with an appropriate buffer, 
regeneration will be a complex process. Neumann 
and Lynn 12  have shown that Fe 2 +(NTA) reacts rapidly 
with oxygen to form F e3 +(NTA) .  The fraction of Fe2 + 
oxidized will depend on the 02  content of the flue 
gas. Besides removing the absorbed NO and SO 2 , 
the regeneration must then reduce the Fe3+  back to 
Fe2+. Lynn and Dubs13  found that H 2  S reacts 
stoichiometrically with Fe3 (NTA) to form Fe 2 (NTA) 
and elemental sulfur in the pH range 3.5 to 4.5. 
When the pH of the solution is above 7.0, some 
thiosulfate and polythionates may be formed. Neu-
mann and Lynn 12  showed that the rate of the absorp- 

Table 3. 	Equilibrium concentration of sulfites (mole/liter) at P s02  = 100 ppm at 
25°C. 

Sulfites pH 7 pH 6 pH 5 pH 4 pH 3 

S02 H20 1.24 X 10 1.24 X 104  1.24 X 104  1.24 X 104  1.24 X 10 

HSOj 1.58 X 10+2  1.58 X 10+ 1  1.58 1.58 X 101  1.58 X 10 2  

Soi 9.82 X 10+1  9.82 X 101  9.82 X 10 9.82 X 10 9.82 X 10 

S2Oç 1.75 X 10 1.75 X 10+1  1.75 X 10_1  1.75 X10 1.75 X iO 
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tion of H2S by Fe3 (NTA) solution indicated the rate 
of reaction to be effectively instantaneous in the pH 
range 3.5 to 4.5. 	Absorption rates and reaction pro- 
ducts in the pH range 5 to 7 must still be determined.  

Several 	methods are available for removing the 
absorbed SO2  from the scrubber liquid during regen- 
eration. 	One approach is to add lime and precipitate  
a mixture of CaSO3  and CaSO4 . 	 This would require 
technology similar to that used in the various double- 
alkali processes for SO2  scrubbing. 	Thorough wash-  
ing 	of 	the 	precipitate 	to 	avoid 	excessive 	loss of 
scrubber-liquid 	chemicals 	would 	be 	required. 	A 
second approach is to react dissolved SO2  with H2S 
to form elemental 	sulfur. 	The technology for this 10 
approach has been demonstrated in the citrate pro- 
cess 	of 	the 	U.S. 	Bureau 	of 	Mines 	and 	Stauffer 
Chemical's AquaClaus process. 	With this approach, 
a salable form of sulfur is produced, and costs may 
be reduced as a result. 	The reaction of H2S and 
HSOj in the presence of chelated iron compounds 11, 
has not yet been studied. 

PLANNED ACTIVITIES FOR FY 1983  
We plan to determine quantitatively the amounts of 

the observed products that are produced by the reac- 
tions of ferrous nitrosyl 	complexes with sulfite and 
bisulfite ions. 	We also plan to study the interaction 
of H2S with this system.  

the Coordination of NO to Fe 2(NTA) in Aque-
ous Solutions," l&EC Process Res. Dev. 21, p. 
725. 
Czerlinski, G., and Eigen, M. (1959), "Eine Tem-
peratursprungmethode zur Untersuchung Chem-
ischer Relaxation," Z. Elektrochem. 63, p.  652. 
Eigen, M. (1961), "Investigation on Rapid Reac-
tions by Means of Relaxation Spectrometry," 
Suomen Kemistilekti 34A, p.  25. 
Sawai, K. and Gorai, T. (1976), "Simultaneous 
Removal of Sulfur Dioxide and Nitrogen Oxides 
from Flue Gases by the CEC Method," Kyusan 
to Kogyo, p.  187. 
Littlejohn, D:, and Chang, S.G., (1982), 
"Identification of Species in a Wet Flue Gas 
Desulfurization and Denitrification System by 
Laser Raman Spectroscopy," submitted for pub-
lication in Environ. Sci. Tech., Lawrence Berke-
ley Laboratory Report LBL-14756. 
Pietrezyk, D.J., and Frank, C.W. (1974), Analyti-
cal Chemistry, Academic Press, New York, p. 
453. 
Neumann, D.W., and Lynn, S. (1981), "Oxidative 
Absorption of H2S and 02  by Iron Chelate Solu-
tions," presented at the AIChE Annual Meeting, 
New Orleans, and submitted for publication to 
AIChE Journal. 
Lynn, S., and Dubs, B.J.-L., U.S. Patent No. 
4,278,646, July 1981. 

REFERENCES 

Yaverbaum, L.H. (1979), Nitrogen Oxides Con-
trol and Removal, Recent Developments, Noyes 
Data Corporation, Park Ridge, New Jersey. 
Martin, A.E., Ed. (1981), Emission Control Tech-
nology for Industrial Boilers, Noyes Data Cor-
poration, Park Ridge, New Jersey. 
Chang, S.G., Littlejohn, D., and Lin, N.H. 
(1982), Kinetics of Reactions in a Wet Flue 
Gas 	Simultaneous 	Desulfurization 	and 
Denitrification System," in Flue Gas Desulfuriza-
tion, ACS Symposium Series 188, American 
Chemical Society, Washington, D.C. 
Littlejohn, D., and Chang, S.G. (1982), "Kinetic 
Study of Ferrous Nitrosyl Chelates," J. Phys. 
Chem. 86, p.  537. 
Hishinuma, Y., et al. (1979), "Reversible Bind- 
ing of NO to Fe(lI)EDTA," Bull. Chem. Soc. 
Japan 52, p.  2863. 
Lin, N.H., Littlejohn, D., and Chang, S.G. 
(1982), "The Thermodynamics and Kinetics of 

THE REACTION OF FERROUS NITROSYL 
COMPLEXES WITH SULFITE AND 

BISULFITE IONS* 

D. Littlejohn, E. Griffiths, and S. G. Chang 

Untreated flue gases from coal-fired power plants 
contain substantial amounts of sulfur dioxide (SO 2) 

and nitrogen oxides (N0).  A number of control stra-
tegies are being developed to reduce the concentra-
tions of these pollutants to acceptable levels. 1  Since 
SO2  is fairly soluble in water, it can be effectively 
removed by scrubbing the flue gases with aqueous 

This work was supported by the Morgantown Energy Technology Center 
under Contract No. 81 MCi 4002 through the Assistant Secretary of Fossil En-
ergy of the U.S. Department of Energy under Contract No. DE-AC03-
76SF00098. 
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solutions. Nitric oxide (NO) is the major constituent 
of nitrogen oxides; the rest of the NO x  consists 
mainly of nitrogen dioxide (NO2). While NO2  is 
readily dissolved in aqueous solutions, NO is rela-
tively insoluble. One promising technique for enhanc-
ing the solubility of NO is to use ferrous chelates to 
form ferrous nitrosyl complexes in aqueous solutions. 

A scrubbing process based on this procedure must 
be able to regenerate the ferrous chelate so that it 
may absorb more NO. One method of regeneration is 
to react the ferrous nitrosyl compound with the dis-
solved SO2 , which exists as bisulfite (HSO) and 
sulfite (SOç) ions, depending on the pH of the solu-
tion. 2  These ions will be referred to collectively as 
S(lV). The behavior of this reaction needs to be 
known so that a scrubber based on this method can 
be properly designed. 

ACCOMPLISHMENTS DURING FY 1982 

We have begun a systematic study of the reaction 
of ferrous nitrosyl complexes with S(lV) and have 
obtained a preliminary rate expression. We have also 
identified the major products of the reaction. 

Kinetic Studies 

The ferrous nitrosyl complexes were prepared 
under oxygnfree conditions. 3  Concentrations of the 
complexes were determined spectrophotometrically. 
Solutions of the ferrous nitrosyl complexes were 
mixed with degassed solutions of S(IV) ions. After 
mixing, the concentration of the complexes was moni-
tored over time, using its visible absorption band. 
Solutions were prepared such that the concentration 
of S(lV) was much greater than that of the ferrous 
nitrosyl complex. Most of the work has involved the 
two complexes that bind NO most efficiently: 
Fe(Il)(NTA)NO4  and Fe(ll)(EDTA)NO. 5  Kinetic studies 
have been done at 25 °C for Fe(ll)(NTA)NO, and at 
25 °C and 55°C for Fe(ll)(EDTA)NO. Analysis of the 
kinetic data was done using values of the change 
with time in [Fe(ll)(L)NO] (L representing the chelate 
in use), dc/dt, obtained from the initial decay of the 
ferrous nitrosyl complex. 

Determination of Reaction Products 

Gaseous products of the reaction were analyzed by 
gas chromatographic and mass spectrometric tech-
niques. The solutions containing the reaction mixture 
were kept in a sealed container under an argon atmo- 

sphere. Gas samples were withdrawn after allowing 
the reaction to go to completion and permitting the 
solution to equilibrate with the gas above it. 

Other products remaining in solution were meas-
ured either spectrophotometrically or by laser Raman 
spectroscopy (LRS). Not all of the product com-
pounds can- be easily determined by spectropho-
tometric methods. The major limitations of LRS are 
its relatively low sensitivity and the difficulty of work-
ing with strongly colored solutions. Practically all 
product compounds can be determined by LRS, how-
ever, if their concentrations are sufficiently high. 6  

Results and Discussion 

Kinetic Results 
Values of dc/dt obtained from experiments were 

used to obtain rate information on the reaction. Fig-
ure 1 illustrates the dependence of the reaction rate 
on the pH of the solution containing Fe(ll)(NTA)NO + 
S(IV). The data were obtained from experiments 
using [Fe(ll)(NTA)NOJ at 2.5 X 10 M and [S(IV)] at 
—4 x iOM. The decrease in rate at pH below 3 is 
attributed to two factors: the decreasing fraction of 
S(IV) in the form of HSO, and the decreasing ability 
of Fe(ll)(NTA) to bind with NO. 4  The increase in rate 
around pH 6 is due to the increasing fraction of S(IV) 
as SOC. The cause of the decrease in rate above pH 
7 is currently not well understood, but may be due to 
0H complexing with Fe(il)(NTA)NO and inhibiting the 
reaction. 

Plots of log (dc/dt) vs. log (S(IV)) have been used 
to determine the rate dependence on S(lV). Within 
the accuracy of our results, we find first order depen-
dence on S(IV) throughout the pH range of 4 to 8. 

dc/dt 

a 

p11 

Figure 1. Dependence of reaction rate (dc/dt) on pH for 
[Fe(ll)(NTA)NO] 2.5 X 10 M and [S(V)] 4 X 10-2  
M. 

(XBL 832-5298) 
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This is true for both ferrous nitrosyl complexes. This 
appears to be valid over a S(IV) range of 0.01 to 0.1 
Mwhen [S(IV)] > [Fe(ll)(L)NO]. 

Plots of log (dc/dt) vs. log (Fe(ll)(L)NO) were used 
to determine the dependence of the reaction rate on 
the ferrous nitrosyl complex concentration. A 
representative plot is shown in Fig. 2. At high pH 
conditions where SQT is the only S(IV) species, there 
is a first order dependence on Fe(ll)(L)NO over a con-
centration range of 10 M to 10 M. Above 10-2  M 
in Fe(ll)(L)NO concentration, the dependence 
appears to approach zero order. At low pH condi-
tions, where HSOj is the only S(IV) species, there 
appears to be zero order dependence on Fe(ll)(L)NO 
at all concentrations studied (10 Mto 10-2  M). 

A study done on ionic strength dependence at pH 
7, where both HSOj and SO are present, found no 
dependence on ionic strength over the range of i = 

0.01 to = 1.0. 
From our results, we have obtained the following 

rate expressions: 
Fe(ll)(NTA)NO at 25 °C: 

{d[Fe(ll)(NTA)NO]}/dt = 1.2 X 10 sec 1 [HSOfl 

+ 0.1 3M 1 sec 1  [Fe(l l)(NTA)NO] [SOs] 

(valid for pH 	3 to 8, [Fe(ll)(NTA)NO] 	10 to 
10 M, [S(IV)] 	0.01 to 0.1 	. 

Fe(ll)(EDTA)NO: 

{-d[Fe(ll)(EDTA)NQ]}/dt 

= k 1  [HSO] + k2[Fe(ll)(EDTA)NOJ[SO] 

where k1  at 25°C = 5.62 X 10 sec 1 , and k2  at 
25°C = 0.175 V1  sec; k1  at 55°C = 9.00 X 10 
sec, and k2 at 55°C = 0.60 M sec. (pH range 

4 to 8.5, [Fe(ll)(EDTA)NOJ = 10 to 10 	M, 
[S(IV)] 10 to 10_1  M.) 

Reaction Products 
Nitrous oxide (N 20) and nitrogen gas (N2) were 

found to be among the major nitrogen-containing pro-
ducts of the reaction of ferrous nitrosyl complexes 
with S(IV). Nitrous oxide was analyzed by both gas 
chromatographic and mass spectrometri c techniques, 
and N2  was analyzed by mass spectrometry alone. 

The fraction of nitrogen that is NO converted to 
N20 is affected by pH and the concentration of the 
ferrous nitrosyl complex. Figure 3 shows the pH 
dependence for N20 production for [Fe(!l)(NTA)NO} 
<5 X M when reacted with excess S(IV). The 
fraction of N20 produced decreases as the 

Figure 2. Reaction rate dependence on Fe(ll)(NTA)NO: 
log {(dc/dt)/[SO]} vs. log {[Fe(ll)(NTA)NOJ} at pH ~ B. 
Slope = 1.06 ± 0.05. 

(XBL 832-5297) 

Figure 3. pH dependence on N 20 production for reaction 
of Fe(ll)(NTA)NO + S(IV). [Fe(Il)(NTA)NO] <5 X 10 M. 

(XBL 823-5380) 
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Fe(Il)(NTA)NO concentration is raised above this 
level. Similar behavior is observed for 
Fe( I l)( EDTA)NO. 

Nitrogen gas appears to be an important nitrogen-
containing product, although the effects of pH and 
concentration on its production have not yet been 
determined. Its concentrations have been found to 
be much higher than those of N 20 at the 
Fe(ll)(NTA)NO concentrations estimated to occur in 
this type of scrubber. 

Hydroxylamine disulfonate (HADS) was found to be 
another reaction product. HADS can react with S(IV) 
and can hydrolyze to form other compounds. 2  HADS 
determinations were made by LRS and by oxidation of 
HADS to nitrosodisulfonate (NDS), which can be 
measured by its optical absorption. 7  A limited number 
of measurements on HADS indicate that it and the 
compounds it forms in the reaction mixture also con-
tain a substantial fraction of the nitrogen originally in 
the form of NO. 

Sulfate ion (SOfl appears to be the major product 
into which S(IV) is converted. It has been observed 
by LRS and by wet analytical methods. 

Spectra taken several days after mixing Fe(ll)(L)NO 
with S(IV) under alkaline conditions show the appear-
ance of the characteristic spectra of Fe(lll)(NTA)0H 
and Fe(lll)(EDTA)0H. 8  This indicates that Fe(ll) is 
slowly being oxidized to Fe(lll). The reaction contin-
ues to occur long after the primary reaction has gone 
to completion. The oxidizing agent has not yet been 
identified. 

From studies of reactions of similar compounds 9 ' 10  

and knowledge of the reaction products, a tentative 
reaction scheme can be proposed: 

Fe(ll)(L)NO + S(IV) - ONSOj" + Fe(ll)(L) 

Fe(ll)(L)NO 	Fe(ll)(L) + NO 

NO + S(IV) - ONSO 

NO + ONSO - ON(NO)SO 

S(IV) + ONSO - HADS 

H 
ONSO + H20 - NOH + HSO (see Ref. 11) 

NOH + NOH - H2N202  (see Ref. 11) 

H 

ON(NO)SO - N20 + SO  

H' 

H2N202 N20 + H2O 

H2N202 - N + 20H (see Ref. 10) 

Not included in this scheme are reactions in which 
HADS is converted into other nitrogen-sulfur com-
pounds. These are discussed in detail elsewhere. 2  

PLANNED ACTIVITIES FOR FY 1983 

We plan to extend the range of concentrations of 
S(IV) and Fe(ll)(L)NO under study to develop a more 
complete rate expression. A mass balance, for the 
nitrogen-containing products will be made, and the 
factors influencing the relative amounts of these com-
pounds will be determined. With this knowledge, it 
will be possible to develop an efficient system for 
simultaneous desulfurization and denitrification of 
power-plant flue gases. 
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IDENTIFICATION OF SPECIES IN A WET 
FLUE GAS DESULFURIZATION AND 

DENITRIFICATION SYSTEM BY LASER 
RAMAN SPECTROSCOPY* 

ADS for amine disulfonate, and SA for sulfamic acid. 
In studying these processes to determine an 

optimum design and operating condition for 
scrubbers, one problem is to detect quantitatively all 
the species present under a wide range of solution 
conditions. Our work is intended to overcome this 
difficulty. 

ACCOMPLISHMENTS DURING FY 1982 

Using laser Raman specrsocopy, we have investi-
gated the reaction system of nitrite ions and bisulfite 
ions in aqueous solutions. The reaction products 
have been identified, and the effect of reactant con-
centrations and solution pH has been studied. 

The Raman system has been described in detail 
elsewhere. 9  Spectra were obtained using the 488.0 
nm argon ion laser line as the exciting light. Raman 
spectra were obtained for the reactants and potential 
reaction products. For most species, the relative 
molar intensity (RMI) was determined as follows: 

0. Littlejohn and S. G. Chang 	 HJC1  

(981 cm 1  Hsulfate)/(Csulfate) 

Several wet processes 1 ' 2  for simultaneous removal 
of SO2  and NOx  from power-plant flue gases are 
based on injecting a gaseous oxidant such as 03  into 
the flue gas to selectively oxidize the relatively inso-
luble NO to the more soluble NO2. The flue gas is 
subsequently passed to a N021S02  absorber. The 
major, fraction of the absorbed NOx  in these 
processes has been found to be in the form of 
nitrogen-sulfur compIexes, 1  which are the com-
pounds produced in the reaction between nitrite and 
bisulfite ions. 

Some of the reactions that can occur in this system 
are illustrated in Fig. 1. The intermediate species 
nitrosulfonic acid (HO3SNO) has never been 
identified, but its existence has been inferred from 
the behavior of the nitrite ion-bisulfite ion reaction. 
Some of the compounds identified in the figure are 
abbreviated as follows: HADS for hydroxylamine 
disulfonate (disulfonic acid at low pH), HAMS for 
hydroxyl amine monosulfonate, HA for hydroxyl amine, 
ATS for amine trisulfonate (trisulfonic acid at low pH), 

This work was supported by the Morgantown Energy Technology Center 
under Contract No. 81MC1 4002 through the Assistant Secretary of Fossil En-
ergy of the U.S. Department of Energy under Contract No. DE-AC03-
76SF00098.  

where /i, is the ion peak height, C1  is the ion molarity, 

Hsu lfate  is the sulfate ion peak height, and Csulfate  is 
the sulfate ion molarity. The Raman shifts and rela-
tive molar intensities are given in Table 1. 

The solutions containing the reaction mixtures of 
nitrite ions and bisulfite or sulfite ions were prepared 
in a vacuum line to prevent oxidation of the sulfur (IV) 
species to sulfate ion. The solutions were transferred 
to 8-mm-diameter Pyrex tubes under an argon atmo-
sphere and sealed, after which Raman spectra were 
obtained. To investigate the nitrite ion-bisulfite ion 
reaction, four solutions with varying nitrite 
ion-bisulfite ion ratios were prepared. The initial pH 
of the solutions was about pH 4, and the initial con-
centrations were: 

0.10 MNO + 0.50 M HSO 

0.26 MN0 + 0.50 MHS0 

0.51 MN0+0.50MHS0 

1.02 MN0 + 0.50 MHSO 

A solution containing 1.02 M NOj and 0.50 M SOc 
was also prepared at pH 10 for an investigation of the 
reaction at high pH conditions. 
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Figure 1. Reactions that occur in the nitrogen oxyacid-sulfur oxyacid system. 	(XBL 8112-13061) 

Results and Discussion 	 NO + 2HS0 - (03S)2NOH + OF-r 

Raman spectra of the four nitrite ion-bisulfite ion 
solutions taken 24 hours after mixing are shown in 
Fig. 2. The spectrum of mixture A in Fig. 2(a) shows 
the presence of sulfite ion (SOç) at 970 cm 1  (the 
shoulder on the 980 cm peak), sulfate ion (SOfl at 
980 cm 1 , bisulfite ion (HSO) at 1025 cm, disulfite 
ion (S20ç) at 1050 cm 1  HADS at 1085 cm 1 , and 
ATS at 1100 cm 1 . Since bisulfite ion and disulfite 
ion exist in equilibrium in solution, the 1050 cm 1  
peak is attributed to disulfite ion, and not to nitrate 
ion. The spectrum of mixture B, shown in Fig. 2(b), is 
less complicated, with sulfite ion at 970 cm 1 , HADS 
at 1085 cm 1 , and ATS at 1100 cm 1 . Sulfate ion is 
much less prominent in the spectrum of mixture B. 
The spectra of mixtures C and D are similar to that of 
mixture B, except for increasingly strong nitrite bands 
at 820 cm 1  and 1240 cm 1  and an increasingly weak 
ATS band. The 1240 cm 1  band of nitrite ion is broad 
and overlaps with the 1330 cm 1  nitrite band. 

Figure 2(a) shows that some of the bisulfite ion has 
been converted to sulfite ion. In Figs. 2(b), (c), and 
(d), all the bisulfite ion has been converted into 
sulfite ion. This is due to the reaction producing 
HADS: 

The occurrence of the hydrolysis reactions will cause 
a decrease in pH. For example, the hydrolysis of 
HADS and ATS produce H: 

(03S)2NOH + H20 - (03S)NHOH + SO' + H 

(03S)3N + H20 - (03S) 2NH + SO + H 

The hydrolysis reactions in this reaction scheme are 
all hydrogen-ion catalyzed and are slower than the 
initial reaction between nitrite ion and bisulfite ion. 

In mixture A, the nitrite ion-bisulfite ion ratio is 
much less than 1:2, the stoichiometry of the initial 
reaction to produce HADS. Under these conditions, 
the kinetics of the system will be considerably 
different than in mixtures B, C, and D In this situa-
tion, the amount of HADS produced should be limited 
by the amount of nitrite ion present. Since bisulfite 
ion should remain after the nitrite ion has been con-
sumed, it can react with HADS to produce ATS. 
There should be less hydroxyl ion produced than in 
the other mixtures, so that the hydrogen 
ion-catalyzed hydrolysis reactions should occur more 
rapidly. The relative amount of ATS in Fig. 3(a) is 
much larger than in the other spectra. Sulfate ion is 
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Table 1. Raman shifts and relative molar intensities of 
species studied in this investigation. 

Species Raman Relative 
shift molar 

(cm 1 ) i ntensitya 

NO2 818 0.053 
1240 -'0.025 
1331 0.125 

NOj 1050 0.95 

N020 692b 
- 

 weakb 
1115 weakb 

strongb 

N20 1285 -0.18 

SO 967 0.12 

HSOj 1023 0.10 

SOE' --'455 -0.07 
981 1.00 

S2O 1055 -0.9 

HSO 1050 0.05 

HADS -700 -0.20 
1084 1.43 

HAMS -420 -0.13 
-760 -0.08 
1058 0.48 

HA (pH :!5 7) 1004 0.21 

HA (pH ~ 9) 918 0.09 

ATS 1097 0.10 

ADS 1084 0.056 

SA(pH:51) 1063 c 

SA(pH ~!:3) 1049 0.41 

aSor cm 1  line = 1.000. 
bF rom  Ref. 10. 
CNo  value obtained. 

produced only by the hydrolysis reactions, according 
to the reaction scheme in Fig. 1. The sulfate ion 
peak at 980 cm is much more prominent in Fig. 3(a) 
than in the other figures, indicating that more hydro-
lysis has occurred. Since no HAMS is apparent at 
1060 cm, the sulfate ion must be due to the hydro-
lysis of ATS to ADS. The 1085 cm peak is, there-
fore, due to both ADS and HADS. 

The spectra of mixtures B, C,.and D did not display 
much change with time since the hydrolysis reactions 
are fairly slow. The spectra of mixture A did change  

considerably; the change with time is shown in Fig. 3, 
over the range of 900 to 1300 cm. The times after 
mixing and the number of scans for the spectra are: 
Fig. 3(a)-20 mm. and 1 scan; Fig. 3(b)-2 hours and 
1 scan; Fig. 3(c)-24 hours and 4 scans, Fig. 3(d)-
105 days and 4 scans. In the first spectrum in Fig. 
3(a), HADS is prominent at 1085 cm. The presence 
of ATS is indicated by the peak at 1100 cm, and 
HS03  and S20ç are visible at 1025 and 1050 cm. 
There is weak evidence for SOc and 50' at 960 and 
980 cm. In Fig. 3(b), the ATS and sulfate ion peaks 
have become more prominent. In Fig. 3(c), the ATS 
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Figure 2. Raman spectra of nitrite ion-bisulfite ion mix-
tures taken 24 hours after mixing: (a) 0.10 M NO + 0.50 
MHSO; (b) 0.26 MNO + 0.50 MHSO; (c) 0.51 MNO 
+ 0.50 MHSO; (d) 1.02 MNO + 0.50 MHSOj 

(XBL 828-10805) 
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Figure 3. Raman spectra of 0.10 M nitrite ion-0.50 M 
bisulfite ion mixture: (a) 20 minutes after mixing; (b) 2 
hours after mixing; (c) 24 hours after mixing; (d) 105 days 
after mixing. (XBL 828-10831) 

peak is very prominent, the HADS/ADS peak is 
smaller, sulfate ion is larger, and sulfite ion is still 
present. In Fig. 3(d), the peak due to ATS is 
absent, the 1085-cm 1  peak is due solely to ADS 
(because of the absence of the 700-cm HADS 
peak), and the 970-cm 1  SQT peak is absent. 

The chemistry occurring in mixture A is consistent 
with the reaction scheme shown in Fig. 1:  The reac-
tion producing HADS is fairly rapid and was essen-
tially completed by the time the first spectrum was 
taken. The conversion of HADS to ATS has started 
as well. The second spectrum shows further conver- 

sion of HADS to ATS. Hydrolysis is also occurring as 
evidenced by the growth of the sulfate ion peak at 
980 cm. The size of the sulfite ion peak relative to 
the bisulfite ion peak has increased from Fig. 3(a), 
indicating that the solution has become more basic 
from the production of HADS. In Fig. 3(c), much of 
nitrogen from the nitrite ion is in the form of ATS, 
with the rest as ADS and a little HADS. Considerable 
hydrolysis of ATS has occurred, shown by the growth 
of the sulfate ion peak. The solution is at a higher 
pH than it was originally, as indicated by the pres-
ence of sulfite ion as well as bisulfite ion. In the last 
spectrum, all the ATS has been hydrolyzed to ADS, 
and hydrolysis of ADS to SA is beginning. The hydro-
lysis rate of ADS is much slower than that of ATS, so 
evidence of its occurrence will be much slower in 
appearing. 

Mixtures B, C, and D all show the presence of 
sulfite ion and nitrite ion in solution 24 hours after 
mixing, indicating that the reaction between them 
and the reaction between HADS and sulfite ion is 
fairly slow. This was confirmed by preparing a solu-
tion of 1.02 M nitrite ion and 0.50 M sulfite ion at pH 
10. A Raman spectrum obtained shortly after mixing 
showed no evidence of any reaction products, and a 
spectrum taken one week later (Fig. 4) showed no 
change. From this, we conclude that the reaction 
between sulfite ion and nitrite ion occurs very slowly, 
if at all. This is consistent with the reaction mechan-
ism proposed by Oblath et al. 5  and by Seel et al. 11  
for bisulfite ion in HADS and ATS production. 

We have confirmed the accuracy of the reaction 
scheme shown in Fig. 1. These 'results are of great 
value in developing and improving wet flue gas 
scrubber systems. Our work indicates that, for 
optimum scrubber operation, the SOiNOx  ratio in the 
flue gases should be large enough that the ratio of 
bisulfite ion to nitrite ion in solution is greater than 2. 
The results also show that the pH of the scrubbing 
solution should be mildly acidic, so that bisulfite ion 
is the dominant form of sulfur oxyanion in solution. 
These scrubber conditions will permit optimum 
conversion of SO2  and NOx  into other compounds. 

PLANNED ACTIVITIES FOR FY 1983 

Laser Raman spectroscopy holds promise for study-
ing other reactions occurring in aqueous solutions. 
Among the reactions of interest are the reactions of 
ferrous nitrosyl complexes with sulfite and bisulfite 
ions and the oxidation of sulfite and bisulfite ions by 
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Figure 4. Raman spectrum of a 1.02 M nitrite ion-0.50 M sulfite ion mixture taken one week after mixing. 
(XBL 828-10803) 

dissolved oxygen in aqueous solutions. Iron and man-
ganese ions appear to catalytically affect the latter 
reactions, and their influence is especially worthy of 	6. 
study. 

7. 
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LAKE ECOTOXICOLOGY RESEARCH 

REALISM AND REPLICABILITY OF LENTIC 
MICROCOSMS AS A FUNCTION OF WATER 

AGITATI ON 

J. Harte, D.J. Levy, G.P. Lockett, 

Ar 	 J.M. Oldfather, J. T. Rees, 
E. I. Saegebarth, and R. A. Schneider 

Microcosms can be defined as experimental units 
containing inorganic and biological materials from, 
and exhibiting important processes occurring in, a 
whole ecosystem. Traditionally, microcosms have 
been used in chemical uptake studies, enrichment 
studies, and primary productivity measurements. 
Such applications are typically of short duration (4 to 
48 hours) and are carried out in small samples, of a 
few liters volume or less, from a natural system. 
More recently, larger microcosms have been pro-
posed for longer-term studies to determine the 
effects of pollutants on ecosystem functions and 
species composition. 13  A potential obstacle to such 
applications is that over longer time periods (weeks 
or months), microcosms may replicate poorly and 
their chemical and biotic behavior may diverge from 
the natural system from which they were derived. 
The results reported here contribute to our under-
standing of the potential for such divergence. 

In a series of experiments, we have been analyzing 
how the design of lentic (freshwater) microcosms and 
the conditions under which they are operated affect 
their replicability and realism. 4 ' 5  A partial list of the 
factors that can affect lentic microcosm replicability 
and realism includes: container size and shape, light 
and temperature levels, rate of water agitation, rate 
of hydraulic flow-through, presence or absence of 
macroflora and macrofauna, and presence or absence 
of algal wall growth. 6  It has been demonstrated that 
the degree of water agitation in estuarine micro-
cosms effects significantly the degree to which these 
systems simulate the estuary from which they were 
derived. 6  In the present experiments, 7  the ability of 

This work was supported by the Environment and Energy Analysis Division 
of the Electric Power Research Institute and the Office of Toxic Substances 
of the Environmental Protection Agency through the U.S. Department of En-
ergy under Contract No. DE-AC03-76SF00098. 

lentic freshwater microcosms to replicate well and to 
simulate accurately the pelagic epilimnion of a 
stratified reservoir is explored as a function of the 
degree of water agitation. Lessons learned from ear-
lier studies concerning tank size, water temperature 
control, and the need to prevent algal wall growth are 
incorporated into the experimental design. 

ACCOMPLISHMENTS DURING FY 1982 

In 1981, two experiments, lasting 7 and 5 weeks 
respectively, were carried out. The water source and 
field-comparison system was Briones Reservoir in 
Contra Costa County, California. Experiment I (June 
6-July 20) used water taken in equal amounts from 
depths of 5 and 8 m. The epilimnion depth of the 
reservoir was 8 to 10 m, and the depth-integrated 
temperature increased from 18.5°C to -20.5°C over 
the course of the experiment. Experiment II (October 
21-November 23) used water taken in equal amounts 
from 0, 5, and 10 m. The epilimnion depth was 15-20 
m, and the depth-integrated temperature decreased 
from 17.6°C to 15 0 . In both experiments, water was 
obtained approximately 100 m from the nearest 
shore, using a 12-liter Van Dorn bottle. 

The water was placed in a large mixing tank in the 
laboratory, then siphoned into cylindrical Nalgene 
tanks (diameter = 33.0 cm; height = 70.5 cm), 
which were filled with 58 liters of water. (Experiment 
I had 6 tanks, Experiment II had 12.) Previous work 
had demonstrated that microcosms 50 liters or larger 
best simulate relatively isolated pelagic surface 
water. 5  

In Experiment I, two levels of agitation—A and D-
were examined, while in experiment II, four levels of 
agitation—A, B, C, and D—were examined. Three 
replicate tanks were used to study each level of agi-
tation. In Experiment I, systems A were not agitated 
while systems 0 were agitated by Pyrex stirring pro-
pellers (4 blades; r = 2.5 cm) inserted to a depth of 
15 cm and rotated at -600 rpm by standard stirring 
motors. Motors were on during light periods and off 
during dark periods. In Experiment II, systems A were 
not agitated. Systems B were agitated by air bub-
bling out of a capillary tube at a rate of 1 liter/mm.; 
the tube extended 15 cm below the water surface. 
Systems C were agitated by slowly rotating (75 rpm) 
flat Lucite paddles (20  cm X 7.5 cm X 0.5 cm) 
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inserted to a depth of 23 cm. Systems D were agi-
tated by rapidly rotating (600 rpm) Teflon stirring pro-
pellers (3 blades, r = 2.2 cm) inserted to a depth of 
23 cm. The stirring motors in systems C and D were 
on continuously. 

Sampling was done weekly in both the reservoir 
and the microcosms, and always within a day of each 
other. In the reservoir, sampling was done from a 
small aluminum boat at approximately the same posi-
tion from which the microcosm water was drawn. The 
variables measured included phytoplankton and zoo-
plankton (number density by genus), ammonia, dis-
solved silica, pH, total organic carbon, dissolved 
organic carbon, temperature, light levels, and water 
agitation rate (the last by measuring the rate of dis-
solution of small gypsum blocks suspended in the 
reservoir and in the microcosms). 

In both experiments, the dissolution rate in the 
most vigorously agitated microcosms, systems D, 
most nearly matched that measured in the reservoir 
epilimnion. The dissolution rate in the least agitated 
microcosms, systems A, was on the order of one-
tenth that measured in the most agitated micro-
cosms. 

Nearly all chemical measurements showed good 
replication within a set of microcosms (x 2  -< 6.00 
and/or coefficient of variation :5 0.10). In the micro-
cosms, the chemical variables in both experiments 
did not depend strongly on the level of agitation, 
whereas the taxonomic variables in the microcosms 
did exhibit definite trends as a function of agitation. 
The taxonomic variables in sets of microcosms with 
no agitation (systems A) and agitation accomplished 
by bubbling (systems B) exhibited slightly better repli-
cation than did the mechanically agitated micro-
cosms (systems C and D). 

Time-averaged values of the taxonomic variables 
were used to compare quantitatively each set of 
microcosms with the reservoir. A variable in a set of 
microcosms was considered to exhibit good tracking 
if it replicated well with the set (x2  6.00), and if its 
mean value (averaged over the set of microcosms) 
was close (t :5 2.92, d.f. = 2) to the depth-
averaged value observed in the reservoir epilimnion. 
By these criteria, the taxonomic variables in Experi-
ment I tracked poorly with only 17% of the taxonomic 
data entries satisfying  them in the mechanically agi-
tated systems. Nonetheless, for 5 weeks the major 
population changes exhibited by the dominant phyto- 

plankton and zooplankton in the reservoir were well 
followed by these variables in the microcosms. In 
Experiment II, the unagitated and bubbled systems 
tracked the reservoir quite well, while the 
mechanically agitated systems did not (the above 
tracking criteria were satisfied by 79%, 69%, 21%, 
and 14% of the taxonomic data entries in systems A, 
B, C, and D respectively). A further indication that 
important relationships in the reservoir during Experi-
ment I were also present in the microcosms is the 
fact that the identical functional and numerical rela-
tionship between Si02  concentrations and total dia-
tom volume observed in the reservoir was observed in 
the microcosms. 

This work can be compared to another set of 
experiments, similar in design to ours, which investi-
gated the effects of mechanical agitation on micro-
cosms derived from one point in Narragansett Bay. 6  
This study concluded that the level of mechanical 
agitation in estuarine microcosms should be set to 
match the dissolution rate in the field system being 
investigated. This conclusion was based on the 
assumption that the matching of physical parameters, 
in particular the gypsum dissolution rate, is more 
important than achieving maximum realism of biologi-
cal population densities. 

The matching of lake or estuarine turbulence levels 
in microcosms is a desirable goal, but we urge that 
some caution be exercised in interpreting gypsum 
dissolution rates too literally. In particular, water 
movement in the reservoir can be characterized by 
scales of motion ranging from the small (e.g., small-
scale turbulence) to the large (e.g., wind-driven 
currents). The dissolution rates of the tethered gyp-
sum blocks measured in the reservoir may reflect 
increased dissolution due to large-scale motion not 
present in the microcosms. Thus, by matching gyp-
sum dissolution rates, it is possible that microtur-
bulence in the microcosms is set well above the 
value in the natural system. 

We conclude that freshwater microcosms designed 
to mimic the pelagic epilimnion of a lentic body can 
be run for periods of 3 to 6 weeks with statistically 
acceptable replicability and realism. In most cases, 
gentle, nonmechanical agitation is the most success-
ful technique for insuring good tracking and replica-
bility. Gypsum dissolution rates very likely do not 
provide a realistic measure of biologically-relevant 
turbulence. 
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PLANNED ACTIVITIES FOR FY 1983 
Further studies to determine how microcosm design 

and operating conditions affect replicability and real-
ism of performance are planned. In particular, studies 
on appropriate procedures for including benthic sedi-
ments in microcosms will be continued and the 
results analyzed according to the statistical criteria 
developed for the water agitation research. 

An application of lentic microcosms to determine 
effects of prolonged darkness on aquatic food chains 
is planned. In addition, an application of microcosms 
to determine the effects of trace metals on phospha-
tase activity will be carried out. A successful model 
for describing mineralization processes in lakewa-
ters, 8  previously developed from microcosm studies9  
of nitrogen cycling will be extended to describe the 
phosphorous cycle. Finally, the development of soil 
microcosms for use in acid deposition research is 
also planned. 
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ACID PRECIPITATION AND SURFACE- 
WATER VULNERABILITY ON THE 
WESTERN SLOPE OF THE HIGH 

COLORADO ROCKIES*t 

J. Harte, G.P. Lockett, 
R.A. Schneider, H. Michaels, 

and C. Blanchard 

Acid precipitation has been a subject of intense 
research for more than a decade, since it was 
discovered and documented in Scandinavia and in 
the northeastern United States. Defined as a precipi-
tation with a pH substantially below 5.65 (the normal 
equilibrium value) and composed primarily of dilute 
sulfuric and nitric acids (which come from the burning 
of fossil fuels), acid precipitation has also been 
reported in several locations in the western states, 
most notably in central and southern California 1 ' 2  and 
on the eastern slope of the Colorado Rockies. 3  We 
report here on the site-specific incidence and poten-
tial effects of acid precipitation on the western slope 
of the Rockies. 

Increased fossil fuel consumption in California, the 
Great Basin, or in the upper or lower Colorado River 
drainage regions could subject the western slope of 
the Rockies to acidic precipitation. For that reason, 
this investigation was designed to obtain reliable 
baseline data on precipitation and surface water 
chemistry on the western slope. Such data provide a 
means of assessing the present sensitivity of 
watersheds in the region to acidification and will 

*ThiS work was supported by the Nature Conservancy, the Environment and 
Energy Analysis Division of the Electric Power Research Institute, and the 
Office of Toxic Substances of the Environmental Protection Agency through 
the U.S. Department of Energy under Contract No. DE-AC03-76SF00098. 

tA paper with this title (LBL.14542) has been submitted to Environmental 
Science and Technology by the authors. 
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allow future determination of a possible worsening 
trend in precipitation quality. 

Our study site (Fig. 1) is a remote and relatively 
pristine high-elevation watershed located in the Elk 
Mountains of west-central Colorado and includes the 
entire upstream drainage. It is largely on land 
owned by The Nature Conservancy and is called the 
Galena Mountain/Mexican Cut Preserve. The study 
to date includes 21 non-consecutiye months of 
observations over a 26-month period. 

The two major results reported here are evidence• 
for numerous storm events with pH considerably 
below 5.6 and evidence of very poorly buffered sur-
face waters, as measured by titratable alkalinity. In 
addition, biological species likely to be sensitive to 
acidification have been located at the site, and prel-
iminary censuses of these populations have been car-
ried out. 

ACCOMPLISHMENTS DURING FY 1982 

Table 1 shows time averages of precipitation pH. 
In Figs. 2 and 3, the pH values of the individual storm 
samples are plotted against the amount of precipita- 

Table 1. Precipitation acidity averages, with and without 
a precipitation-amount weighting factor (cen-
timeters of precipitation). 

Averageb 	Ave ragec 

precipitation pH 	precipitation pH 
with Pi 	without Pi 

Period 	M weighting factor weighting factor 

Summer 1980 4 4.35 

Winter 1980-81 35 4.28 4.17 

Summer 1981 14 4.68 4.64 

Winter 1981-82 24 5.12 5.09 
4.55 4.40 

Total N 73 77 

aNumr  of samples 
bAverage  precipitation pH is expressed by the formula 

N 	 N 
-log{ 	[H] P,/ 	Pj } 

1=1 	 1=1 

where P, is the precipitation amount. 
cAverage  pH without rainfall amount factor is expressed 
by the formula 
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Figure 	1. 	A schematic map of the Galena 
Mountain/Mexican Cut watershed. Sampling sites are indi-
cated by dots, the lake, tarn, and ponds by boxes, and 
connecting streams by lines with arrows in the direction of 
flow. 

(XBL 825-674) 

tion and the time between an event and its predeces-
sor. Figure 2 shows that both the very high and the 
very low pH measurements correspond to samples 
with a relatively small amount of precipitation. Figure 
3 suggests a weak inverse relationship between pH 
and sample interval. A considerable amount of 
scatter is evident in these plots. Measurement of 
anion correlations indicates that the most acidic 
winter events show a slight tendency toward higher 
nitrate-to-sulfate ratios. 

For several rain events, we measured the pH 
immediately afterwards and then one to three days 
later in samples sealed in glass flasks after initial 
measurement. In all cases, the pH rose from one-half 
to one pH unit during that interval, presumably 
because of the presence of buffering agents in the 
samples. Rain splash on the dusty ground near the 
collector was one likely source for such agents. We 
note, in addition, that the generally alkaline soils at 
lower elevations in the western United States could 
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Figure 2. Precipitation pH vs. precipitation amount. 
(XBL 825-669) 

be the source of buffering agents in' precipitation 
even at higher elevations. Calcium plus magnesium 
concentrations measured in the summer 1981 precipi-
tation samples (for which rain splash was eliminated) 
ranged from 9.0 to 18.2 microequivalents per liter, 
supporting this speculation and suggesting that the 
precipitation pH could have been lower than meas-
ured had partial neutralization not occurred. The 
presence of buffering materials in the precipitation 
may account for the spread in Fig. 3; long intervals 
between storms can allow acidic materials to build up 
in the atmosphere under some circumstances, alka-
line agents under others. 4  

Surface waters were also measured for pH, alka-
linity, and calcium and magnesium concentrations. 
In Fig. 4, the plot of pH vs. alkalinity for the 
surface-water sarnples shows that all of the data lie 
below the theoretical curve. The formula for this 
curve is [H] + [alkalinity] = 10 115![H]. It is 
derived under the assumption that all the alkalinity 
is due to the bicarbonate system, and is based on 
the standard equilibrium relations for atmospheric 

S 

S 
. 	S 

0 2 4 6 8 10 12 14 16 18 

Days since end of preceding event 

Figure 3. Precipitation pH vs. time between sampled 
events, rounded off to the nearest day. Sample collection 
always occurred either in the midst of a storm or immedi-
ately after precipitation ceased. (XBL 825-673) 

CO2  (at 3500 m) and aqueous oi-r, C032- , HC032 , 
CO21  and H+.  The figure suggests, that other 
sources of alkalinity besides bicarbonate are 
present. For those samples for which calcium and 
magnesium concentrations were measured, a linear 
regression of alkalinity against the sum of the cal-
cium and magnesium concentrations (expressed as 
microequivalents/liter) yields: 

alkalinity = 10.6 + 0.65 ([Ca] + [Mg]) 

with r = 0.97, n = 30-. This suggests that a portion 
of the-bicarbonate alkalinity associated with the cal-
cium and magnesium is gone, but that other sources 
of buffering, perhaps of organic origin, are present. 
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Figure 4. Plot of pH vs. alkalinity for all surface-water 
samples. The curve expresses a theoretical relationship 
between pH and carbonate-bicarbonate alkalinity. 

(XBL 825-672) 

A species of salamander, Ambystoma tigrinum, 
inhabits many of the ponds in the Mexican Cut. 
Censusing has been carried out over two summers 
in pond Li (see Fig. 1) and for all ponds in 1981. 
Because this species belongs to the same genus as 
the acid-sensitive spotted salamander (Ambystoma 
macu/atum) of the Adirondacks5  it may serve as a 
valuable biological indicator of a decreasing trend in 
surface water pH during snow melt, when routine 
measurements are extremely difficult to carry out. 
Other populations at the site that may serve as use-
ful indicators are cutthroat trout (Sa/mo c/ark,), 
lichens, and several species of Daphnia, including 
D. pulex, which may be sensitive to declining pond-
water pH. 6  

Our results provide evidence of acidic precipita-
tion in the west Elk Mountains of Colorado. The 
period of study was too short to allow estimation of 
a temporal trend in the total acidity or the ionic 
composition of the samples, but our sampling and 
chemical analysis of precipitation at the site are 
continuing, and we expect to be able to character-
ize such trends after several more years of investi-
gation. 

In several respects, the precipitation data 
presented here differ qualitatively from those in the 
northeastern United States. Comparing winter snow 
with summer rain events, we find the variation in pH 
from storm to storm considerably greater in winter 
than in summer at our site. The 15 precipitation 
samples with lowest pH all occurred in winter, as did  

the 19 events with highest pH. Elsewhere, the most 
acidic events and the widest range of pH values 
appear to occur in summer. 7  

The considerable amount of scatter when pH is 
regressed against the logarithm of precipitation 
amount (r = 0.25, n = 71) or against the interval 
between samples (r = 0.3, n = 65) is also in con-
trast to observations in the northeastern U.S., where 
pH tends to be more positively correlaed with pre-
cipitation amount and negatively with storm inter-
val. 79  

Precipitation data from the eastern states indicate 
typical annually averaged nitrate-to-sulfate (equi-
valents) ratios of 0.4,8,10  in contrast to our meas-
ured value of 0.9. In this respect, our results are 
more typical of the western U.S. 1  

In the eastern U.S., precipitation events in the 
colder months tend to have a significantly higher 
nitrate-to-sulfate ratio than those in the warmer 
months. Our data show no significant trend of that 
sort; during the summer of 1981, the average 
nitrate-to-sulfate ratio differed from the summer-
plus-winter average by less than 3%. 

Our data differ also from measurements for the 
northeastern U.S. in the large ammonium concentra-
tions we observed. In this respect, our data are 
similar to those taken in the southwestern U.S. 4  For 
those samples in which sulfate, nitrate, and 
ammonium were measured (summer 1981), [NHJ 
averages 15.0 eq/l, [SOt]  averages 20.9 Aeqll, 
[NO] averages 17.3 Aeqll, and [H] averages 23.1 
seq/I. The ammonium-to-sulfate ratio of 0.72 is con-
siderably higher than in the northeastern U.S., 
where the ratio of ammonium-to-sulfate in precipita-
tion averages about 0.2.7,9,10  Our results are sug-
gestive of aerosol composition characterized by 
roughly equal parts of (NH4) 2SO4  and NH4HSO4 . 

However, we are not suggesting that the precipita-
tion resembles aerosol in other respects. In particu-
lar, for our summer 1981 samples, the ratio of [H+] 
to [5042_]  is 1.1 and the ratio of [NOj'] to NHfl is 
1.2. Both ratios are considerably higher than for 
aerosols in the northeastern U.S., where 0.2 and 
0.04, respectively, are typical values. 11  

The variations in [NH] and [H] measurements 
from event to event in summer 1981 can be about 
equally well explained by variation in the nitrate and 
sulfate concentrations separately. In particular, 
linear regression yields: 

NH] = 0.79 [S042 ]- 1.20, r =0.80, n = 13; 

f. 
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[NH 4 ] = 0.94 [NO] - 1.00 , r = 0.87 , n = 13; 

[H] = 0.63 [SOt]  + 10.7 r = 0.73 n = 14; 

and 

[H] = 0.74 [NO] + 10.9 r = 0.79, n = 14 

where all concentrations are expressed as micro-
equivalents per liter. 

This discussion is based on comparisons of con-
centrations. Volume-weighted comparisons would 
yield the same qualitative results. A safe generali-
zation is that the precipitation chemistry at our site 
on the western slope of the Colorado Rockies bears 
a closer resemblance to the precipitation chemistry 
in California and the southwestern United States 
than it does to the precipitation chemistry in the 
northeastern U.S. and Scandinavia. 

The surface-water and soil analyses indicate that 
some of the water bodies in this high-elevation 
watershed are quite vulnerable to acidification. In 
particular, the alkalinities of Galena Lake and of 
ponds L6, L8, L9, L10, Lii, and L12 average below 
60 ieq/liter. -Other ponds have considerably higher 
alkalinity. In some of the ponds below timberline 
with alkalinity above 60 /Leq/l, relatively high biologi-
cal productivity could be a contributing factor. 
However, the two ponds with the highest alkalinity in 
the watershed—ponds U5 and U6, with alkalinities 
of 462 and 902 teq/l, respectively—are above 
timberline in the upper Cut and had considerably 
less visible accumulations of water-column organic 
materials by midsummer than did the ponds below 
timberline, such as pond Li. Organic acids from 
conifers surrounding the ponds in the lower Cut are 
a minor cause of the lower pH and alkalinity found 
there, whereas ground water in contact with subter-
ranean limestone is the major cause of the high 
alkalinity seen in ponds U5 and U6. 

A watershed is at risk from acid precipitation 
when three criteria are met: acid precipitation is 
falling in the watershed, buffering agents are 
present only in low concentrations, and sensitive 
biological species inhabit the site. All three criteria 
are satisfied in the Galena Mountain/Mexican Cut 
Preserve; if precipitation in the region continues to 
be acidic in the future, chemical and biological 
transformations can be anticipated. 

PLANNED ACTIVITIES FOR FY 1983 

A continuation of the collection and analysis of 
baseline data is planned. A careful statistical treat-
ment of surface water alkalinity changes over time 
will be carried out to determine whether acidic pre-
cipitation has resulted in the decline of watershed 
buffering capacity. A mathematical model will be 
constructed for predicting the chronology of 
watershed acidification (i.e., the period over which 
alkalinity will gradually decline to zero, when 
surface-water pH will plummet). 

Research on snow melt dynamics and its relation 
to the spring acid pulse" is also planned for the 
Sierra Nevada, where our earlier work 12  indicated 
high vulnerability of surface waters to acid deposi-
tion. Finally, a policy-oriented paper will be 
prepared on acid precipitation risks in the develop-
ing nations; this will be based in part on results of 
our field research in China. 13  
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TRACE ELEMENT ANALYSIS 

SURVEY OF INSTRUMENTATION FOR 
ENVIRONMENTAL MONITORING* 

M. Quinby-Hunt, R. McLaughlin, A. Quintani/ha, 
G. Morton, and C. Case 

The environmental impact of pollutants resulting 
from current and future technological development is 
of continuing concern to responsible societies. 
Governments are increasingly aware that an accurate 
analysis of such effects is required if efficient and 
effective measures are to be taken to correct or 
prevent the potentially dangerous consequences of 
trace contaminants and other hazards of new 
processes and materials. Fortunately, instruments 
and techniques are continuously being developed 
that allow the rapid characterization and 
quantification of most pollutants associated with esta-
blished and developing technologies. 

Over the past 12 years, the Environmental Instru-
mentation Survey has collected information on instru-
mentation for environmental monitoring. The Survey 
reviews three major areas: (1) environmental infor-
mation about the constituents to be monitored; (2) 
analytical techniques; and (3) commercial instrumen-
tation. The first area gives an overview of the 
sources, characteristics, and effects of a wide variety 
of environmental constituents and pollutants; it also 
provides information on regulatory means of control. 
The second area describes and evaluates those 
analytical techniques, currently used, including "stan-
dard," 'reference," and developing methods for the 
identification and quantification of pollutants: The 
third area gives a detailed description of commer-
cially available analytical instrumentation; these 

I 

"instrument notes" cover modes of operation, 
ranges, performance, features, options available, and 
cost. 

The inclusion of these three distinct areas into a 
single source has proven to be extremely valuable to 
many workers because it facilitates and expedites the 
choice of appropriate instrumentation by the labora-
tories concerned (state, federal, industrial, and those 
of other institutions). 

The work has been subdivided into four major 
fields: Radiation, Water, Air, and Biomedical Monitor-
ing. Wiley lnterscience has published the Radiation 
volume 1  and has contracted to publish the second, 
Water. 

ACCOMPLISHMENTS DURING FY 1982 

Radiation 

The Radiation volume was completely rewritten and 
will be commercially published by Wiley lnterscience 
in April 1983 as a volume of 1130 + xix pages; all 20 
chapters were updated and carefully edited prior to 
publication. The instrument notes were completely 
revised so that the latest information (up to January 
1983) could be included for each manufacturer. 

Water 

We have completed new sections on bacteria, resi-
dues (solids), halogens, and cyanide, and an update 
on asbestos. These sections contain descriptions of 
instrumental techniques, including ion chromatogra-
phy, ion-selective electrodes, and electron-
microscope methods for monitoring asbestos. Three 
sections on organics in water (phenolics, pesticides, 
and petrochemicals) have been updated. 

This work was supported by the Assistant Secretary for Environment, 
Office of Health and Environmental Research, Pollutant Characterizationand 
Safety. Research avision, U.S. Department of Energy under Contract No. 
DE-Ac03-76SF00098. 

Air (Particulates) 

Sections on neutron activation techniques for 
measurement of trace metals in airborne particulate 
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matter and x-ray spectrometry and diffractometry 
have been reviewed, and a new section on the com-
position of atmospheric particulate matter is currently 
being reviewed. 

PLANNED ACTIVITIES FOR FY 1983 

Water 

A contract has been negotiated with Wiley lntersci-
ence for publication of the Water volume by mid-
1984. The book will consist of four sections: inor-
ganic, organic, biological, and physical measure-
ments. Chapter topics include: 

Inorganic 

Major anions 
Trace metals 
Nutrient elements 
Dissolved gases 
Strong' oxidizing agents 
Alkalinity and pH 

Organic 

Organic carbon 
Phenol I cs 
Pesticides 
Oil and grease 
Halogenated hydrocarbons 
Surfactants 

on the effects that effluents from facilities such as 
petroleum refineries and nuclear power plants have 
on the water into which they are released. A new 
section on turbidity is planned, and new sections are 
being prepared 'on strong oxidizing agents and on 
color, taste, and odor. 

Instrument notes will be completely revised and 
expanded to include all the current manufacturers in 
this field. 

Radiation 

The Radiation volume is scheduled to be published 
in April 1983. 

Air 

Contingent on funding, this volume will be updated 
and edited for publication. 
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CURRENT STATUS OF THE IMPACT 
THEORY OF MASS EXTINCTION 

H. V. Michel, F. Asaro, W. Alvarez, and L. W, Alvarez 

Biological 

Biomass indicators 
Microbiological 

constituents 
Biological oxygen demand 

Physical 

Temperature 
Turbidity 
Solids 
Asbestos 
Color, taste, and odor 
Radiation 

A new section on biomass indicators such as 
chlorophylls, phaeophytins, and adenosine triphos-
phate is in preparation. This is important because 
biomass indicators can provide important information 

Two geological boundaries, the Permian-Triassic 
and the Cretaceous-Tertiary, and a more recent 
boundary between the Eocene and Oligocene stages 
are being investigated for geochemical anomalies 
associated with impacts and extinctions. 

ACCOMPLISHMENTS DURING FY 1982 

Eocene-Oligocene Boundary 

Five new iridium anomalies in deep-sea cores asso-
ciated with microtektites (34 million years old) from 
the North American strewn tektite field have been 
discovered. The site locations and the excess lr 

lhis work was supported by the Department of Energy under Contract No. 
DE-AC03-76SF00098, the California Space Institute under Award CS24.81, 
and the NASA Ames Research Center under Contract A-71683 B. 
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abundances (expressed in nanograms per cm2) were 
Deep-Sea Drilling Project sites 167 (>0.8), 166 (2), 
and 69A (29) in the Central Pacific, DSDP 94 (-'45) in 
the Gulf of Mexico, and DSDP 216 (4) in the Indian 
Ocean. These data, together with two earlier lr 
anomalies 1 ' 2  found in the Caribbean Sea (one by our-
selves and the other by another group) and associ-
ated with extinctions of radiolaria, indicate an equa-
torial distribution over halfway around the world (Fig. 
1). The ratios of iridium, chromium, and nickel in 
DSDP 69A are close tothe values expected for chon-
dritic meteorites. This work reinforces the associa-
tion of microtektites, impacts, iridium anomalies, and 
extinctions. 

Permian-Triassic Boundary 

Sensitive measurements of Ir and other elements 
were made on a suite of samples from near the 
Permian-Triassic boundary (about 230 million years 
old) in five locations in China. There were two sites 
near Nanking, two near Changsingh, and one near 
Kweiyang, a span of 1300 kilometers. The boundary 
should have either a volcanic or an extraterrestrial- 

impact source, since clay minerology studies indi- 
cated it was an altered glass. No Ir was detected in 
any of the five samples within an overall upper limit of 

0.008 parts per billion. At present, the best explana-
tion for the origin of the boundary is volcanic. 2  

Cretaceous-Tertiary Boundary 

New Ir anomalies in the Cretaceous-Tertiary (C-T) 
boundary (about 65 million years old) were identified 
in deep-sea cores from DSDP sites 530A, 527, 528, 
and 529 in the South Atlantic Ocean. About 30 ele-
ments were measured in suites of samples from each 
site. This work demonstrated that, almost without 
exception, every continuously deposited Cretaceous-
Tertiary boundary contains an lr anomaly. 

Correlation of data on plankton, brachiopods, 
ammonites, bivalves, and cheilostome bryozoans 
show that they (as well as nannoplankton and foram-
inifera) became extinct suddenly at the C-T boundary. 

In a collaboration with W. Clemens, a new con-
tinental Ir anomaly at Lance Creek near Lusk, Wyom-
ing, was identified. This anomaly is close (within 20 
cm) to the geological C-I boundary, i.e., the base of 
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the lowest Tertiary coal layer. 	Continental Ir 
anomalies which are in agreement with the geological 
boundary have been found in Montana and Wyoming 
by us and in New Mexico and Colorado by others. 
Since all C-T It anomalies following an extraterrestrial 
impact would have been deposited at the same time, 
such anomalies could be used as precise relative 
time markers. - 

Statistical analysis of most of the pertinent 
dinosaur stratigraphic data has shown that the 
dinosaurs became extinct in western North America 
suddenly at the C-T boundary. Because of the small 
number of dinosaur fossils compared to the much 
more numerous smaller fossils of marine organisms, 
there is an uncertainty of about 30,000 years in the 
estimated time of extinction of the dinosaurs. 
Because of our work, more precise characterizations 
of dinosaur stratigraphic positions are being made, 
and more precise data will be forthcoming. 

Fourteen black shales from three deep-sea cores 
were studied, but no It was detected in any sample. 
This demonstrated that highly organic reducing 
environments do not automatically produce Ir 
anomalies. 

A detailed stratigraphic profile was measured for 
—30 elements in the Stevns Klint C-T sediments in 
Denmark. There was an obvious shift in position of  

the various elements (on the order of a few centime-
ters) in the boundary layer. The work strongly sug-
gests that It (a very noble element) is, nonetheless, 
mobile in deep sea sediments. Previous work of ours 
had shown that the Au/It and Pt/lr ratios in bulk sam-
ples from the center of the boundary agreed exactly 
with comparable data on Type I carbonaceous chon-
drites, but that the Ni/It ratio was '-20% too low in 
the C-T material. The present work, however, shows 
that there is no Ni deficit in the boundary and that 
the Ni has only been shifted in position with respect 
to the It (Fig. 2). 

Studies of many elements in mineral fractions have 
shown that Cretaceous-Tertiary It is not particularly 
concentrated by pyrite or glauconite, although it is 
associated with pyrite-bearing clays. In collaboration 
with A. Montanan, however, we found that It is con-
centrated strongly in magnetite from one Italian C-T 
section. 3  It is preferentially found in the fine clay 
fractions; it is also found in the silt-size silicate frac-
tions, but not in silt-size quartz fractions. Iridium 
anomalies associated with 13 new marine C-T sec-
tions in Italy were found. In the sand fraction of 
these and other C-T clay layers containing the Ir ano-
maly, evidence of diagenetically altered microtek-
tites, 3 ' 4  i.e., impact debris, was found. Thus, the 
impact source of the C-T Ir anomaly is again 
confirmed. 
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Figure 2. Deviations of siderophile abundances in Stevns 
Klint section from Cl chondrite expectations (normalized 
by iridium). (XBL 827-943) - 

Summary 

Over 43 C-T Ir anomalies (Fig. 3) have now been 
detected throughout the world, 30 of these by the 
present researchers and their collaborators. The 
worldwide distribution of the C-T Ir anomaly has thus 
been amply confirmed, as has its extraterrestrial-
impact origin. The correlation of It anomalies (and 
hence impacts) with the C-T extinctions has also 
been confirmed. 

The repetitive nature of the Ir anomaly has also 
been confirmed in at least one other geological layer 
(from the Eocene-Oligocene It anomaly). Not all 
major mass extinctions, however, are necessarily due 
to impacts: no lr was associated with the biggest of 
all (the Permian-Triassic). 

PLANNED ACTIVITIES FOR FY 1983 

The iridium and other geochemical anomalies will 
be searched for in Eocene-Oligocene boundary sedi-
ments from the Apennines in Italy. The intention is to 

- 15% k 
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establish a precise time marker for relating marine 
taxa extinctions in that region to those already stu-
died in seven equatorial sites. Extensive studies will 
also be made of geochemical anomalies associated 
with the Cretaceous-Tertiary boundary (65 million 
years ago) in Montana, Wyoming, and Canada in 
order to precisely relate the times of extinction of 
different land taxa. 
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