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ABSTRACT

The molecular beam technique has been used in three different
experimental arrangements to study a wide range of inter-atomic and
molecular forces.

Chapter 1 reports results of a low energy (0.2 kcal/mole) elastic
scattering study of the He-Ar pair potential. The purpose of the
study was to accurately characterize the shape of the potential in the
well region, by scattering slow He atoms prodhced by expanding a
mixture of He in N2 from a cooled nozzle. No new information was
obtained, due to an inaccuracy of the measurement of the Ar beam
velocity, and the large spread in He velocities produced by the mixed
gas expansion. |

Chapter 2 contains measurements'of the vibrational predissociation
spectra and product translational energy for clusters of water,
benzene, and ammonia. The experiments show that most of the product
energy remains in the internal molecular motions. The major hindrance
to extracting potential information from the spectra is the inability

to properly account, in model calculations, for 1arge'amp1itude motion

present in the clusters.



Chapter 3 presents measurements of the reaction Na(32[3/2) +

1 lz+) + H(2

HC1( z+v=0) > NaCl ( S) at co]iision energies of 5.38

and 19.4 kcal/mole. This is the first study to resolve both
scatteriﬁg:ang]e-and velocity for the reaction of a short lived (16
nsec) electronic excited state. The large reaction enhancement
observed in the excited state, as well as the absence of a measureable
alignment or orientation polarization dependence, are consistent with
the expected electron jump mechanism for this reaction. The product
translational energy and recoil angle distributions are consistent
with an early repulsive energy release.

Apendices I and: Il describe. computer programs written to analyze
molecular beam expansions to extract information Eh;racterizing their
velocity distributions, and to calculate accurate laboratory elastic
scattering differential cross sections accounting for the finite
apparatus resolution. Appendix III contains experimental results
which attempted to determine the efficiency of optically pumping the
Li(22P3/2) and Na(32P3/2) excited states. A simple three

level model for predicting the steady state fraction of atoms in the

excited state is included.
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I. ELASTIC SCATTERING OF Ar-He AT LOW ENERGIES
A. INTRODUCTION
In the last decade, remarkable progress in understanding the

theoretical basis of intermolecular forces has been made.1

The devel-
opment of the molecular beam technique has figured prominently in the
experimental testing of the predictions of theories of intermolecular
bonding. In particular, for the noble gas pair interactibns, it has
been possible to derive accurate experimental intermolecular poten-
tials from measurements of the energy dependence of the angle-resolved
differential cross-sections, and to relate these derived potentials to
ab initio and semi-empirical theories of intermolecular forces.’

Despite general agreement between theory and experiment, the pair
potentials involving He are still thought to be poorly characterized
experimentally in the well region of the intermolecular potentia1.3
Most theories assume that the long range potential follows the well-
known dispersion series (-CG/rB - C8/r8 - ...), while the short range
repulsive core shape is modeled by the Born-Mayer A*exp(-ar) function.
The major difference between theories is the manner in which the
potential is interpolated between these two limiting ranges, in the
well region.

Experimental determinations of the He-rare gas potentials show
differences outside of the stated errors of the respective

experiments.4’5’6’7

For example, the binding energy of the He-Ar
potential is reported to be known to an accuracy of 3 percent,1 yet,

the best experiments were performed at collision energies 10-30 times



that of the derived well depths. This suggests that the well region
may not be sensitively probed at thesé elevated collision energies,

- because the centrifugal potential screens it from contributing
significantly to the scattering. In Fig. 1, the classical turning
points are shown for a few partial waves at three collision energies
using the best experimentally derived He-Ar.potentia1. The effect of
reducing the collision energy on the range of the potential probed is
clearly seen.

An additional problem associated with the experimental determina-
tion of the potential involves the form of the model potential func-
tion chosen to be.fit to the data. Many parameterizations use the
well depth as a scaling factor, i.e., V(r) = e*f(r/rm), where ¢ is
the well depth, Tm the internuclear separation at the potential mini-
mum, f(x) the reduced, dimensionless potential, and V(r) the inter-
molecular potential. Changing ¢, consequently, affects the whole of
the potential. If care is not exercised and several distinct param-
eterizations not tested, optimizing ¢ may result in an improved fit to
the potential in the range of the experimental collision energy, but

4 As the exact form of the

degrading the fit in the well region.
potential is unknown, to construe this derived e obtained at a high
collision energy relative to the well depth, as the true well depth,
js actually an extrapolation to low collision energy. Depending on
the ratio of the collision energy to the true well depth, E/e, this

extrapolation may or may not be accurate.



Four differential cross-section measurements have been published

on the He-Ar potent'ial.a"7

Table 1 summarizes the collision energy
(E), energy resolution (AE/E), the derived well depths (e) and bond
lengths (rm) of these studies. The large variation in the potential
parameters, especially ¢, is evident. In the most recent and accurate

study by Aziz, et a].,7

it was suggested that the discrepancy between
the published potential values is related to the method of.ana1ysis of
the small angle (e < 5°) scattering data. The authors say that the
error in the data in thfs range is dominated by systematic experimental "
errors and not the statistical counting errors as assumed in several
other studies.4’6

With this historical background, a new set of scattering experi-
ments was planned for the He-Ar system. The goal of the experiments
was to measure the differential cross-sections for a wide range of
collision energies (E/e = 30, 5, 2) and to simultaneously fit all the
data to a single potential. By covering a large range of collision
energies, and utilizing flexible potential forms, the above-mentioned
problems with the ¢ scaling parameter can be avoided. To insure that
the collision energy was chosen sufficiently low to accurately probe
the potential minimum, a series of computer simulations were performed
to show the sensitivity of thé data at a particular energy to the
potential parameters. Experimentally, the technique of aerodynamic
deceleration of He by N2 was used to achieve the low He velocities

necessary for a reduced collision energy of E/e = 2. The characteris-

tics of the velocity distributions produced in this manner and the



problems associated with this method of beam production were
investigated.

The structure of this chapter is as follows: In the second
section, the experimental method and data error analysis are
described. The third section details the beam velocity measurements
needed for an accurate knowledge of the absolute distribution of
collision energies. The fourth section sketches the feasibility of a
direct deconvolution of the experimental data to obtain a potential
independent of a presupposed analytical form. The final section is
devoted to suggested improvements in the experiment. Two appendicies
describe general cbmputer programs written to analyze the data and to
plan experiments.

B. EXPERIMENTAL ARRANGEMENT

The differential cross-sections were measured in a new rotating
detector, crossed beams apparatus the details of which are given
e1sewhere.8 Briefly, two supersonic molecular beams, each doubly
differentially pumped, are crossed in a collision éhamber. The Ar
beam is 100 percent amplitude modulated at 150 Hz by a tuning fork
chopper located in the second differential pumping region. The
scattered He atoms are detected by a rotating mass spectrometer
consisting of an electron bombardment ionizer, r-f quadrupole mass
filter, and a Daly ion counter. The detector rotates in the plane
defined by the atomic beams. The pulses from the Daly counter are

discriminated, then counted by standard puise counting electronics.

From the phase of the tuning fork modulation, the ion pulses are



scaling, a confidence 1imit for the scale factor, a, was calculated.

This was done by expanding the X2 error about the optimal scale

value, o,
2,2
Ela) = Xlag) * 757 (o - 0 (1)
a

and using the curvature of the fit, d2X2/da2, to measure the change in

scale factor which produces a given change in the fit. The change in

a, necessary to increase X2

by 1/3 of the data error for the points
used in the scaling was taken as a measure of the scaling error. This
estimate of the scaling error was always less than ad*lo'e, and no
correction for it was made.

The first order dead time correction was computed from the equation

TR = T—wcreew (2)

where TCR is the true count rate, MCR is the measured count rate and
PW is the discriminator pulse width (50 nanoseconds). The correction
was applied to both data channels to obtain the true signal, the
difference of the corrected channels. The error at each angle was
incremented by the change in the signal introduced by the dead time
correction.

Several additional systematic errors were investigated for their
effects on the data, and found to be either negligible or uncorrect-

able with the measured experimental parameters. For example, there is



a variation in phase of the detected product with laboratory angle.
The phase and gate width of the chopper gating circuit was set by
first maximizing the modulated Ar signal looking directly at fhe
modulated Ar beam, then adjusting for the difference in arrival time
of the He atoms froh the collision center using the measured He and Ar
velocities (see Sec. C below). If the elastically scattered He atoms
had the same laboratory velocity at all angles, and this velocity was
the same as the He beam (reference) velocity, no correction would be
necessary. In general, the He is moving faster in the laboratory at
larger scattering angles. If the laboratory velocity at a given
angle, o, is Vo(l ; a), V0 being the He beam velocity for which

the phase/gate width is set, the time difference for arrival of the He

at this angle from its reference value will be

L a
At=-vz 1——:-;' . (3)

In this equation, L is the flight distance to the detector from the
collision volume (L = 30 cm). At the maximum angle detected, at = .06
msecs for the Newton diagram in Fig. 3(a) and at = .16 msecs for the
diagram in Fig. 3(b). From the measured Ar beam modulation function,
the rise time (10-90 percent of full scale) for the gated Ar beam is
.5 msecs. These phase delays are thus neglected, being within the
rise time of the chopper function.

Secondly, the angular calibration of the apparatus was checked by

Tocating the first minimum/maximum in the laboratory cross sections on



routed to either of two counters, depending on whether the Ar beam is
blocked or unblocked. The difference between the counters gives the
signal at a particular detector angle.

To obtain sufficient signal to noise ratios for the complete
angular range measured, separate scans were made of smaller inter-
vals. The variation of the signal count rate with angle of three
orders of magnitude meant that different detector settings (emission
current or quadrupole transmission) were necessary to reduce pulse
pile-up effects in the counting electronics at small angles, without
sacrificing sensitivity at large angles.

Each of the smaller angular intervals was scanned an even number
of times, alternating the scan direction to minimize the systematic
errors introduced by the large He background which is correlated with
the detector position (see Fig. 2). The high intensity of the He beam
coupled with the low pumping speed for He by ion pumps, results in a

3 _ 104 times larger than the signal

background count rate roughly 10
count rate. When the detector angle is changed, the finite time con-
stant for the detector pressure to equilibrate to the different He gas
load results in a monotonic increase or decrease.in the He count rate
at the new angle, depending on the direction of rotation of the detec-
tor. For example, if all scans were made in the same direction from
small to large angles, the signals obtained would be systematically
high. As the background channel is always accumulated after the sig-

nal and background channel, the background channel would be smaller by

an amount proportional to the rate of the He background decrease with



time. By reversing the scan direction, the data is biased an equal
amount in favor of the background channel. The sum of the bidirec-
tional scans would suﬁsequently average out all linear correlations of
the He background with detector angle.

The above effect is most prominent at sma11 angles where the
background is largest, and the counting times usually shortest. To
properly quantify the magnitude of this error, a careful study of the
time dependence of the signal after rotating the detector to a small
angle from either direction should be done. Likewise, if the detector
is rotated directly from a small angle to a large angle at which the
background is subsfantia]ly lower, the time dependence of the signal
at the new large angle position will show if, within the statistical
errors, the decrease of the He background with time has measurable
effects.

Within the data statistical uncertainty, there was no need to
correct for long term fluctuations in detector response, beam inten-

4 It was found that for

sities, etc. as done in a previous study.
scans made on separate days with all machine indicators unchanged, the
signal levels agreed within 1.5 percent. This was taken as the inher-
ent stability of the experiment. No long term signal could be obtained
more accurately than this error.

The smaller angular intervals were joined together to produce the
complete angular scan. Care was taken to insure that adjacent‘scans

overlapped for many points to reduce systematic scaling errors between

large and small angles. To ascertain the error introduced by the



both sides of the He beam. These minima/maxima correspond to a common
center-of-mass scattering angle. For the liquid nitrogen cooled He
data, with a 1 percent velocity spread, a single Newton diagram deter-
mination of the location of the primary beam gives no angular offset
within the expected accuracy. The absolute‘angular accuracy of the
measurements is taken as better than #1/4°. A more precise determina-
tion of the offset could be obtained from a detailed fit to the first
two oscillations on both sides of the He beam.

As noted above, the signal is derived from the difference between
two large numbers., [t is possible for the background to be incorrect-
ly accounted for by this difference if the attenuation of the He beam
by the presence of the Ar is of the order of the signal error. Figure
2 shows the background count rate as a function of angle. The asymp-
totic value for angles larger than 27° is the sum of the inherent
detector background, and an effusive component from the main scatter-
ing chamber when the He beam is operating. The step in the He count
rate over the angular range 22-27° is from back scattered He beam gas
which begins to hit the front of the detector at these angles, and
increases the scattering of He beam gas into the detector. At angles
less than 10°, the count rate begins to increase exponentially. At
this position, the detector begins to view direct effusive He gas from
the differential pumping region. Small angle scattering of the He
beam from background gas and other He beam atoms moving at different
velocities also begins to contribute at these small angles.

When the Ar beam is unblocked by the chopper, the He beam is

attenuated by the amount e'n°L, where n is the Ar beam gas density
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at the scattering zone, ¢ is the total cross section for scattering He
out of the beam, and L is a characteristic length of the collision
volume. The He background then changes when the Ar beam is blocked or

unblocked. The difference between the two counters will give

(S+B ) -8B .. =5+ (e_1)(8

on

) . (4)

of f corr

Here, Bon and Boff are the background counts with the Ar beam on and

nol

of f respectively, S is the true signal, e~ the attenuation factor

for the He beam, and B the background He counts correlated with

corr
the Ar modulation.

To quantify this effect, an estimate of the Ar beam gas density at
the collision zone, as well as the total écattering cross section, is

needed. The number density at the scattering center, n, is given by

2
n =g ne(Tes Po) (@ (5)

where the peaking factor, K, is 2 for a monatomic gas, no(To, PO) is
the gas density at the nozzle, r is the nozzle radius, and d is the
distance between the nozzle and the collision volume. Equation (5) is
derived from the total gas flow through the nozzle from a model devel-

oped by Habets.9

The model assumes that the intensity is linear with
gas flow. For the experimental conditions used in the present study,
the beams are operated near the high pressure limit where non-ideal

background gas interactions begin to affect the expansion. The beam
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intensities are maximized, so small changes in nozzle backing pressure
produce n§ increase in beam intensity. In this regime, there is no
linear relation between beam intensity and backing pressure. Hence,
Eq. (5) is an upper bound for the beam density in the scattering
volume. For the Ar beam source the paraméters are r = .0038 ¢cm, d =
5.75 cm, and n_ = 2 x 10'%/cm®, giving a density of 1.5 x 10'%/cn® at
the collision volume. The total cross section for scattering out of
the He beam is conservatively assumed to be ~5A2. The fractional
attenuation of the primary (He) beam is then 2.5 x 10'4. Using Eq.
(4), the error bars at each angle should be increased by the factor
2.5 x 10"4 * B B is assumed bounded by the quantity

corr’ corr

B(e) - B(e__._) where B(e) is the background count rate measured at

max

the detector angle o, and B(e__ ) is the large angle background

max
count rate which is taken to be uncorrelated with the tuning fork.
The angle dependence of the background shown in Fig. 2 then gives the
shape of this correction.

The attenuation correction, when applied to the signals measured
here, gave a differently shaped cross section, suggesting that for
angles larger than ~10°, the data is much less affected than this
model predicts. The potentials derived from the data corrected for
the modeled attenuation effect were substantially at odds with what
one would reasonably expect on physical grounds, as well as having
large X2 errors. As a large component of the He count rate is a

result of pressure buildup in the detector (and this should be

uncorrelated with the chopper modulation), the upper bound chosen for
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Bcorr is probably too high. For this reason, no correction for the
attenuation was made to the data as it affected the cross sections to
an unreasonable extent, and the proper experimental measurements to
account for it were not available.

To experimentally measure the attenuation effect, the background
He level with and without the Ar beam must be measured. The back-
ground He levels can be measured by the time-of-flight (TOF) tech-

4 in the

nique. To measure a fractional difference of 2 x 10~
background would take ~1000 seconds if the average He count rate was
~10+6/sec, ~1 millisecond of time of the TOF spectruﬁ was averaged
to determine the baékground, and the TOF wheel speed was ~400 Hz. As
the Ar beam is on or off for large time intervals, this method would
not measure the background correlated on the chopper time scale. It
would indicate if the attenuation of the He beam had an observable
effect which would need to be accounted for in the data analysis.

The final systematic effect investigated concerns the fraction of
He atoms which undergo multiple collisions before leaving the colli-
sion volume. The intense He beam used at the .4 kcal/mole collision
energy (660 psi backing pressure, 30 u nozzle diameter, nozzle-
collision volume distance of 6.75 cm) produces a He atom density of

3

1.4 x 1014/cm at the scattering volume. The density of scattered

*
He atoms in the collision volume, NHe’ is given by

rel
* ~ Nye Nar %r-te Var-He

10, 3
( ) = 2.1 x 1077 /cm .
He NHe A vHe
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In Eq. (6), N, and NAr are the number densities of the He and

He
Ar beams at the collision volume, °Af—He is the total cross section
rel

for He-Ar scattering, Var-He is the relative velocity between the He
and Ar beams, V the collision volume, VHe the He beam velocity, and

A the cross sectional area of the He beam. The numerator of the par-
enthetical expression in Eq. (6) is the number of He atoms scattered
per second from the collision volume, and the denominator is the
number of He atoms entering the collision volume per second. Hence,
the parenthetical expression is the percentage of He atoms scattered.

The number of singly scattered atoms, N, .., which collide with the

He*
undeflected He beam atoms (the most probable multiple collision event)

is given by

NN vrelb oy
_ "He "He “He*-He 'He*-He , (7)
He** ~ 2 sine

N

where o . o is the collision cross section for He-He collisions

Egl-He the relative velocity between the colliding He atoms.

and v
The factor 2 sine accounts for the overlap of the incident He beam
with the He scattered at an angle e. Normalizing Eq. (7) to the
singly scattered He signal will give the fraction of He atoms multiply

Jrk
scattered, fHe ,

NN el oy
P He "He He*-He 'He*-He . (8)
Hex* = 2 sing N N o er] v
Ar 'He “ArHe " Ar-He
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Combining Egqs. (6) and (8) one obtains for f

He**
N, o (o) v (o) L
£ _ "He "He*-He He*-He . (9)
He** ~ 2 sine Vie

In Eq. (9), L is a characteristic length of the collision volume.
The angular dependence of Eq. (9) is approximated by modeling the
He*-He collision cross section by the classical cross section for
orbiting collisions. For He atoms deflected by colliding with Ar
through an angle o with respect to the incident He beam, the orbiting

cross section with the remaining undeflected He beam will be

(6) = v (8 )1/3 (10)
6 8) = 1 (m—— .
orb Vrei(e)

where C6 is the C6 coefficient for the He-He potential.11 The

laboratory solid angle into which these orbiting collisions are
redistributed is ~sin29. The fraction of the signal lost at each
angle, f(e), after substituting numerical values in (9) and (10) is

6 4/3

f(e) = 3 x 107" (sine) . (11)

Therefore, even at small angles, the effect is negligible under the

strong assumption that all of the orbiting collisions are lost.
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C. BEAM VELOCITY CHARACTERIZATION

A knowledge of the absolute velocity distribution of the atomic
beams is necessary for the quantitative determination of the poten-
tials. The method used to obtain the velocity distributions is
described in Appendix 1. The extracted velocity distribution param-
eters are listed in Table II. The ion flight time delay (in micro-
seconds) was not measured, but computed from the canonical 3(M(amu))1/2
relation established by previous tests for 75 volt ions with negligi-
ble initial velocity.

For the neat, high pressure He beam expanded from the liquid
nitrogen cooled nozzle, the error in the velocity is determined by the
ratio of the ionizer length to the neutral flight path, or 1/92.

The velocity distribution of this beam is extremely narrow. At
the time the velocity was measured, no means of delaying the start of
the multi-channel scaler (MCS) was available to allow a high resolu-
tion window to be centered about the peak He beam velocity. Conse-
quently, a larger dwell time (decreased resolution) was necessary to
bring the velocity distribution within the 255 channels available in
the MCS.

A direct deconvolution of the He velocity data (see Appendix 1)
shows the observed width to be dominated by the time response of the
apparatus. The velocity distribution width parameter, 8, is poorly
determined for this beam, but must be greater than the value listed.
The distribution in velocities is already so small, that the error in

determining 8 does not affect the data analysis below.
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The measured He flow velocity for the liquid nitrogen cooled
nozzle determined an effective nozzle temperature of 88°K. At this
temperature, the predicted flow velocity of a mixture of 30 percent

N, in He would be 5.71 x 104 cm/sec from the average mass of the

2
gas mixture. The measured value of 5.85 x 104 cm/sec is 2.5 percent
faster, consistent with either (or both) a small 5 percent additional
contribution to the heat capacity from the cooling of the N2 rota-
tions, or an error of 2 percent in the gas mixture ratio.

The aerodynamically decelerated He beam (30 percent N2 in He)
has a broad ve]oci;y distribution. When higher nozzle backing pres-
sures were applied, the N2/He beam would form various (Nz)m(He)n
clusters. With only moderate pressures, the ratio of clustered to
unclustered He could be easily changed, obtaining totally condensed
beams of large c]usters\if desired. The hydrodynamic deceleration, as
noted above, does lower the velocity as predicted, but the onset of
cluster formation ultimately restricts the speed ratios to small
values.

The Ar beam was cooled by a 93°K copper block and measured on a
third apparatus with a 62 cm flight path. This apparatus was used to
reduce the gas load of Ar into the detector of the crossed beams scat-
tering machine so subsequent experiments would have a small mass 20
background. The thermocouple temperature of the copper cooling block

4 cm/sec if the Ar gas at the

predicted an Ar velocity of 3.1 x 10
nozzle was in equilibrium with this temperature. The measured value
of 4.08 x 104 cm/sec is much faster. The implications of this differ-

ence on the derived potentials will be discussed in more detail below.
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D. DETERMINATION OF THE INTERACTION POTENTIALS FROM EXPERIMENTAL
DIFFERENTIAL CROSS SECTIONS
The determination of interaction potentials from differential
cross section data has followed two methods. The most desirable of
these is to invert the scattering data to obtain a numerical potential

110,11,12 113

using semiclassica or quantum mechanica algorithms.

The inversion involves two steps. First, the laboratory differential
cross section must be fit by a set of phase shifts. Three approaches
to this problem have been published. The first, by Buck,11 involves

parameterizing the phase shifts by analytical functions, then varying
the function parameters to fit the observed data. The second method,

10

by Kleingbeil, uses a non-linear least squares fit of the phase

shifts to the observed data, assuming the Born approximation to be

valid beyond a critical impact parameter. The third method, by Gerber

13

and Shapiro, is based on the unitary properties of the scattering

wave equation to obtain the phase shifts. Shapiro14 has devised a
method for transforming experimental data to the center-of-mass frame
which is necessary before the phase shifts can be obtained by the

13

unitary scheme. The only application of these techniques to

derive a true quantum mechanical potential from experimental data is

by Gerber, et a].ls

for the He-Ne potential.

A1l of the methods suffer from the necessity of assuming that
either a single set of phase shifts is responsible for the observed
scattering, or that an energy-angle scaling relationship, which can

correct for the velocity averaging effects, is known. Any geometrical
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averaging by the experiment from the finite detector or collision
volume sizes can be accounted for by comparing the laboratory differ-
ential cross sections with transformed and geometrically averaged
center-of-mass differential cross sections. For neat He beams where

speed ratios in excess of 100 are possib]e,16

a single set of phase
shifts should dominate the observed scattering.

To test this assumption, the laboratory data taken at the .4
kcal/mole collision energy were fit under three different assumptions.
First, a single Newton diagram was averaged only over the detector and
collision volume dimensions. Second, allowance was made for the vari-
ation of the phase shifts at different positions in the collision
volume. In general, this is necessary when the beam velocity spread,
AV/VO, along a streamline is less than the beam's angular divergence,
sine > AV/VO. If this inequality holds, the velocity transverse to
the beam centerline will contribute more to the distribution of colli-
sion energies than the inherent velocity spread along the centerline.
Third, a full averaging procedure including velocity averaging over
each beam as well as positional averaging over the detector and colli-
sion volumes was done. The variation in the potentials determined
under the three different sets of averaging conditions tests the abil-
ity of a single set of phase shifts to mimic the true laboratory
measurements. For the .4 kcal/mole collision energy, all potential
parameters were within 1 percent of each other for each of the three
averaging conditions. It is, therefore, reasonable to assume the

laboratory cross sections obtained with AV/VO ~ .01 at the collision
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energy .4 kcal/mole are well-approximated by a single set of phase
shifts.

This brief discussion underscores the importance of using the
highest speed ratios obtainable. Correcting for the finite velocity
dispersion can only be done rigorously by the forward convolution
method described below. If the experimental velocity averaging is
small and well represented by a single set of phase shifts, the next
step is to fit a sufficient number of laboratory angular measurements
over an extensive angular range to obtain a converged set of phase
shifts. For reasons cited below, we assume that this step can be done
using available non-linear fitting routines.

The extraction of a potential from a set of phase shifts involves

10,11 or a quantum mechanical inversion.13 The semi-

a semiclassical
classical procedure was tested first due to its relative computational
simplicity. Two sets of quantum mechanical phase shifts for He-Ar

were calculated at the energies of two experimental measurements from

an assumed He-Ar potential. Parameterizing the potential, V(r), and

internuclear separation, r, by u

V(r(u))

r(u)

E*X(1 - exp(-2*T(u))) (12)

u*exp (-T(u)), 0 < u < .

1]

10

it can be shown that
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where k = 21:(2;;E)1/2

/nh, E is the collision energy, b the impact
parameter, and n(b), the phase shift curve. Given the phase shift
curve and a value for u, Eq. (13) is solved for T(u) by an adaptive

10 Once u, and

Chebeshev quadruture scheme dis;ussed by Kleingbeil.
T(u) are known, Eqs. (12) are used to obtain r(u) and V(r(u)). The
potential V(r) is easily obtained by solving these equations for many
values of u. The chief numerical obstacle (for the diffractive
scattering of He-Ar at these energies) to the solution of Eq. (13)

is computing the derivative of the phase shift curve, gg, at an arbi-
trary impact parameter, b. Spline, as well as 2, 3, 4, and 5 point
Lagrangian interpolations were tested. The results are displayed in
Fig. 4.

Since quantum mechanical phase shifts were computed and used as
input to the inversion program, one does not expect to recover the
exact potential by the semiclassical inversion scheme. By necessity,
any phase shifts derived from experimental data would be quantum
mechanical. The extracted potentials show two pathologies. First,
the repulsive wall has oscillations which make the potential multi-
valued. In solving the equations for V and r in this range, V is
always increasing with decreasing u while r oscillates as it
approaches the classical turning point (u = 0). This 6scillation
results from the difficulty in interpolating a derivative which
decreases monotonically with increasing impact parameters in this
range due to the sparseness of negative phase shifts. Second, at the

higher collision energy, the phase shifts produce a potential which
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has a spurious hump, whose details are sensitive to the type of
interpolation scheme. The hump is associated with the maximum of the
phase shift curve. The density of phase shifts near the maximum is
Tow, so the numerical interpolation of a first derivative is poor.

The sign of the interpolated first derivative changes several times in
this region, producing a second minimum. To avoid these shortcomings,
the repulsive wall and well region of the phase shift curve need to be
represented by functions whose first derivatives behave properly.

Shapiro15

has outlined a quantum mechanical procedure for
obtaining the potential from phase shifts using a distorted wave Born
approximation. A set of reference potentials is used to continue the
asymptotic dispersion series to smaller internuclear distances. The
method improves if good reference potentials are available, and is not
Timited by a small number of significant phase shifts. For the He-Ar
system, this method was not tested for its ability to recover a known
potential from its phase shifts, because the computational complexity
was too great to implement the algorithm from the published
information.

The direct inversion procedures are seen to involve assumptions
which are dependent on the system measured, as well as the experimental
conditions. The errors introduced by these assumptions are difficult

to assess. The only experimentally tested method15

for removing the
velocity dependence of the averaging assumes that a velocity-laboratory
angle scaling relation holds for all angles over the spread of colli-
sion energies of the experiment (2 percent). For the He-Ne system,15

the deconvoluted-inverted potential seemed as accurate as any derived
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by assuming a potential form. For diffractive scattering, the method,
‘ although complex, appears promising. For these reasons, the forward
convolution method was used to obtain potentials from the current
measurements.

The forward convolution method uses a computer prograﬁ to simulate
an elastic scattering experiment, and through a least squares optimi-
zation of potential parameters, determine a best fit potential. The
advantage of the forward convolution method is its stability. The
method can achieve an accuracy dependent only on the knowledge of the
experimental conditions. Moreover, because a single potential curve
can be used to generate differential cross sections at different ener-
gies, multiple energy scattering experiments can be used simultaneously
in the potential optimization. In the extreme case, a purely numerical

potential consisting of a set of points V(r.), {i = 1-N}, can be opti-

i
mized to derive a potential independent of any assumption of the
potential shape, by using multiple experimental cross sections covering
a wide range of collision energies. The convergence of this method to
the correct potential should be easy, since a good guess of the initial
potential can be made using flexible analytic potential forms.

The strong angular dependence of the diffractive oscillations
necessitated writing a computer program which accurately accounts for
the geometrical and velocity averaging of the experimental apparatus.
Appendix 2 describes the program and numerical methods used to solve
the scattering equations.

17

As an example of how the program can be used, a best fit SPHD

Ar-He potential was calculated assuming a range of approximations and
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averaging effects. The solid line shown in Fig. 5(a) is a perfect
experiment, consisting of one Newton diagram with an infinitesimally
small detector. Curve A(e) allows for angular averaging of the detec-
tor (acceptance angle .56°) and beam divergences (1.40° He beam, 1.5°
Ar beam), while restricting the scattering to a plane. The differen-
tial cross section of curve A(-—) allows the phase shifts to vary
with the position in the collision volume, to show the importance of
beam angular divergence when the velocity dispersion along the center-

line is small. Curves B(—) and B(---) are the three dimensional

" analogs of curves A(e), A(-——-). Here, the detector is treated as a

two dimensional aperture and the collision volume has three dimensions.
Curve C(—) includes velocity averaging over the atomic beam velocity
distribution as determined by time-of-flight analysis. Finally, curve
C(---) represents the fully averaged cross section for the actual
experimental conditions. The detector size and collision volume are
twice those of curve C(—). From this series of approximations, the
role of finite apertures in determining the amplitude of the oscilla-
tions is seen to be especially important in the region of the minima.
The Ar-He data was analyzed by simultaneously fitting the potential:
parameters to the three different collision énergy cross sections.
Each data set was simulated by a different set of averaging parameters,
chosen to give accuracy without sacrificing computational speed. The
potential fit to the highest energy data 7 was the initial starting
point for the optimization. Exhaustive variation of the potential

parameters resulted in no major change from the starting potential
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values, even though the two low energy data sets were poorly fit.
Figure 6 shows the individually best fit cross sections and potential
parameters for the three collision energies. Figure 7 compares the
differential cross sections predicted by the individually best fit
potentials for the other data sets.

Since the simultaneous fitting was unable to find a compromise
"best" fit, it seemed best to investigate origins of other systematic
errors in the experiments. As noted above, the Ar velocity for the
low collision energies was higher than expected from the temperature
of the cooling block. If the measured Ar velocity was in error, by
changing its value we should be able to improve both of the low energy
fits to the optimized high energy potential. Indeed, for Vap =
3.7 x 104 cm/sec, both low energy cross sections are predicted well
within data errors by the Aziz7 potential (see Fig. 8), and better
than any potential optimized to them separately. The origin of the
possible error in the Ar velocity is not clear. Most likely, the
conditions of the Ar source during the scattering experiment were not
the same as those measured in the time-of-flight apparatus. For this
reason, no improvement in the potential was obtained from the present
work.

E. SUGGESTED IMPROVEMENTS

The present study has shown that for an accurate determination of
the He-Ar pair potential several experimental improvements are needed.
First, an optimal size for the detector apérture and collision voiume

will yield more precise values for the amplitude of the diffractive



25

oscillations. These features are sensitive to the well shape. Second,
initial experiments'shou1d measure the shape of the minimum of an
oscillation for various beam conditions and aperture sizes. This would
be fruitful in deciding the resolution of the experiment as well as
verifying the computer simulations of the averaging effects.

The systematic errors noted above can also be reduced. The
counting electronics can be maximized for minimum pile-up by using a
10 nanosecond discriminator pulse width. A smaller dwell time to
measure the He beam velocity will provide a precise determination of
the velocity distribution. Additional collimation of the He beam will
reduce the small angle background. (A triple slit collimation arrange-
ment as used in the cluster photofragmentation studies of Chapter 2
would be ideal.) A nonuniform angular grid near the minima and maxima
of the oscillations to accurately determine positions on both sides of
the primary beam, will be useful for determining angular offsets. Of
course, modifications which reduce the background help minimize modu-
lated background also. For He which is inefficiently pumped by ion

pumps, turbomolecular pumps should offer substantial improvements.
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Table 1. Experimental parameters and conditions from previous
scattering studies of He-Ar.

Collision

Energy Energy Well Depth r (A)
Author Year References (kcal/mole) Resolution (kcal/mole)

Chen 1973 4 .48 .14 .048 3.54

Smith 1977 5 1.37 .18 .060 3.46
.42 .18

Keil 1978 6 | 1.45 .20 .0406 3.57

Aziz 1979 7 1.572 .028 .058 3.44
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Table 2. Velocity distribution parameters.

Nozzle
Gas Temperature VO(IO4 cm/sec) 8(10—8 sec2/cm2) 2
He 88°K 9.57 75.5 2.8
He/N, 88°K 5.85 1.47 29.
Ar 93°K 4.08 4.55 2.9




Fig. 1.

Fig. 2.
Fig. 3.

Fig. 4.

Fig. 5.
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FIGURE CAPTIONS
Collision energy and angular momentum dependence of the
classical turning points for the He-Ar potential.
Angular dependence of the He detector background.
Newton diagrams for elastic He-Ar scattering at collision
energies of .479 kcal/mole and .244 kcal/mole.
Semiclassical inversion of phase shifts to determine the
intermolecular potential.
(A) Potentials extracted from phase shifts computed for a
collision energy of .479 kcal/mole using (—) -5 point
Lagrange, (-——) -4 point Lagrange, (-.--) 3 point Lagrange,
and (---) spline interpolations.
(B) Same as (A) except the phase shifts were computed at the
collision energy .244 kcal/mole. Points are only indicated
at positions where they differ from previously plotted points
of the other interpolation types.
Effect of experimental averaging on the observed cross
sections.
(A) (—) Perfect experiment. (e®) Spatial averaging over the
detector aperture and collision volume for in-plane séattering
only. (-—) Same as (e) except the collision energy and phase
shifts depend on the position in the collision volume.
(B) (—) Spatial averaging as for curve A(e), except now
full three dimensional scattering allowed. (---) Same as
curve B(—), but the phase shifts vary with position in the

collision volume.
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Fig. 7.
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(C) (—) Same as curve A(e), with velocity averaging over
the experimental velocity distributions. (---) Same as
C(—), but in-plane collision volume dimensions and detector
slits are twice as large. This corresponds to the conditions
of the experiments performed here.

Comparison of experimental and best fit cross sections
obtained at each collision energy (—) calculated points,
(-——) experimental points with 1 standard deviation error
bars.

(a) E = 1.57 kcal/mole, (b) .479 kcal/mole, (c) .244
kcal/mole.

Comparison of best fits of Fig. 6 at the other two data
sets. (—) - calculated points, (---) experimental points
with 1 standard deviation error bar.

(A) Best fit .479 kcal/mole potential compared to 1.57
kcal/mole data.

(B) Best fit .244 kcal/mole potential compared to 1.57
kcal/mole data.

(C) Best fit 1.57 kcal/mole. potential compared to .244
kcal/mole data.

(D) Best fit 1.57 kcal/mole potential compared to .479
kcal/mole data.

(E) Best fit .244 kcal/mole potential compared to .479
kcal/mole data.

(F) Best fit .479 kcal/mole potential compared to .244

kcal/mole data.
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Comparison of observed elastic scattering laboratory cross
section with the Buck7 Ar-He potential when the Ar velocity
: 4

is 3.4 x 10" cm/sec. (a) Eco] = .45 kcal. (b) Ec01 = .20
kcal/mole. (—) - Calculated cross section, (---) observed
cross section with 1 o error bars. The poor fit for angles

smaller than 5° in part A is sensitive to details of the

averaging procedure and to the outer well of the potential.
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APPENDIX I. TIME-OF-FLIGHT MEASUREMENT PROCEDURE
A. THEORY AND METHODS FOR TOF CALIBRATION

The purpose of this appendix is to explain in detail the procedure
for performing time-of-flight (TOF) calibration measurements. The
result of the calibration measurements is to assign a correct length
(L) to the path the molecules travel in a particular experimental
configuration. In conjunction with time information, (t), a velocity
distribution, (L/t), can then be determined.

To measure the flight path from the interaction zone or TOF wheel
to the jonizer, a known velocity distribution is used as calibrant.
The standard practice is to use the rare gas nozzle distributions
which are defined by assuming a Maxwellian velocity distribution
superimposed on the bulk flow velocity. Because the electron
bombardment ijonizer is sensitive to number density, the velocity
dependence of the assumed number density distribution is importént.

1

From standard texts™ a Maxwellian velocity distribution is

M 2 2 2
- (Y Vy ¥ vz) (1)
e S dvxdvydvZ
where TS is the source temperature. For our model, this is the dis-
tribution an observer would see moving at the flow velocity, where
TS is the terminal beam temperature (usually 5_10°K for rare gases).
However, the observations made in the laboratory frame distort the

distribution because of the constraints imposed on the molecular

S
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trajectories by the defining apertures. This distortion is now
derived.

Let the +z direction be along the beam centerline. For practical

2a,2b an

measurements the nozzle can be treated as a point source d

the detector as a circular disk of radius r at a distance L from the
nozzle. The beam flow velocity in the laboratory reference frame is
(o, 0, vF). The laboratory frame molecular velocity including the

random Maxwellian velocity is (vx, V., V

.t vF), where (vx, Y

y y’
vz) is the Maxwellian velocity in the mass flow frame of reference.

The detector aperture limits the transverse velocity perpendicular to

the beam axis by (V + vF). The measured labora-

) < T (v
transverse’ — L 'z
tory number density distribution of ve]ocities-(vL) is then

r
2 2" 2 2 22 2

e dvZ e pdp =¢e (e -1) de (2)

where o = (vi + vz)ll2 M

y s B = 37 and VL= Vg + Ve For a stand-
ard detector arrangement, E-< Qngé and the expression (2) can be

“expanded in a power series of the variable x =(aer)/(vFL), where a =

vF(B)ll2 is the speed ratio, i.e.
2 2
—a“ (v, -v, ) 2 _ 4
exp (—5——) (* T3 ") (3)

,VF
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When the exponential term is maximized (vL=vF), the'second term in
the power series expansion will contribute less than 1 percent when
@« < 100. For all beams except high pressure He beams or He seeded
beams, the speed ratios are uSua11y much less than this value. For
speed ratios near: 100, the distributions are then sufficiently narrow
with respect to the dwell time and ionizer resolution that the width
cannot be directly measured with the present flight Tengths, so the
approximation can be used for all a. |

In conclusion, the observed velocity distribution, P(vL) is

proportional to

P(vL)de ~ szexp( - e(vL-vF)Z) de (4)

~This expression agrees with that derived by Habets2b using somewhat
different arguments. To compare with the result from the multichannel

scaler (MCS), the Jacobian from velocity to time is

v2 )
L : (5
dVL = r dt.
The number density distribution experimentally measured is then

vﬁ -B(vL—vF)2

t_ e dt : ) (6)

with Vi =.%, and t regarded as the independent variable.
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The procedure is to use Eq. (4) with known rare gas expansion
conditions so that Ve and g8 can be determined. By using the time
location of the observed peak (tp) in the velocity distribution, the

effective length L to the ionizer can be determined by L = vp*tp.

The direct output from the MCS can be used to obtain a good firsf
approximation to L. First, the total time offset must be measured.

The time offset is given by

-t.

toffset = Ut ion ~ ttrigger Tt

+t

D Wheel"® (7)

tE is the electronic offset given by the time ‘between the leading
edge of the trigger pulse at the MCS trigger input and the maximum of

the photodiode signal. . t._ - is the ion flight time to be described

ion

below. t is the width of the trigger pulse sent to the MCS.

trigger
tD is a deliberate offset to displace the TOF for long flight

paths. twhee] is the time delay resulting from the offset between
the peak of the photodiode signal and the time when the wheel slit is

centered on the detector slit. t is measured by rotating the

wheel ‘
wheel clockwise and counterclockwise and averaging the two results.

The t delay results from the design of the'MCS. The 1 MHz

trigger
internal clock is disabled for the duration of the trigger pulse, so
the clock begins to decrement the dwell time counter within 50 nsecs
after the end of the triggér pulse. The ion flight time is determined
by measuring the time diffefence between the peak velocities for

different ion masses originating from a common molecule. The use of
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multiply charged rare gas ions has been observed to result in
incorrect (overestimation) of ion flight times. Krajnovich3 has
successfully used a 1 percent CF3I mixture in He tq obtain narrow
velocity distributions with ion mass fragments over a large mass
~range. The possible .source of error in this method is the transla-
tional energy released in the ion fragmentation which Cou]d distort
the measurement. A comparison of the fragment distribution widths
will indicate if this is important. The various mass fragment peaks
can be used tovfit the constant C in the expression C(M)ll2 for the
ion flight times. As all the ions originate from the same neutral
ve]ocity‘distribution, the difference in time between the ion ffagment
peaks :is a result of the different fragment ion velocities in the mass
sﬁectrometer, ‘Neglecting the initial neutral velocity, the'ion veloc-
ity for a fixed ion energy will depend on the inverse square root of
the mass. For 75 volt ions and 250 volt extraction voltage the canon-
1/2

jcal value for C is 3 usecs/(amu)

The predicted maximum velocity from Eq. (6) is

Ve Vg 8 1/2 Vp - 2.0/8
VP = 2— + 2—' (l + —2) or VF = ——V_—— E) (8)
BVF p
where
_ ° o\ 1/2
: T (K') - T . ("K)
Ve (cm/sec). = 2.039 % ;04 ( nozz]g M(amugerm1na1 ) . (9)
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The nozzle temperature is measured with a thermocouple using an ice
bath reference. The terminal temperétufe is obtained from the half

‘width of the velocity distribution by

Ttermina1(K°) = 8.679 x 10'9 m( amu) (Av(cm/sec))2 (10)
where
AV = —— L8t (11)

82"

In Eq. (11), L is the flight length to be determined éhdrcan be
guessed by previous knowledge for an initial correction. at is the
number of channels between -the maximum and half height of .the
distribution, ti/z is the half height channel number corrected for
the offset time, t; is the peak channel number corrected for the
offset time, and tD is the dwell time. Using these values, L(cm) =
vp(cm/sec)*t;(sec). The agreement between L values determined from
Ar, Kr, and Xe expansions should be * 0.3 percent.

To compare the accuracy of this direct method, the more accurate
peak fitting by the KELVIN program was used to iterate on Ttermina]
and L until agreement was found. The results are reported in Table 1.

The sources of errors which can bias the above procedure, which
are within experimental control, are the purity of rare gas used for

calibration and the count rate limitations of the MCS. The first

effect can be quite noticeable because several minutes after flowing a
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new rare gas it is still possible to detebt a clean TOF at the
preceeding mass. . The experimentalist should wait until all traces of
the old gas disappear. Gas cylinders can contain impurities when théy
are low in pressure. A cursory mass scan at atmospheric and rare gas
peaks during“the‘purge time can check for this source of contamination.

The count rate limit cannot be determined by using.the observed
count rate on the count rate meter, since most of the signal is
arriving in a small time interval, roughly 1/200 of the rate meter
duty cycle. The MCS scalers are rated at ~30 MHz with a minimum data
pulse width of 20 nanoseconds. For 1 percent aEcuracy in the largest
channel, the instantaneous count rate should not exceed 1 MHz.

An additional source-of bias was thought to be the manner in which
the dual scalers toggle back and forth as the channels advance. If a
data pulse is present at the transition from one channel to the next,
then, depending on its width, four alternatives are possible. First,
if. the data pulse is short, then the partial pulse transmitted to |
either scaler will be too short to trigger the counters. Conversely,
if each portion is sufficiently long then the pulse will be counted
twice. The intermediate range occurs when one half of the pulse is
sufficient, and the other insufficient to trigger the corresponding
counter. These effects were empirically investigated using avdigital
delay generator/pulse generator arrangement to measure the delay
between a single data pulse relative to the trigger pulse with an
accuracy of 10 nanoseconds. The results are shown in Fig. 1. From

these measurements, it is seen that for pulse widths greater than 30
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nanoseconds, the multiple counting dominates. However, the effect of
the problem is not significant except for very large total counts.
The reason for this is as follows.

Assume the data in channels i, i+l is fit by a linear equation to

be determined below. If Ci, C are the total.counts in these

i+l

channels, then the linear fit will be

(Cisg ¥ C5)  Cyap ¥ G5 (Cy = Ciygty
7Tt X+ —% * (12)
itp D t

th

where ti is the i~ channel time, tD the dwell time, and

t

i+l i
Ciap = f ydx; C, = J ydx. - : (13)
b ta

The number of counts centered about the channel transition in a time

interval 2a is

Lisg
a(C.., +C.)
Jydx_t1+121 _é—N. (14)
D D
to,
i-a

Consequently, for a = 30 nanoseconds, and tD = 2 microseconds, the

correction is 4.5 x 10-3 N, where 30 percent overcounting has been

1/2

assumed. This compares with the statistical error (N) when N =

5

5 x 10” counts. With longer dwell times the effect is even less
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important. The behavior on the 1 microsecond dwell time scé]e is not
nearly as. good as the 2 microsecond results, and should be avoided.
The data presented here refers to a particular MCS unit and may not be
transferable to.other units.

The.imperfect‘gas correction to the enthalpy for Ar at 1000 torr,

288°K amounts to ~-0.2 2P

, and can be neglected here in determining

V0 (Eq. (8)) from the nozzle temperature. Condensation effects will
perturb the terminal temperature and velocity by the heat of condensa-
tion added to the flow and by ionizer fragmentation to the monomer
mass. This can be checked by observing higher polymer masses, and
lowering the pressure if necessary.

. Several studies2

- “have shown . -that a two component velocity
distribution gives a much improved fit to .the data. This‘was not
~investigated but .the systematic differences observed»in the calculated
and experimental data here are similar to those reported by the above
studies using a one component distribution. For most chemical experi-
ments, the one component fit is adequate.

The assumption of the one component distribution was tested
indirect]y by attempting a direct deconvolution of the measured dis-
tribution. For every channel, a narrow velocity distribution (8 =
106) centered on that channel was convo]uted.over the ionizer and

shutter functiohs. The -spread of this "delta function" input into
adjacent channels defines a matrix C which takes the true channel
distribution into the observed one. The inverse of this matrix

1

¢ = D will then relate the observed channel distribution to the
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true distribution free of ionizer and shutter effects. This deconvo-
luted distribution can then be transferred simply to a velocity dis-
tribution. In Fig. 2 the results for two rather different expansions,
a high pressure He beam and a He/N2 anti-seeded beam are shown. The
high pressure beam indicates that the distribution :is completely con-
tained within the convolution effects. The large oscillations are a
result of the narrow distfibutioﬁ and.the change in sign“of adjacent
entries of the inverse matrix, D. A simple two channel average
ndticeab]y removes this effect. The anti-seeded distribution shows no
significant difference between the measured and deconvoluted results.
This is a consequence of the broadness of the distribution. The
direct deconvolution result is not as useful as the trial and fit
method, because the information is not as compact as the simple two
parameter fit. However, it is useful as a guide to the magnitude of
the broadening induced by the measurements.

For laser photofragmentation experiments the distance from the
collision zone to the TOF wheel must be added to the TOF distance.

The collision zone-wheel distance is measured with the transit while
the wheé] is spinning to reduce the warp error caused by the 5 mil
stainless steel wheel material.

Finally, the emission current and extractor voltage affect the
modeling of the detection process by a nonuniform electron distribu-
tion which can shield the ions from the extraction field or jonize the
neutral species nonuniformly. These can be experimentally measured by

using a narrow He beam whose experimental width is dominated by the
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ionizer. Until this behavior is knan, a more accurate deconvolution
of the TOF spectra is not warranted.
B. TIME-OF-FLIGHT PROGRAM KELVIN AND DIRECTIONS FOR USE

This section describes the salient features of the FORTRAN program
- KELVIN used.to fit time-of-flight data to deduce velocity distribu-
tions. The current version draws heavily on its predecessor written
by J. Valentini. The basic difference is the improved efficiency in
the calculation, by using a digital filter devised by R. Sparks. It
also has an improved search procedure to find the best fit parameters.

The nominal structure is to simulate the effects of the finite _
ionizer length and slit widths on a measured velocity distribution by
calculating a shutter function for-the slit overlap which is used as a
digital filter. This is applied to the trial velocity distribution
which has been convoluted for the ionizer length. The ionizer is
treated as a simple sum of 10 identical point ionizers with slightly
different lengths from the collision zone. Using é Marquardt algo-
rithm, the parameters are varied until one of three criteria is
satisfied.

1)  The change in parameters is less than 0.005 of their

respective magnitudes.

2 has reached a value such‘that the data has

2) The value of X
been fit to the 90 percent confidence limit.

3) Twenty complete iterations have occurred without eitheril) or
2) occurring.

KELVIN can.analyze any number of time-of-flight distributions.

Each velocity distribution needs the same number of input parameter
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records. The number of data records in each distribution will vary.
The final data set is followed by a blank record. Input records
needed for each ve]ocity distribution (all numbers F10.1.format,
except where noted) are: |
Record
1. Title
2. Mass (amu), channel width (u sec), nominal neutral flight
length (cm), ionizer length (cm), channel offset (channels).
3. Beginning channel number (I5), ending channel number (I5).
4. Wheel frequency (Hz), wheel diameter (cm), wheel slit width
(mm), collimating slit width (mm).
5. etc. Data (8F10.1)

"~ Qutput consists of the title with a list of the parameters used,
followed by the input data, and the shutter function‘talculated for
the dwell time used. "Offset" should iﬁc]ude all the corrections from
Eq. (7) divided by the dwell time to obtain the nuhber of channels
(fractional values allowed) by which the observed TOF distribution is
uniformly offset.

The intermediate reduced standard deviations and parameter changes
are listed with each iteration. |

The final parameters are listed along with the number of itera-
tions, calculated data, and the change in the fitted parameters that
would produce a fit which would differ by an additional standard devi-
ation at each point.

A graph of the two distribution is also produced.
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The parametrized velocity distribution has the form

2
P(v) ~ ve e-s(v-vo)

where Vo is the mass flow velocity, and 8 = 1/(a)2, where a is the
average relative velocity in the mass flow frame of reference. The
speed ratio is the dimensionless number vo(s)llz, The flow velocity

is in units of.10,000 cm/sec.
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Table 1. Comparison of computer fitted parameters with thosé obtained
by iteratively solving Eqs. (6) and (7) in the text.

Computer Fit - First Iteration Second Iteration
L(cm) 8 Vo L B - Vg L 8 Vo

Ar 16.46 2.751 5.517 16.75 2.662 5.616 16.544 2.740 5.536
Kr 16.46 5.136 3.807 16.75 4.970 3.875 16.512 5.115 3.820
Xe 16.46 8.111 3.058 16.75 7.838 3.113 16.477 8.067 3.068
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FIGURE CAPTIONS
Transition effects in the dual scalers (a) 25 nanosecond data

pulse width, 2 microsecond dwell time. (b) 40 nanosecond data

)
pulse width, 2 microsecond dwell time. (c) 50 nanosecond data
pulse width, 2 microsecond dwell time. . (d). 40 nanoseconlﬂ data
pu]ée width, 3 microsecond dwell time. AtotaTcounts in
channels 10 and 11. | total counts in channe]JIO. @total
counts in channel 11.

(a) Deconvoluted He beam. — Initial data. @ Deconvoluted
data. ADeconvoluted with 2 channel average.

(b) Deconvb1uted He/N, beam. @Initial data. ADeconvoluted

data (displaced by one channel).
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FROGRAM KELVIN

FUNCTION- DETERMINES FARAMETERS UZRO AND RETA
CHARACTERIZING A SONIC NOZZLE VELOCITY DISTRIRUTION
FROM AN EXFERIMENTALLY MEASUKED TIME-OF~FLIGHT
DISTRIBUTIONsUSING A LEAST SQUARES FITTING FROCEDURE.

INFUT-DESCRIBED IN SURROUTINE °INFUT®

- QUTPUT- OUTFUT CONSISTS OF A TITLE WITH THE LIST OF
PARAMETERS USED''FOLLOWED BY THE INFUT DATAsAND THE
SHUTTER FUNCTION. THE INTERMEDIATE REDUCED' STANDARD
DEVIATIONS AND THE PARAMETER CHANGES AKE LISTED WITH
EACH ITERATION. THE FINAL PARAMETERS ARE LISTED ALONG
WITH THE NUMERER OF ITERATIONS and THE FINAL CALCULATEL
BEST FIT DISTRIBUTION. AN ESTIMATE OF THE ERROR IN THE
DERIVED FARAMETERS IS GIVEN. THIS ERROR IS THE CALCULATELD
CHANGE THAT IS FPREDICTED NEEDED TU UNIFORMLY INCREASE THE

- FITTING ERROR AT EACH POINT BY ONE STANDARD DEVIATION,

A GRAFH OF .THE INPUT ANI CALCULATED DISTRIBUTIONS IS
~ PRODUCED. ALL OUTFUT IS FOR A LINE FRINTER.

ROUTINES CALLELD- INDATASVELOSFITHLFPLT -
AUTHOR-M. F+ VERNON

LAST REVISION DATE- FERRUARY 15,1983,

COMMON/FAR/CHANs LMIDs DLy RCHAN s ECHAN s NCHAN» MASS s MAXE » OFFSET
COMMON/TRIP/WIDTHYHZsDIAsSAsSBsTRP(19) s ITRSIZ» ITRSHF ¢+ IFLAG
DIMENSION EXFT(255)»SIGCAL(255)SIGCAL(253)+SIGCA2(25S)
DIMENSION YPL1(256)sYPL2(234) s XFL(256)

REAL MASS,LMID '

INTEGER ' BCHANECHAN» NCHAN

[er]

c INFUT DATA
c

1003 CONTINUE
CALL INDATA(EXFTsBETA»VZR(O)

FITTING ROUTINE TAKEN FROM ‘DATA REDUCTION AND ERROR ANALYSIS
FOK THE PHYSICAL SCIENCES’ RY PHILIF K. BEVINGTON.

PROGRAM 11-5 CURFIT WHICH IS A MARQUARIT ALGORITHM FOR A NON-
LINEAR LEAST SQUARES FIT WITH IMPROVED STARILITY NEAR A MINIMUM
WAS THE MODEL FOR THIS PROCEDURE.

ALL CALCULATIONS ARE FERFORMEL' WITH VZKO IN KILOMETERS/SECONI,
OUTFUT IS IN UNITS OF 10%%x4 CM/SEC

OO0 0O0OO0O0O00O00O0
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C CALCULATE FIRST ATTEMFT AT A FIT WITH TRIAL VALUES.

SF=0.

CALL VELO(BRETAsVZROsSIGCAL)»SIGCA1»SIGCA2)
CALL FIT(SIGCALsEXFTSFs0C)
ILOW=ECHAN+ITRSHF

IHIGH=ECHAN-ITRSHF

IFIT=20

FLAMLA=.001

CH=FLOAT (NCHAN-4-2XITRSHF)

WRITE(65300)

TRIS IS THE LEAST SQUARES FITTING LOOF

(e or Bl w]

[0 1000 JCYC=1IFIT

DFDV IS THE FIRST DERIVATIVE WITH RESFECT TU FEAN VELOCITY.
DFOB IS THE FIRST DERIVATIVE WITH RESFECT TO PEAK WILfH.

¥ IS THE WEIGHTING FACTOR.

‘Bl AND' B2 IS THE RETA MATRIX.

Al1,A12,A22 IS THE ALFHA MATRIX

THESE FARAMETERS ARE DEFINED IN BEVINGTON.

OO0 O0O0

E1=0.
B2=0,
Al11=0,
A12=0,
A22=0,

DO LOOF ONLY EXTENDS OVER CHANNELS WHICH AREN’T TRUNCATED RY THE
SHUTTER FUNCTION.

[ e N e i !

[0 1001 I=ILOW,IHIGH
DFDIR=SIGCA2 (1) XSF
DFDV=SIGCAL (I)%SF
W=1,/EXFT(I)
D=EXFT(I)-SIGCAL(I)
W=kl
k1=E1+ DWXLFIDW
R2=K2+ DWXDFLE
A11=A114DFDIVXDFDVXW
A22=A22+DFDRXDFDIEXW
A12=AL2+0FDVXDFDEXW
SUM=SUM+IXIUW
1001 CONTINUE

C

C CALCULATE THE CHI SQUARED ERFROF.

c NOTE THAT THERE ARE FOUR PARAHETERS IN THE FIT TO THE BATQ.
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THESE ARE THE DC LEVEL, THE SCALE FACTOR, THE FEAK WIDTH AND
VELOCITY.

CHI1=SUM/CH

ADJUST FARAMETERS AS NECESSARY

Al AND A2 [S THE CURVATURE MATRIX. AINV AND' A2NV ITS INVERSE.
FLAMDA IS THE FACTOR WHICH DETERMINES THE EXTENT OF THE GRALIENT
INFLUENCE ON THE SEARCH.

CONTINUE

A1=1.+FLANDA:

DEN2=SQRT(A11XA22)

A2=A12/DEN2

DEN1=A1XA1-A2XA2

AINU=A1/DIEN]

A2NU=-A2/DENT

DVZRO=B1XAINV/ARS (A11)+B2XA2NV/DEN2
DRETA=R1XA2NV/DEN2 +B2XA1INV/ARS(AR22)

IF BETA IS FORCED TO GO NEGATIVE, THEN THE DISTRIEBUTION IS

NARROW RELATIVE TO. THE SHUTTER FUNCTION: DBETA IS HALVELD' UNTIL
THE VALUE OF BETA-IS FOSITIVE. IFLAG IS SET TO 1 SINCE. THE MORE
ACCURATE INTEGRATION OVER' THE  CHANNEL WIDTH IS ‘NECESSARY FOR: THIG-

IF (RETA+DIIRETA) 2259225220
IFLAG=1" '
DBETA=IIRETA/2.

G070 221

CALCULATE THE DISTRIBUTION AT THE NEW VALUE OF EETA AND VZRO.

SF=0.

CALL VELO(BETA+LERETA»VZRO+IWZRO»SIGCAL»SIGCAL1+SIGCA2)
CALL FIT(SIGCALsEXFTsSF,LC)

SUM=0,

DO 1010 I=ILOWsIHIGH
SUM=SUM+(EXFT(1)~-SIGCAL (1)) xx2/EXFT(I)

CEI2=SUM/CH

WRITE(&65216) CHI2yDBETA/100.,DVZROX10.

IF THE NEW VALUE OF CHISQR. IS LARGER THAN THE OLD' VALUE, MAKE
THE GRADIENT CONTRIBUTION 10 TIMES LARGER AND TRY ACAIN.

IF(CHI1-CHI2) 95,101,101
FLAMDA=10.XFLANDIA
GOTC 71

| STOF FITTING IF PARAMETERS OFTIMIZEL
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A IS THE NUMEER OF STANDARD DEVIATIONS EACH CALCULATED FOINT
[IFFERS FROM THE DATA ON THE AVERAGE

A=SQRT (SUM/FLOAT (NCHAN-2XITRSHF))

- VZRO=VZRO+DVZRO

RETA=RETA+DRETA
FLAMDA=FLAMDA/10,

THE SEARCH ENDS IF IFIT ITERATIONS HAVE HAFFENED WITHOUT THE
FOLLOWING CONDITIONS HAVING REEN SATISFIED.

IF THE VALUES OF BETA AND' VZRC ARE CHANGING LESS THAN .003

OF THEIR FREVIOUS VALUEs OR THE DATA HAS BEEN FIT WITHIN THE 90
PER CENT CONFIDENCE LIMITy I.E. AZ2

IF(A.LE.2,) GOTO 1002
IF((ABS(DRETA) JLE. (., O0SKRETA) ) JAND. (ABS(IVZRO) W LE. (. 0035KVZEQD)))

1 GOTO0 1002

1000 CONTINUE

JCYC=JCYC~1-

1002 WRITE(&»301)

(g0 BN o]

[qp N o]

WRITE(651210)BETA/100.yVZROX10.sVZROXSQRT (RETA) 910, /SGFT(BETA)y

1JCYCyA

IF(JCYCL.EQ.IFIT) WRITE(6,219)
ERETA=SORT(A2NV/A22)

EVZRO=SART (AINV/AL1)

WRITE(6+217) ERETA/100,,EVZROX10.
T=0SART((1.42,%A)XSUN)
ER2=TXERETA/100.

EVZ=TXEVZROX10,

WRITE(69218) ER2,EV2

PLOT DATA
WRITE(6,203)

DATA IS SCALED HERE FOR THE LINE FRINTER FLOTS
NFTS= ECHAN RCHAN-2XITRSHF

XSTEF=5,/FLDAT(NFTS)
J=1

- DC=EXFT(BCHAN+2)

XFL(1)=0.

TT=9.9/(EXFT(MAXE)~LC)

WRITE(65208) (I1sSIGCAL(I) s I=ILOWIHIGH)
DO 1005 I=ILOW,»IHIGH
YPLL{D)=(EXFT(I)-DC)XTT
YRPL2(J)=(SIGCAL(1)-DC)XxTT

J=J+1

XPLOJ)=XFL{J=-1)+XSTEF

1005 CONTINUE



OO0O00O0

62

CALL LFPLT(XFLyYFLLsNFTSsXPLsYFL2)NFTS»1)
GO TO 1003

FORMAT. STATEMENTS

»

300 FORMAT(1Xs’INTERMEDIATE VALUES’»/)

216 . FORMAT(SXs/STANDARD DEVIATION=sE10.3+5Xs ' DRETA='9E12,4,5Xy DVZRO=
1/9£12.4)

301 FORMAT(/s1X» "FINAL FARAMETER VALUES’ /) _

1210 FORMAT(1Xy‘BETA='sE12.4,3Xs'VZR0O="+E12,492Xys'SFEED RATIO='»E12.4,
12Xs “ALFHA="»E12,4»2Xy ' ITERATIONS='»13+2Xs 'AVERAGE DEVIATION='»FS.1
1)

219 FORMAT(SXs'C AU T I 0 N-—-=- THE FULL NUMEER OF ITERATIONS HAS
10CCURED WITHOUT CONVERGENCE’s/)

217 FORMAT(’ ESTIMATED ERROF IN LOCATION OF MINIUM ON SURFACE IN BETA
1 AN VZRO="»E12.4s5XsE12.4)

205 FORMAT(//»10X»'CALCULATED DI S TRIBUTION "¢/
206 FORMAT(8(3IXsI3»1XsF9.1))
218 FORMAT(2X, "ESTIMATED ERROF IN THE DERIVELD FARAHETERS'
1 7 BETA AND VZRO=',E12.4,5X,E12.4) :
END
SUBROUTINE,FIT(SIGCAL,EXPT,SCALE,BC)
c
c - FUNCTION- SCALES THE CALCULATED AND OBSERVEL TOF SFECTRA
c ‘
C INFUT-SIGCAL AND EXFT CONTAIN THE CALCULATED AND
(M EXFERIMENTAL TOF DISTRIBUTIONS
c )
c QUTPUT-SCALE AND' DC ARE THE SCALE FACTOR AND IIC
c RACKGROUNI' USED TO SCALE THE. CALCULATED D'ATA TO THE. .
C EXPERIMENTAL D[ATA. .THE CALCULATED DATA IS REFLACED
c RY ITS SCALELD VALUES
c
C ROUTINES . CALLELD- NONE
C
C AUTHOR- M.F. VERNON
c
C
c LAST REVISION DATE- FEBRUARY 15,1983
C
c

DIMENSION SIGCAL(255)+EXFT(255)
COMMON/TRIF/WIDNTHsHZ s DIAsSAsSHsTRF(19)sITRSIZY ITRSHF:IFLAG
COMMON/FAR/CHANsLMIDLy I s RCHANy ECHAN» NCHAN » MASS ) MAXE y OFFSET
INTEGER RCHAN,ECHAN

TLOW=RCHAN+ITRSHF
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IHIGH=ECHAN-ITRSHF
RCHAN=0,

XINV=0,

X=0.

Y=0 *

YX=0.

YY¥%=0,

LEAST SQUARES DETERMINATION OF SCALE FACTOR ANI' DC RACKGROUNI

RO 30 I=ILOW,IHIGH
Y=Y+SIGCAL(I)

“XINV=XINV+1,./EXFT(D)

YX=YX+SIGCAL(I)/EXFT(I)
YYX=YYX+SIGCAL(I)XSIGCAL(I)/EXFT(I1)
RCHAN=RCHAN+1.

X=X+EXFT(I)

CONTINUE

DELTA=XINVRYYX-YXXYX
[C=(RCHANXYYX-YXXY )/DELTA
SCALE=(XINVXY-RCHANXYX) /LELTA

- FINALLY SCALE THE DATA

[0 40 I=BCHAN,ECHAN
SIGCAL(1)=SIGCAL (1)XSCALE+IC
CONTINUE '

RETURN

ENL

SURROUTINE BIG(SIGCAL»MAX)

FUNCTION- Finds the maximum in é tof spectrum

INFUT- SIGCAL» ARRAY TO RE SEARCHED FOR MAXIMUM

QUTPUT- MAXy THE INDEX OF THE ARRAY SIGCAL OF THE LARGEST ELEHENT
ROUTINES CALLED-NONE

AUTHOR-M.F, VERNON

LAST REVISION DATE-FERRUARY 15,1983

COMMON/PAR/CHAN» LMIDIy DL s BCHAN» ECHAN s NCHAN » MASS » MAXE » OFFSET
INTEGER BCHANsECHAN .
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DIMENSION SIGCAL(233)

MAX=0

SIGMAX=0.0

DO 1 I=RCHANJECHAN

IF (SIGCAL(I) .LT. SIGMAX) G0 TO 1
SIGHAX=SIGCAL(I) '

MAX=I

CONTINUE

IF(MAY JEQ. 0) WRITE (69253)

FORMAT(“0 - NO- MAXIMUM FOUND')

RETURN
END

SURRQUTINE TRAF1

FUNCTION- CALCULATE THE SHUTTER FUNCTION TRAFEZOID.
INPUT- ALL INFUT PASSED THROUGH THE COMMON ARRAY TRIF

OUTFUT-THE ELEMENTS OF THE COMMON ELOCK TRIFs TRF,
ITRSIZsANDI ITRSHF ARE COMFUTED IN THIS ROUTIME.

ROUTINES CALLED=-NONE -
AUTHOR-M.F. VERNON .-

LAST REVISION DATE-FEERUARY 13,1983

COMMON/TRIF/WIDTHYHZsDIAsSA»SEy TRF(19)» ITRSIZy ITRSHF » IFLAG
DATA FIsCON/3.141592655100000./

DEFINITION OF INFUT PARAMETERs in common block trir
SA=WHEEL SL1T WINTH IN MILLIMETERS

SE=DETECTOR SLIT WIDTH IN MILLIMETERS

WIDTH= CHANNEL TIME IN MICROSECONIDS

DIA=DIAMETEFR FROM CENTER OF WHEEL TO DETECTOR SLIT IN CM.
T=0NE HALF THE.NUMRER OF CHANNELS PER MILLIMETER TRAVEL OF WHEEL
TT=HALF THE NUMBER OF SLITS FOR BASE OF TRAFEZOID
TA=HALF THE NUMBER OF SLITS FOR THE TOF OF TRAFEZOID
ITT=INTEGRAL VERSION OF TT

ITA=INTEGRAL VERSION OF TA

ITRSIZ=NUMEER OF CHANNELS AFFECTED RY DIGITAL FILTER
ITRSHF DEFINED BY ITRSIZ=2%xITRSHF+1

T=CON/ (FIXDIAXHZX2 ,XWIDTH)
TT=Tx(SA+SH)
SA=AMIN1(SAsSE)
TA=TT-SAXTX2,
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ITT=INT(TT-.5)
ITA=INT(TA-.3)

CHECK IF BASE OF TRAFEZOID LESS THAN ONE CHANNEL WIDE
IF(TT.LE..S) GOTO 90
ITRSIZ=1+2%(ITT+1)

ITRSHF=ITT+1

CHECK IF TOF OF TRAFEZOID MORE THAN ONE CHANNEL WIIE
IF(TA.GE.,.3) GOTO 40

TRAFEZOID CORNER OCCURS WITHIN THE FIRST CHANNEL
TRP(10)=(TT-TAXTA-.25)/(TT-TA)

CHECK IF TRAPEZOID BASE OCCURS WITHIN FIRST CHANNEL
IF(ITT.EQ.0) GOTO 30

TRAFEZOID EDGE SPREAD OVER ITT CHANNELS
00 20 I=1,177
TREC10+I)=(TT-FLOAT(I))/(TT-TA)

TRE(10-1)=TRF(10+I)

CHANNEL WHERE ELGE HITS RASE
TRECLI+ITT)=(TT-.S-FLOAT(ITT) ) %x2/(2, x(TT-TA))
TRE(Y-ITT)=TRF(11+ITT)
6OTO 75

CASE WHERE TOF OF TRAFEZOID AT LEAST ONE CHANNEL WIDE.

TRF(10)=1,

DOES TOF OF TRAFEZOID EXTEND OVER MORE THAN ONE CHANNEL?

IF¢ITALEQ.0.) GOTO SO
IF S0 THAN ALL THESE CHANNELS HAVE UNIT AREA
[0 45 I=1,ITA
TRF(10+1)=1,
TRF(10-1)=1,
IS EDNGE OF TRAPEZOIDL CONTAINED WITHIN ONE CHANNEL.

IFCITT.ER.ITA) GOTO 70
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AREA FOR CORNER OF -TRAFEZOIL.

TERM=FLOAT(ITA)+1.5-TA
TRF (1141TA) =1, ~TERNATERM/ (2X(TT-TA))
TRE(9-ITA)=TRF (1141TA)

CHANNELS WITH EDGE OF TRAFEZOIL» RUT NO CORNERS

CHECK IF THERE ARE PURE EDGE CHANNELS

IF(24ITA-ITT.GT.0) GOTO 60
ILOW=2+ITA

D0 5SS I=ILOW,ITT
TRE(I+10)=(TT-FLOAT(I))/(TT-TA)

"TRP(10-1)=TRF(10+I)

CHANNEL WHERE EDIGE HITS BASE

TRE(114ITT)=(TT-,5-FLOAT(ITT) ) X%2/(2.X(TT-TA))
TRE(9-ITT)=TRR.(11+ITT) ' '
6070 75 . -

CASE -WHERE EDGE CONTAINED IN- ONE CHANNEL

TRP(114ITT)=(TA+TT-1)%.S-FLOAT(ITR)
TRE(9-ITT)=TRF(11+ITT)
GOTO 75

CASE WHERE ALL OF TRAFEZOID IN ONE CHANNEL

TRF(10)=1.
ITRSIZ=1
ITRSHF=C

NORRALIZE SO TRAFEZOIDL HAS UNIT-AREA -

SUM=0,

AREA=TA+TT

ILOW=10-1TRSHF

IHIGH=10+ITRSHF

N0 77 I=ILOWsIHIGH
TRE(I)=TRF(I)/AREA

SUM=SUM+TRF (1)

WRITE(4:103)

FORMAT(//)

WRITE(651000) (TRF(I)»I=ILOWy IHIGH)

FORMAT(1H »/SHUTTER FUNCTION TRAFEZOID's 2Xs19F4.3)

WEITE(6,103)
RETURN
END
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SUERGUTINE HALF(EXFTsH)
FUNCTION- FIND' THE VALUE OF THE HALF MAX FOINT FOR
GUESSING AN INITIAL VALUE OF RETA

INFUT-EXFT» THE ARRAY OF EXPERIMENTAL POINTS FOR THE
TOF DISTRIRUTION

QUTFUT- Hy THE VALUE OF THE LOCATION OF THE HALF MAXIMUM
POINTy IN REAL FORMAY. FRACTIONAL CHANNELS ARE NEELDED

FOR THE HIGH SPEED' RATIO DISTRIBUTIONS

ROUTINES CALLEL-NONE

AUTHOR-M.F. VERNON

LAST REVISION DATE- FEBRUARY 15,1983
COMMON/FAR/CHAN LMID DLy RCHAN» ECHAN s NCHAN» MASS s MAXE » OFFSET
DIMENSION EXPT(253) '

REAL MASS,LMID

INTEGEF BCHANsECHANsNCHAN

CALCULATE CHANNEL NUMERER OF AFFROXIMATE HALF HEIGHT

ASSUME DC LEVEL GIVEN BY THE COUNTS IN THE THIRI' CHANNEL
DC=EXFT(BCHAN+2)
MAXE IS THE CHANNEL NUMBER OF THE PEAK OF THE DISTRIKUTION

H=(EXFT(MAXE)+DC) /2,
D0 10 I=BCHANsMAXE

ASSUME FIRST CHANNEL WHOSE SIGNAL IS LARGER THAN THE CALCULATELD
HALF HEIGHT IS THE CORRECT CHANNEL

IF(EXPT(I).LT.H) GOTO 10

LINEARLY INTERFOLATE TO FIND THE FRACTIONAL CHANNEL

LOCATION 0OF THE HALF HEIGHT POINT

T1=(EXFT(I)-EXFT(I-1))
B=EXFT(I)+EXFT(I-1)-T1¥FLOAT(2%I-1)
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B=E/2,

C H=(H-RK)/T1
60T0 20
CONTINUE
RETURN

END

SURROUTINE INDATA(EXFT,EETA,»VZRO)

FUNCTION- READ! IN DATA ANDI PARAMETERS

INFUT ALL NUMBERS F10.1 FORMAT EXCEPT WHERE NOTED

CARD CONTENTS
1 TITLE

2 MASS(AMU) yCHANNEL WIDTH(MICROSECONIIS) »NOMIAL

' NEUTRAL FLIGHT LENGTH(CM)sIONIZER LENGTH(CM)s
CHANNEL OFFSET(CHANNELS)

BEGINNING CHANNEL NUMEERs ENDING CHANNEL NUMBER(2I5)
WHEEL FREQUENCY(HZ),WHEEL DIAMETER(CM) WHEEL SLIT
WIDTH(MM)sCOLLIMATING SLIT WIDTH(MM)

S DATA(BF10.1)

ETC.

S 0

A BLANE CARD TERMINATES FROGRAM. MULTIFLE DATA SETS
CAN BE RUN BY REFEATING THE CARDS 1-4 FOR EACH DATA
SET

OUTFUT- EXFT IS THE EXFERIMENTAL DATA, BETA AND' VZRO
THE FIRST TRIAL VALUES FOR THE VELOCITY DISTRIRUTION
FARAMETERS .

ROUTINE CALLED-NONE
AUTHOR-M.F. VERNON

LAST REVISION DATE- FEBRUARY 15, 1983

DIMENSION EXPT(253)TITLE(20)
COMMON/FAR/CHANLMIDs DL s BCHAN s ECHAN s NCHAN s MASS s MAXE s OFFSET
COMMON/TRIF/WINTHIHZs[ITAySAsSETRF(19) s ITRSIZs ITRSHF » IFLAG
INTEGER RCHANsECHANsERC/EC

REAL MASS,LMID

REAL(S,102) TITLE
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REAL(Sy101)MASS)CHAN, LMID DL, OFFSET
IF(MASS .EQ. 0.0) STOF

READN(S»100) RCHANsECHAN

RC=BRCHAN

EC=ECHAN :
NCHAN=ECHAN-BCHAN+1
READ(S»101)HZ,[1IIA»SAsSE

READ(S,101) (EXPT (I)» I=BCHAN,ECHAN)
WRITE(65204) TITLE

WRITE INPUT DATA TO OUTFUT FILE

WRITE(6,200) MASS

WRITE(65201) CHANsRC,»EC,LMIDWDL
WRITE(49104)0FFSET
WRITE(6+211)HZsDIAsSA,SE
WRITE(69103)

WRITE(6+203)

WRITE(49215) (I,EXPT(1) s I=BCHANsECHAN)
WRITE(69103) ‘
WINTH =CHAN

IFLAG=0

CALL TRAF1

GENERATE ESTIMATE OF BETA AND' VZRO

CALL BIG(EXPTsMAXE)
VZRO=LMID/ (FLOAT (MAXE)+OFFSET)/.1/CHAN
CALL HALF(EXFTH)
VTEM=LMID/(H+OFFSET)/.1/CHAN
RETA=.493/ ((VTEN-VZRO) X%2)
VZRO=VZROXx%2/(VZRO+1./BETA)

FORMAT .STATEMENTS

102 FORMAT(20A4)

100 FORMAT(3IS)

101 FORMAT(8F10.1)

204. FORMAT (1H1520A4)

200 FOEMAT(‘0 MASS =/3»F7.3)

201 FORMAT(’  CHANNEL WIDTH =/yF4,1y’ MICROSECONIS; BEGINNING CHANNEL .
1 =/9I3s’y ENDING CHANNEL =’+I3+/3 FLIGHT LENGTH =/sFS.2,’ CMi IONI
12ER LENGTH =/»F5.2s’ CM.”) '

104 FORMAT(3Xs’OFFSET= “sF4.15’ CHANNELS’)

211 FORMAT(’  WHEEL FREQ. =‘+F4.0s’ HZi WHEEL DIAMETER ='»F4.1,’ CMj
1SLOT WIDTH = ‘sF4.2,’ MM; DETECTOR APERTURE ='sF4.2,’ MN')

103 FORMAT(///)

20 FORMAT(10X»’I NFUT DISTRIBUTION

25 FORMAT(8(3XsI3s1XsF9.1))
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RETURN
ENID

SUBROUTINE LFFLT (X1sY1yNPT1sX2,Y2,NFT2,N0O)
LINE FRINTER FLOT ROUTINE
AUTHOR- F, HUISKEN
LAST REVISION DATE- UNKNOWN
DIMENSION IPA(120)sIX1(300)»1Y1(300)5IX2(300)51Y2(300)

DIMENSION X1(300)sX2(300),Y1(300),Y2(300)
DATA L1sL2+L3sL4sLSsLOsLA / 1H1y1H2,1H351H4s 1HSy 1HOy 1HX /

10

"y

DATA LBsLIsLMILP / 1H s1HIs1H-91H / .

DATA DXsDY / 0.02550.125 /
WRITE(652001)

IF (NO .EQ. 9) GOTO 20

IF (NO .EQ. 1) LNO=L1

IF (NO .EQ. 2) LNO=L2

IF (NO +EQ. 3).LNO=L3

IF (NC .EQ. 4) LNO=L4

GOTO 21

CONTINUE

LNO=LS

WRITE (4,2002)

CONTINUE

DO 1 I=1,NFT1

IF (X1(I) +LT. DX) X1(I)=DX

IF (Y1(I) JLT. =3.4DY) Y1(I)=-3.4DY
IXTCD=INTC(X1C(I)+DX)/(2,3DX))
IYICD)=INT((YICI 43, 4+DY) /€2, X0Y) ) 44
CONTINUE -. ‘

[0 10 I=1,NPT2

IF (X2(I) .LT. BX) X2¢I)=IX

IF (Y2(I) JLT. =3.4DY) Y2(I)=-3.4DY
IX2CI)=INT((X2(I)+DX)/(2,%XDX))
IY2(I)=INT((Y2(I)43.4DY)/(2.%DY) ) +4
CONTINUE

Do 2 I1=1,18

IPACI)=LR

CONTINUE

10 7 N=1,57

NZ=60-N+1

[0 3 I=19,120

IFACI)=LR

CONTINUE

IFA(20)=LI
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IF ((FLOAT(NZ)/8,~NZ/8) 6T, 1.E-4) GOTO S
IPA(19)=LN

IPA(20)=LM

IF (NZ .NE. 16) GOTO 5

DO 4 I=21,120

IFA(D)=LH

IF ((FLOAT(I)/10.-1710) ,LE. 1.E-6) IFACI)=LF
CONTINUE |

CONTINUE

DO 6 I=1,NPT1 |

IF (IY1(I) .NE. NZ) GOTO 6

"IPA(204IX1¢(I))=LO

CONTINUE

DO 12 I=1,NPT2

IF (1Y2(I) .NE. NZ) GOTO 12
IND=20+IX2(1)

IF (IFACIND) LEQ. LR) IPACINDI)=LNO
IF (IFPACIND) JEQ. LO) IPACIND)=LA
IF (IPACIND) .EQ. LM) IPACININ=LNO
CONTINUE

CONTINUE

FORMAT STATEMENTS

FORMAT (1H1)

FORMAT (1H /)

WRITE (6+2000) (IFA(I)sI=1,120)
FORMAT (120A1)

RETURN

ENL

SUBKDOUTINE VELO(RETAsVZRO»SIGCAL»SIG1,SIG2)

FUNCTION-CALCULATES THE TOF SPECTRA AVERAGEL OVER THE IONIZER
LENGTH AND SHUTTER FUNCTION

INFUT- BETA AND VZRO ARE THE FARAMETERS FOR THE TRIAL
VELOCITY DISTRIBUTION FUNCTION,

QUTFUT-SIGCALsSIGCA1+SIGCA2 THE CALCULATED TOF DISTRIEUTION
ANDI ITS DERIVATIVE WITH RESFECT TO VZRO ANDI' RETA RESFECTIVELY

ROUTINES CALLED-NONE

AUTHOR-M.F. VERNON
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'COMMON/FAR/CHANy LMIDs DL s BCHANs ECHAN» NCHAN » MASS s MAXE » OF FSET

COMMON/TRIF/WIDTHsHZsDIAsSAsSEsTRF(19) s ITRSIZs ITRSHF s IFLAG
DIMENSION SIGTEM(253),SIGCAL(233)

DIMENSION SIGrA1(255)sSIGCA2(259),S5161(253),51G2(233)

REAL MASSsLMIDsL

INTEGER BCHANsECHAN

N=3

ZERQ ARRAYS

SIGCA1» SIGCA2 CONTAIN THE ANALYTICAL DERIVATIVES OF THE
DISTRIRUTION WITH RESFECT TO VZRO AND BETA RESFECTIVELY.
THE SHUTTER FUNCTION CONVOLUTED RESULTS ARE RETURNED IN
SIG1, SIG2. -

[0 S I=BCHAN,ECHAN
SIGCAL(I)=0.
SIGTEM(I)=0.
SIGCA1(I)=0.
SIGCA2(I)=0,
SIG1(I)=0.
SIG2(I)=0.
CONTINUE -
ILOQW=RCHAN+ITREHF
IHIGH=ECHAN-ITRSHF

NINT IS THE GRID SIZE FOR THE SIMPSON’S RULE INTEGRATION

OVER THE CHANNEL WIDTH. IF THE BREAM WIDTH IS VERY NARROWs THEN
SET IFLAG=1 AND THIS INTEGRATION IS PERFORMED» ELSE USE IFLAG=0

AND! THE ROUTINE IS ROUGHLY é TIMES FASTER.
NINT SHOULD PROBAELY RE ODID.

SEE ‘INTRODUCTION TO NUMERICAL ANALYSIS BY HILDEBRANID,SECOND

EIlu PGo 930

THE CURRENT VALUE OF NINT IS CHOOSEN SUCH THAT IF A FINER GRID
IS NEEDED, THEN THE SIMULATION OF THE EXFERIMENT BY- THIS PROGRAM:. .

1S FRORAELY MORE IN ERROR.
NINT=11

DIVINE IONIZER INTO NION INTERVALS
NOTE THAT NION SHOULD BE ODID

NION=11

THESE CONSTANTS ARE USED IN THE INTERVALS FOR THE IONIZER
INTEGRATION ANDI THE CHANNEL WIDTH INTGRATINN.

S2=FLOAT(NINT-1)
N12=NINT-2
NMID=(NION+1)/2
S=FLOAT(NION-1)
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C1=CHANX.1
C2=CHANX, 1% (=.3)

THE 40 DO LOOF TREATS EACH POINT IN THE IONIZER EQUALLYs AND
MODELS THE EXPERIMENT RY NION INDEPENDENT ANIt SLIGHTLY DISFLACED
IONIZERS.,

0DOOOO

[o 40 I=1,NION
L=LMII4FLOAT (I-NMIL)XDL/S
0 33 J=BCHAN»ECHAN
IF(IFLAG.EQ.0) GOTO 30

THE DO LOOF FERFORMS THE SIMFSON’S RULE INTEGRATION

Lor I or B gr N o |

T1 IS THE LEFT EDGE OF THE CHANNEL.
Ti=C1x(FLOAT(J-1)+0OFFSET)

Vi=L/T1
X1=V1sXNXEXP (-BETAX ((V1-VZR0)%%2))/T1
Wi=0, '

W2=0,

W=0.

[T IS THE STEF LENGTH IN TIME SPFACE FOR THE INTEGRATION
OVER THE CHANNEL WIDTH

(o 2 or BLaw B o |

[7=C1/82

o 25 K=1,Ni2,2

T2=T1+40T7

T3=T24D7

v2=L/72

V3=L/T3

X2=V2XXNXEXF (-BETAX ((V2-VZRO) %%2)) /T2

X3=VIXXNXEXP (-BETAX((VI-VZRO)*%2))/T3

W=U4X144,%X24X3

W1=W14X1%2, XBETAX(V1~VZRO) +X2%8KRETAX (V2-VZR0)+X3%2, ¥RETAK(VI-VZR
10
W2=W2-X1%(V1-VZRO) %%2-XIk (VI~-VZRO) X%X2-4 . XX2% (V2-VZRO) X*2
X1=X3

T1=T3

CONTINUE

SIGTEM(J)=SIGTEM(J)+WXDT/T,

(%]
(&)

DERIVATIVE OF INTENSITY WITH RESFECT TG VZRO.
SIGCAL1(J)=SIGCAL(J)+UWIXLT/3,
C DERIVATIVE OF INTENSITY WITH RESFECT TO EETA.

SIGCA2(J)=SIGCA2(J)+W2xLT/3,
G070 35
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AFFROXIMATE THE AREA OF THE VELOCITY DISTRIRUTION IN THIS
CHANNEL BY ITS VALUE AT THE MIDFOINT.

T=C1%(FLOAT(J)+0FFSET)+C2

CALCULATE THE VELOCITY OF THE PARTICLE DETECTED IN CHANNEL J
IF IT WAS IONIZED AT THIS DISTANCE L FROM THE COLLISION ZONE

V=L/T.

USING THE GIVEN VELOCITY DISTRIEUTION, CALCULATE THE RELATIVE
AMOUNT EXPECTED TO HAVE THIS VELOCITY

C=VXENXEXP (-BETAX(V-UZRO)%%2) /T
DERIVATIVE OF INTENSITY WITH RESPECT TO VZRO.
SIGCAI(J)=SIGCA1(JS+2.!BETA*(U-UZRO)$C

DERIVATIVE OF INTENSITY WITH RESFECT TO BETA.

. §IGCA2(J)=SIGCA2(J)+Cx(-(V-VZRD)X*¥2)

SIGTEM(J)=SIGTEM(JI{C -
CONTINUE - -
CONTINUE

N0 60 I=ILOWsIHIGH :

CONVOLUTE NOW OVER THE SHUTTER FUNCTION USING THE TRAF
ARRAY AS A DIGITAL FILTER

ITEMP=10~1

JLOW=I-ITRSHF

JHIGH=I+ITRSHF

D0 S5 J=JLOWs JHIGH

K=J+ITEMF
S161(I)=SIG1(I)+TRF(K)XSIGCA1(J)
SI162(1)=SI162(1)+TRP(K)XSIGCAZ2())
SIGCAL (I)=SIGCAL(I)+TRF(K)XSIGTEM(J)
CONTINUE -~

RETUEN °

END
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APPENDIX II. ELASTIC SCATTERING PROGRAM FOR THE
COMPARISON OF LABORATORY ANGULAR DISTRIBUTIONS
CALCULATED FROM THE CENTER OF MASS
FRAME DIFFERENTIAL CROSS SECTION
A. INTRODUCTION

The program described below was based on previous versions which
already existed in our laboratory to allow the analysis of elastic
scattering data to be handled at a level of accuracy comparable with
the present experimental capabilities. This program begins with an
assumed potential form and computes laboratory angular distributions,
corresponding to the experimental conditions, from the differential
center-of-mass cross section. Basically, the program accounts for the
finite detector size, the finite velocity spread of the initial beams
and the finite collision volume.

The program is designed to allow, in practice, the computation of
the laboratory distribution to any numerical accuracy depending only
on the limitation of the computing budget. It is based on a direct
simulation of the experiment so that the program can be used to
investigate the effects of misalignment, velocity distributions, and
other experimental parameters on the observed scattering. -This is
helpful in designing a good experiment with the experimental condi-
tfons chosen to resolve the required features.

In the sections below, the input record structure, several basic
program uses, and a program listing provides the user with the neces-

sary information to quickly begin to make calculations.
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A description of the scattering equation and the program's
numerical methods tovso1ving it is given in Section B. This section
should be read before reading the program listing to gain a crude
know]edge-of the program layout. |

Two different phase shift routines are included to fit a par-
ticuTar system's need. Both routines have the capability of interpo-
lating phase shifts - that is, the phase shifts are calculated for a
uniformly distributed subset of partial waves (the subset is under
user control) and the remaining phase shifts interpolated between
their values  at these points as needed. In this way, when the number
of partial waves becomes 1arge, computing efficiency can still be
- realized. . One routine calculates exact phase shifts using a slightly
modified program written by R. J. Leroy at the .University.of Waterloo,

1

while'the,other calculates JWKB phase shifts.” An alternative pub-

lished method for the exact phase shift calculation uses the log-

2 3

derivative integration scheme.” Also, a second order JWKB method™ has
been used to improve the accuracy of the semiclassical phase shifts.
The latter two routines were not implemented here due to time
limitations.

In developing this computer code, commercial software was used
whenever possible. In particular, the least squares routine, based on
the Levenberg-Marquardt algorithm, was taken from the Minpack library.
The only machine dependent routines (CDC 7600) are "SECOND" and
"YECPRO." “SECOND" returns the time since the program began execution

and is used for locating the sections of the program which determine
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the execution efficiency. “VECPRO" is a CDC assembly code routine for
performjng dot products quickly. DUmmy routines to'substitﬁte for
these are included.

Modifications to the program to perform other than elastic
scattering'with number density sensitive detectors can easily be
implemented. To change the detector aperture shape, modify subroutines
"FINT" and "MULSMP." To change the atomic beam cross sectional shapes,
modify subroutine "WEIGHTS." To change the energy dependence of the
cross section, the velocity dependence of the detection efficiency, or
the Jacobian, modify subroutine "CMANG." To change the beam velocity
distribution shape; modify subroutine "NOZZLE."

Proper execution of the computer program was checked by verifying
internal selfconsistency or comparing with published data. Recovery
of a known data set was used.to check the least squares routine. The
phase shifts were compared w{th published values for a reference
Lennard-Jones potentia1.5 A test of the averagihg was done by com-
paring parameters derived from least square fits to the He-Ar data
obtained by Aziz, et 31.4
B. DESCRIPTION OF PROGRAM METHODS

The DFCS is calculated by directly simulating the scattering

process. The basic equation to be solved is
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S(e) number of scattered particles/sec into the detector

positioned at laboratory angle e

©

|

> o > > >
nl(lvll) dV]_ j nz(“’z‘) dVZ*lVZ = Vll*
A .

0
Lx >Ly' ' Lz v
f dx j dy f dz f %% (e) dA R
~Lx -Ly -Lz A

where nl(lvll) and n2(|72|) are the number densities of the primary
and secondary beams at the speeds lVll, IVZI, respectively. |72—v1|
is the relative coi]ision velocity. %% (e) is the center-of-mass
cross §ection'for scattering‘at,the center-of-mass angle which corre-
.létes,to the detector=positioneq at the nominal laboratory angle e.
._The integration over the beam ve]ocities (dvl, dv2) and the collision
vb]ume (dx, dy, dz) is handled by choosing discrete samples of each
variable with a suitable weighting factor, and summing the results,

ioeo,

> > > >
v : d
S(e) = E wijk]m nl(lv-i’)*nz(lvjl)*lvi"vjl*f a% (g‘ijk]m)dA
R E A
Ky1,m (2)
Gauss-Hermite quadrature is used for the velocity integrals. The
collision volume integration is performed by Gauss-Legendre quadrature.

"For fixed values of the primary and secondary beam speeds and for

each point in the collision volume, the scattering to a fixed point on
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the detector is a simple matter of géometky, using the center-of-

mass » laboratory transformation characterizing the intersection. The
finite dimensions df”the detector are accounted for by an adaptive
Simbson's rule integration which chooses points on the detector and
calculates the lines between these points and the collision volume
grid points. Such lines intersect the Newton sphere in 0, 1, or 2
points. The partial waves are then summed at the center-of-mass
scattering angles determined by the intersections, and the center-of-
mass cross section is cbmputed by summing the partial waves. The
cross sections at the intersection points are weighted by both their
inverse lab velocifiés (since the electron bombardment detector is
sensitive to density, not flux), and the Jacobian factor which trans-
forms areas in the center—of—mass té'areas-in the.labora£ory frame.
The adaptive Simpson's rule continues to calculate by adding points at
the detector until the scattering has converged to 1/10 the error in
the data, or 1 percent if no data errors are supplied.

This procedure has the advantage that by increasing the volume
grid and the number of Newton diagrams, an effectively exact treatment
of the scattering can be realized. The two dimensional detector
‘integration proceeds as in the one dimensional case until the desired
convergence has been obtained. |

Singular behavior in the Jacobian will result in numerical
problems when the detector is tangent to the Newton sphere. Numeric-
ally, the only way to properly account for this is to transform the

domain of integration from the detector to the center-of-mass. By
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conservation of flux, the center-of-mass flux scattered through the
boundary viewed by the detector is the same flux that would be
experimentally observed in the laboratory frame. This removes the |
singularity but rép]aces it with an integration which has a compli-
cated. boundary. Although. this boundary can be defined parametrically
through the intersection equation, several cases can occur, each of
which deserves separate treatment. Also, it.is unclear whether any
new physical information would be contained in treating this case
properly. For this reason, the program will not handle this case.
The summation of the partial waves involves the product of
trigonometric functions of the phase shifts along with the Legendre
functions of the scattering angle. These vector products are per-
formed using a fast vector product routine written:in CDC assembly -
code. The "vectors" are defined from the scattering amplitude, f(e),

as follows:

f(e) 2%? S (22 +1)P ce)(e21“2-»1)
2

22 + 1 . -
= %; -——-z--)Pl(ce)stnQ
1

+ % l}' (22+—)P2(c9)(1 - cosZnQ)
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where
> 3P, (ce) o+
P = (%Po(ce), -—l?-—-, cees 2¢+1 Z(ce), cee)s
> _
S = (sinZnO, sin2n1, cees SiN2n,, ...),
(4)
).
cC = (cosZn0 -1, cos2n1 -1 ..., cos2n, -1, ...) ,
d > > > >
B2 (0) = If(e)% = iT (T P+ C)P+ (T P+ 5%, and

Cce = COse.

The center-of-mass angles at which these»summatiéns are performed
are determined in the subroutine CMANG. -Therefore, at every detector
angle, CMANG calculates the angles, and INTENS sums the partial waves
at those angles.

The approximation which sets all phase shifts for the collision
volume points equal to the most probable one can be used whenever the

beam velocity spread (AV/VO) is larger than the beam spatial angular

divergence (5ﬁ%%ﬁf)'

If both input masses are equal, the program only sums over even
(odd) phase shifts depending on the parameter IBOSE. This is to allow
for nuclear symmetry oscillations. If one wants to avoid this option
when scattéring particles of the same mass, merely change_one of the
input masses by a small amount so that the particles are not
mathematically equal, yet for all practical purposes they will be

physically equal.
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" The program produces a timing summary which allows one to locate
those parts of the program to optimize.. For JWKB phase shifts,
approximately 70-80 percent of the total éomputing time is used to sum
the partial waves at the center-of-mass angles and compute Legendre
functions. The fast dot product code uses IINT * NVOL * (285 + 8 * -
NETA) usecs where NVOL = NCOLX * NCOLY * NCOLZ and IINT is the number
of calls to the INTENSE subroutine. This is typically about 30
percent of the iota] computing time. Therefore, there is little
optimization possible without additional assumptions which limit the
number of center-of-mass scattering angles where the intensity is

‘evaluated.



C. GEOMETRY OF SCATTERING
Let:
(-Xl, 0’ 0)
(09 ‘y29 0)
vl
'V2

(v
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(x,y,z) label a point in the region where the particles collide.

locate the primary nozzle considered as a point

source.

-Jocate the secondary nozzle considered as a point

source.

be the speed of the primary beam.

be the speed of the secondary beam.w

Vl*(xl + X, ¥, 2)

(x, * x)24y2472)1/2
X Yy . Zy
(vi> vis v7)

VolXs ¥ * ¥y, 2)

(x2+(y+y2)2*z

X .y .z

X

y

z
cm’ ch’ ch)

2)1/2

X
(Mv]
M Z

is the velocity of the primary beam which
passes through the point (x,y,z) with speed

vl.

is the velocity of the secondary beam which
passes through the point (x,y,z) with speed

V2.

X y
+ M2v2, M1 v1 + MZVZ’
+ szg)/(M1 * M)+ (x,y,2)

'are the lab coordinates for the location of

the tip of the center-of-mass velocity vector.

is the speed of the primary product or the
radius of the Newton sphere.
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(XD’ Yps zD) ijs a point in the laboratory on the detector
surface. :
(rDceo, rp$Spe zD) js this same point on the detector, now labeled

by r,, the distance from the collision zone
centgr to the detector entrance, and e, is the
angle the detector makes with respect Qo the
primary beam.

Now we wish to derive an expression which re]ate§ the 1ine connecting
this point on the detector to the point (x,y,z) in the collision
volume, and find the points where this line will intersect the Newton
sphere,

1

Let (xl, Yy, zl) be a point of intersection. It must

- satisfy the following equations:

O R A L U L (5)
y=y : XYn~XnY 2-Z XZn=X2Z
(x19 (X-Xg) x1 + E—XE , x_xg) Xl + _%(_E_) - (Xl, )’1, Zl) (6)

Equation (5) is the Newton sphere equation and Eq. (6) is the Tinear
line signt equation between the detector point and the collision
volumevpoint. \

When Eq. (6) is substituted into Eq. (5), two solutions are
obtained forv-x1 which are the front/back sides of the Newton
snhere. Of course, thé solutions can be degenerate or nonexistent.

To simply the solution, redefine Eq. (6) as



Equation (5) then gives for xl

1,2, 1 ,
A(x") +Bx”" +C = 0, where (8)
2 2
A = (1+My+MZ)
= =2(v* y . z _
B = 2(vcm + My(vcm by) + Mz(vcm bz))

2
C = (Vﬁm)z * (by - ng)z * (bz - vém) - (VlS)2 .

Depending on the discriminate of the quadratic equation, a number of
distinct solutions -are possible. Even if two distinct so]utions are
found, they still must be checked to see that:the laboratory velocity
is in the detector's direction. For .1ight paftjc]es, the backward
scattered product may be traveling away from the detector. If x1 >
0, then this condition will be satisfied.

To find the cosine of the angle in the center-of-mass frame

between the scattered product and the relative velocity vector, the

equations are

> >
N @8
cos(e.,) = 5— , (9)
IN[ o]
>
1 X 1 \ 1 z
N = (x Vemr ¥ = Ve 2 - ch) R
>
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Zare6

has shown in a straightforward way that the transformation
of the center-of-mass flux through a surface to the same flux in a

different surface in the laboratory frame involves the elastic Jacobian

factor, J,
2
v
J = 1ab , (10)
> > >
Uem COS(v1ab’ ucm)
+ - - - + 3 o
where Viap 1S the particle's laboratory velocity, Uq 18 the parti-

. -3
cle's velocity in the center-of-mass frame, and cos(v]ab, Ecm) is the
cosine of the angle between the velocity of the particle in the two

frames}' To compare with number density detection, we must scale by an

additional factor of 1/ IC . Therefore,

lab
>
v
1(6) = g (05— lab| (11)
(ucm) cos(ucm, V]ab)

relates the flux in the center-of-mass frame for the area vfewed by
the detector at the laboratory scattering angle e, to the number
density detected in the laboratory frame, I(e).

| The above equations for the intersection point are not valid if
the detector is looking into the secondary beam. To treat this case
or general placement of the detector, the subroutine CMANG must be
modified so that a new set of non-singular quadratic equations are

defined.



D. INPUT RECORD STRUCTURE
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A1l real numbers are in F10.3 format, all integers are in I10

format. Record numbers in parentheses are optional depending on the

choice of input parameters. Examples are provided in Section F.

Record Type Parameters
1 20A4 Title
2 Real MPRI, BETAl, VZRO1l, PRINOZ
3 Real MSEC, BETA2, VZR02, SECNOZ
4 Real XL, YL, ZL, ALIM(1), BLIM(1), ALIM(2),
. ‘BLIM(2), DETRAD
5 Real - RANGE(2), RANGE(3), RANGE(4), RANGE(5)
6 Int NCOLX, NCOLY, NCOLZ, NPRI, NSEC, NANG, IINT,
IAPPRX '
7 Int NETA, NSKP, NPRI1, NSETS, NOPT, NLST, NPAR,
NITER
8 Int NPRI2, MAXIT, IBOSE
9 Real XSTART, XSTEP, RNPHAS, ERROR
Note: For JWKB phase shifts, all parameters
on Card 9 must be zero.
10,11 Real A(1) > A(15)
(Optional) Int INDEX(1) » INDEX(NLST)
(Optional) Real FTOL, XTOL, FACTOR, EPSFCN
12 Real (ANGLE(1), DATA (1)) » ( ANGLE (NANG),
DATA(NANG))
(Optional) Real (EDAT(1) > EDAT(NANG))
13 Int IRPT |

etc.
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E. DEFINITION OF PARAMETERS

MPRI/MSEC
BETALl/BETA2
VZRO1/VZR0O2.
PRINOZ/SECNOZ .

XL, YL, ZL

ALIM(2), BLIM(Z)

ALIM(1), BLIM(IL)

DETRAD

RANGE(2), RANGE(3)

RANGE(4), RANGE(5)

Mass (amu) of primary/secondary beams.

Primary/secondary nozzle beam number density
velocity distribution _parameters, defined by
P(v) = vzexp(-s(v-vo)z)°

Distance of primary and secondary nozzles from
collision center.

Dimensions of collision volume in X,Y,Z
directions as determined by.the molecular beam
defining slits.

Bottom and top positions of detector aperture,
i.e., BLIM(2)-ALIM(2)=Detector height.

Detector width = BLIM(1)-ALIM(1). Note: The
ALIM, BLIM arrays can be used to see the
effects of detector aperture misalignment. The
center of the detector coordinates are
determined by the laboratory angle. The
symmetric, aligned.limits are- -

ALIM(1) = -Detector width/2.
BLIM(1) = -ALIM(1)
ALIM(2) = ~Detector height/2
BLIM(2) = -ALIM(2).

To give a net in plane offset, add (or
subtract) the offset from both ALIM(1) and
BLIM(1). Similarly, for vertical offsets, add
(or subtract) the offset to ALIM(2) and
BLIM(2). To improve speed when using the full
two dimensional detector integration, set
ALIM(2) = 0. This assumes that the scattering
is symmetric with respect to the scattering .
plane, and therefore, only the top half of the
detector needs to be integrated.

Distance from collision center to defining
aperture on detector.

RMIN, RMAX for plotting the potential.

VMIN, VMAX for plotting the potential.

Note: RANGE defines a rectangle for plotting
the potential{ Any points outside the
rectangle are not plotted. RANGE can be used
to focus on a particular region of the
potential.



NCOLX, NCOLY,
NCOLZ

NPR1, NSEC

NANG

TINT

[APPRX

NETA
NSKP
NPRI1

NSETS
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Number of integration points in X,Y,Z directions
for collision volume integration. Maximum of 5
in any single direction.

Number of integration quadrature points for the
primary/secondary beams. Limited to a maximum
of 10 each.

Number of laboratory angles where calculations
are to be performed. Limited to 100 maximum.

=0, treats the detector as a point located at
the center of the detector coordinates.

=1, treats the detector as. a horizontal slit in
the plane of the molecular beams.

=2, treats the detector as a full two-
dimensional aperture.

=0, each point in the collision volume has its
own phase shifts, computed from the

“intersection angles defined by the nozzle
~positions:and intersection point.:

=1, all points have the same phase shifts
corresponding to the dominate collision point
as determined by the integration weighting
scheme.

=2, all collision volume points for all Newton
diagrams have the same phase shifts.

Number of phase éhifts or maximum phase shift.
Interval used in interpolating phase shifts.
=0, no phase shift printing.

=1, lists the collision energies -and phase
shifts for each Newton diagram. Caution - this
generates much output if more than 1 Newton
diagram and 1 collision volume point are used.
The number of data sets to be used

simultaneously in a least squares fit. NSETS
must be less than 4.



NOPT

NLST

NPAR
NITER

NPRI2

MAXIT

IBOSE

XSTART

XSTEP

RNPHAS
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=1, calculates differential cross sections
(DFCS) with no data.

=2, calculates DFCS with data, but no data
errors. :

=3, calculates DFCS with data and data errors.
=0, no least squares fitting.

=1, a least squares fit to the data will be
performed for NLST variables.

Number of parameters in potential function.

The maximum number of cross sections allowed in
the least squares fitting. If N parameters are
varied, then N+l cross sections per iteration
are needed if the first try at improving the
fit is successful. If three parameters are
simultaneously changed, and three iterations
are desired, then approximately 13 cross
sections will be calculated.

=0, no printing.

=], -intermediate values for the detector
integration are printed. This is useful in
estimating the change of the scattering
intensity over the detector height.

- Maximum number of iterations in the adoptive

Simpson's integration over the detector
(usually 4 is sufficient).

=1, then only even Legendre terms are summed. . .
over when the nuclei are identical. '

=2, then only odd Legendre terms are summed
over when the nuclei are identical.

“In reduced distance units, the starting point

for the Numerov integration for the exact phase
shifts.

In reduced distance units, the step size for
the Numerov integration.

The number of steps in the Numerov phase shift
integration.



ERROR
A(1)-A(15)

INDEX(I)

XTOL

FTOL

FACTOR
EPSFCN
(ANGLE(I), DATA(I))

EDAT(I)
IRPT
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Maximum error, in radians, for the phase shifts
calculated by the exact Numerov method.

Potential parameters needed as defined in the
subroutines, "POT" and "PREPOT."

Array containing the list of variables to be
varied in least squares fit. If a potential
has 10 parameters (NPAR=10), but only the
third, fifth and seventh are.to be varied, then
INDEX(1)=3, INDEX(2)=5, INDEX(3)=7, with NLST=3.

Fractional change in parameters used as a
convergence test in least square fits. Fitting
terminates when all parameters are changing by
less than XTOL of their value.

Same as XTOL, but refers to the fractional
change in the chi square value.

Controls length of initial step size in least
squares fitting of parameters. Values between

0.1 - 1000.0 are normal, with larger values

representing larger parameter changes on first
iteration.

An estimate of the reliability of_thé numerical
derivatives. This parameter should be several
orders of magnitude smaller than XTOL or FTOL.

Pairs giving the experimental intensity at a
given detector angle. The angles are measured
relative to the primary beam, positive
direction measured toward the secondary beam.

Errors- associated with the measured data.

=0, the program stops.

=1, read in a new set of potential parameters,
all data and other input remaining unchanged
from previous values, and calculate a DFCS for
this potential. This parameter assumes NLST=0.

=2, begin again at card 1, with completely new
input. '
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F. EXAMPLES OF SEVERAL STANDARD PROGRAM USES.

The control variables are designed to allow easy interchange among

several basic uses. These uses are:-~

a)

Calculate a hypothetical DFCS to test various resolution
effects including collision volume size, velocity beam
spreads, phase shift accuracy, and detector integration
mode.: In this case, read in records 1-12 inclusive. Record
12 contains the two numbers, ANGLE(l) = Starting Lab Angle,
and DATA(1l) = Angle Step Size, which differs from the
standard definition for these parameters. If a single job
testing seQera] sets of resolution effects is desired, follow
this recbrd.with.either IRPT=1, if oniy the potential is to
be changed, or IRPT=2 if, in addition, any other parameters
are to be changed. .For this last case records 1-12 need to
be input again. A blank record terminates the program's
executién} Make NLST=0, NOPT=1, and NITER=1, on record 7.
Calculate a DFCS with data and possibly data errors. Read in
records 1-12 inclusive with NOPT = 2 or 3, NLST = 0, and
NITER = 1. Again, IRPT will allow several runs of this type
in a single job. Previously calculated data points can be
input producing a graph comparing the angular distributions
corresponding to different machine parameters, to locate
where the data are most affected. The program will scale the

calculation to the input cross section.
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Obviously, if no 1éast squares fitting is desired, this mode
allows one to test potentials in a trial and error mode which
is helpful in determining the general range for thé potential
paramefers. | |
Least Squares. The optional records-between 11 and 12 are .
needed, with the parameters described above. Because the
calculation can be expensive, it is a good practice to begin

with NITER=1 to see how long a single iteration takes.
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CHANGING - THE POTENTIAL FORM

To'change the potential form, the user must supply tWo subroutines
each potentia].

JWKB phase shifts -

SUBROUTINE POT (X, A, V, VP, L, RM)
DIMENSION- X(10), A(15), V(10), VP(10)

The array X, on input, contains the reduced, dimensionless,
distances needed for the semi-classicdl phase shifts. X*A(2) is
the distance in angstroms. The two potential parameters A(l) and
A(2) must be the well depth_and o L is the number of entries
in the X array (L < 10). The subroutine POT must evaluate the
reduced potential at the points, x, and return the potential
values and first derivatives -in the corresponding entries of the
arrays V and VP, respectively. |

SUBROUTINE: PREPOT (A, RM)
DIMENSION A(15)

PREPOT checks the potential parameters to insure that they are
self-consistent. It is called once each time the potential is
changed. For example, the HFD poténtia] includes Tm explicity |
in its form, so PREPOT insures that T is consistent with all
the other parameters. The ESMSV and similar forms use PREPOT to
determine spline coefficients. If your particular potential does

not need to use PREPOT, then supply the following dummy routine.
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'SUBROUTINE PREPOT (A, RM)

DIMENSION A(15)

Return

End

Since all phase shift routines work in reduced units, they assume

that A(l) = ¢, and A(2) = r_. The potential subroutines must be

m
consistent with this convention.
Numerov Phase Shifts

SUBROUTINE POT (X, A, V, VP, L, RM)
DIMENSION A(15), x(10), v(10), VvP(10)

On input, X contains the reduced positions where the potential
needs to be calculated for JWKB corrections to the exact phase
shift. On output, V(I) is the reduced potential at X(I), and X(I)
equals 1/X2(I), i.e. the reduced centrifugal potential.
SUBROUTINE PREPOT (A, RM)

DIMENSION A(15)

Common /PTNL/V(6001), XM2(6001), XSTART, XSTEP, RNPHAS, ERROR

On input, RNPHAS is the number of points used.in the Numerov
integration, XSTART is the starting point for the integration and
XTEP is the step'size. The routine calculates the reduced
potential for the RNPHAS points starting at XSTART, and stepping
by XSTEP,. and stores the results in the V array. The XM2 array
contains the corresponding values of the fraction 1;/X(I)**2 for
the centrifugal potential. The routine must insure the

self-consistency of the potential parameters as described above

for the JWKB shifts.
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PROGRAM ELASTIC(INPUT,OUTPUT,TAPESs TAPES» TAPE10+ TAPES=INPUT)

ELASTIC SCATTERING PROGRAM FOR SPHERICALLY SYMMETRIC INTERACTIONS
INPUT VARIABLES ARE DEFINED IN THE ROUTINE INPUT.

AUTHOR- M.F.F VERNON

LAST REVISION DATA- APRIL 17, 1983

COMMON/SAVE/IDIN(S) yPNOZ(S) »SNOZ(S5) yNTA(S) »DTA(S) » ID(S) sNCX(S) s
SNCY(5) sNCZ(S) s IIRR(S) s ISIMAX(S) » IP1MAX(S) s NBP(5) yNBS(5) +HT (D)

$ WD(S)sNAGL(S) sDRD(S) +ALM1(S) »ALM2(5) »BLM1(5) »BLM2(S) yNPRIN1(3)»
$VELD1(5,10)»VLNT1(5+10)sVELD2(5+10) »VLWNT2(5510)sCC1(7+5)9XCV(S5+3)
$5YCV(S95)9ZCV(S5+5) +MXCV(S+5) »NYCV(S»5)»WZCV(S+5) yANGUM(3+100) »

$ ERRPT(3+100)sDATUM(3+100)»DTSN1(3+100)+DTCN1(3,100)sNSETS

TEST.2

TEST.3
TEST.4
TEST.S
TEST.é
TEST.7
TEST.8

SAVE.2
SAVE.J
SAVE. 4
SAVE.S
SAVE. 6
SAVE.7

COMMON/LST/EINV(300) s INDEX(15) yVFAR(15) »RMsFTOL» XTOL » MAXFEVsFACTORLST .2

$»EPSFCN

DIMENSION A(15),DMMY(100)sSCAL(100),DNMY3(100)
COMMON/GEOMTY/PRINOZ»SECNOZsFRISPD»SECSFDs XCOL s YCOL »ZCOL » MPRI

1MSECsSNRT,CSITyNCFTsNPRIL

_$NPFRI2 »MAXIT

REAL MPRI»MSEC,MTOT

COMMON/DIAT /ANGLE(100) s SDAT(100) sERAT(100) s NANG » SF
COMMON/TM/TIME(10) » ICMy INTS» SPMAX»SFHIN

DIMENSION TITLE(20)
DIMENSION RANGE(S)
CONTINUE

CALL SECOND(TIME(10))

READ IN DATA AND EXPERIMENTAL CONDITIONS

CALL INPUT(AsRM1,NTERMS)NPAR,TITLE)
NN=1
IF(NTERMS.NE.O) GOTO 200

NO LEAST SQUARES FIT

WRITE(69117)

WRITE(692) (A(I)9I=1,NPAR)
CALL SECOND(T1)

CALL POTPLOT(AsRM1)

CALL SECOND(T2)
TIME(9)=T2-T1+TIME(?)

CALCULATE DFCS FOR INITIAL PARAMETERS

CALL DFCS(AsSCAL,CHIsRM1)
IF (NOPT-1) 250+250+275

PLOT ANGULAR DISTRIBUTION» NO DATA

LST.3
TEST.11
GEOMTRY.2
GEOMTRY.3
GEOMTRY.4
GEOMTRY.S
DAT.2
T™.2
TEST.1S
TEST.16
TEST.17
TEST.18
TEST.19
TEST.20
TEST.21
TEST.22
TEST.23
TEST.24
TEST.25
TEST.26
TEST.27
TEST.28
TEST.30
TEST.32
TEST.33
TEST, 34
TEST.3S
TEST.3é
TEST.37
TEST.28
TEST.39
TEST.40
TEST.41
TEST.42



250

275

om0

CALL SECOND(T1)

CALL XPPLOT(-118101+19-1+0+1+-1,0+0.51,ANGLE»SCAL »NANGs 1HX)

CALL SECOND(T2)
TIME(9)=T2-T1+TIKE(9)
GOTO 10

CALL SECOND(T1)

PLOT ANGULAR DISTRIBUTION WITH DATA

WRITE(6914)
WRITE(698)CHI :
RANGE(1)=1.

RANGE (2)=ANGLE(1)
RANGE (3)=ANGLE (NANG)
RANGE (5)=SPMAX

RANGE (4)=SPMIN

TEST.43
TEST.44
TEST.43
TEST. 46
TEST.47

TEST.48 .

TEST .49
TEST.S50
TEST.S1
TEST.S52
TEST.S3
TEST.54
TEST.SS
TEST.56
TEST.S7
TEST.58
TEST.S9

CALL XPPLOT(-118101s1s-1+0+1+-1,0/RANGE»2sANGLEsSDAT+NANG» 1HE»ANGLTEST . 60

-E+SCAL sNANG» 1HC)

PLOT ANGULAR DISTRIBUTION DIFFERENCES

RANGE(1)=0.

DO 274 1=1,NANG

274

o000

200

4445

o0

c -

DMMY (I)=SCAL(I)-SDBAT(I)
DMMY3I(I)=-EDAT(I) '
CONTINUE :

TEST.61
TEST.62
TEST.63
TEST.64
TEST.65
TEST. 66
TEST.47
TEST.48
TEST.469

CALL XPPLOT( -59101s15-150s1s=150sRANGE+3»ANGLE + DMMY s NANGs 1HXsANGLTEST.70

-E+EDAT yNANG s 1HO» ANGLE y DMMYJ » NANG» 1H+)

CALL SECOND(T2)
TINE(9)=TIME(?)4T2-T1
GOTa 10

LEAST SQUARES SECTION

CONTINUE
CALL SECOND(T1)

PLOT POTENTIAL

CALL POTPLOT(AsRM1)
CALL SECONB(T2)
TIME(9)=T2-T14+TIME(9)
CALL SECOND(TS)
WRITE(4714)

WRITE(414)

DO 4445 I=1,15
VPAR(I)=A(I)

CONTINUE |
CALL LSTSGR(NTERNSsSCAL)

PLOT FITTED DISTRIBUTIONS FOR EACH DATA SET AFTER LEAST SQUARES

TERMINATES

3203280880803t tttototietesensiitities

TEST.71
TEST.72
TEST.73
TEST.74
TEST.7S
TEST.76
TEST.77
TEST.78
TEST.79
TEST.80
TEST.81
TEST.82
TEST.83
TEST.84
TEST.85
TEST.86
TEST.87
TEST.88
TEST.90
TEST.91
TEST.92
TEST.93
TEST.94
TEST.95
TEST.94
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CONTINUE

CALL SWITCH (NN)

CALL DFCS(AsSCAL»CHIsRM1)
WRITE(6,72) SF
WRITE(6+73)CHI

PLOT ANGULAR>DISTRIBUTION DIFFERENCES

CALL SECOND(T1)

DO 190 I=1,NANG

DMMY (I)=SCAL(I)-SDAT(I)
DMMY3(1)=-EDAT(I)
CONTINUE

CALL XPPLOT(-118101v1s-1+0+17y-15090.+3sANGLE» DMMYsNANG»1HX+ANGLE »

~EDAT» NANG» 1HO » ANGLE » DMNYJ » NANG s 1H4)

PLOT ANGULAR DISTRIBUTION

CALL XPPLOT(-118101» 17-190,1v-1v000.erANGLEvSDAT:NANG;lHEnANGLE;

-SCAL s NANGy 1HO)
CALL SECOND(T2)

- TIME(9)=TINE(9)+T2-T1

WRITE(6+12)
WRITE OUT CALCULATED TABLES

WRITE(69221)

WRITE(6913)

WRITE(655) (ANGLE(I)»SCAL(I)+I=1+NANG)
WRITE(10+18)(TITLE(I)»I=1+20)

DO 17 I=1,NANG

SCAL(I)=EXP(SCAL(I))

CONTINUE

WRITE(10+7) (ANGLE(I)sSCAL(I)»I=1yNANG)
WRITE(6,13)

WRITE(6911)

WRITE(6,13)

WRITE(&+5) (ANGLE(I)s»SCAL(I)+I=1yNANG)
NN=NN+1

IF (NN.LE.NSETS) GOTO 4459

TEST.97
TEST.98
TEST.99
TEST.100
TEST.101
TEST.102
TEST.10S
TEST.106

- TEST.107

TEST.108
TEST.109
TEST.110
TEST.111
TEST.112
TEST.113
TEST.114
TEST.115
TEST.116
TEST.117
TEST.118
TEST.11%
TEST.120
TEST.121
TEST.122
TEST.124
TEST.125

- TEST.126

TEST.127
TEST.130
TEST.131
TEST.133
TEST.135
TEST.136
TEST.137
TEST.138
TEST.140
TEST.141
TEST.143

TEST.144

TEST.145
TEST.146
TEST.147

READ IN PARAMETER TO SEE IF AN ADDITIONAL DATA SET TO BE ANALYZEDTEST.148

'READ(Ss1)IRPT
IF(IRPT.NE.1) GOTO 15
READ(5,2) (A(I)+1=1+19)
CALL PREPOT(AsRM)
GOTO 3

CONTINUE

- TIMING INFORMATION

TEST.149
TEST,.150
TEST.152
TEST.153
TEST.154
TEST.135
TEST.156
TEST.157
TEST.158
TEST.159
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117

2

4
73
72
12
221

S
18 -
7

11

1
107

100
138
101
14

13
8

onOo0O0

100

T=0. TEST.160
CALL SECOND(XX) TEST.161
TT=XX-TINE(10) TEST.162
TIME(S)=TIME(S)-TIME(4)-TIME(3) TEST.1463
TIME(B)=TIME(9) TEST.164
DO 106 I=1,10 : TEST.145
TIME(I)=TIME(I)/TT2100, TEST.1464
WRITE(6s14) TEST.167
WRITE(6+107) TEST.148
WRITE(89100) (TIME(I)»1=254) - TEST.171
WRITE(6,13) TEST.173
WRITE(45138) TT TEST.174
WRITE(6+14) TEST.174
WRITE(49101) INTS TEST.177
IF(IRPT.EQ.2)G0TO 9 TEST.179
sToP TEST.180
FORMAT - STATEMENTS

FORMAT (10X+8INPUT POTENTIAL PARAMETERSX,/) TEST.29

FORMAT(8F10.3) TEST.31

FORMAT(//+40X»3L E A°'ST SQUARES SECTTL 0 Nxy//) . TEST.89
FORMAT (10X»XCHI SQUARE' ERROR=%+E14.7,/) : TEST.103
FORMAT (2Xs8SCALE FACTOR= %,2X+E14.7) TEST.104
FORMAT(/7/77) v TEST.123
FORMAT(30X+8F. T NAL CALCULATED DISTRIBUTTIOTEST.128
INS) TEST.129
FORMAT(S(3XsF8.192XsF10.3)) TEST.132
FORMAT (20A4) TEST.134
FORMAT(8F10.3) TEST.139
FORMAT (30X, 8FINAL DISTRIBUTION CONVERTED TO INPUT FORMZ) TEST.142
- FORMAT(8110) TEST.151
FORMAT(30X»3P ER CENT TIME SPENT IN SUBRGOU TTEST. 169
$ 1 N ESXy/+3IXs8PHSHF TS 56X s SCMANGE s . 7X» RINTENSE /) - : TEST.170
FORMAT (6X»10(2XsF10,5)) . TEST.172
FORMAT( 2X,3TOTAL TIME FOR CALCULATION=%,2X,F12,5) TEST.175
FORMAT (1X,%CALLS TO FINT ROUTINEX»I10) TEST.178
FORMAT(//777) TEST.181
- FORMAT(/) TEST.182
FORMAT (10X, SCHISGR FOR INPUT PARAMETERS=%/E14.,7y/) TEST.183
END TEST.184
TEST.185
SUBROUTINE SWITCH(J) SWITCH.2
SWITCH.3

FUNCTION- SWITCHES DATA. SETS AND AVERAGING PARAMETERS WHEN . -

SIMULTANEQUS FITTING MORE THAN ONE DATA SET SWITCH,.S
, SWITCH.6
ON INPUT J IS THE DATA SET TO BE CALCULATED NEXT. SWITCH.?
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4020

4025

4030

OUTPUT- ALL COMMON BLOCKS CONTAIN THE DATA FOR SET J
ROUTINES CALLED-NONE
AUTHOR-M.F. VERNON

LAST REVISION DATE-FEBRUARY 16,1983

101

COMMON/TRIG/DETSIN(100) »BETCOS(100)

COMMON/ETA/STHE(8000) s CTHE(8000) yNETA»DETAs IDENT

$»IBOSE

- COMMON/AA/DETWDyDETHT s DETRADYE
COMMON/GEOMTY/FRINOZ»SECNOZ»PRISPD»SECSPDsXCOL» YCOL» ZCOL s MFRI»
1MSEC»SNDT»CSDT,NOFTyNPRI1

$oNPRI2 »MAXIT
REAL MPRI»MSEC,MTOT :
COMMON/SAVE/IDIN(S) »PNOZ(S5)»SNOZ(S) sNTA(S) yDTA(S) s IB(5) #+NCX(S)
$NCY(35) sNCZ(S) s IIRR(S) s ISIMAX(S) » IP1MAX(S) yNBP(S5) sNBS(S) yHT(S)

$ WD(5)/NAGL(S)»DRD(S) yALM1(5)»ALM2(S) »BLM1(5) yBLM2(5) yNPRIN1(S)»
S$VELO1(S5,10)»VLNT1(S5,10)»VELD2(S5+10) yVLWT2(S5+10)sCC1(7+5) »XCV(5sS)
$9YCV(S595)9»ZCV(S»S) 1 WXCV(S1S) sWYCV(5+5) yWZCV(S+5) s ANGUM(3+100) »

$ ERRPT(3,100)sDATUM(3,100),DTSN1(3,100)»DTCN1(35100)sNSETS
COMMON/DAT/ANGLE(100) 9 SDAT(100) yEDAT(100) yNANG» SF ’

COMMON/ INTEG/IINT

SWITCH.8

SWITCH.9
ETA.2
ETA.3
AA.2
GEOMTRY.2
GEOMTRY.3
GEOMTRY.4
GEOMTRY.S
SAVE.?2
SAVE.J
SAVE. 4
SAVE.S
SAVE. 6
SAVE.?7
DAT.2

.INTEG.2

COHHON/EN/ENERGY(I”S)vCHTHl(lZS)vCHTH°(1”5)yUGHTI(l”S)9UGHT°(1°S);EN.-

1INCOLXsNCOLYsNCOL Z» IAPFRX

COMMON/LIMITS/ALIM(2)yBLIM(2)
COMMON/VOL/X(S) 9Y(S) 9 Z(S) yWX(S) »WY(5) 1 WZ(S)
COHHON/BEAH/UPRI(IO)vUSEC(IO)vHPRI(lO)vUSEC(IO);NPRI:NSEC:IPRIH;

+ISECON

COMMON/WH/C1+C2+C3+CA49CS+C6+2C7+C8+C99C10)MTOT

IINT=IDINC(J)

PRINOZ=PNOZ(J)$ SECNOZ=SNOZ(J) $¢ NETA=NTA(J) $DETA=DTA(J)
IDENT=ID(J) $ NCOLX=NCX(J) $NCOLY=NCY(J)$NCOLZ=NCZ(J)
TAPPRX=IIRR(J) $ISECON=ISIMAX(J)$IFRIM=IF1MAX(J)$NPRI=NBP(J)
NSEC=NBS(J)$DETHT=HT(J) '

$DETWD=ND(J)

$SNANG=NAGL (J)

EN.3
LIMITS.2
voL.2
BEAM. 2
BEAM.3
WH.2
SWITCH.21
SWITCH,.22
SWITCH.23
SWITCH, 24
SWITCH.25

DETRD=DRD(J) $ ALIM(1)=ALM1(J) $ ALIM(2)=ALM2(J) $ BLIM(1)=BLM1(J)SWITCH.24

BLIM(2)=BLM2(J)$ NPRI1=NPRIN1(J)

DO 4020 I=1,NPRI
VPRI(I)=VELO1(JsI)
WPRI(I)=VLNT1(J»I)
CONTINUE

DO 4025 I=1,NSEC
VSEC(I)=VELD2(J,I)
WSEC(I)=VLWT2(JyI)
CONTINUE

DO 4030 I=1,NCOLX
X(I)=XCV(JsI)

- WX(I)=WXCV(J»I)

CONTINUE
DO 4035 I=1,NCOLY

SWITCH.27

 SWITCH.28

SWITCH.29
SWITCH.30
SWITCH.31
SWITCH.32
SWITCH.33
SWITCH.34
SWITCH.3S
SWITCH.36
SWITCH.37
SWITCH.38
SWITCH.39

. SWITCH. 40
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Y(I)=YCV(JrI)
WY (I)=WYCV(J)I)
CONTINUE
DO 4040 I=1,NCOLZ
Z(I)= ZCV(Jy D
WZ(I)=WZCV(J»I)
CONTINUE
IMAX=NAGL(J)
DO 4050 I=1,IMAX
ANGLE (I)=ANGUM(JsI) . -
EDAT(I)=ERRPT(Js1) -
SDAT(I)= DATUM(Js1)
DETSIN(I)= DTSN1(JsI)
DETCOS(I)= DTCN1(J»D)
CONTINUE
C1=CC1(1,J)
C2=CC1(2:J)
C3=CC1(3yJ)
C4=CC1(4,J)
CS=CC1(5s )
C6=CC1(4+J)
C7=CC1(7+J)
RETURN
END

SUBROUTINE LSTSQR(NTERMS,FVEC)
DIMENSION FVEC(1)

FUNCTION- LSTSQR CONTROLS THE NONLINEAR LEAST SQUARES FITTING OF
THE OBSERVED DATA TO THE CALCULATED SIMULATION.

ARGUMENTS- NTERMSs AN INTEGER VARIABLE EQUAL TO THE NUMBER OF
PARAMETERS VARIED IN THE LEAST SQUARES FIT
FVEC- THE. ARRAY OF FUNCTIONS TO BE MINIMIZED.
FVEC(I)=(DATA(I)-CALC(I))/SQRT(ERROR(I))
WHERE DATA(I) IS THE OBSERVED INTENSITY AT THE ITH ANGLE
. CALC(I). IS -THE CALCULATED INTENSITY AT THIS ANGLE» AND
ERROR(I) IS THE ERROR IN THE OBSERVED DATA AT THIS ANGLE

SUBPROGRAMS- SGRT .
= FCNsLMDIF

AUTHOR-M.F. VERNN

LAST REVISION DATE -FEBRUARY 16+1983

DIMENSION FJAC(300+10)+DIAG(10),IPVT(10)»QTF(10),WA1(10),WA2(10)

102

DIMENSION WA3(10)sWA4(300),VTHP(10)

- SWITCH.41
" SWITCH.42

SWITCH.43
SWITCH.44
SWITCH.45
SWITCH.44
SWITCH.47
SWITCH.48
SWITCH.49.
SWITCH.S50
SWITCH.S1
SWITCH.52

SWITCH.S3 .

SWITCH.54
SWITCH.SS
SWITCH.S6
SWITCH.57
SWITCH.S8
SWITCH.S59
SWITCH.60
SWITCH.61
SWITCH. 62
SWITCH. 63
SWITCH. 64

LSTSQGR.2
LSTSGR.3
LSTSGR.4
LSTSGR.S
LSTSOR. &
LSTSGR.?7
LSTS@R.8
LSTSQGR.9
LSTSGR. 10
LSTSGR. 11
LSTSOGR.12
LSTSQR.13
LSTSGR.14
LSTSQAR.15
LSTSAR.16
LSTSGR.17
LSTSQR.18

LSTSAR.21
LSTSGR.22
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COMMON/SAVE/IDIN(S) sPNOZ(S5) »SNOZ(S) »NTA(S) s DTA(S) »ID(S) sNCX(S) s
$NCY(3)sNCZ(S) s IIRR(S) » ISIMAX(S) » IP1MAX(S) sNBP(5) sNBS(5) sHT(S) s

$ WD(S)sNAGL(S)9DRD(S) s ALM1(S) yALM2(5) »BLM1(5) sBLM2(5) yNPRINL(S)y

SAVE.2
SAVE.3
SAVE.4

$VELO1(S5,20) »ULNT1(5,10)+VELD2(5510) sYLWT2(S5910)+CC1(7+5) sXCV(5+5) SAVE.S

$91YCV(S95)»ZCU(S»3) 1 MXCV(S9S) yWYCV(S95) s WZCV(S»5) y ANGUM(35100) »
$ ERRPT(35100)sDATUM(35100)sDTSN1(3+100)»DTCN1(3+100) yNSETS

SAVE. 4
SAVE.?7

COHhON/LST/EINU(300),INDEX(IS)vUPAR(IS)oRHrFTDL,XTOL:HAXFEU,FACTORLST.‘

$>EPSFCN
COMMON/DAT/ANGLE(100)»SBAT(100) EDAT(100) »NANG s SF

EXTERNAL FCN

- INITIAL PARAMETERS TO LEAST SQUARE ROUTINE
FOR A MORE COMPLETE DESCRIPTION OF THESE PARAMETERS SEE THE
LISTING FOR THE PROGRAM LMDIF.

LDFJAC=300

NPRINT=1

GT0L=0,

MODE=1

M=0

DO 100 I=1,NSETS
M=M+NAGL (1)

CONTINUE

N=NTERMS
WRITE(6712)(VPAR(IY9I=1,15)
WRITE(69559) XTOLFTOL

LOAD THE ARRAY OF THE PARAMETERS TO BE VARIED

DO 10 I=1,NTERMS
VTHP(I)=VPAR(INDEX(I))
CONTINUE

SINCE THE NONLINEAR FUNCTIONS ARE JUST THE DIFFERENCES BETWEEN
THE CALCULATED AND OBSERVED SIGNALsWEIGHTED BY THE ERROR,

THE SGRT OF THE DATA ERROR IS NEEDED SO THAT THE SUM OF THE
SQUARES OF THE FUNCTIONS IS THE CHI SQUARE ERROR.

1J=0

DO 16 J=1,NSETS

IMAX=NAGL (J)

DO 15 I=1,IMAX

EINV(I4+1J)=1./SQRT(ERRFT(JyI))
CONTINUE

TJ=TJ4+NAGL (J)
CONTINUE

WRITE(4r1)

WRITE(6,889)

LMDIF IS THE MINPACK DRIVER FOR THE NONLINEAR LEAST SQUARES FIT

CALL LMDIF(FCNsMsNsVTHP)FUECIFTOLsXTOLsGTOLy MAXFEV,EPSFCN»DIAG,

LST.3

DAT.2

LSTSQR.26
LSTEQR.27
LSTSQR. 28
LSTSAR. 29
LSTSQF. 20
LSTSAR.31
LSTSOR.32
LSTS@R.33
LSTSAR.34
LSTSQR.3S
LSTSQR. 36
LSTSAR.37 .

* LSTSOR.38

LSTSQR.39
LSTSGR. 40

LSTSGR.41

LSTSQAR. 44
LSTSGR. 47
LSTSGR. 48
LSTSQR.4%
LSTSGR.S0
LSTSGR.51
LSTSQR.52
LSTSQ@R.S3
LSTSGR.54
LSTSQR. 55
LSTSAR,. 54
LSTSGR.57

- LSTSGR. 58

LSTSGR. 59

- LSTSOR. 40
~ LSTSGR. 61

LSTSGR.62
LSTSQGR.63
LSTSQR. 44
LSTSQR. 45
LSTSQR. 64
LSTSQGR.467
LSTSQGR. 68
LSTSAGR,. 71
LSTSOGR.72
LSTSGR.73
LSTSGR.74

SHODEFACTOR»NPRINT » INFO+NFEV»FJACLDF JAC IPVT,QTF WAL s WA2) WA3 ) WA4)LSTSGR. 75

o
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c | LSTSGR. 76
c WRITE OUT RESULTS OF LEAST SQUARES FIT WITH INFORMATION ON THE  LSTSGR.77
c EXIT CONDITION FROM THE MINPACK ROUTINE LSTSGR.78
C | LSTSGR.79
WRITE(652) LSTSQR.80
WRITE(4,1000) NFEV LSTSGR, 83
WRITE(6+13) (VPAR(I)»1=1,15) | LSTSOR. 85
WRITE(492) LSTSGR.B8
WRITE(4+1001) INFO LSTSGR.89
IF(INFO.EQ.0): WRITE(4,550) . LSTSOR.91
IF CINFO.EQ.1) WRITE(47551) o LSTSOR. 92
IF (INFO.ER.2) WRITE(4,552) - LSTSGR.93
IF(INFO.EQ.3) WRITE(4553) LSTSOR. 94
IF (INFO.EQ.4) WRITE(4,554) . ~ LSTSOR.95
IF (INFO.EQ.5) WRITE(69555) LSTSOR. 96
IF(INFO.EQ.6) WRITE(4556) LSTSOR, 97
IF(INFO.EQ.7) WRITE(6,557) LSTSGR. 98
IF(INFO.ER.8) WRITE(4,558) LSTSGR,99
c LSTSOR. 119
c ON RETURN TO THE MAIN PROGRAM; REPLACE THE OLD PARAMETERS BY THE LSTSQR.120
c NEW ONES. LSTSOR. 121
c LSTSGR. 122
- DO 20 I=1,NTERHS. - LSTSAR. 123
S UPARCINDEX(I))=VTHP(I) | LSTSGR. 124
20 CONTINUE » | | . LSTSGR.125
RETURN S © LSTSGR.124
FORMAT STATEMENTS
12 FORMAT(10X»8 ON INPUT TO THE LEAST SQUARES PROGRAMs PARAMETERS ARELSTSGR.42
$2%1/110(2X+E10,3)+/710(2X1E10,3)) LSTSGR, 43
S59 FORMAT(10X+XVARIABLE CONVERGENCE (XTOL)=XsE14.75/+10Xs LSTSGR, 45
$XCONVERGENCE FOR NORM OF RESIDUALS (FTOL)=%,E14.7) LSTSQR. 46
889  FORMAT(1X,3L2 NORM OF RESIDUALSS,30X,8INTERMEDIATE PARAMETER VALUELSTSQR.49
$5%,/)  LSTSGR.70°
2 FORMAT(/) i o | LSTSOR. 81
1 FORMAT(//) LSTSOR. 82
~ 1000. FORMAT (SX+ SNUMBER .OF FUNCTION EVALUATIONS %,IS,/) LSTSGR. 84
13 FORMAT(10Xs% ON'EXIT FROM THE LEAST SQUARES PROGRAMs PARAMETERS  LSTSOR.86
$ARE=%5/15(2X1E14.7)9/15(2X1E14.7)/y5(2XsE14,7)) LSTSQK.87
1001 FORMAT(10X»3EXIT CONDITION PARAMETER 3,1S) LSTSOR. 90
S50 FORMAT(2X,XIMPROPER INPUT PARAMETERS TO LMDIF ROUTINER,/) LSTSGR. 100
551 FORMAT(2X,#BOTH ACTUAL AND PREDICTED RELATIVE REDUCTIONS IN THE  LSTSGR.101
$SUM OF SQUARES ARE AT MOST FTOLE+/) LSTSQR. 102
S52 FORMAT(2X,#RELATIVE ERROR BETWEEN TWO CONSECUTIVE ITERATES OF THE LSTSGK.103
S$PARAMETERS IS AT MOST XTOLE,/) LSTSGR. 104

353 FORMAT(2X,SRELATIVE ERROR BETWEEN TWO CONSECUTIVE ITERATES OF THE LSTSGR.105
SPARAMETERS ON TWO CONSECUTIUE ITERATIONS IS LESS%s/»2Xs% THAN FTOLLSTSGR,106
$ AND XTOL RESPECTIVELYS,/) ' LSTSAGR.107

554 FORMAT(2X,&SOLUTION VECTOR IS ORTHOGONAL TO JACOBIAN. TRY A NEW %,LSTSGR.108
$3STARTING POINT TO INSURE THIS IS NOT%,/+2X»% A MAXIMUM OR SADDLE LSTSQR.109
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$SPOINTS:/) LSTSAK.110

555 FORMAT(2XsSMAXIMUM ALLOWED NUMBER OF FUNCTION EVALUATIONS HAS BE LSTSOR.111
$EN REACHED®,/) LSTSQR.112
3556 FORMAT(2X,XFTOL IS TOO SMALL. NO FURTHER REDUCTION IN SUM OF SQUARLSTSQR.113
$ES IS POSSIBLE®s/) LSTSGR.114
557 FORMAT(2X,3XTOL IS TOO SMALL. NO FURTHER IMPROVEMENT IN THEX LSTSQGR.115
$X APPROXIMATE SOLUTION X IS POSSIBLE%X,/) - LSTS@R.116
558 FORMAT(2X,3GTOL IS TOO SMALL. THE FUNCTION IS ORTHOGONAL TO THE LSTSGR.117
$JACOBIAN WITHIN THE MACHINE PRECISION%,/) LSTSGR.118
END , "LSTSQR.127

LSTSQR.128

SUBROUTINE FCN(MsNsXsFVEC»IFLAG) FCN.2
FCN.3
FUNCTION-FCN IS THE INTERFACE ROUTINE WHICH CALCULATES THE
FUNCTIONS FCN.4
USED IN THE NONLINEAR LEAST SQUARES ROUTINE. FCN.S
PARAMETERS-M» ON INPUT» IS THE NUMBER OF DATA POINTS FCN.6
N- ON INPUT IS THE NUMRER OF PARAMETERS IN THE LEAST SQUARES FIT FCN.?
X» ON INPUT» IS THE ARRAY OF. POTENTIAL PARAMETER.VALUES : FCN.8
FVEC- ON OUTPUT IS AN ARRAY WHICH IS THE DIFFERENCE IN THE FCN.9
OBSERVED AND CALCULATED DATA WEIGHTED BY THE SQUARE ROOT OF THE FCN.10
ERROR FOR EACH ANGLE. FCN. 11
. IFLAG- ON INPUT CONTROLS THE PRINTING OF INTERMEDIATE FCN.12
ITERATION VALUES ' " FCN.13
_ FCN.14
SUBPROGRAMS- DFCS,FPREPOT,ENORM FCN.135
-SWITCH FCN.16
: FCN.17
AUTHOR M.F. VERNON
FCN.19
FCN., 20

LAST REVISION DATE- FEBRUARY 1491983

COMMON/SAVE/IDIN(S) »PNOZ(S) ySNOZ(5) sNTA(S) sDTA(S) s ID(S)sNCX(S)s - SAVE.2
SNCY(S5)sNCZ(S)»IIRR(S) s ISIMAX(S) » IP1MAX(S) +NBP(5)sNBS(S) sHT(S) SAVE.3
$ WD(S5)sNAGL(S)»DRD(S) yALM1(S)»ALM2(S5)sBLM1(5)sBLM2(S)sNPRIN1(S)y SAVE.4
$VELO1(5+10)»VLWT1(S»10) 9y VELO2(5+10)sVLWT2(S5+10)sCC1(7+5)+»XCV(5+5) SAVE.S
$2YCV(595) 9ZCV(S9S) s WXCV(SyS) yWYCV(S5+5) 1 WZCV(S+S) » ANGUN(3+100) » SAVE. &

$ ERRPT(3,100)»DATUM(3+100)yITSN1(3+100)+DTCN1(3+100)»NSETS SAVE.7?
COMMON/LST/EINV(300) » INDEX(15) »VPAR(15) sRM»FTOL » XTOL » MAXFEV»FACTORLST .2
$,EPSFCN _ LST.3
COMMON/TM/TIME(10) » ICMs INTS» SPMAX, SPHIN TH.2
COMMON/DAT/ANGLE(100)»SDIAT(100)EDAT(100) s NANG» SF DAT.2
INTEGER MsNsIFLAG FCN.25
REAL X(N)sFVEC(M),SCAL1(100) FCN.26
FCN.27
-PLACE THE PARAMETERS TO BE VARIED IN THEIR PROPER POSITION - FCN.2
' : FCN.29

DO 10 I=1,N : ' FCN. 30
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VPAR(INDEX(I))=X(I)
CONTINUE

CALCULATE THE DFCS

RM1=RM

CALL PREPOT(VPAR,RM1) @ -
1J=0

DO 30 J=1,NSETS

CALL SWITCH(J) - .

CALL DFCS(VPAR»SCAL1)DMY,RM1)

SET UP NON-LINEAR FUNCTIONS

DO 20 I=1»NANG
FVEC(IJ+I)=(SDAT(I)~-SCALL1(I))SEINV(IJ+])
CONTINUE

I1J=1J+NANG

CONTINUE

IF INTERMEDIATE PRINTING INFORMATION IS NEEDED» DO SO HERE.

IF(IFLAG.NE.O) GOTO S50 -
FNORM=ENORM(MsFVEC) -

WRITE(49111) FNORMy (INDEX(I)¢X(I)sI=1yN)
RETURN

FORMAT STATEMENTS

END

SUBROUTINE POTPLOT(AsRN) -

FUNCTION- PLOTS THE POTENTIAL ON A LINE PRINTER. THE AREA FLOTED

1S DEFINED BY - : ‘
XMIN=RANGE (2) » XMAX=RANGE (3) » YMIN=RANGE (4) » YMAX=RANGE (5)

IF ANY POINTS ARE OUTSIDE THIS BOUNDARY THEY ARE NOT PLOTTED.

THIS ENABLES ONE TO COMPARE DIFFERENT POTENTIALS ON AN

INDEFENDENT SCALE. IF EXACT OR JWKB PHASE SHIFTS ARE USEDs THEN
THE POTENTIAL IS EXPRESSED IN DIFFERENT UNITS. ISKF DETERMINES

WHICH TYPE OF PHASE SHIFTS ARE USED

PARAMETERS- As ON INPUT CONTAINS THE FOTENTIAL PARAMETERS
RM IS THE REDUCED MASS

SUBPROGRAMS- POT,XPPLOT»SGRT

FORMAT(1XsF10.4+20X9S(2Xs1291XsF10.4)9/931Xs5(2X212s1X2F10.4))

FCN, 31
FCN.32
FCN.33
FCN.34
FCN.35
FCN. 34
FCN.37
FCN.38
FCN.39
FCN. 40
FCN.41
FCN.42

" FCN.4A3

FCN.44
FCN.AS
FCN.46
FCN.47
FCN.48
FCN.49
FCN.30
FCN.S1
FCN.S2
FCN.353
FCN.54
FCN.S7

FCN. 56
FCN.58

FCN.59 .
FOTPLOT.2
FOTPLOT.3
POTPLOT. 4
POTFLOT.S
POTPLOT.é
FOTFLOT.?7
POTFLOT.8
POTFLOT.9
POTFLOT.10
POTPLOT.11
POTFLOT.12
POTFLOT.13
POTFLOT.14
POTPLOT.15
POTFLOT.16
POTPLOT.17
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AUTHOR M.F. VERNON

LAST REVISION DATE- FEBRUARY 16,1983

COMMON/PTNL/V(2001) »XM2(2001) » XSTART » XSTEF s RNPHAS » ERROR
COMMON/RNG/RANGE(S)

DIMENSION XX(100)sUV(100)sVT(10)»X(10),VP(10)+A(15)
DIMENSION RN(S) ‘

MAKE A COPY OF THE COMMON BLOCK TO PASS AS A SUBROUTINE ARGUMENT

DO 10 I=1,5

RN(I)=RANGE(I)
CONTINUE

XMIN=RANGE(2)

- DETERMINE THE UNITS OF THE POTENTIAL ENERGY BY DECIDING WHAT

TYPE OF PHASE SHIFTS ARE USED

ISKP=0 :

IF (XSTARTSXSTEPSRNPHAS .NE.0.) ISKP=1
BZ=RMBA(1)3A(2)3A(2)%349,757/16.8573
STEP=(RANGE (3)-RANGE(2))/100.
TEST=ABS(RANGE(4))

DO 100 I=1,10

ISTART=10%(I-1)

CALCULATE POTENTIAL IN BLOCKS OF 10 POINTS

DO 90 J=1,10
X(J)=XMIN/A(2)
XMIN=XMIN+STEP

CALL POT(X»AsVTsVUP»10,RM)
DO 80 J=1,10

II=1START+J

FOTPLOT.19

PTNL.2

-RNG.2

POTPLOT.22

. POTPLOT.23

POTPLOT.24
FOTPLOT.25
POTPLOT.2

"POTPLOT.27

POTPLOT.28
POTPLOT.29
FOTPLOT.30
POTPLOT.31
POTPLOT.32
POTPLOT.33
POTPLOT.34

POTPLOT.35
POTPLOT.36

. POTPLOT.37

POTPLOT.38
POTPLOT.39
FOTPLOT. 40
POTPLOT.41
FOTPLOT.42
POTFLOT .43
FOTPLOT., 44
POTFLOT.45
POTPLOT.44
POTFLOT.47
POTPLOT. 48
POTPLOT.49
POTPLOT.SO
PCTFLOT.S1

IF EXACT PHASE SHIFTS ARE USED» THEN THE POSITION AND ENERGY HAVEPOTPLOT.S2

TG BE CONVERTED TO BE CONSISTENT WITH THE JWKR UNITS

IF(ISKP.EQ.1) VT(J)=VT(J)/BZ
IF(ISKP.EQ.1) X(J)=SART(1./X(J))

POTFLOT.S3
FOTPLOT.S54
POTPLOT.SS
POTPLOT.Sé

. POTFLOT.S?

CONVERT FROM REDUCED TO REAL UNITS
VW(ID)=VT(J)BA(1)
XX(II)=X(J) 2A(2D)
CONTINUE
CONTINUE
XPPLOT IS THE SANDIA LINE PRINTER PLOT ROUTINE

CALL XPPLOT(-180100117-17071v'lfOiRNbleXvVU;IOOvlﬂt)

POTPLOT.S8
POTPLOT.S9
POTPLOT. 40
POTPLOT. 61
POTPLOT.&82
POTPLOT.63
POTFLOT. 44
POTPLOT. 45
POTPLOT.é6
POTPLOT. 47
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RETURN
END

SUBROUTINE SCALE(XsV)

FUNCTION-SCALES CALCULATED TO OBSERVED CROSS SECTIONS.
CHOOSE BEST ADDITIVE CONSTANT WHICH MINIMIZES CHISGR

ON. INPUTs- X CONTAINS THE SCATTERING DISTRIBUTION. ON OUTPUT, X

CONTAINS THE LOG OF THE CALCULATED SCATTERING DISTRIBUTION,
SCALED TO MINIMIZE CHI SQUARE ERROR.

Vs ON OUTPUT» IS THE CHI SQUARE ERROR.

SUBPROGRAMS-ALOG
AUTHOR-M.F. VERNON

LAST REVISION DATE-FEBRUARY 14,1983

COMMON/DAT/ANGLE (100) s SDAT(100) sEDAT (100) » NANG s SF

'DIMENSION X(1) - _

CONVERT TO LOG SCALE

DO 9 I=1sNANG -

X(I)=ALOG(X(I))
CONTINUE

FIND ADDITIVE CONSTANT TO MINIMIZE LEAST SQUARE ERROR

$=0.

=0,

R=0.

DO 10 I=1,NANG
R=R+(X(1)-SDATC¢I))/EDAT(I)
S=S+1./EDAT(ID)

CONTINUE

SF IS THE SCALE FACTOR, OR ADDITIVE CONSTANT ON A LOG SCALE
SF=R/S
RETURN SCALED DATA AND CHI SQUARE ERROR

DO 11 I=1,NANG

X(I)=X(I)-SF
V=U+(X(I)-SDAT(I))%%2/EDAT(I)
CONTINUE

RETURN

END

POTPLOT.48
FOTFLOT.69

POTPLOT.70
SCALE.2
SCALE.3
SCALE. 4
SCALE.S
SCALE.é
SCALE.?
SCALE.8

SCALE.10
SCALE.11
SCALE.12

SCALE.14

DAT.2
SCALE.16 -
SCALE.17
SCALE.18
SCALE.19
SCALE.20
SCALE.21
SCALE.22
SCALE.23

"~ SCALE.24

SCALE.25
SCALE.26
SCALE.27
SCALE. 28
SCALE.29

SCALE.30

SCALE.31
SCALE.32
SCALE.33
SCALE.34
SCALE .35
SCALE. 36
SCALE.37
SCALE.38
SCALE.39
SCALE. 40
SCALE .41
SCALE.42
SCALE.43
SCALE. 44
SCALE .45
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SCALE .46

SUBROUTINE INPUT(AsRM1sNLSTsNPARsTITLE) _ INPUT.2
c . INPUT.3
c FUNCTION- INPUT READS THE DATA AND PARAMETERS WHICH DESCRIBE THE INPUT.4
c EXPERIMENTAL CONDITIONS FROM DEVICE &. IT CONVERTS THE DATA INPUT.S
c T0 A LOG SCALEs» CHECKS THAT THE ARRAY DIMENSIONS ARE INPUT. 6
c COMPATIBLE WITH THE PARAMETERSs AND CALLS ROUTINE TO SET UP INPUT, 7
c NEWTON DIAGRAMS AND INTEGRATION MWEIGHTS "~ INPUT.8
c . ' ' INPUT.9
c PARAMETERS- A- ON OUTPUT CONTAINS THE POTENTIAL PARAMETERS - INPUT.10
c RM1- ON OUTPUT, CONTAINS THE REDUCED MASS IN AMU INPUT. 11
c NLST- ON OUTPUT» CONTAINS THE NUMBER OF PARAMETERS INVOLVED IN A INPUT.12
c LEAST SQUARE FIT INPUT.13
c NPAR- ON OUTPUT CONTAINS THE NUMBER OF PARAMETERS IN THE INPUT.14
c POTENTIAL FUNCTION ' INPUT.1S
c TITLE- ON OUTPUT CONTAINS A CHARACTER STRING FOR IDENTIFYING INPUT.16
c PUNCHED CARD OUTPUT INPUT.17
c : INPUT,.18
c SUBPROGRAMS- ALOG,COSsSIN INPUT.19
c -NOZZLE+PREPOTNEIGHTS INPUT.20 "
c - SWITCH INPUT.21
c : - INPUT. 22
c AUTHOR-M.F. VERNON
c
o LAST REVISION DATE-FEBRUARY 16,1983
c
C _ . INPUT.24
c ALL REAL PARAMETERS ARE READ USING 8F10.3 FORHAT. ~ INPUT.25
c ALL INTEGERS ARE READ USING 8I10 FORMAT : INPUT.26
cxxxxx:ttxxxxxxxxxxxtxxxxxxxxt:xxxxxxxxzxxxxxtxxxxxxxxxxxxxx:xxxxxxxxt::INPUT 27
C CARD TYPE ' PARAMETERS INPUT.28
(1 2388222880880 283¢¢82828220c2s2sstesssetrossttrectetottistttisesdssisctssdde i lagws)
c 1 TITLE INPUT.30
C 2 REAL MPRI1,BETA1,VZRO1,PRINOZ,WDTH1 INPUT.31
c 3  REAL MSECs»BETA2,VZR02,SECNOZsWDTH2 : INPUT.32
c 4 REAL XLoYLsZLsALIM(1),BLIMC1),ALIM(2),BLIM(2),DETRAD INPUT.33
c S  REAL RANGE(2) yRANGE (3) »RANGE (4) yRANGE(S) INPUT .34
c & INT. NCOLXsNCOLY,NCOLZsNPRIsNSECsNANGsIINTsIAPFRX - INPUT.35
c 7 INT. NETA»NSKPyNPRI1,IDFPLT,NOPTsNLST)NPARsNITER INPUT.36
C & REAL XSTARTsXSTEP,RNPHASsERROR INPUT .37
C 819 REAL A(I)yI=1,15 INPUT.38
C 9OPT INT INDEX(I)yI=1,NLST . INPUT.39
C 10 OPT REAL FTOL,XTOL,FACTORyEPSFCN ~ INFUT.40
C 11... REAL (ANGLE(I),DATA(I))s I=1)NANG INPUT.41
C ... REAL EDAT(I)sI=1,NANG . INPUT .42
c INT IRPT INPUT .43
CAREEESRTERSR RS EEEBEAREARRRERLATLASRTEXLATRIRXTLTRATLITXLLAXSATITLARXIXINAUT, 44
c DESCRIPTION OF INPUT PARAMETERS INPUT. 45
c TITLE- TITLE IS USED TO IDENTIFY OUTPUT (PUNCHED CARDS) INPUT. 46
c INFUT. 47
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MPRI/MSEC? MASS(AMU) OF PRIMARY/SECONDARY BEAMS

BETA1,BETA2,VZRO1,VZR02i PRIMARY/SECONDARY NOZZLE BEAM VELOCITY
DISTRIBUTION PARAMETERS. SEE SUBROUTINE NOZZLE FOR FUNCTIONAL
DEPENDENCE. IDEALLY» THESE PARAMETERS SHOULD BE FIT USING THE
KELVIN PROGRAM

PRINOZ/SECNOZiDISTANCE OF PRIMARY/SECONDARY NOZZLE FROM CENTER OF
COLLISION ZONE

XLsYLsZL7 DIMENSIONS OF COLLISION VOLUME IN X,Y,Z DIRECTIONS AS
DETERMINED BY THE MOLECULAR BEAM DEFINING SLITS. -

INFUT. 48
INPUT . 49
INPUT.S50
INPUT. 51
INPUT.S52
INPUT .53
INPUT .54
INPUT. S5
INPUT,.S5é
INPUT.S?7
INPUT.S8
INPUT.S9

INPUT. 60 -

ALIM(1),BLIM(1)-~ ARE THE DETECTOR WIDTH ENDPOINTS RELATIUE TO THEINPUT.61

DETECTOR CENTER.

ALIM(2)sBLIM(2)-- ARE THE DETECTOR HEIGHT ENDPOINTS RELATIVE TO
THE DETECTOR CENTER. ALIM IS THE LOWER INTEGRATION LIMIT AND
MUST BE LESS THAN BLIM.

DETRAD; LOCATION OF DETECTOR DEFINIG APERTURE FROM THE CENTER OF
THE COLLISION ZONE.

RANGE (2)=XMINsRANGE(3)= XHﬁX'RANGE(4)‘YHINvRANGE(S)’YHAX FOR THE

- POTENTIAL PLOT. .

NCOLX,NCOLY,NCOLZ} NUMBER OF INTEGRATION POINTS IN XsY»2Z
DIRECTIONS FOR: COLLISION. VOLUME INTEGRATION. MAXIMUM OF S IN EACH
DIRECTION.

NPRISNSEC? NUMBER OF NEWTON DIAGRAMS FOR PRIMARY/SECONDARY BEAMS.
LINITED TO A MAXIMUM OF 10 EACH.

NANG; NUMBER OF LABORATORY ANGLES WHERE CALCULATION IS TO BE PER-
FORMED .

IINT=0» THEN POINT DETECTOR LOCATED AT CENTER OF DETECTOR .
IINT= 1 IF ONLY INTEGRATE OVER DETECTOR WIDTH(IN PLANE) -
IINT= 2 IF FULL TWO DIMENSIONAL DETECTOR INTEGRATION TO BE DONE.

IAPPRX=1 THEN ALL THE POINTS IN THE COLLISION VOLUME HAVE THE
SAME PHASE ‘SHIFTS.,

IAPPRX=0s THEN ALL POINTS IN THE COLLISION ZONE HAVE THEIR OWN
PHASE SHIFTS CONMPUTED FROM THE ANGLES DEFINED BY THE NOZZLE
POSITIONS AND THE INTERSECTION POINT.

IAPPRX=2y THEN ALL POINTS IN THE COLLISION VOLUME FOR ALL NEWTON
DIAGRAMS HAVE THE SAME PHASE SHIFTS- NAMELY THOSE FOR THE MOST
PROBABLE NEWTON DIAGRAM.

NPRI1 =1 PRINTS OUT COLLISION ENERGIES OF EACH NEWTON DIAGRAM
AND THE PHASE SHIFTS. CAUTION-MUCH PRINT.
NPRI1=0 § NO PHASE SHIFT PRINTING.

NSETS- THE NUMBER OF DATA SETS USED IN A SINGLE LEAST SQUARE FIT.

INPUT.62
INPUT. 43
INFUT .64
INPUT .45
INPUT.46
INPUT. 47
INPUT. 48
INPUT. 49
INPUT.70
INPUT.71
INFUT.72
INPUT.73
INPUT.74
INPUT.?75
INFUT.76
INPUT.77
INPUT.78
INPUT.79
INPUT.80
INPUT.81
INPUT.82
INPUT.83

INPUT .84

INPUT.8S
INPUT.864
INPUT.87
INPUT.B8
INPUT.89
INPUT.90
INPUT.91
INPUT.92
INPUT.93
INFUT.94
INPUT.95
INPUT. 96
INPUT.97
INPUT.98
INPUT.99
INPUT.100
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ALL DATA SETS MUST HAVE A COMPLETE DATA DECK AS THOUGH IRPT=2

(SEE BELOW)., ADDITIONALLY» NSETS MUST BE THE SAME FOR EACH DATA

SET. A DUMMY VALUE FOR IRPT MUST BE GIVEN FOR EACH DATA SET»
EXCEPT FOR THE LAST ONE READ

NITER IS THE ALLOWED NUMBER OF FUNCTION CALLS BY THE LEAST
SQUARES ROUTINE BEFORE TERMINATION.

NETA; MAXIMUM VALUE OF THE ORBITAL ANGULAR MOMENTUM

NSKP# STEP SIZE IN THE ORBITAL ANGULAR MOMENTUM QUANTUM NUMBER

FOR CONSTRUCTING PHASE SHIFT GRID FOR INTERFOLATION.
NOPT =1, DFCS CALCULATED BUT NO DATA SUPPLIED.

NOPT =2y DFCS CALCULATED WITH DATA» BUT NO ERRORS.,
NOPT =3» DFCS CALCULATED WITH DATA AND ERROKS.

NLST#0» THEN LEAST SQUARES FIT TO DATA WILL BE PERFORMED FOR
NLST VARIABLES. IF NLST=0» NO LEAST SQUARES FIT.

NPAR 3 THE NUMBER OF PARAMETERS IN THE POTENTIAL.

NPRI2=1, THEN EACH APPROXIMATION TO THE DETECTOR INTEGRAL IS

" PRINTED.

=0y THEN PRINTING SUPPRESSED

MAXIT- MAXIMUM NUMBER OF ITERATIONS IN THE ADAFTIVE SIﬁPSON’S
INTEGRATION QVER THE DETECTOR.

XSTART- BEGINNING POINT FOR THE NUMEROV INTEGRATION OF PHASE
SHIFTS (IN REDUCED UNITS)

XSTEP- STEP LENGTH FOR NUMEROV INTEGRATION» IN REDUCED UNITS.,
RNPHAS- NUMBER OF STEPS IN NUMEROV INTEGRATION

- ERROR- WHEN THE JWKB CORRECTED PHASE SHIFTS AGREE TO WITHIN
" ERROR RADIANS ON TWO CONSECUTIVE NODESs THE PHASE SHIFT IS CON-

SIDERED CONVERGED

IBOSE- WHEN NUCLET ARE IDENTICAL, IBOSE=1 SUMS OVER EVEN PARTIAL

WAVES ONLY.
IBOSE=2y SAME BUT OVER ODD PARTIAL WAVES.

IF NUCLEI ARE NOT IDENTICAL, IBOSE SET TO 1 INTERNALLY AND NEED

NOT BE SUPPLIED

NOTE------- -

XSTART» XSTEP)RNPHAS,ERROR ALL MUST BE ZEROC WHEN JWKB PHASE SHIFTS

ARE USED.

A7 VECTOR CONTAING THE POTENTIAL PARAMETERS

ALL 15 ENTRIES OF A ARE READ ON INPUT» SO DUMMY VALUES MUST BE -

WHICH WILL BE EXECUTED AS NORMAL.

INPUT,101
INPUT.102
INPUT. 103
INPUT.104
INPUT.105
INPUT.106
INPUT.107
INPUT.108
INPUT.109
INPUT.110
INPUT.111
INFUT.112
INPUT, 113
INPUT.114
INPUT.115
INPUT. 114
INPUT,117
INFUT.118
INPUT.119
INFUT.120
INPUT.121
INPUT.122
INPUT.123
INPUT.124
INPUT.125
INPUT. 126
INPUT.127
INFUT.128
INPUT. 129
INPUT,.130
INPUT.131°
INFUT.132
INPUT.133
INPUT.134
INPUT.135
INPUT.136
INPUT.137
INPUT,. 138
INFUT.139
INPUT.140

INPUT.141
INPUT.142
INPUT.143
INPUT . 144
INPUT.145
INPUT.146
INPUT.147
INPUT.148
INPUT.149
INPUT.150
INPUT.151
INPUT.152
INPUT.133
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c GIVEN FOR THE UNUSED ENTRIES. INPUT.154
c INPUT.155
c INDEX; CONTAINS THE LIST OF WHICH PARAMETERS ARE TO BE VARIED IN INFUT.156
c LEAST SQUARES FIT. IF POTENTIAL HAS, SAY» 10 PARAMETERSs BUT INPUT. 157
c ONLY THE THIRDs FIFTH,» AND SEVENTH ARE TO BE VARIEDs THEN INPUT,158
c INDEX(1)=3, INDEX(2)=5, INDEX(3)=7 WITH NLST=3. ~ INPUT.159
c ' INPUT. 160
c FTOL IS THE UPPER BOUND FOR THE RELATIVE VARIATION IN THE CHI- INPUT. 161
c SQUARE ERROR. TO STOP THE LEAST SQUARES FIT AFTER CHI SQUARE IS  INFUT.162
C CHANGING BY LESS THAN 1 PER CENT, SET FTOL=,01 INPUT. 143
c : INPUT. 164
c XTOL- SIMILAR TO FTOL EXCEPT THIS IS THE RELATIVE VARIATION IN INPUT.165
c THE PARAMETERS THEMSELVES. THE LEAST SQUARES ROUTINE WILL TERMIN- INFUT.166
c ATE WHEN THE RELATIVE CHANGE IN THE PARAMETERS IS LESS THAN INPUT.167
c XTOL PER CENT. INPUT.168
c INPUT, 169
c FACTOR- CONTROLS THE LENGTH OF THE FIRST PARAMETER STEP. 100 IS  INFUT.170
c THE SUGGESTED VALUE, IT SHOULD LIE IN THE RANGE .1-100. INPUT.171
c INPUT.172
c EPSFCN-THE RELATIVE ACCURACY OF THE DERIVATIVES. MAKE THIS INPUT,.173
c SEVERAL ORDERS OF MAGNITUDE SMALLER THAN FTOL,XTOL. INPUT.174
c . INPUT,175
c INPUT 176
c IRPT IS READ IN.THE MAIN PROGRAM UNIT TEST. ITS FUNCTION IS AS INPUT.177
c FOLLOWS - ‘ INPUT.178
c IRPT=1 » THEN A NEW SET OF POTENTIAL - PARAMETERS A(I) IS READ, - INPUT.179
c AND THE CALCULATION REPEATED WITH THE EXPERIMENTAL AVERAGING = INPUT.180
c PARAMETERS REMAINING UNCHANGED FROM THEIR PREVIOUS VALUE. INPUT.181
c IRPT=2y THEN A COMPLETE NEW DATA SET IS INPUT, BEGINNING WITH INFUT.182
c CARD 1. INPUT,.183
c IRPT=0,» OR A BLANK CARD WILL TERMINATE PROGRAM. INFUT.184
CERXBELLLLRXRXLRREXLERRRAXRREXALAARAXRERXRBERXTXLTARKALIRIIXASALEXAXXXAXINPUT 180
c INPUT.186
c INPUT.187

COMMON/TRIG/DETSIN(100)+»DETCOS(100) INPUT.188

COMMON/VOL/X(S) 2 Y(5) »Z(5) yWX(S) 1 WY (S) 1 WZ(5) voL.2

COMMON/SAVE/IDIN(S) sPNOZ(S) s SNOZ(S) sNTA(S) »DTA(S)» ID(S5)sNCX(S)»  SAVE.2
SNCY(S5) sNCZ(S) yIIRR(S) » ISIMAX(S) s IP1MAX(S) yNBF (5) yNBS(S) sHT(S) SAVE.3
$ WD(S)sNAGL(S)+DRD(S) +ALM1(S5)»ALM2(S)»BLM1(S)BLM2(5)sNPRIN1(S)s» SAVE.4
$SVELO1(S5+10)yVLWT1(Ss10)yVELD2(S5+10)»VLWT2(S+10)»CC1(7+5) 9 XCV(S»3) SAVE.S
$5YCV(S95) 9 ZCV(S95) sMXCV(S9S) s WYCV(S95) sWZCV(S+35) s ANGUM(3+100) » SAVE.§

$ ERRPT(3+100)»DATUM(3+100) sDTSN1(35100) sDTCN1(3+100) sNSETS SAVE.7
COMMON/PTNL/V(2001) »XM2(2001) » XSTART » XSTEP s RNPHAS » ERROR PTNL.2
COMMON/LST/EINV(300) » INDEX(15) s VPAR(15) sRMsFTOL s XTOL s MAXFEV,FACTORLST. 2
$,EFSFCN LST.3
COMMON/BEAM/VPRI(10) »VSEC(10)»MPRI(10) »WSEC(10) syNPRI/NSEC, IFRIN, BEAM.2
+ISECON BEAM.J
COMMON/GEOMTY/PRINOZ » SECNOZ » PRISPD»SECSPDsXCOL» YCOL »ZCOL yMPRI GEOMTRY.2
1MSEC»SNDT»CSDTNOPTyNPRIL GEOMTRY.J
$)NPRI2 »MAXIT GEOMTRY. 4
REAL MPRI,MSEC,MTOT - GEOMTRY.S
COMMON/TM/TIME(10) » ICHs INTS»SPMAX» SPMIN ™. 2

COMMON/INTEG/IINT ' INTEG.2
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COMMON/ETA/STHE(8000) »CTHE(8000) sNETA»DETA» IDENT
¢, IBOSE
COMMON/WH/C1,C2,C3+C4,CS5+C6+C7,C8,C?+C10,HTOT

ETA.2
ETA.3
WH.2

COMMON/EN/ENERGY (125) yCMTH1(125) »CHTH2(125) »WGHT1(125) »WGHT2(125) sEN.2

INCOLXsNCOLYsNCOLZ» IAPPRX

COMMON/RNG/RANGE (5)
COMMON/AA/DETWD DETHT » DETRAD/E
COMMON/LIMITS/ALIM(2)BLIN(2)
COMMON/DAT/ANGLE(100)»SDAT(100) »EDAT(100) »NANG» SF
DIMENSION VB(20),A(13)

DIMENSION TITLE(20)

RANGE(1)=1.,

EN.3
RNG.2
AA.2
LIMITS.2

" DAT.2

INPUT. 204
INPUT.205
INFUT.2

INPUT. 07

READ PROGRAM PARAMETERS AND TRANSLATE THEM INTO THEIR APFROFRIATEINPUT.208

VALUES WHERE NECESSARY

NN=0

CONTINUE

READ(Ss2)(TITLE(I)»1=1,20)

READ(S5,1000) MPRI»BETA1,VZRO1,PRINOZ

READ(5,1000) MSEC,BETA2,VZR02,SECNOZ

IDENT=1

IF(MPRI.EQ.MSEC) IDENT=2

READ(S5»1000)XLs YL s ZLALINC1) »BLINC1) »ALIM(2) s BLIM(2) yDETRAD

ALIMyBLIM SETS LIMITS FOR DETECTOR.SLIT INTEGRALS

DETHT=BLIM(2)-ALIM(2)

DETWD=BLIM(1)-ALIM(1)

READ(5+1000) RANGE(2)yRANGE(3)sRANGE(4) yRANGE(S)
READ(S5»1001) NCOLXsNCOLYsNCOLZsNPRI+NSECsNANGIINT» IAPPRX
READ(5+1001) NETAsNSKPyNPRI1sNSETSyNOPTsNLSTyNFAR»NITER
READ(5+1001) NPRI2yMAXITsIBOSE

IF (IDENT.EQ.1) IBOSE=1

READ(5»,1000) XSTART»XSTEPsRNPHASsERROR

DETA=FLOAT (NSKP)

"~ READ(S+1000) (A(I)sI=1+15)

I xNeo Nyl

IF(NLST.NE.O) READ(S,1001)(INDEX(I)»I=1,NLST)
IF(NLST.NE.O) READ(S,1000) FTOLXTOL,FACTORsEPSFCN

WRITE OUT INFORMATION ON THE PROGRAM PARAMETERS

MAXFEV=NITER

WRITE(651002)

WRITE(4,1003)
WRITE(6+1004)XLs YL 2L
WRITE(6,1005)DETWDsDETHT »DETRAD
WRITE(&21006)NCOLX s NCOLY NCOLZ
WRITE(6,1007) IINT
WRITE(6+1012) NETA»DETA
IF(IAPPRX.EG.2) WRITE(6,1017)

IF (XSTARTSXSTEPXRNPHASSERROR.NE.0.) WRITE(451018) XSTART)XSTEP,

$ RNPHAS,ERROR

INPUT. 209
INFUT.210
INPUT.211
INPUT.212
INPUT.213
INFUT.215
INPUT,. 216
INPUT.217
INPUT.218
INPUT.219
INPUT.220
INPUT.221
INPUT, 222
INFUT.223
INFUT.224
INFPUT.225
INPUT.‘L
INPUT.2
INPUT, 228
INFUT, 229
INFUT.230
INPUT.221
INPUT, 232
INPUT.233
INPUT. 234

- INFUT. 235

INPUT. 236
INPUT.237
INPUT. 238
INFUT.239
INPUT. 241
INPUT.243
INPUT.245
INPUT.248

INPUT. 251
INPUT.253
INPUT.256
INPUT. 259
INPUT. 260
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IF(IAPPRX.EQ.1) WRITE(451013)
WRITE(6,13)

READ IN DATA OR ANGULAR RANGE
IF(NOPT-2) 800,810,820
NO DATA

READ(S,1000) ANG1,DANG
ANG1=ANG1-DANG =

DO 1110 I=1,NANG

EDAT(I)=1,

ANG1=ANG1+DANG

ANGLE (1)=ANG1

WRITE(4,30)
WRITE(651009) (ANGLE (1) »I=1,NANG)
NVOL =NCOL XSNCOLYSNCOLZ

GOTO 2222

DATA» NO ERRORS
READ(5+1000) (ANGLE (1) ySDAT(I)sI=1,NANG)
DO 1120 I=1sNANG- '

EDAT(I)=1,
GOTO 830
DATA- AND ERRORS

READ(S;IOOO)(ANGLE(I)vSDAT(I)-I=17NANG)

- READ(5,1000) (EDAT(I)»I=1,NANG)

830

[z Mo Ny

831

OO0

1039
2223

CONTINUE
WRITE OUT DATA AND ANGULAR RANGE

WRITE(6,1008) NANG

WRITE(651009) (ANGLE(I)»SDAT(I)s1=1+NANG)
IF(NOPT.NE.3) GOTO 831 .

WRITE(6+13)

WRITE(6,1019)

WRITE(6+1021) (EDAT(I1)»I=1,NANG)
NVOL=NCOLXSNCOLYENCOLZ

CONVERSION OF ERRORS APPROPRIATE FOR LOG SCALING
IF(NOPT.EQ.2) GOTO 2223
DO 1039 I=1,NANG
EDAT(I)=ALOG(1.+EDAT(I)/SDAT(I))

CONTINUE
CONTINUE

WRITE(6s13)

INPUT. 263
INPUT. 266
INPUT, 267
INPUT, 248
INPUT . 269
INPUT, 270
INPUT.271
INPUT, 272
INPUT.273
INPUT, 274
INPUT . 275
INPUT. 276
INPUT, 277
INPUT. 278
INPUT, 279
INPUT, 280
INPUT, 283
INPUT, 284
INPUT, 285
INPUT. 286
INPUT. 287
INPUT, 288
INPUT . 289
INPUT. 290
INPUT, 291
INPUT, 292
INPUT, 293
INPUT. 294
INPUT. 295
INPUT. 296
INPUT. 297
INPUT. 298
INPUT, 299
INPUT, 300
INPUT. 301
INPUT. 302

INPUT.304

INPUT.304
INFUT. 307
INPUT.308
INPUT,.310
INPUT.314
INPUT.J31S
INPUT. 314
INPUT.317
INPUT.318
INPUT,.319
INPUT. 320
INPUT.321
INPUT, 322
INPUT ., 323
INPUT. 324
INPUT.325
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CONVERT DATA TO LOG SCALE

SMAX=ALOG(SDAT(1))

SMIN=SMAX

DO 1022 I=1,NANG
SDAT(I)=ALOG(SDAT(I))
SMIN=AMIN1(SDAT(I)»SMIN)
SMAX=AMAX1(SDAT(I) » SMAX)

CONTINUE

THESE ARE THE SCALE FACTORS FOR THE LINE PRINTER PLOTS OF THE
ANGULAR DISTRIBUTIONS '

SPMAX=SMAX2X1.,05

SPMIN=SMINZ.9S

WRITE(6+1023)

WRITE(6,1009) (ANGLE(I)»SDAT(I)»I=1,NANG)
IF(NOPT.EQ.2) GOTO 2222

WRITE(6+1019)
WRITE(6+1021) (EDAT(I) s I=1,NANG)

CONTINUE

CHECK THAT DIMENSIONS ARE 0.K.

IF(NANG.LE.100) GOTO 9
WRITE(4516)

GOTO0 5000

IF (NVOL.LE.125) GOTO 10
WRITE(6s11)

GOTO 35000

IF (NETAZNVOL.LE.8000) GOTO 18
WRITE(6912)

GOT0 5000

INITIALIZE PARAMETERS

DO 499 I=1,9
TIMNE(I)=0.
ICH=0

INTS=0

RM=MSECEMPRI/ (MSEC+MPRI)

RM1=RM

CALCULATE QUADRUTURE WEIGHTS FOR NEWTON DIAGRAMS AND PHASE SHIFT

ROUTINE

CALL WEIGHTS(XL»YLsZLsNPRI2)

115

THESE ARE CONSTANTS NEEDED IN CMANG

MTOT=MFRI+MSEC
C1=2.%PRINGZ
C2=PRINOZXPRINOZ

INPUT.326
INPUT.327
INPUT.328
INPUT,. 329
INPUT. 330
INPUT. 331
INPUT.332
INPUT. 333

- INPUT, 334

INPUT.335
INPUT.336

INPUT.337
INPUT, 338
INFUT,339
INPUT . 340
INPUT, 341
INPUT. 344
INFUT . 345
INPUT. 346
INFUT. 347
INPUT. 348
INPUT.349
INPUT. 350
INPUT. 351
INPUT . 352
INFUT.353
INPUT. 355
INPUT.356
INPUT. 357

. INPUT . 360

INPUT.361
INFUT.362
INPUT.365
INPUT . 366
INPUT.367

INPUT.368
INPUT. 369

-INPUT. 370
~ INPUT.271

INPUT.372

INPUT.373

INPUT.374
INPUT.375
INPUT 376
INPUT.377
INPUT.278

_INPUT.379

INFUT.380
INPUT.381
INPUT . 382
INPUT, 383
INPUT ., 384
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C3=2.%SECNOZ

C4=SECNOZXSECNOZ
CS5S=MSEC¥MSEC/MTOT/MTOT
Cé=.601408xMPRIXMTOT/HSECE1 . 98717E-03
C7=MSEC/MTOT

SET UP PRIMARY. BEAM NEWTON DIAGRAMS

WRITE(6513)
HRITE(érlOlO)-

. N=NPRI"

OO0

1014

a0

o000

1015

OO0

CALL NOZZLE(N:UB(l)vUB(ll)vUZROlvBETAi)
IPRIN=0.

PMAX=0.

DO 1014 I=1sN

VFRI(I)=VB(I)

WPRI(I)=VB(10+I)

FIND MOST PROBABLE VELOCITY

IF(WPRI(I).LT.PMAX) GOTO 1014
FMAX=WFRI(I)
IPRINM=I
CONTINUE
URITE(éleli) HPRI;BETAIvUZROerRINOZ

SET UF SECONDARY BEAM. NEWTON DIAGRAMS

WRITE(6+13) -

WRITE(691016)

N=NSEC

CALL NOZZLE(NsVUB(1)yVB(11),VZR02,BETA2)
FMAX=0.

ISECON=0

DO 1015 I=1»N

VSEC(I)=VB(I)

WSEC(I)=VER(I+10)

FIND MOST PROBABLE VELOCITY

- IF(WSEC(I).LT.PMAX) " GOTD 1013 -

FPMAX=WSEC(I)
ISECON=I
CONTINUE .
WRITE(46+1011) MSEC,BETA2,VZR02,SECNOZ
CALL PREFOT(AsRM)

' CALCULATE THE SIN» COSINE ARRAYS FOR THE DETECTOR’S POSITION
TO SAVE FUNCTION EVALUATIONS IN THE DFCS ROUTINE

DO S II=1,NANG
DET=ANGLE(11)%3.14159/180.
DETSINCII)=SIN(DET)

INPUT. 385
INPUT.386
INPUT. 387
INPUT.388
INPUT. 389
INFUT . 390
INPUT. 391
INPUT.392
INPUT. 393
INFUT.394
INPUT. 397
INPUT.398
INPUT.399

INFUT. 400"

INPUT, 401
INFUT. 402
INPUT.403
INPUT. 404
INPUT. 405
INFUT. 306
INPUT. 407
INFUT. 408
INPUT, 409
INPUT.410
INPUT.411
INFUT.414
INPUT, 415
INPUT. 416
INPUT.418
INPUT.419
INPUT. 422
INPUT, 423
INPUT. 424
INPUT, 425
INPUT. 426
INPUT. 427

INPUT.428

INFUT.429
INPUT . 430
INPUT.431
INPUT.432
INFUT.433
INFUT.434
INPUT . 435
INPUT.436
INPUT . 437
INPUT.A38
INPUT . 429
INPUT. 440
INFUT. 441
INPUT.442
INPUT.443
INPUT., 444
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DETCOS(II)=COS(DET)
CONTINUE

THIS SECTION COPIES THE INPUT PARAMETERS WHEN MORE THAN ONE

INPUT . 445
INPUT. 444
INPUT.447
INPUT. 448

DATA SET IS TO BE FIT SIMULTANEOUSLY IN THE LEAST SQUARES ROUTINEINPUT.449

IF(NSETS.LT.1) GOTO 4000
NN=NN+1 '
DETRD=DETRAD -
IDIN(NN)=TINT$PNOZ (NN)=PRINOZ$SNOZ (NN)=SECNOZS$NTA(NN)=NETA
DTA(NN)=DETASID(NN)=IDENTSNCX (NN)=NCOLXSNCY (NN)=NCOLY$NCZ (NN) =
SNCOLZ $ IIRR(NN)=IAPPRX$ ISIMAX(NN)= ISECON $IP1MAX(NN)=IPRIM
NBP (NN)=NPRI$NBS (NN)=NSECSHT (NN)=DETHT$WD (NN)=DETWDSNAGL ( NN) =NANG
DRD(NN)=DETRD$ALM1 (NN)=ALIM(1)$ALM2(NN)=ALIM(2)$BLM1 (NN)=BLIM(1)
BLM2(NN)=BLIM(2)
NFRIN1(NN)=NFRI1
DO 4020 I=1,NPRI
VELO1 (NNs I)=VPRI(I)
VLWT1(NNyI)=WPRI(I)
CONTINUE
[0 4025 I=1,NSEC
VELD2(NN,I)=VSEC(I)
VLWT2(NNsI)=WSEC(I)
CONTINUE
CC1(1sNN)=C1
CC1(2)NN)=C2
CC1(3yNN)=C3
CC1(4,NN)=C4
CC1(S)NN)=CS
CC1(45NN)=Cé
CC1(7)NN)=C?
DO 4030 I=1,NCOLX
XCV(NNs 1)=X(I)
WXCV(NNy I)=WX(I)
CONTINUE
DO 4035 I=1,NCOLY
YCV(NN» 1)=Y(I)
WYCV(NNs D) =NY(I)
CONTINUE
DO 4040 I=1,NCOLZ
ZCVINNs D) =Z(D)
WZCV(NN» I)=WZ(I)
CONTINUE
DO 4050 I=1,NANG
ANGUM(NN»I)=ANGLE(I)
ERRPT(NNs»I)=EDAT(I)
'DATUM(NN» I)=SDAT(I)
DTSN1(NNyI)=DETSIN(I)
DTCN1 (NN»1)=DETCOS(I)
CONTINUE

- IF(NN.EQ.NSETS) GOTO 4000

READ(5+1000) IRPT
GOTO 4100

INPUT.450
INPUT. 451
INPUT. 452

INPUT,.453

INPUT.454
INPUT. 4SS
INPUT. 454
INPUT. 457
INPUT,458
INPUT . 459
INPUT.460
INFUT.461
INFUT.462
INPUT 4463
INPUT . 4464
INFUT . 465
INPUT. 464

- INFUT . 467

INPUT . 448
INPUT. 469

. INPUT.470

INFUT . 471
INPUT,.472
INPUT.473
INPUT.474
INPUT . 475
INPUT, 476
INPUT . 477
INPUT. 478
INPUT.479
INPUT. 480
INPUT.481
INPUT . 482
INPUT . 483
INPUT.484
INPUT.485
INPUT.484
INPUT. 487
INPUT.488
INPUT. 489
INPUT.490
INFUT.491
INPUT,. 492
INPUT . 493
INPUT. 494
INFUT. 495
INPUT.494
INPUT. 497
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000  CONTINUE : INPUT. 498
RETURN INPUT . 499
5000 STOF ' INPUT.500
FORMAT STATEMENTS
2 FORMAT (20A4) INPUT.214
1002 FORMAT(/) - - : ' INPUT.240
. -1003. FORMAT(1H14SXs23 I NPUT PARAMETERS &) - INPUT,.242
1004 FORMAT(SX»XCOLLISION VOLUME DIMENSIONS (XsYs»Z)%,3F10.35/) INPUT.244
1005 FORMAT(SX+3DETECTOR WIDTHs HEIGHT» AND DISTANCE FROM COLLISION CENINPUT.246 -
1TERX,3F10.34/) INPUT.247
1006 FORMAT(SX,SNUMBER OF POINTS IN X»Y»Z DIRECTIONS USED IN APPROXIMATINPUT.249
1ING COLLISION VOLUME INTEGRATION®,315,/) INPUT.250

1007 FORMAT(SXsXDETECTOR IS TREATED AS A %,I3,2X,SDIMENSIONAL SLITS®,/) INPUT,252
1012 FORMAT(SX»SNUMBER OF PHASE SHIFTS=%,15s2Xs% PHASE SHIFT INCREMENT INFUT.254

=-z$9F5.1) INPUT . 255
1017 FORMAT(10X,»¥ALL NEWTON DIAGRAMS HAVE THE SAME PHASE SHIFTS-IAPPRX=INPUT.257
$2%y/) INPUT. 258
1018 FORMAT( 5X!¥FOR NUMEROV INTEGRATION, XSTART'XSTEFrRNPHASvERROR“; INPUT. 261
U A2XF9.8)) INPUT . 262
1013 FORMAT (SX» SONLY ‘ONE’ SET OF PHASE SHIFTS CALCULATED PER NEWTON DIA INPUT,244 .
1GRAMXs/) - : INPUT. 265
‘30 FORMAT(10Xs%® INPUT OPTION 1- ANGLES WHERE DFCS WILL BE CALCULATEDSINPUT.281
1./7) ' INPUT.282
1008 FORHQT(45X’tI N'F U T DATA FORXII2%NEA NG L E'S xs/) INPUT.303
1009 FORMAT(10(2XsF10.3)) INPUT.305
1019 FORMAT(/+»SSXs2E R R O R § %+/) INPUT, 309
1021 FORMAT( S5(12XsF10.3)) INFUT. 311
1000 FORMAT(8F10.3) INPUT.312
1001 FORMAT(8I10) INPUT. 313
1023 FORMAT(30X+8I NPUT DATA CONVERTED TO LOG S CINPUT,342
- AL E) INPUT.343
16  FORMAT(1X+%TO0 MANY ANGLESXs/) INPUT.354
11 FORMAT(10X,SNVOL EXCEEDS DIMENSION FOR ARRAYS IN COMMON BLOACK ENXINPUT,3S8 ~
15/7) - INPUT . 359
12  FORMAT(10X»2TOTAL NUMBER OF PHASE SHIFTS EXCEEDS DIMENSIONS IN INPUT. 343
+PHASE SHIFT ROUTINE. CURRENT VALUE IS 8000%,/) INPUT . 344
1010 FORMAT(/+40X+3P R I MARY BEAM NEWTON DIAGRAM INPUT,.395
1S%,/) INPUT, 396
. 1011 FORMAT(1XyXMASS=%,F10.3+2X+SRETA=X+F10,3+2X+SVZRO=%+F10.3+5Xs 8 INPUT.412
$NOZZLE DISTANCE FROM COLLISION CENTER=%,F10.3) INPUT, 413
13 FORMAT(////7) INPUT.417
1014 FORMAT(/+35Xs4S ECONDARY BEAMN NEWTON DIAGR INPUT.420
1AM SKy/) INPUT.421
END INPUT. 501
INPUT. 502

SUBROUTINE INTENS(TOTAL) INTENS.2
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COMMON/TM/TIME(10) » ICH» INTS»SPMAX s SPMIN T™.2
COMMON/ETA/STHE(8000) »CTHE(8000) sNETA»DETAs IDENT : : ETA.2
$,1BOSE ETA.3
COMMON/EN/ENERGY(125) »CMTH1 (125) »CMTH2(125) +WGHT1(125) s WGHT2(125) yEN, 2
INCOLXsNCOLYsNCOLZs IAFPRX ' EN.3
DIMENSION F(1000) INTENS. 6
INTS=INTS+1 ' - INTENS.?
CALL SECOND(BG) INTENS.8
. INTENS.9
FUNCTION- GIVEN THE PHASE SHIFTS AND CENTER OF MASS.SCATTERING  INTENS.10
ANGLESsy THIS SUBROUTINE EVALUATES THE LEGRENDRE EXPANSION INTENS.11
TO OBTAIN THE SCATTERING AMPLITUDE., THE MODULUS ' INTENS.12
OF THE SCATTERING AMPLITUDE IS USED TO FIND THE SCATTERED . - INTENS.13
- INTENSITY, o - ' INTENS.14
INTENS, 15

PARAMETERS~ ON INPUT, THE COMMON BLOCK ETA CONTAINS THE SIN AND INTENS.14
COSINE FUNCTIONS OF THE PHASE SHIFTS WHICH ARE INDEFENDENT OF INTENS.17
THE SCATTERING ANGLE. THE COSINE OF THE CENTER OF MASS SCATTERINGINTENS.18

ANGLES ARE CONTAINED IN THE ARRAYS CMTH1,CMTH2 FOR THE TWO INTENS.19
POSSIBLE INTERSECTIONS WITH THE NEWTON SPHERE. INTENS.20 -
ON QUTPUTs THE PARAMETER TOTAL CONTAINS THE SCATTERED INTENSITY INTENS.21

FROM EACH OF THESE CENTER OF MASS ANGLES. _ INTENS.22

INTENS.23
SUBPROGRAMS- FLOAT,SECOND,VECPRO : o : .. INTENS.24
_ INTENS.25
AUTHOR-M.F. VERNON

INTENS.27

LAST REVISION DATE-FEBRUARY 14,1983
- TOTAL=0, INTENS.28
NVOL=NCOLXXNCOLYENCOLZ INTENS.29
DO 100 II=1,NVOL INTENS,. 30
INTENS.31
CALCULATE STARTING INDEX FOR THE NEXT SET OF PHASE SHIFTSy STORED INTENS.32
SEQUENTIALLY IN STHE AND CTHE ARRAYS. INTENS.33
NETA IS THE NUMBER OF FPHASE SHIFTS.. f INTENS. 34
INTENS. 35
ITEMF=NETAR(II-1) INTENS, 34
: : : - INTENS.37
IF THERE IS NO INTERSECTION WITH NEWTON SPHERE, SKIF TO BACK SIDE INTENS.38
' . INTENS.39
IF(WGHTI(II).EQ.0.) GOTO 110 : INTENS .40
X=CMTHI(II) ’ ' } INTENS .41
INTENS .42
INITIALIZE SUMS OF THE REAL AND IMAGINARY CONTRIBUTIONS INTENS. 43
FROM THE L=0»1 PARTIAL WAVES. INTENS. 44
i INTENS .43
: INTENS.44
SET UF INITIAL VALUES FOR LEGENDRE RECURSION FORMULA. INTENS. 47
INTENS. 48

F(2)=X ' ‘ INTENS.50
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PO=1,
P1=X
IDEL=3

FARTIAL WAVE LOOF
DO S0 I=3,NETA
LEGENDRE RECURSION FORMULA,

P2=(FLOAT(IDEL)*X!P1;FLOhT(I‘Z)tPO)/FLOAT(I-l)
P(I)=P2

UFDATE RECURSION FORMULA INITIAL VALUES.

PO=P1
P1=p2
IDEL=IDEL+2
CONTINUE

TOTAL INTENSITY IS SUM OF SQUARES OF REAL AND IMAGINARY PARTS.
THE WEIGHT FACTOR INCLUDES THE VOLUME INTEGRATION WEIGHT: THE
INVERSE ENERGY WEIGHT. FROM -THE SCATTERING FORMULAs AND THE

INVERSE VELOCITY WEIGHT FOR THE ELECTROM BOMBARDMENT DETECTOR.

IDENT ACCOUNTS FOR SYMMETRIC NUCLEI
IF IROSE=1 (2)y SUM ONLY OVER EVEN (ODD) PARTIAL WAVES WHEN

NUCLET ARE IDENTICAL. -

ITM=ITEMF+IBOSE

NFROD=NETA/IDENT -(IBOSE-1)
TP=VECFRO(NFRODsCTHE(ITM) » IDENT+P(IBOSE) » IDENT+0.)
SF=VECPRO(NPROD»STHE (ITM)+ IDENT,»P(IBOSE) » IDENT+0.)
TOTAL=TOTAL+(TFSTF+SPXSF)XWGHT1(II)

BACK SIDE OF NEWTON SFHERE

THE LOGIC AND-.FARAMTERS ARE DEFINED AS ABOVE

IF THERE IS NO INTERSECTION WITH THE BACK SIDE OF THE NEWTON
SFHERE, GO TO THE NEXT COLLISION VOLUME FOINT.
IF(WGHT2(II),EQ.0.) GOTO 100

INITIALIZE VALUES OF THE L=0,1 PARTIAL WAVES FOR THE LEGENDRE
RECURSION FORMULA.

X=CMTH2(II)
F(1)=1,

P(2)=X

PO=1, .
P1=X
IDEL=3

INTENS. 51
INTENS.52
INTENS.53
INTENS.54
INTENS.S5
INTENS.56
INTENS.57
INTENS.S8
INTENS.S59
INTENS. 60
INTENS. 61
INTENS. 62

. INTENS.83
- INTENS. 64

INTENS.65
INTENS. 66
INTENS. 67
INTENS. 68
INTENS. 49
INTENS.70
INTENS.71
INTENS, 72
INTENS.73
INTENS.74
INTENS.7S -
INTENS.76
INTENS.77
INTENS.78
INTENS.79
INTENS.80
INTENS.81

INTENS.82

INTENS.83
INTENS.84
INTENS.85

. INTENS.B6

INTENS.87
INTENS.88
INTENS.89
INTENS.90
INTENS. 9!
INTENS.92
INTENS.93
INTENS.94
INTENS.95
INTENS.9é
INTENS.97
INTENS.98
INTENS.99
INTENS. 100
INTENS.101
INTENS.102
INTENS.103
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LEGRENDRE RECURSION LOOP

D0 60 I=3sNETA
P2=(FLOAT(IDEL)XXSF1-FLOAT(1-2)XF0) /FLOAT(I-1)
P(I)=P2

PO=P1

P1=p2

IDEL=IDEL+2

CONTINUE

IDENT ACCOUNTS FOR SYMMETRIC NUCLEI
IF IBOSE=1 (2), SUM ONLY OVER EVEN (0DD) FARTIAL WAVES WHEN
NUCLEI ARE IDENTICAL.

ITM=ITEMP+IBOSE

NPROD=NETA/IDENT -(IBOSE-1)
TP=VECPRO(NFRODyCTHE(ITM) » IDENT,P(IROSE) y IDENT»0.)
SP=VECFRO(NPRODs»STHE(ITM) s IDENT»FP(IBOSE) + IDENT»0.)

SQUARE REAL AND IMAGINARY PARTS OF THE SCATTERING AMFLITUDE TO
OBTAIN THE OBSERVED INTENSITY.

TOTAL=TOTAL+(TPXTF$SPXSP)RWGHT2(II)
CONTINUE

CALL SECOND(ED)
TIME(4)=TIME(4)+ED-BG

RETURN

END

SUBROUTINE DFCS(AsSCATsCHI»RM)
FUNCTION- SUM THE SCATTERING INTENSITY FOR ALL NEWTON DIAGRAMS

- OVER ALL ANGLES TO OBTAIN THE COMPUTED SCATTERING INTENSITY

APFROFRIATE FOR THE EXFERIMENTAL CONDITIONS.

FPARAMETERS-As» ON INPUT THE POTENTIAL PARAMETERS
RM- THE REDUCED MASS IN AMU.

SCAT- ON OUTPUT,» THE CALCULATED SCATTERING INTENSITY FOR THE SET

OF ANGLES SPECIFIED IN THE ARRAY ANGLE.

CHI- THE CHI SQUARE ERROR IN THE FIT OF THE CALCULATED DATA TO
THE OBSERVED DATA» IF GIVEN.

IF IAPFRX=2s ALL NEWTON DIAGRAMS HAVE THE SAME PHASE SHIFT.
IAFPRX=1y ALL COLLISION VOLUME POINTS HAVE THE SAME PHASE SHIFT
FOR EACH NEWTON DIAGRAM

INTENS.104
INTENS.105
INTENS.,106
INTENS.107
INTENS.108
INTENS.109

. INTENS,110

INTENS.111
INTENS.112
INTENS.113
INTENS.114
INTENS.115
INTENS.116 "
INTENS.117
INTENS.118
INTENS.119
INTENS.120
INTENS.121
INTENS.122
INTENS.123
INTENS.124
INTENS.125

INTENS.126 .

INTENS.127
INTENS.128
INTENS.129
INTENS.130
INTENS.131
INTENS.132

INTENS.133
DFCS.2
DFCS.3
DFCS.4
DFCS.S
DFCS.6

DFCS.?7
DFCS.8
DFCS.?
DFCS.10
DFCS.11
DFCS.12
DFCS.13
DFCS.14
DFCS.15

IAPPRX=0s ALL COLLISION VOLUME POINTS HAVE THEIR OWN PHASE SHIFTSDFCS.16

IF NOPT=1, THEN CALCULATED DISTRIBUTION IS SCALED TO A MAXIMUM
VALUE OF 10000, AND CHI SET TO 1.

DFCS.17
DFCS.18
DFCS.19
DFCS.20
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- SUBPROGRAMS CALLED-CMANGsPHSHFTsFINTsFILLsMULSMPsSCALEsSQRT,
SECOND

AUTHOR-M.F. VERNON .

LAST REVISION DATE-FEBRUARY 1651983

COMMON/TRIG/DETSIN(100)yDETCOS(100)
COHHON/GEDHTY/PRINOZySECNOZ1PRISPD!SECSPD’XCUL9YCULvZCULvHPRI7
1IMSEC,»SNDT»CSDT»NOPT,NPRIL

$sNFRI2 »MAXIT

REAL MPRI,MSEC,MTOT
COMMON/DAT/ANGLE(100) »SDAT(100) sEDAT(100) s NANG » SF
CDHHON/BEAH/UPRI(IO)yUSEC(lO)vUPRI(lO)vUSEC(lO)rNPRIrNSECrIPRIH9
+ISECON

COMMON/TM/TIME(10)»ICMs INTSSPMAX s SPMIN

COMMON/INTEG/IINT.

DFCS.21
DFCS,22
DFCS,23
DFCS.24

DFCS.24
DFCS.27
DFCs.28
GEOMTRY.2
GEOMTRY.3
GEOMTRY. 4
GEOMTRY.S
DAT.2
BEAM.2
BEAM.3
™.2
INTEG.2

COHHON/EN/ENERGY(IZS)vCHTHl(lZS)vCHTH2(125)vUGHT1(125)vUGHT2(125);EN.Z

- INCOLX»NCOLYsNCOLZy IAFPRX :

COMMON/AA/DETWDy DETHT » DETRADYE
COMMON/LIMITS/ALIM(2),BLIM(2) - .
DIMENSION SCAT(1)yA(1)

EXTERNAL FINT

IRUG=NFRI2

MAXI=MAXIT . -
NVOL=NCOLXENCOLYXNCOLZ

IF IAPPRX=2, THEN ONLY ONE SET OF PHASE SHIFTS IS USED FOR ALL
NEWTON DIAGRAMS

IF(IAPPRX.NE.2) GOTO 15
SECSPD=VSEC(ISECON)
PRISPD=UPRI(IPRIN)

GET COLLISION ENERGY FOR' THIS MOST PROBABLE NEWTON DIAGRAM

CALL SECOND(BG)

I0PT=0".
XL=DETRAD/SQRT(2.)

YL=XL

ZL=0, -

CALL CMANG(XLsYLsZLsIOFT)

GET PHASE SHIFTS FOR THIS MOST PROBABLE NEWTON DIAGRAM

CALL FHSHFT(AsRMsNPRI1)

- COFY SAME SET OF PHASE SHIFTS INTO REMAINING PHASE SHIFT ENTRIES

FOR EACH COLLISION VOLUME POINT

-

EN.3
AA.2
LIMITS.2
DFCS.37
DFCS.38
DFCS.39
DFCS. 40
DFCS. 41
DFCS.42
DFCS.43
DFCS. 44
DFCS.45
DFCS.44
DFCS.47
DFCS.48

DFCS.49
'DFCS.50°

DFCS.S1
DFCS.52
DFCS.S3
DFCS.54
DFCS.5S
DFCS.S56
DFCS.S57
DFCS.58
DFCS.S9
DFCS.40
DFCS.61
DFCS. 42
DFCS. 63
DFCS. 44
DFCS.45
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CALL FILL

CALL SECOND(ED)
TIME(2)=TIME(2)+ED-BG
CONTINUE

ZERO CALCULATED SCATTERING INTENSITY AT EACH ANGLE

DO 10 I=1,NANG
SCAT(I)=0.
CONTINUE

DO 200 NN=1,NPRI

CHOOSE PRIMARY SFEED

PRISPD=VPRI (NN)
DO 200 MM=1,NSEC

CHOOSE SECONDARY SPEED

SECSPD=VSEC (MM)
CALL SECOND(BG)
IF (IAFFRX.EQ.2) GOTO 14

I0PT=0 CALLS CMANG FOR COLLISION ENERGIES ONLY -

I0FT=0
XL=DETRAD/SQRT(2.)

YL=XL

L=0,

CALL CMANG(XLsYLsZL,IOPT)

CALCULATE PHASE SHIFTS FOR COLLISION ENERGIES AT EACH POINT IN
VOLUME GRID.

CALL PHSHFT(AsRMsNPRI1)

IAPPRX=1, THEN ALL POINTS IN THE COLLISION VOLUME HAVE THE SAME
PHASE SHIFTSs, SO ONLY NEED ONE SET OF FHASE SHIFTS FOR THIS
WHOLE NEWTON DIAGRAM

IF(IAPPRX.EQ.1) CALL FILL
CONTINUE

CALL SECOND(ED)
TIME(2)=TIME(2)+ED-BG

CALCULATE INTENSITY AT EACH DETECTOR ANGLE .
DO 20 II=1,NANG

DETANG=ANGLE(II)
SNDT=DETSIN(II)

MULSMP INTEGRATES INTENSITY OVER DETECTOR AREA.

DFCS.46
DFCS.67
DFCS.48
DFCS.6%
DFCS.70
DFCS.71
DFCS.72
DFCS.73
DFCS.74

" DFCS.75

DFCS.76
DFCS.77
DFCS.78
DFCS.79
DFCS.80

DFCS.81

DFCS.82
DFCS.83
DFCS.84 .
DFCS.85 .
DFCS.86
DFCS.87
DFCS.88
LFCS.89
DFCS.90
DFCS.91
DFCS.92
DFCS.93
DFCS.%4
DFCS.9S
DFCS.96
DFCS.97
DFCS.98
DFCS.99
DFCS.100
DFCS.101
DFCS.102
DFCS.103
DFCS.104
DFCS.1035
DFCS.106
DFCS.107
DFCS.108
DFCS.109
DFCS.110
DFCS.111
DFCS.112
DFCS.113
DFCS.114
DFCS.115
DFCS.116
DFCS.117
DFCS.118
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CALCULATE SCATTERING ACCURATE TO 1 PERCENT OR 1/10 OF DATA ERROR.

ER=.01

IF(EDAT(II).NE.1.) ER =EDAT(II)/10.

CALL. MULSMP(IINTMAXI»ERsFINTsVALUEs IXIT5IBUG)
IF(IXIT.NE.1) WRITE(65501)IXIT,NNsMMsDETANG

AlD THE NEWTON. DIAGRAM WEIGHT.

SCAT(II)=SCAT(II)+VALUESWPRI(NN)XWSEC (MM)
CONTINUE
CONTINUE

NORMALIZE FOR DETECTOR AREA,COLLISION VOLUMEsNUMBER OF NEWTON
DIAGRAMS

RNORM=DETWD
IF(IINT,EQ.2) RNORM=RNORMXDETHT
RNORN=1 . /RNORM
DO 21 II=1,NANG
SCAT(I1)=SCAT(II)XRNORM
CONTINUE . -

" IF(NOPT.NE.1) GOTD 4900

SCALE CROSS SECTION TO HAVE A MAXIMUM OF 10000

CALMAX=SCAT(1) -

DO 30 I=1,NANG

CALMAX=AMAX1 (CALMAX,»SCAT(I))
SCAT(1)=ALOG(SCAT(I))
CONTINUE

DO 31 I=1,NANG
SCAT(1)=SCAT(I)-ALOG(CALMAX)+4,%ALOG(10,)
CONTINUE

CHI=1

GOTO 5000 .

CONTINUE

SCALE .CROSS SECTION. TO DATA TO MINIMIZE CHI SQUARE

CALL SCALE(SCAT,CHI)

" S000 RETURN ~

OO0 O

FORMAT STATEMENTS

DFCS.119
DFCS.120
DFCS.121
DFCS.122
DFCS.123
DFCS.124
DFCS.125
DFCS.126
DFCS.131
DFCS.132
DFCS.133
DFCS.134
DFCS.135
DFCS.134
DFCS.137
DFCS.138
DFCS.139
DFCS.140
DFCS.141
DFCS.142
DFCS.143
DFCS.144
DFCS.145
DFCS.146
DFCS.147
DFCS.148
DFCS.149
DFCS.150
DFCS.151
DFCS.152
DFCS.153
DFCS.154
DFCS.155
DFCS.156
DFCS.157
DFCS.158
DFCS.159%
DFCS.160
DFCS.161
DFCS.162
DFCS.163
DFCS.164
DFCS.165
DFCS.146

501 FORMAT(10X,%MULSMP ROUTINE (INTEGRATES OVER DETECTOR AREA) DID NOTDFCS.127

XTERMINATE PROPERLY- EXIT PARAMETER= $,I55/s10XsXCALCULATION IS . CONDFCS.128 .

STINUINGs BUT RESULTS MAY LACK DESIRED ACCURACY%®s/»10XyXERROR OCCURDFCS.129

XED FOR NEWTON DIAGRAMX,2IS,»10Xs%AT ANGLE$s3XsF10.5+/)

DFCS.130
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END

SUBROUTINE CMANG(XDsYDsZDsIOFT)
COMMON/GEOMTY/PRINOZ »SECNOZ »FRISFD SECSPD»XCOL» YCOL » ZCOL y MPRI »
1MSEC,SNDTsCSDToNOFT»NPRIL
$/NPRI2 »MAXIT

REAL MFRI,MSEC,MTOT
COMMON/WH/C1+C2sC39C49»CS59Cé+sC7+CB8»C9»C1O/MTOT

DFCS.167

DFCS.1648
CMANG. 2
GEOMTRY.2
GEOMTRY.3
GEOMTRY.4
GEOMTRY.S
WH.2

COMMON/EN/ENERGY (125) yCMTH1 (125) »CMTH2(125) s WGHT1(125) s WGHT2(125) sEN.2

INCOLXsNCOLY»NCOLZ s IAFPRX
COMMON/VOL/X(SY Y (S) #Z(S) 1WX(S) s WY (5} WZ(D)
COMMON/TM/TIME(10) »ICMy» INTS»SPMAX» SPMIN
ICH=ICM+1
CALL SECOND(RG)

FUNCTION- GIVEN A FOINT ON THE DETECTOR LOCATED AT (XD:YD»ZD) IN
THE LABORATORY, FIND THE CENTER OF MASS SCATTERING ANGLES FOR
EACH NEWTON DIAGRAM REFRESENTING THE DIFFERENT POINTS IN THE
COLLISION VOLUME TO THIS FOINT ON THE DETECTOR. ADDITIONALLYs
DETERMINE THE GEOMETRICAL WEIGHT FACTORS TO ACCOUNT FOR

1. THE COLLISION VOLUME WEIGHT,

2. THE INVERSE LARORATORY VELOCITY DEFENDENCE OF THE IONIZER
DETECTOR EFFICIENCY,

3. THE INVERSE ENERGY DEPENDENCE OF THE ELASTIC SCATTERING CROSS
SECTION,

4, THE RELATIVE VELOCITY FACTOR FOR THE TOTAL SCATTERING
FROBARILITY, AND ,

S. THE TRANSFORMATION JACOBIAN FROM THE CENTER OF MASS TO THE
LARORATORY FRAME AFPROFRIATE FOR ELASTIC SCATTERING.

THE WEIGHT FACTORS COMFUTED HERE ARE USED IN THE SUBROUTINE
INTENS.

FARAMETERS

X[y Y[y ZD- ARE THE INPUT LARORATORY COORDINATES FOR THE POINT ON
THE DETECTOR WHERE THE SCATTERING INTENSITY IS TO BE FOUND.
I0FT=0s THEN ONLY THE COLLISION ENERGIES ARE FOUND FOR THE
DIFFERENT PCINTS IN THE COLLISION VOLUME. THIS IS USED TO FIND
THE ENERGIES AT WHICH THE PHASE SHIFTS ARE TO BE COMPUTED.
10PT=1, FINDI COLLISION ENERGIESs, SCATTERING ANGLESs AND WEIGHT
FACTORS.

ON CUTFUT, THE COMMON BLOCK EN CONTAINS THE COLLISION ENERGIES
IN THE ARRAY ENERGY, THE CENTER OF MASS SCATTERING ANGLES AND

EN.3
voL.2
T™.2
CMANG.8
CMANG.9
CMANG.10
CMANG.11
CMANG.12
CMANG.13
CMANG.14
CMANG. 15
CMANG.16
CNANG.17
CMANG. 18
CMANG.19
CMANG. 20
CMANG.21
CHMANG. 22
CMANG.2
CMANG. 24
CMANG.25
CMANG. 26
CMANG .27
CMANG .28
CMANG. 29
CMANG. 30
CMANG .31
CMANG. 32

" CMANG.33

CMANG. 34
CMANG. 35
CMANG. 36
CMANG.37
CMANG. 38
CMANG.39

WEIGHTS FOR THE FORWARD SIDE SCATTERING IN THE ARRAYS CMTH1,WGHT1CMANG.40

AND THE SCATTERING ANGLES AND WEIGHTS FOR THE BACK SIDE NEWTON
SFHERE SCATTERING IN THE -ARRAYS CMTH2sWGHT2 X

IF THE BACK SIDE SCATTERING IS AWAY FROM THE DETECTOR» OR THE
DETECTOR DOES NOT INTERSECT THE NEWTON SFHEREs, THEN THE WEIGHT
FACTORS FOR THAT FOINT ARE SET TO ZERO. IF THE DETECTOR IS

CMANG. 41
CMANG. 42
CMANG. 43
CMANG. 44
CMANG. 45
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TANSENT TO THE NEWTON SPHEREs» THE WEIGHT FACTOR IS ALSO SET TO

CMANG. 46

ZZR0, SINCE THIS SINSULARITY CANNOT BE INTEGRATED BY THE SIMPLE CMANG.47
COOIDINATE SYSTEM USED HERE. A MESSAGE IS FRINTED IF THIS HAFFENSCHANG.48

SUBFROGRAMS USED--- SQRT, SECOND
AUTHOR M.F. VERNON

LAST REVISION .NATE-FEBRUARY. 14,1983

ZERD ARRAYS

NVOL=NCOLXXNCOLYENCOLZ
DO 10 I=1,NVOL
CMTHL(1)=0.
CMTH2(1)=0.
WGHT1(I)=0.,
WGHT2(I1)=0.

CONTINUE

INDEX=0

LOOP- OVER EACH POINT IN COLLISION ZONE

DO 100 I=1,NCOLX -
XCOL=X(I) '
DO 100 J=1,NCOLY
YCOL=Y(J)

DO 100 K=1,NCOLZ

CALCULATE CONSTANTS NEEDED FOR DETERMINING VELOCITY VECTOR
COMPONENTS

ZCOL=Z(K)

INDEX=INDEX+1
T=XCOLXXCOL+YCOLSYCOL+ZCOLXZCOL
T3=T+C1xXCOL+C2
T4=T+C32YCOL+CA
T1=PRISPLI/SQRT(TI) .
T2=SECSPD/SART(T4) "

PRIMARY VELOCITY VECTOR=(VX1,VY1,VZ1)
UX1=T1X(PRINOZ+XCOL)

VY1=T1xYCOL

VZ1=T1xZCOL

SECONDARY VELOCITY VECTOR=(VX2,VY2,VZ2)
UX2=T2xXCOL

VY2=T2%(SECNOZ+YCOL)
VZ2=T2%xZCOL

CMANG . 49
CMANG. S0
CMANG. 51

CMANG.S53

CMANG.54
CMANG. 55
CMANG. 56
CMANG .57
CMANG .58
CMANG.S9
CMANG. 60
CHANG. 61
CMANG. 62
CMANG. 63
CMANG .64
CMANG. 65
CMANG. 66

- CMANG. 67
CMANG.48

CHANG . 69
CMANG .70
CHANG. 71
CMANG.72
CHANG .73
CMANG.74
CNANG. 75
CMANG. 76
CMANG . 77
CMANG,78
CHANG . 79
CHANG . 80
CMANG . 81
CMANG.82
CMANG .83
CMANG . 84
CHANG .85
CMANG .86
CMANG, 87
CMANG. 88
CMANG . 89
CMANG. 90
CHANG. 91
CMANG. 92
CHANG, 93
CNANG. 94
CHANG.95
CNANG. 96
CHANG. 97
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RELATIVE VELOCITY VECTOR=(RELVXsRELVYsRELVZ)

RELVLX=UX1-VX2
RELVLY=VY1-VY2
RELVLZ=VZ1-VZ2

CENTER OF MASS VELOCITY VECTOR=(CMVELXsCMVELYCMVELZ)

CHUELX=(HPRItQﬁ1+HSEC!0X2L)/HTOT +XxcoL
CMVELY=(MPRISXVY1+MSECRVY2)/MTOT . 4YCOL
CMVELZ=(MFRIXVZ1+MSECXVZ2)/MTOT +ZCOoL
CALCULATE RADIUS OF NEWTON CIRCLE

RUNWT2=C3k (RELVLX¥RELVLX+RELVLYSRELVLY+RELVLZRRELVLZ)
RELVEL=SQRT(RDNWT2/CS)

CENTER OF MASS COLLISION ENERGY =E

E=C6XRDNWT2
ENERGY (INDEX) =E

IF IOFT=0 THEN ONLY WANT TO KNOW THE COLLISION ENERGY TO COHPUTE

PHASE SHIFTS,

IF(IOPT.EQ.0) GOTO 100
RR=C7/RDNWT2

CALCULATE LINEAR EGN. FARAMETERS FOR Y AND Z COMFONENTS OF

INTERSECTION BETWEEN DETECTOR RAY AND NEWTON CIRCLE.

TEMP=XCOL-XD
SLPY=(YCOL-YD)/TEMP
BY=(XCOLXYD-XD2YCOL)/TENP
SLFI=(ZZ0L-ZD)/TEMP
BZ=(XCOL$ZD-XDXZCOL)/TEMP .

A*ByC ARE DEFINED BY THE EQN.
ARXNWTXXNWTH+BEXNWT+C=0,

THE TWO SOLUTIONS (XNWT1,XNWT2) ARE THE X CORRDINATES OF THE TWO

POINTS ON THE NEWTON CIRCLE.

A=1,4SLPYXSLPY+SLPZESLPZ
==2.¥(CMVELX+SLPY®(CMVELY-BY)+SLPZX(CHVELZ-BZ))

C=CHVELXXCMVELX+(BY-CMVELY )% (BY-CMVELY)+(BZ-CMVELZ) % (BZ-CMVELZ)

1-RDNWT2
TEMP=BXB-4,2A%C
T9=1./72./A
IF(TEMF) 100+40,30

EDGE OF NEWTON CIRCLE

XNWT1=-BXTS

CMANG. 98
CMANG. 99
CMANG.100
CMANG.101
CMANG.102
CMANG.103

CMANG.104

CMANG, 105

_CMANG.106

CMANG.107
CHMANG.108
CMANG. 109
CMANG.110
CHMANG, 111
CMANG.112
CMANG. 113
CMANG.114
CMANG, 115
CMANG.116
CMANG.117
CMANG.118
CMANG.119
-CMANG.120
CMANG.121
CMANG.122
CMANG. 123
CMANG.124
CMANG. 125
CMANG. 126
CHMANG.127
CMANG.128
CMANG.129
CMANG.130
CMANG.131
CMANG. 132
CMANG.133
CMANG.134
CMANG. 135

.- CMANG. 136

CMANG.137
CMANG.138
CMANG. 139
CMANG.140
CMANG. 141
CMANG.142

.CMANG. 143

CMANG. 144
CMANG ., 145

-CMANG. 146

CMANG.147
CMANG.148
CMANG. 149
CMANG. 150
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XNWT2=XNWT1
WRITE(4»31)
GOTO 100

" TWO DISTINCT ROOTS

TEMP=SQRT(TEMP)
XNWT1=(-B+TEMP) XTS5
XNWT2=(-B-TEHP)XTS

Y»Z CORRDINATES DETERMINED BY THE LINEAR EGNS. DEFINED ABOVE.

YNWT1=SLPYSXNWT1+BY
YNWT2=SLFYXXNWT2+BY
INWT1=SLPZ¥XNWT1+RZ
INWT2=SLFZSXNWT24BZ

CMANG, 151
CMANG 152
CMANG. 134
CHANG. 155
CHANG.156
CMANG. 157
CMANG. 158
CMANG 159
CMANG.140
CMANG. 161
CMANG. 142
CMANG.143
CMANG. 144

"CMANG. 145

CMANG.166
CMANG.167
CMANG. 148

CHECK THAT THE LAB VELOCITY WILL SCATTER PRODUCT INTO THE DETECTORCMANG.149

IFC(XNWT1-XCOL)®XD.LT.0.) GOTO 45
IFCCYNWT1-YCOL)2YD.LT.0.) GOTO 45
VCNTX1=(XNWT1-CMVELX)
VCNTY1=(YNWT1-CMVELY)- =~
VCNTZ1=ZNWT1-CMVELZ - .

CALCULATE COSINE OF THE CENTER OF MASS SCATTERING ANGLE -

-CMANG1= (UCNTX1!RELVLX+UCNTY1!RELVLY+UCNTZI!RELULZ)!RR

CMTH1 (INDEX)=CMANG1

CALCULATE LABORATORY SPEED OF PRODUCT

VLAB1=SQRT( (XNWT1-XCOL) %32+ (YNWT1-YCOL) %22+ (ZNWT1-ZCOL)%%2)
CALCULATE LAB CARTESIAN COMPONENTS OF PRODUCT VELOCITY VECTOR
VLAB1X=XNWT1-XCOL |
VLAB1Y=YNWT1-YCOL

VLAB1Z=ZNWT1-ZCOL

CALCULATE CENTER OF MASS SCATTERING VECTOR

CM1X=XNWT1-CMVELX

CM1Y=YNMT1-CMVELY
CM1Z=ZNWT1-CMVELZ

CALCULATE THE ABSOLUTE VALUE OF THE COSINE OF THE ANGLE BETWEEN
THE LAB FRODUCT VELOCITY VECTOR AND THE CENTER OF MASS SCATTERING
VECTOR

T1=CH1X8VLABLX+CH1YRYLABLY+CH1ZRVLAB1Z
COSUY1=SQRT(T1XT1/RDNWT2) /VLABL

CMANG. 170
CMANG. 171
CMANG. 172
CMANG. 173
CMANG. 174
CHANG . 175
CMANG., 174
CMANG.177
CMANG. 178
CMANG. 179
CMANG ., 180
CMANG. 181
CHANG ., 182
CMANG. 183
CMANG. 184
CMANG. 185
CMANG . 186
CMANG. 187

~ CMANG.188

CMANG.189
CMANG.190
CMANG.191

- CMANG,.192

CMANG.193
CMANG. 194
CMANG.195
CMANG.196
CMANG.197
CMANG. 198
CMANG. 199
CMANG.200
CMANG. 201
CHANG. 202
CMANG.203
CMANG. 204
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CALCULATE JACOBIAN FACTORS

FJAC1=VLAB13VLAB1/COSUV1/RDNWT2

‘WGHT1 (INDEX)=WX(I)2WY(J)2MZ(K)SRELVEL/VLAB1/ENERGY ( INDEX)

WGHT1 (INDEX)=WGHT1( INDEX)SF JAC1

CMANG. 205
CMANG. 206
CMANG.207
CMANG, 208
CMANG.209
CMANG.210

CHECK THAT THE LAB VELOCITY WILL SCATTER PRODUCT INTO THE DETECTORCHANG 211

IF ((XNWT2-XCOL)%XD,.LT.0.) GOTO 100
IFC(YNWT2-YCOL)%YD.LT.0.) GOTO 100
VCNTX2=XNWT2-CMVELX
VCNTY2=YNWT2-CMVELY
VCNTZ2=ZNWT2-CMVELZ

CALCULATE COSINE OF THE CENTER OF MASS SCATTERING ANGLE

CMANG2=(VCNTX2SRELVLX+VCNTY23RELVLY+VCNTZ28RELVLZ ) SRR
CMTH2 (INDEX)=CMANG2

CALCULATE LABORATORY SPEED OF PRODUCT
ULAB2=SQRT((XNUTz-XCOL)t!2+(YNUT2-YCOL)332+(ZNHT2-ZCOL5t¥2)
CALCULATE LAB COMPONENTS OF PRODUCT VELOCITY VECTOR
VLAB2X=XNWT2-XCOL

VLAB2Y=YNWT2-YCOL

VLAB2Z=ZNWT2-ZCOL

CALCULATE CENTER OF MASS SCATTERING VECTOR
CM2X=XNWT2-CMVELX

CM2Y=YNWT2-CMVELY
CM2Z=ZNWT2-CMVELZ

CALCULATE THE ABSOLUTE VALUE OF THE COSINE OF THE ANGLE BETWEEN
- THE LAB PRODUCT VELOCITY VECTOR AND THE CENTER OF MASS SCATTERING

VECTOR

TZ=CH2X!ULAB2X+CH2Y!ULA32Y+CﬁZZtULABZZ
COSUV2=SQRT(T28T2/RDNWNT2) /VLAB2

CALCULATE JACOBIAN FACTORS

FJAC2=VLAB23VLAB2/COSUV2/RDNWT2

WGHT2 (INDEX)=WGHT1 ( INDEX)2ULAB1/VLAB2
WGHT2(INDEX)=WGHT2( INDEX ) &F JAC2/F JAC1
CONTINUE

IF IAPPRX=1, THEN FIND THE POINT IN THE COLLISION ZONE WITH THE
LARGEST WEIGHT FACTOR AND COMPUTE PHASE SHIFTS FOR THIS ENERGY

ONLY, THE CANONICAL ENERGY IS STORED IN ENERGY(1).

CMANG.212
CMANG.213
CMANG,214
CMANG.215
CMANG.216
CMANG.217
CHMANG.218
CMANG.219
CMANG . 220
CMANG. 221
CMANG. 222
CMANG. 223
CMANG.224
CMANG . 225
CMANG. 226
CMANG, 227
CMANG. 228
CMANG. 229

. CMANG.230

CMANG.231
CMANG.232
CMANG.233

.CMANG . 234

CMANG. 235
CMANG. 234
CMANG.237
CMANG, 238
CMANG, 239
CMANG . 240
CMANG. 241
CMANG.242

‘CMANG.243
- CMANG.244

CMANG . 245
CMANG.244
CMANG . 247
CMANG. 248
CMANG ., 249
CMANG, 250
CMANG, 251
CMANG.252
CMANG. 253
CMANG. 254
CMANG . 255
CMANG ., 256
CMANG. 257
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IF (IAPFRX.EQ.0) GOTO 80
RMAX=0.,

DO S0 I=1,INDEX

IF (WGHT1(I).,LT.RMAX) GOTO S5
RMAX=WGHT1(1)

IMAX=1

IF (WGHT2(I) ,LE.RMAX) GOTO SO
RMAX=WGHT2(I)

IMAX=1
CONTINUE

ENERGY (1)=ENERGY ( INAX)

CALL SECOND(ED)
TIME(3)=TIME(3)+ED-BG
RETURN

FORMAT STATEMENTS

FORMAT(10X,3DETECTOR TANGENT TO NEWTON SPHERE.X)

END

FUNCTION FINT(X)

_FINT. IS THE FUNCTION WHICH RETURNS THE VALUE OF THE SCATTERED
INTENSITY AT A POINT ON THE DETECTOR LOCATED AT (XDsYD) IN THE
LAB FRAME, FROM EACH POINT IN THE COLLISION VOLUME GRID

PARAMETERS

X- ON INPUT CONTAINS THE (X»Y)=(X(1)9X(2)) POSITION ON THE
DETECTOR WHERE THE SCATTERING INTENSITY IS TO BE CALCULATED.
X(1) MEASURES HORIZONTAL DISPLACEMENT FROM THE DETECTOR MIDPOINT
X(2) MEASURES VERTICAL DISPLACEMNET

130

SUBPROGRAMS CALLED- INTENSs CMANG

COMMON/INTEG/IINT

COMMON/GEOMTY/PRINOZ » SECNOZ»PRISPDy SECSPD»XCOL» YCOL » ZCOL » MPRI»

1MSEC»SNDT»CSDTsNOPT»NPRI1
$sNFRI2 »MAXIT
REAL MPRI,MSECsMTOT

COMMON/AA/DETWD s DETHT » BETRADYE

DIMENSION X(2)

TRANSLATE FROM DETECTOR COORDINATES TO LAB COORDINATES

XD=DETRADXCSDT+X(1)XSNDT
YD=DETRADESNDT-X(1)8CSDT
ZD=X(2)

CMANG . 258
CMANG. 259
CMANG. 260
CMANG. 261
CMANG.262
CMANG . 263
CMANG . 264
CMANG . 265
CMANG. 246
CMANG, 267
CMANG. 248
CMANG . 2469
CMANG.270

CMANG. 271

CMANG. 153
CMANG.272

CMANG.273 .

FINT.2
FINT.3
FINT.4
FINT.S
FINT.6
FINT.7
FINT.8
FINT.9
FINT.10
FINT.11
FINT.12
FINT.13
FINT.14
FINT.15
INTEG. 2
GEOMTRY.2
GEOMTRY.3
GEOMTRY. 4
GEOMTRY.S
AQ.2
FINT.19
FINT.20
FINT.21
FINT.22
FINT.23
FINT.24
FINT.25
FINT.26
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IF O“LY INTEGRATING IN -PLANE SCATTERINGs THEN SET Z COORDINATE
OF DETECTOR TO ZERO.

IF(IINT.EQ.1) ZD=0.
10PT=1

FIND C.M. ANGLES UHERE INTENSITY IS TO BE EVALUATED
CALL éHANG(XboYDvZDoIOPT)

COMPUTE THE INTENSITY AT THESE ANGLES
-CALL INTENS(F)
FINT=F

RETURN
END

SUBROUTINE FILL

FUNCTION- WHEN ALL THE COLLISION VOLUME POINTS HAVE THE SAME
FHASE SHIFTS, THIS ROUTINE COPIES THE ONE SET OF PHASE SHIFTS
THAT ARE CALCULATED INTO THE PHASE SHIFT ARRAYS FOR THE
REMAINING POINTS. THE COLLISION ENERGY ARRAY IS ALSO COMPLETED
WITH THEENERGY CORRESPONDING TO THAT OF THE CALCULATED FHASE
SHIFTS.,

SUBPROGRAMS~ NONE
REFERENCE M.F. VERNON» MAY 1982,

COMMON/ETA/STHE(8000) yCTHE (8000) s NETAsDETA» IDENT
$» IBOSE ‘

FINT.27
FINT.28

- FINT.29

FINT.30
FINT.31
FINT.32
FINT.33
FINT.34

:FINT.35

FINT.36
FINT.37

FINT.38

FINT.39
FINT.40
FINT.41
FINT.42

FINT.43
FILL.2
FILL.3
FILL.4
FILL.S

FILL.9
FILL.10
FILL.11
FILL.12
FILL.13
FILL.14
FILL.1S
ETA.2
ETA.3

COMMON/EN/ENERGY (125) »CMTH1(125) » CMTH2(125) s WGHT1(125) s WGHT2(125) yEN. 2

INCOLXsNCOLY»NCOLZ» IAPPRX
NVOL=NCOLXENCOLYSNCOLZ
DO S0 II=2,NVOL
ENERGY(IT)=ENERGY(1)
ITEMP=(II-1)SNETA
DO 25 J=1,NETA
CTHE(ITEMP+J)=CTHE(J)
STRE(ITEMP+J)=STHE(J)
CONTINUE
CONTINUE
RETURN
END

EN.3

FILL.18
FILL.19
FILL.20
FILL.21
FILL.22
FILL.23
FILL.24
FILL.25
FILL.26
FILL.27
FILL.28
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SUBROUTINE MULSMP(NsMAXI»EsFINTsVALUE,IXIT,IBUG):

SIMPSON’S RULE MULTIPLE INTEGRATION FROM BKY SOURCE LIBRARY AND
MODIFIED SLIGHTLY BY M. VERNON,

N = MULTIPLICITY OF THE INTEGRATION. N .LE. S.

IF N.EQ.0 THEN VALUE IS RETURNED WITH THE INTENSITY AT THE CENTER
OF THE DETECTOR.

ALIM = NAME OF FUNCTION ROUTINE DEFINING THE LOWER LIMITS.

BLIM = NAME OF FUNCTION ROUTINE DEFINING THE UPPER LIMITS.

THE CURRENT VERSION OF THE PROGRAM ASSUMES RECTANGULAR

DETECTOR SLITS. THE ALIM» BLIM VALUES ARE CONSTANTS. IF THE = -
BOUNDARIES DEPEND ON THE COORDINATESs THEN THE ALIM» BLIM

CALLS MUST BE REFLACED BY FUNCTIONS, WITH ARGUMENTS BEING THE
DIMENSION AND XNEW VALUES. NOTE THAT THE LIMIT FUNCTIONS MUST BE
DEFINED SO THAT LOWER DIMENSION LIMITS DEPEND ONLY ON THE HIGHER
DIMENSIONAL COORDINATES.

MAXI = THE MAX. NO. OF ITERATIONS THE ROUTINE MAY DO.

FOR ANY DIMENSIONs BY THE NTH ITERATION, A TOTAL OF

2%XN - $2%%(N-1) #- ... + 2582 + 2231 + 3 FUNCTION EVALUATIONS
WILL HAVE BEEN NECESSARY. IF N>3 s AN 8 POINT GAUSS- LEGENDRE -
QUADRUTURE MAY ‘BE: MORE EFFICIENT, '

E = FRACTIONAL ERROR» MEANING :
- IF V(I)=VALUE OF THE INTEGRAL ON THE ITH ITERATION,
THEN THE PROBLEM IS CONSIDERED SOLVED WHEN
E X ABS(V(I)) .GT. ABS(V(I)-V(I+1)),

FINT = NAME :OF FUNCTION ROUTINE DEFINING THE INTEGRAND.
VALUE = LAST APPROXIMATION TO THE INTEGRAL.
IXIT = 1 MEANS NORMAL RETURN
2 MEANS NO CONVERGENCE
3 MEANS LOWER .GT. UPPER LIMIT,
IBUG = 1 MEANS PRINT EACH APPROXIMATION TO INTEGRAL. -

SUBPROGRAMS- ABSsFINT

REFERENCE- M. F. VERNONs 1982

FILL.29

HULSMP.2
MULSHP .3
MULSHP. 4
MULSHP .S
MULSKP. 6
MULSNHP. 7

MULSNHP .8

MULSHP .9

MULSMP.10
MULSMP.11
MULSHP .12
NULSMP.13
MULSMP.14

MULSMP.15

MULSHP.16
MULSMP .17
MULSHP.18
MULSMP.19
MULSHP.20

~ MULSMP.21

HULSMF .22
HULSMP .23
MULSHP .24
MULSMP .25
HULSHP . 26
HULSMP .27
HULSHP.28
HULSMP 29
HULSMHP . 30
HULSMP , 31
HULSHP . 32
MULSMP .33
HULSMP . 34
HULSMP,35
MULSMP .36
NULSMP,37
MULSHP .38
NULSMP .39
HULSMP . 40
HULSMP .41
HULSMP . 42

DIMENSION A(S)¢B(S)sFA(S)sFB(S5) s XH(S) s XIR(S) s XHA(S) #XJ(5)» INDEX(S)MULSHP .43

X » XNEW(S) »FNEWX(5) s XI(5)sS(5) s XE(S) 1K(S) s XIP(S)

COMMON/LIMITS/ALIM(2)»BLIM(2)

IF(IBUG.NE.O) WRITE(6+100)
I=N

IF DIMENSION IS ZERO» RETURN VALUE AT CENTER OF DETECTOR

IF(N.EQ.0) GOTO 2001

MULSMP. 44
LINITS.2

MULSMP. 46
HULSNP.47
MULSHP .50
MULSMP. 51
MULSMP .52
MULSMHP,S3:
MULSHP .54
MULSMP .55
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LOAD LOMER LIMITSs BEGINNING WITH THE HIGHEST DIMENSION FIRST

MULSKHP.56

IN CASE THE LOWER DIMENSIONAL LIMITS DEPEND ON THESE COORDINATES MULSMP.S57

MULSMP .58

SET LIMITS FOR THE NEXT PASS AT THE INTEGRAL. K IS USED TO DECIDEMULSMP.S9

THE STAGE OF THE INTEGRATION OVER THE HIGHER DIMENSIONS (SEE

BELOW)

DO 1 L=1y1]

J=I +1 -1

K{J)=1

A()=ALIN(D)
XNEW(J)=A(J)

BEGIN INTEGRATION OVER LOWEST DIMENSIONS WITH NEW VALUES OF
HIGHER DIMENSIONAL COORDINATES

I=1

GET VALUE OF INTEGRAND AT THE LOWER LIMIT OF LOWEST DIMENSION

XNEW(1)=A(1)
FA(1)=FINT (XNEW)

GET VALUE OF INTEGRAND AT UPPER LIMIT OF LOWEST. DIMENSION -

B(1)=BLIM(1)
XNEW(1)=B(1)
FB(1)=FINT(XNEW)

XH(I)=B(D)-all)
IF (.25 x XN(I) .EG. 0.) GO TOQ 4
IF (XH(I) LT, 0.) GO TO 5

XIRsXHAsXJ ARE CONSTANTS NEEDED TO INITIALIZE ADAPTIVE SIMPSON‘S
INTEGRAL.AT THIS POINT,» INTEGRAL IS APPROXIMATED USING 2 FOINTS
y THE VALUES OF THE INTEGRAND AT THE UFPER AND LOWER LIMITS OF
" THE LOWEST DIMENSION '

XIR(I)=0.58XH(I)
XHA(T)=XIR(I)/3.
XJ(D=XIR(IIX(FA(I)+FB(I))

INDEX(1)=0

NOW BEGIN HALVING STEP SIZE

XNEW(I)=A(D)+XIR(I)

IF (I .EQ.

IF NOT INTEGRATING LOWEST DIMENSIONs THEN MUST DO SO. AT -THIS

1) GO TO 14

MULSHF .60
HULSMP. 61
MULSMP, 62
MULSMP. 63
MULSMP .64

- . MULSMP .45

HULSHP . 66
HULSHP . 67
MULSHF . 48
HULSHP . 69
MULSHP . 70
MULSMP . 71
KULSMP . 72
MULSHP .73
MULSMP .74
MULSMP . 75
MULSHP . 76
HULSHP.77
KULSHP . 78

. MULSMF,79

MULSMP .80
KULSMP.81

"MULSMP .82

MULSMP.B3
MULSMP .84
MULSMP.BS
MULSMP .86
RULSMP .87
MULSMP .88
MULSHF .89
MULSMP.?0
MULSMHP .91
MULSMP .92
MULSMP.93
KULSHMP .94
MULSMP .95
MULSMF .96
MULSMP .97
MULSMF.98
MULSMP .99
MULSMP.100
MULSMP.101
MULSMP.102
MULSMP.103
MULSMP.104
MULSMP, 105

POINT,» A NEW POINT INVOLVING A CHANGE IN THE HIGHER DIMENSIONAL MULSMP.106
COORDINATES IS NEEDEDs SO MUST BEGIN AT THE LOWEST DIMENSION AND MULSMP.107
INTEGRATE UP TO THE DIMENSION WHERE THE NEW MESH POINT IS NEEDEDMULSHP.108
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I=1-1
GO TO0 3
FNEWX(1)=FINT(XNEW)
IF (INDEX(I) .GT. 0) GO TO 1003
FIRST APPROXIMATIONsXI» IS 3 POINT SIMPSON’S RULE

INDEX(I)=INDEX(I)+1"
XT(D)=XHACT)X(FB(I)+FACI)+4 . XFNEWX(I))

XJ CONTAINS THE CONTRIBUTION TO THE NEXT APPROXIMATION WHICH
DEPENDS ON THE POINTS ALREADY CALCUALTED IN THE ADAPTIVE
SIMPSON’S INTEGRAL. '
XJ(I)=0,25%(XJ(I)+3.2XI(1))

INDEX(I)=INDEX(I)+1 ,

IF (INDEX(I) .GT.. MAXI) GO TO 1011

HALVE STEP SIZE FOR NEXT APPROXIMATION

XH(I)=0.SEXH(I)
IF (.5 % XH(I) .EQ. 0,) GO TOD. 7

XNEW IS THE FIRST POINT AT THE NEW STEF SIZE. NOTE THAT ONLY
THE FOINTS WHICH ARE AN DDD MULTIPLE OF THE CURRENT STEP SIZE
ARE CALCULATED,: AND:THESE ARE OBTAINED BY STARTING AT XNEW AND
INCREMENTING BY TWICE THE CURRENT STEP SIZE.
XNEW(T)=0,SEXH(I)$ACT)
S= THE SUM OF THE INTEGRAND VALUES AT ALL ODD NULTIPLES OF THE
CURRENT STEP SIZE» 1.E. THE VALUES OF THE INTEGRAND AT POINTS
NOT PREVIOUSLY CALCULATED.
S(I1)=0.0

CHECK IF CURRENT MESH POINT EXCEEDS UPPER LIMIT. IF IT DOES,
THEN CURRENT MESH SIZE IS FINISHED.

IF (XNEW(I) .LT. B(I)) GO TO 1006

CURRENT DIMENSION INTEGRATED, ITS VALUE GIVEN BY XIP.
XIP(I)=(XJ(I)+XH(I)%2,%S(1))/3.

CHECK FOR CONVERGENCE

XE(I)=ABS (EXXIP(I))

IF (IBUG.NE.O) -WRITE(&s101)TsINDEXCI)»XIP(I)sXE(D) s XIP(I)-XI(I)
IF (ABS(XIP(I) - XI(I)) .LE. XE(I)) GO TO 1009

"MULSMP.109

MULSHP.110
MULSMP. 111
MULSHP . 112
HULSHP.113
MULSMP.114
MULSHP . 115
MULSHP.114
HULSMP. 117
MULSHP.118
HULSHP. 119
MULSHP . 120
HULSMP: 121
HULSHP, 122
MULSHP . 123
HULSHP . 124
HULSHP, 125
MULSHP . 126
HULSMP . 127
HULSMP, 128
HULSMP . 129
HULSMP . 130
MULSMP. 131
MULSMP. 132
MULSMP . 133
HULSHP . 134
HULSHP , 135
HULSHP . 136
HULSMP . 137
KULSHP . 138
MULSMHP . 139
HULSHP . 140
MULSHP . 141
MULSHP . 142
NULSMP . 143
HULSHP . 144

MULSMP.145

MULSHP , 144
MULSMP, 147
HULSMP . 148
MULSMP . 149
HULSMP . 150
HULSHP , 151
MULSMP,152
MULSMP, 153
MULSHP . 154
MULSMP, 155
KULSMP .156
MULSMP 157
MULSMP , 158
MULSMP . 159
MULSMP, 161

MULSMP, 162
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c NOT CONVERGED» SO CURRENT APPROXIMATION NOW BECOMES THE LAST
c APPROXIMATIONs AND INTEGRATION CONTINUES BY DECREASING THE
C STEP SIZE
C ’ .
1008 XI(I)=XIP(I)
GO TO 1004
c
c SUM UP S WITH CURRENT VALUE OF INTEGRANDs AND INCREMENT TO NEXT
c MESH POINT o
c
1003 S(I)=FNEWX(I)+S(I)
XNEW(I)=XNEW(I)+XH(D) .
- 60 TO 100S l
c
4 XIP(1) = 0.
c
1009 IF (I .EQ. N) GO TO 14
c
c BEGIN INTEGRATION OVER THE NEXT DIMENSION
c
17 I1=I+t
J=K(I1)
GO TO (11,512513)sJ
c
€
c . VALUE OF INTEGRAND AT LOWER LIMIT OF NEXT DIMENSION IS THE .
C CURRENT VALUE OF XIP.
c
11 FA(I1)=XIP(I)
SET K SO THAT AT COMPUTED GOTO WILL BRANCH TO UPPER LINMIT
(STATEMENT 12) .,
K(I1)=2
C
c SET COORDINATES TO UPPER LIMIT OF CURRENT DIMENSION.
C
B(I1)=BLIM(I1)
XNEW(I1)=B(I1)
C .
c NOW REGIN INTEGRATION OVER ALL LOWER DIMENSIONS WITH THE HIGHEST
c DIMENSION SET AT ITS UPPER LIMIT
c
GO 70 3
C
c . v
C SAVE VALUE OF INTEGRAND AT UPPER LIMIT OF CURRENT MAXIMUM
c DIMENSION.
C
12 FB(I1)=XIP(1)
c .
C SET K TO BRANCH TO STATEMENT 13 ON COMPUTED GOTO TO BEGIN

c SIMFSON’N INTEGRATION FOR CURRENT DIMENSION, NOW THAT THE UPPER

MULSMP.143
HULSHP.144
MULSMP . 145
MULSMP.166
MULSMP.167
MULSMP.148
MULSMP. 149
MULSMP.170

MULSHP,.171

MULSMP.172
MULSHP.173

- MULSMFP.174

MULSMP.175
MULSHP.176
MULSMP.177
HULSHP.178
MULSMP.179
MULSMP.180
MULSMP.181

MULSMP.182
MULSMP.183
HULSHP.184

- MULSHP.185

MULSMP. 186

. MULSMHP,.187

MULSHP.188
MULSMF . 189
MULSMP.190
MULSHP.191
MULSMP. 192
MULSMP.193
MULSMP.194
MULSMP.195
MULSHP . 194
MULSMP.197
MULSMP.198

HULSHP . 199

MULSHP . 200
MULSHP, 201
MULSMP. 202
MULSMP.203
MULSMP . 204
MULSMP . 205

 MULSMP.206

MULSMP . 207

- MULSMP . 208

KULSMP . 209
MULSMP.210
MULSHP.211
MULSMP.212
MULSMP.213
MULSHF.214
MULSHP.215



00

QOO0

13

16

1014

Xz Ra Nz e Rx)

1011

[ N e B o IV o] iz NoNy]

o0

136

LOWER LIMITS OF THE INTGRAND ARE DEFINED.

K(I1)=3
I=I1
GO 10 1000

FNEWX CONTAINS THE VALUE OF THE INTEGRAND AT CURRENT MESH POINT.
STORE IT AND CONTINUE INTEGRATION OVER ALL LOWER DIMENSIONS 10

ACHIEVE INTEGRAND VALUE AT NEXT MESH POINT.
FNEWX(I1)=XIP(I)
I=11
GO 70 1001

INTEGRAL COMPLETED WITH CONVERGENCE OBTAINED.
VALUE=XIP(N)
IXIT = 1

RETURN:

ERROR EXITS

| NO CONVERGENCE WITHIN SFECIFIED NUMBER OF ITERATIONS

CONTINUE -
WRITE(6,1013)
WRITE(651012) IsINDEX(I)

IXIT = 2
GO TO 1014

CONTINUE

UPPER BOUND LESS THAN LOWER BOUND

WRITE(6+1013) ;
WRITE(6+6) I A(D)2I4B(D)
VALUE = 0.

IXIT =.3°
GO TO 1014

CONTINUE
STEP SIZE IS ZEROQ
WRITE(4,1013)
WRITE(6+8) I+INDEX(I)sIvACI)»I+B(I)

XIP(I) = XI(I)
GO TO 1009

RETURN VALUE AT THE CENTER OF THE DETECTOR COORDINATES FOR

MULSMP . 214
MULSHP.217
MULSMP.218
MULSHP, 219
MULSMP, 220
MULSHP. 221
MULSMP , 222
MULSHP.223
MULSMP.224
MULSMP.225
MULSMP.226 .
MULSHP.227
MULSMP,228

MULSHP,229 =

MULSHP 230
HULSHP, 231
HULSNP 232
HULSHF , 233
HULSMP . 234
HULSHP . 235
MULSMP . 236
MULSMP.237
HULSMP ., 238
MULSHP . 239
MULSHP . 240
MULSHP . 241
MUL SHF . 242

'MULSMF.243

MULSMP ., 244
MULSHP.247
MULSNMP . 248
MULSHF. 250
MULSMP. 251
MULSMP.252
MULSMHP . 253
MULSHP.254
MULSMP., 255
MULSMP,256
MULSMP . 257
HULSHP.260
MULSMP. 261
MULSMHP . 262
MULSMP . 263
MULSHP.264
MULSMP . 245
MULSMF, 266
MULSMP.267
MULSMF.268
MULSHP . 269
MULSMP.273

- MULSMP.274"

MULSNP.275
HULSMP.276
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c POINT DETECTOR AFPROXIMATION
c
2001 XNEW(1)=(ALIM(1)+BLIM(1))/2,
XNEW(2)=(ALIM(2)+BLIN(2))/2.
VALUE=F INT (XNEW)
IXIT=1
GOTO 1014

FORMAT STATEMENST

OO0

$RORX» 10X+ XDIFFERENCER)
101 FORMAT(10XsI5+15XsI5+11X+E14.795XsE14.7910X+E14.7)
1012 FORMAT (AHOTHE»13,34H INTEGRAL HAS NOT CONVERGED AFTER +I3»
X 11H ITERATIONS)
1013 FORMAT(10Xs% ERROR FROM MULSMP INTEGRATION ROUTINEX)
6 FORMAT (///12H NOTE.....A(1292H)=1PE20.8/

61 10X2HB(12y2H)=£20.8)
8 FORMAT (///23H THE STEP SIZE FOR THE I1,21H INTEGRAL = 0 ON THE
81 IS»11H ITERATION.//3H A(I11»3H) =1FE1S.4/3H B(I1»3H) =
82 £15.4) ' N

END :

SUBROUTINE WEIGHTS(XLsYLsZLsNPRI1)

FUNCTION- DETERMINE QUADRUTURE POINTS AND WEIGHTS FOR THE
COLLISION VOLUME INTEGRATION AND THE SEMI-CLASSICAL PHASE SHIFT
INTEGRATION.

ARGUMENTS- XL»YLsZL ON INPUT ARE THE X,YsZ DIMENSIONS OF THE
COLLISION VOLUME. :

NPRI1 =1, THEN THE COLLISION VOLUME GRID IS PRINTED

' =0s» NO PRINTING

ON OUTPUT» THE COMMON BLOCK VOL CONTAINS THE INTEGRATION POInts
AND WEIGHTS FOR THE COLLISION VOLUME INTEGRATION

THE COMMON BLOCK PHSWTS CONTAINS THE INTEGRATION POINTS AND
WEIGHTS FOR THE SEMICLASSICAL PHASE SHIFT INTEGRALS

SUBPROGRAMS- NONE

REFERENCE- M.F. VERNON

OO0 0000

MULSHP.277
MULSHP,278
MULSHP,279
MULSMP, 280
MULSHP.281
MULSMP . 282
MULSMP , 283

100  FORMAT(10Xs»SDIMENSION®s10X>&ITERATION®) 10X+ SAPPROXIMATIONX 10X SERMULSNHP , 48
'MULSMP .49

MULSMP.140
MULSMP ., 245
MULSMP . 246
MULSHF . 249
MULSMP, 258
MULSMP, 259
MULSHP,270
MULSHP.271

- MULSHP.272

MULSHP.284

MULSMP,285
WEIGHTS,.2
WEIGHTS.3
WEIGHTS.4
WEIGHTS.S
WEIGHTS.6
WEIGHTS.7
WEIGHTS.8
WEIGHTS.?
WEIGHTS.10
WEIGHTS.11
weights.12

. "WEIGHTS.13

WEIGHTS.14
WEIGHTS.15
WEIGHTS.16
WEIGHTS.17
WEIGHTS.18
WEIGHTS.19
WEIGHTS.20

COMMON/EN/ENERGY (125) yCMTH1 (125) yCMTH2(125) »WGHT1(125) 1 WGHT2(125) 9EN.2

INCOLXsNCOLY»NCOLZ» IAPPRX
COMMON/PHSWTS/XQ(10),WQ(10)»NXQ
COMMON/VOL/X(S) 2 Y(S) 9Z(S) s WX(S) +MY(S) s WZ(3)
DIMENSION GXQ(10),GWQ(10)

EN.3
PHSWTS.2
voL.2
WEIGHTS.24

DATA(GXQ(I)91=197)/.20119+.39415+.57097+.72442,.84821/.,93727,.9879WEIGHTS. 25
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19/ ‘ ' WEIGHTS.24
DATA(GWA(I)»I=157)/,198435.186169.168271.139575.10716+,07037+,0307WEIGHTS .27

15/ WEIGHTS.28

c WEIGHTS.29
c SET UP GAUSSIAN QUADRUTURE POINTS AND WEIGHTS FOR THE SEMI- WEIGHTS.30
c CLASSICAL PHASE SHIFT ROUTINE BEIGHTS.31
c WEIGHTS.32
: NXQ@=7 ' _ WEIGHTS.33
DO S I=1,NX0 WEIGHTS.34
XQ(I)=1.-GXQ(I)XGXA(I) - WEIGHTS.35

- WR(I)=2.3GXA(I)3GXA(I)*GNWA(I) ' WEIGHTS.3é

3 CONTINUE WEIGHTS.37
€~ o WEIGHTS./38 -
c THIS COMPUTES THE POSITIONS AND WEIGHTS USED IN THE INTEGRATION  WEIGHTS.39
c OVER THE COLLISION VOLUME. CURRENTLY THE MAXIMUM NUMBER OF POINTS WEIGHTS.40
C IN ANY ONE DIMENSION IS FIVE. IF A LARGER VALUE IS TRIED» IT IS MWEIGHTS.41
c SET TO THIS MAXIMUM VALUE AND A MESSAGE PRINTED. WEIGHTS.42
c WEIGHTS .43
NMAX=3 WEIGHTS.44
IF(NCOLX.LE.NMAX) GOTO 10 WEIGHTS.43

NCOL X=NMAX WEIGHTS.44
WRITE(6s1) NMAX WEIGHTS.47

10 IF(NCOLX-2) 11,12,13 ' WEIGHTS.49
c NCOLX=1 ' : WEIGHTS.S0
11 X(1)=0. _ : WEIGHTS. 51
WXx(ir=1, WEIGHTS.52

GOTO 19 WEIGHTS.S3

c NCOLX=2 ‘ WEIGHTS.54
12  CONTINUE WEIGHTS.SS

' X(1)==,577  $X{(2)=-X(1)$WX(1)=1.88X(2)=1. WEIGHTS.56
GOTC 19 WEIGHTS.S7

13 IF(NCOLX-4) 14,515,164 WEIGHTS.S58
c NCOLX=3 WEIGHTS.59
14 CONTINUE WEIGHTS.60
X(1)==,7758X(2)=0, $X(3)==X(1) $WX(1)=5,/9. 88X (2)=8. /9, $MX(3)=WX(1) WEIGHTS.41

GOT0 19 WEIGHTS.62

c NCOLX=4 WEIGHTS .63
15 CONTINUE WEIGHTS, 64
X(1)=~,861$X(2)==,3IP$X(I)=-X(2)$X(4)=-X(1)$WX(1)=,3488WX(2)=,452 WEIGHTS.45
18WX(3)=WX(2)SWX(4)=WX(1) - WEIGHTS. 66

: GOTO 19 ' WEIGHTS,. 47
C NCOLX=35 WEIGHTS. 68
16 CONTINUE WEIGHTS.49
X(1)==,9068X(2)=~,53388X(3)=0.,8X(4)=-X(2)$X(5)=-X(1) WEIGHTS.70
WX(1)=,2374WX(2)=,4788UWX ()=, 54F$WX(4)=WX (2) $WX(S)=WX(1) WEIGHTS.71

19  IF(NCOLY.LE.NMAX) GOTO 20 WEIGHTS.72
NCOLY=NMAX WEIGHTS.73
WRITE(6+2) NMAX WEIGHTS.74

20  IF(NCOLY-2) 21+22,23 WEIGHTS.76
c NCOLY=1 WEIGHTS.77
21 . Y(1)=0. WEIGHTS.78
WY(1)=t. WEIGHTS,79

GOTO 29 WEIGHTS.80
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NCOLY=2 : WEIGHTS.81

CONTINUE WEIGHTS.B82
Y(1)==,5778Y(2)=-Y(1)$WY(1)=1,.8WY(2)=1, : WEIGHTS.83
GOTO 29 - WEIGHTS.84
IF(NCOLY-4) 24925526 : ‘ WEIGHTS.85
NCOLY=3 ‘ v _ WEIGHTS.86
CONTINUE - WEIGHTS.87
Y(1)=-,7758Y(2)=0,8Y(3)=-Y(1)$WY(1)=5,/9,$WY(2)=8./9.$WY (3)=WY(1) WEIGHTS.88
G070 29 : WEIGHTS.89
NCOLY=4: ' ' "~ WEIGHTS.90
CONTINUE ' WEIGHTS.91
Y(1)=-.8618Y(2)=-,3408Y(3)=-Y(2)$Y(4)=-Y(1)$WY(1)=,2378WY(2)=,478 WEIGHTS.92
WY (3)=WY(2)$WY (4)=WY(1) ’ WEIGHTS.93 -
GOTO 29 WEIGHTS.94
NCOLY=3 WEIGHTS.95
CONTINUE : WEIGHTS.96
Y(1)=-,9068Y(2)=-,5388Y(3)=0.8Y(4)=-Y(2)$Y(5)=-Y(1) WEIGHTS.97
WY(1)=,23786Y(2)=.4798WY (3)=,5698WY (4)=WY(2) $WY (5)=WY (1) WEIGHTS.98
IF(NCOLZ.LE.NMAX) GOTO 30 WEIGHTS.99
NCOLZ=NMAX WEIGHTS.100
WRITE(693) NMAX WEIGHTS.101
IF(NCOLZ-2) 31132533 : WEIGHTS.103
NCOLZ=1 ' : WEIGHTS.104
2(1)=0, WEIGHTS.105
WZ(1)=1. WEIGHTS.106
GOTO 39 WEIGHTS.107
NCOLZ=2 ' WEIGHTS.108
CONTINUE WEIGHTS.109
2(1)==,577$2(2)=-2(1)$WZ(1)=1.8WZ(2)=1, WEIGHTS.110
GOTO 39 WEIGHTS.111
IF(NCOLZ-4) 34+35+36 WEIGHTS.112
NCOLZ=3 WEIGHTS.113
CONTINUE WEIGHTS.114
Z(1)=-,775$Z(2)=0,$2(3)=-Z(1)$WZ(1)=5,/9.$WZ(2)=8./9.$WZ(3)=MZ(1) WEIGHTS.115
G070 39 WEIGHTS.11é
NCOLZ=4 WEIGHTS.117
CONTINUE WEIGHTS.118
Z(1)=-,8618Z(2)3-,34082(3)=-2(2)$Z(4)=~2(1)$WZ(1)=,34984Z(2)=.652 WEIGHTS.119
WZ(3)=MZ(2)%WZ(4)=MZ(1) WEIGHTS.120
GOTO 39 "WEIGHTS.121
NCOLZ=5 WEIGHTS.122
CONTINUE : : WEIGHTS.123
2(1)=-,906$2(2)=-,538$Z(3)=0.$Z(4)=-2(2)$Z(5)=-2(1) WEIGHTS.124
WZ(1)=,237$8Z(2)=,479$NZ(3)=.S4F$WZ(4)=WZ(2)$WZ(5)=WZ(1) WEIGHTS.125
WEIGHTS.126
CONVERT FROM UNIT INTERVAL TO ACTUAL COLLISION VOLUME DIMENSIONS WEIGHTS.127
WEIGHTS.128
DO 40 I=1,NCOLX WEIGHTS.129
X(I)=xX(1)¥XL/2. WEIGHTS.130
CONTINUE WEIGHTS.131
DO 45 I=1,NCOLY WEIGHTS.132
Y(I)=Y(1)3YL/2, WEIGHTS.133

CONTINUE ' WEIGHTS.134



50

60
80

OO00O 0

1037
99
100
70

OO0 00

140

DO S0 I=1,NCOLZ
Z(I)=Z(I)%ZL/2.
CONTINUE :
IF(NPKI1.EQ.0) GOTO 80
WRITE(651037)
WRITE(6+99)
WRITE(69100)

DO 60 I=1,NCOLX

DO 60 J=1,NCOLY

DO 60 K=1,)NCOLZ - . :
WRITE(6970) - X(I) oY (J)sZ(K) »WX(I)BUWY(J)BNZ(K)
RETURN

FORMAT STATEMENTS

FORMAT (10X»ENCOLX LARGER THAN NMAX, THEREFORE SET TO NMAX=%,I3)
FORMAT(10XsSNCOLY EXCEEDS NMAX. SET TD NMAX=%,I3)

FORMAT (10X ENCOLZ EXCEEDS NMAX» SET TO NMAX=%,135)

FORMAT(///)

FORMAT(IOX,23C O L LI SION VOLUME
FORMAT(AX s XXX s IXs XYR s PX s 87Xy X EWEIGHTX) /)

GRIDX/)

FORMAT(A(F7.453X)»SX94(F7.4+3X)»5X14(F7.493X))

END

SUBROUTINE NOZZLE(NVL,VBsFE,VZROsBETA)
DIMENSION FB(1)sVB(1) -~

FUNCTION -GIVEN A NOZZLE BEAM VELOCITY DISTRIBUTION BESCRIBED BY

THE TWO PARAMETERS VZROsBETA» CALCULATE A SET OF VELOCITIES AND
RELATIVE WEIGHTS USED IN AVERAGING EXFERIMENTAL SCATTERING DATA
OVER THE FINITE VELOCITY DISTRIBUTIONS OF THE MOLECULAR BEAMS.
THE NOZZLE BEAM NUMBER DENSITY DISTRIBUTION IS ASSUMED TO BE OF
THE FORM

I(V)=VRVXEXP (~-BETAX(V-VZRO)%%2)

THE DETERMINATION OF THE PARAMETERS BETA AND VZRO IS DONE USING
THE PROGRAM KELVIN DESCRIBED IN LBL REPORT

THE CONTINUOUS DISTRIBUTION I(V) IS REPLACED BY A DISCRETE SET
OF VELOCITIES,VB(I)»WITH RELATIVE WEIGHT FACTORS,FB(I).
ARGUMENTS

NUL- THE NUMBER OF DISCRETE VELOCITIES USED IN APPROXIMATING THE

CONTINUOUS VELOCITY DISTRIBUTION.

WEIGHTS.135
WEIGHTS.136
WEIGHTS.137
MEIGHTS.138
WEIGHTS, 139
WEIGHTS.141
WEIGHTS.143
WEIGHTS. 145
NEIGHTS.144
NEIGHTS.147
WEIGHTS.148
WEIGHTS.150

WEIGHTS.A8

WEIGHTS.75

WEIGHTS,102
WEIGHTS.140
WEIGHTS.142
WEIGHTS.144
WEIGHTS.149

"WEIGHTS.151 .

WEIGHTS.152
NOZZLE.2
NOZZLE.3
NOZZLE.4
NOZZLE.S
NOZZLE.6
NOZZLE.?7
NOZZLE.8
NOZZLE.9
NOZZLE.10

NOZZLE.11
NOZZLE.12
NOZZLE.13
NOZZLE.14
NOZZLE.1S

'NOZZLE.14

NOZZLE.17
NOZZLE.18
NOZZLE.19

VB- ON OUTPUT CONTAINS THE AVERAGE VELOCITY FOR THE NVL INTERVALSNOZZLE.20

FB- ON OQUTPUT CONTAINS THE NORMAIZED INTENSITY OF THE NVL
VELOCITY SEGMENTS

NOZZLE.21
NOZZLE.22

VZROsBETA- ON INPUT THE TWO PARAMETERS DEFINING THE BEAM VELOCITYNOZZLE.23

DISTRIBUTION

SUBPROGRAMS CALLED- FLOAT,SQRT,EXP

NOZZLE.24
NOZZLE.25
NOZZLE.26
NOZZLE.27



c

120
150
180
210
100

110

130

140

160

170

REFERENCE~ M.F. VERNON, 1982

PI=3,1415926

RNORM=SQRT(PI/BETA)%(1./VZROX%2+1./2. /BETA)

S=1,/SQRT(BETA)
IF(NVL-1) 100,110,120
IF(NVL-3)130+140+150
IF(NVL-5) 160,170,180
IF(NVL-7) 190,200,210
IF(NVL-9) 2205230+240
CONTINUE
WRITE(6+101)

.- STOP
C ONE

CONTINUE
VB(1)=VZRO
FB(1)=VZROX32/RNORM
GOTO 250

TwO

CONTINUE
T=.70712S
VB(1)=VZRO-T

.VB(2)=VZRO+T

FB(1)=VUB(1)%%2%,88623/RNORM .
FB(2)=VB(2)%%2x,.88623/RNORM

6070 250

THREE

CONTINUE
T=1.22473S

VB(1)=VZRO-T
VB(2)=VZRO

VB(3)=VZRO+T
FB(1)=VB(1)8%2%2.95409E-01/RNORN
FB(2)=VB(2)%%22%1,181564/RNORM
FB(3)=VB(3)8%2%,295409/RNORN
GOTO 250

FOUR

CONTINUE
T1=.52443S
72=1.,6507%S
VB(1)=VZRO-T2
VB(2)=VZRO-T1
VUB(3)=VZRO+T1 .
VB(4)=VZRO+T2
FB(1)=VB(1)3%2%8.13128E-02/RNORM
FB(2)=VB(2)%%2%8.04914E-01/RNORN
FB(3)=VB(J)3%2%8.04914E-01/RNORM
FR(4)=VB(4)32228,13128E-02/RNORM
GOTO 250 ' '
FIVE

CONTINUE
T1=,958573S
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NOZZLE.28

NOZZLE.29
NOZZLE.30
NOZZLE .31
NOZZLE.32
NOZZLE.33
NOZZLE.34
NOZZLE.3S

' NOZZLE.36

NOZZLE.37
NOZZLE.38
NOZZLE.40
NOZZLE.41

NOZZLE.42
NOZZLE .43
NOZZLE.44
NOZZLE.45
NOZZLE.46 -

NOZZLE.47
NOZZLE.48
NOZZLE.49

. NOZZLE.S50

NOZZLE.S1
NOZZLE.52
NOZZLE .53
NOZZLE .54
NOZZLE.SS
NOZZLE .56
NOZZLE.S7
NOZZLE.S8
NOZZLE .59
NOZZLE.60
NOZZLE .61
NOZZLE. 62
NOZZLE .63

. NOZZLE. 64

NOZZLE.6S
NOZZLE.66
NOZZLE.&7
NOZZLE.68
NOZZLE.69
NOZZLE.70
NOZZLE.71
NOZZLE.72
NOZZLE.73
NOZZLE.74
NOZZLE.75
NOZZLE.74é
NOZZLE.77

NOZZLE.78
NOZZLE.79
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200

2

”y

72=2,02018%S

VB(1)=VZRO-T2

VB(2)=VZRO-T1

VB(3)=VZRO

VB(4)=VZRO+T1

VB(S)=VZR0O+T2
FB(1)=VB(1)8%2%1.99532E-02/RNORM
FB(2)=VB(2)%3283.934619E-01/RNORM
FB(3)=VB(3)3%289.45309E-01/RNORM

.FB(4)=VR(4)232%.393419/RNORM

FB(S)=VB(S) 22221 /99532E-02/RNORN
GOTO 250
SIX:

190  CONTINUE

0

T1=.4360772S
T2=1.335849%S
13=2,35060%2S

. VB(1)=VZR0O-T3

VB(2)=VZR0O-T2
VB(3)=VZRO-T1
VB(4)=VZRO+T1
VB(5)=VZR0O+T2
VB(§)=VZRO+T3 .

142

FB(i)-VB(l)tt"!4 '33001E~-03/RNORM

FB(2)=VB(2)%2%2%1.57067E-01/RNORM

FB(3)=VB(3)&%2%7.246294E-01/RNORN

FB(4)=VB(4)2%2%7,2462946E-01/RNORM
FB(S)=VB(3)%%2%1.52067E-01/RNORM
FB(6)=VB(6)%2%2%4,53001E-03/RNORM
GOTO 250

SEVEN

CONTINUE

T1=,81629%S

T2=1,67355%8
T13=2.485196%S

VB(1)=VZR0O-T3

VB(2)=VZRO-T2 "

VB(3)=VZRO-T1
VB(4)=VZR0O

VB(S5)=VZRO+T1
VB(6)=VZRO+T2
VB(7)=VZRO+T3
FB(1)=VB(1)%%2%9.71781E-04/RNORM
FB(2)=VR(2)2%2%5,45156E-02/RNORM
FB(3)=VB(3)%$%2%4,25607E-01/RNORM
FB(4)=VB(4)%%218,10244E-01/RNORM
FB(3)=VB(5)X%2%k4,25607E-01/RNORM
FB(6)=VB(4)2%285,45156E-02/RNORM
FB(7)=VB(7)%%2%9,71781E-04/RNORM

GOTO 250

EIGHT
CONTINUE
T1=,38118728

NOZZLE.80
NOZZLE.81
NOZZLE.82
NOZZLE.83
NOZZLE .84
NOZZLE.85
NOZZLE.86
NOZZLE .87
NOZZLE.88
NOZZLE.89
NOZZLE.90
NOZZLE.91
NOZZLE.92 -
NOZZLE.93
NOZZLE.94
NOZZLE.95
NOZZLE.9é
NOZZLE.97
NOZZLE.98
NOZZLE.99
NOZZLE.100
NOZZLE.101
NOZZLE.102
NOZZLE.103
NOZZLE.104
NOZZLE.105
NOZZLE.106
NOZZLE.107
NOZZLE.108
NOZZLE.109
NOZZLE.110
NOZZLE.111
NOZZLE.112
NOZZLE.113
NOZZLE.114
NOZZLE.115
NOZZLE.116
NOZZLE.117
NOZZLE.118
NOZZLE.119
NOZZLE.120
NOZZLE.121
NOZZLE.122
NOZZLE.123
NOZZLE.124
NOZZLE.125
NOZZLE.126
NOZZLE.127
NOZZLE.128
NOZZLE.129
NOZZLE.130
NOZZLE.131
NOZZLE.132



230

240

T2=1,15719%S
T3=1.981661%S
T4=2,93064%S
VB(1)=VZRO-T4
VB(2)=VZRO-T3
VB(3)=VZIR0O-T2
VB(4)=VZRO-T1

- VB(S)=VZRO+T1

VB(4)=VZRO+T2
VB(7)=VZRO+T3
VB(8)=VZR0O+T4

FB(1)=VB(1)38281,99604E-04/RNORM

- FB(2)=VB(2)%%2%1,707798E-02/RNORM
FB(3)=VB(3)%%2%,207802/RNORM
FB(4)=VB(4)%%2%,6561147/RNORM
FB(S)=UB(S)X%2%,461147/RNORM
FB(6)=VB(4)%22%,207802/RNORM

143

FB(7)=VB(7)2%2%1.707798E-02/RNORM

FB(8)=VR(8)%%2%1,94404E~04/RNORM

GOTO0 250
NINE
CONTINUE

T1=.72355%S

T2=1,46855%S

- T3=2,264658%S

T4=3,190992S
VB(1)=VZRO-T4
VB(2)=VZR0-T3
VB(3)=VZRO-T2
VB(4)=VZR0-T1
VB(5)=VZRO
VB(6)=VZRO+T1
VB(7)=VZRO+T2
VB(8)=VZR0+T3
VB(9)=VZR0O+T4

FB(1)=VB(1)%%283,96070E-0S5/RNORM
- FB(2)=VB(2)822%4,94342E-03/RNORM
FB(3)=VB(3)%%228,84745E-02/RNORN
FB(4)=VB(4)322%4,32652E-01/RNORM
FB(S)=VB(S)%x%2%7,20235E-01/RNORN
FB(&)=VB(4)2%2%4,32452E-01/RNORM
FB(7)=VB(7)%%2%8,84745SE-02/RNORN
FBR(B)=VE(8)3¥2%4,94362E-03/RNORM
FB(9)=VB(9)x%2%3,96070E-05/RNORM

GOTO 2350

TEN

CONTINUE
T1=,34290%S
T2=1.036612S
T3=1,75648%S
T4=2,53273%8
T75=3.4361612S
VB(1)=VZRO-TS

NOZZLE.133
NOZZLE.134
NOZZLE.135
NOZZLE.136
NOZZLE.137
NOZZLE.138
NOZZLE.139
NOZZLE.140
NOZZLE.141

- NOZZLE.142

NOZZLE.143
NOZZLE.144
NOZZLE.145
NOZZLE.146
NOZZLE.147
NOZZLE.148
NOZZLE.149
NOZZLE.150
NOZZLE.151
NOZZLE.152
NOZZLE.153
NOZZLE.154
NOZZLE.155
NOZZLE.156
NOZZLE.157
NOZZLE.158
NOZZLE.159
NOZZLE.160
NOZZLE.161
NOZZLE.162
NOZZLE.163
NOZZLE.164
NOZZLE.165
NOZZLE.146
NOZZLE.167
NOZZLE.168
NOZZLE.169
NOZZLE.170
NOZZLE.171
NOZZLE.172
NOZZLE.173
NOZZLE.174
NOZZLE.175
NOZZLE.176
NOZZLE.177
NOZZLE.178
NOZZLE.179
NOZZLE.180

-NOZZLE.181

NOZZLE.182 -
NOZZLE.183
NOZZLE.184
NOZZLE.185
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VUB(2)=VZR0O-T4 ‘ ' NOZZLE.186
VB(3)=VZR0O-T3 NOZZLE.187
VUB(4)=VZRO~-T2 NOZZLE.188
VB(5)=VZRO-T1 - : NOZZLE.189
VE(6)=VZRO+T1 ' NOZZLE.190
VB(7)=VZR0O+T2 ' NOZZLE.191
UB(8)=VZRO+T3 NOZZLE.192
VB(9)=VZRO+T4 NOZZLE.193
VB(10)=VZRO+4TS - ’ NOZZLE.194
FB(1)=VB(1)%3287,6404E-06/RNORM : NOZZLE.195
FB(2)=VB(2)%%2%81.34354E-03/RNORM _ NOZZLE.196
FR(3)=VB(3)%%2%3.3874E~-02/RNORM ' NOZZLE.197
FB(4)=VUB(4)%22%2,40139E-01/RNORM NOZZLE.198
FB(S)=VB(5)¥%2%4.10842E-01/RNORM ' NOZZLE.199
FB(4)=VB(4)X%2%6.10842E-01/RNORN . _ : NOZZLE.200
FB(7)=VUB(7)%%2%2,40139E-01/RNORM NOZZLE.201
FB(8)=VB(8)3%2%3.3874E-02/RNORM NOZZLE.202
FB(9)=VB(9)222%1,T4T44E-03/RNORM - NOZZLE.203
FB(10)=VB(10)3%2%7,5404E-06/RNORN NOZZLE.204
250  CONTINUE ‘ NOZZLE.205
WRITE(6,30) NOZZLE.206
WRITE(4540)(VB(I) »I=1+NVL) NOZZLE.209
WRITE(6+40)(FBCI) »I=1sNVL) NOZZLE.210
WRITE(4,41) NOZZLE.212
: REETURN : : NOZZLE.214
c
C
c FORMAT STATEMENTS -
c
c )
101 FORMAT(SX,»ENUMBRER OF NEWTON DIAGRAMS ZEROX) : NOZZLE.39
30 FORMAT(10X,3VELOCITIES (UNITS OF 10,000 CM/SEC) /RELATIVE WEIGHTSNOZZLE.207
1%:/) NOZZLE.208
40 FORMAT(10(1XsF11.4)) NOZZLE.211
41  FORMAT(/) NOZZLE.213
END NOZZLE.215
14
SUERQUTINE FHSHFT(AsRMsNPRI1) PHASE1.2
c - PHASEL.3
> JUKB FHASE SHIFTS EVALUATED WITH GAUSS QUADRATURE FHASEL.4
C CODED BY CARL HAYDEN PHASE1.5
c SGRT(1-X) WEIGHTING FUNCTION FHASEL. 6
C - FOR DETAILS SEE JAMES S. COHEN» JCPvéBrPG 1841 (1978). FHASEL.7
c PHASEL.8
COHHON/ETA/STHE(BOOO)9CTHE(8000)oNETAvDETAoIDENT ETA.2
$, IROSE ETA.3
* COMMON/PHSWTS/XQ(10),WR(10) ¢+NXQ PHSWTS, 2
COMMON/EN/ENERGY (125) »CMTH1(125) yCMTH2(125) »MGHT1(125) yWGHT2(125) sEN,2
INCOLX»NCOLY»NCOLZ» IAPPRX ‘ EN.3
DIMENSION A(15)sX(10)9V(10)yVP(10) PHASE1.12

DIMENSION Y(250),YPF(250)+2(250)ZFF(250),W(730) PHASE1.13
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- REAL XR2sKRsKEX»KEX2
. NSTEP=INT(DETA)

FOR INTERPOLATED PHASE SHIFTSs, NEED ADDITIONAL NETAS.

IF(NSTEP.NE.1) NETA=NETA+NSTEP
NFHASE=NETA/NSTEP

ISX=0 ,
NVOL=NCOLXENCOLYSNCOLZ

IAPPRX=1» THEN ALL POINTS IN THE COLLISION VOLUME HAVE THE SAME
PHASE SHIFT., CALCULATE ONLY ONE SET OF PHASE SHIFTS FOR T
- NEWTON DIAGRANM.

IF(IAPPRX.EQ.1) NVOL=1
IF(NPRI1.NE.1) GOTO 99
WRITE(4,104)

WRITE(65103) (ENERGY(I)»I=1,NVOL)
WRITE(6+103)

WRITE(6,102)

DO 500 II=1,NVOL

ER IS THE REDUCED COLLISION ENERGY

ER=ENERGY(II)/A(1)

- ITEMP IS INDEX FOR STORING PHASE SHIFTS AT EACH ENERGY.

ITENP=(II-1)SNETA
ERSR=SQRT(ER)
KR2=20,74813RMXA(1)K(A(2)322)
KR=SQRT (KR2)

CONST=KR3ERSR

FIRST GUESS AT TURNING POINT
XC=0.6
AMON IS THE ORBITAL ANGULAR MOMENTUM
AMAN=0
FOR EACH PARTIAL WAVE
J=0
DO &0 I=1,NETAsNSTEP
J=J+1
AM=AMAN+0.S5
AM2=ANSAN
L=1

CALCULATE CLASSICAL TURNING POINT

FHASEL.14
FHASE1.135
PHASE1.16
PHASE1.17
PHASE1.18
PHASE1.19
PHASE1.20
PHASE1 .21

- PHASE1 .22

PHASE1.23
PHASE1.24
PHASE1 .25
PHASE1.26
PHASE1.27
PHASE1.28
PHASE1.29
PHASE1.30
PHASE1.32
PHASE1.33
PHASE1.35
PHASEL .28

" PHASE1.39
PHASE1 40

PHASE1.41
PHASE1 . 42
PHASE1.43
PHASE1 .44
PHASEL 45
PHASE1.46
PHASE1 .47
PHASE1,48
PHASE1 .49
PHASE1.50
PHASE1.51
PHASE1.52
PHASE1.53
PHASE1.54
PHASE1.55
PHASE1.56
PHASE1.57
PHASE1.58
PHASE1.59
PHASE1. 60
PHASE1.61
PHASE1, 62

- PHASE1.463

PHASE1.44
PHASE1.45
PHASE1.66
PHASEL.47
PHASE1.68
PHASE1.49
PHASE1.70
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DO 10 M=1,199

X{L)=XC

CALL POT(XsAsVsVUPsLsRM)"
X2=X(L)YEX(L)

XC=X(L)=((ER-V(L)-(AM2/(KR28X2)))/((28AN2)/(KR2EX2EX(L))=UP(L}))

~ IF(ABS(XC-X(L)).LE.1.E-6%XC) GO TO 20

10
20

25

26

IF(M.GE.199) GO TO SO
CONTINUE

F=0

ETA=0"

KEX=CONSTXXC
KEX2=KEX3KEX .
ANR2=AN2/KEX2

CALCULATE PHASE SHIFT USING QUAD. SCHEME

PS=0
DO 25 K=1,NXQ

QUAD. POINTS DEPEND ON TURNING POINT,-

X(K)=XC/XQ(K)
CONTINUE

FIND POTENTIAL AT TURNING POINTS

CALL POT(X»AsYsUPsNXQsRM)

SUM UP POTENTIAL CONTRIBUTIONS AT QUAD. POINTS,

DO 26 K=1,NXQ

XLT1=XQ(K)

AMRX2=AMR2XXLT12%2

VR=V(K)
TEMP=(1.-AMRX2-VUR/ER)/(1.,-XLT1)
IF(TENP.LT.0.) GOTO 106
F=(SGRT(TEMP)=SQRT(1.+XLT1))/XLT1/XLT1
PS=WQ(K)SF+PS

CONTINUE

ETA=KEXSPS+( (AM-KEX)%1.5707963)
THE=2%ETA

T=28AMON+1

CTHE CONTAINS (2%L+1)%(COS(28ETA)-1)
STHE CONTAINS (23L+1)XSIN(23ETA)

IF(NSTEP-1) 27,27,28
CTHE(ITEMP+I)=TS(COS(THE)-1.)
STHECITEMP+I)=SIN(THE)ST
GOTO 29

Y(J)=T$(COS(THE)-1.)
Z(J)=TESIN(THE)

CONTINUE

PHASE1.71
PHASEL .72
PHASE1 .73
PHASEL .74
PHASE1 .75
PHASEL .76
PHASEL1.77
PHASE1.78
PHASE1L.79
PHASE1.80
PHASE1.81

PHASE1.82 . .

PHASE1.83
PHASE1 .84
PHASE1 .85
PHASE1.86
PHASE1 .87
PHASE1.88
PHASE1.89
PHASE1 .90
PHASE1.91
PHASE1.92
PHASE1.93
PHASE1.94
PHASE1 .95
PHASE1.94
PHASE1.97
PHASE1 .98
PHASE1.99
PHASE1.100
PHASE1.101
PHASE.102
PHASE1.103
PHASE1,104
PHASE1.105
PHASE1.106
PHASE1.107
PHASE1.108
PHASE1,109
PHASE1.110
PHASE1.111
PHASE1.112
PHASE1.113
PHASE1.114
PHASE1.115
PHASE1.116
PHASE1.117
PHASE1.118
PHASE1.119
PHASE1.120
PHASE1.121
PHASE1.122
PHASE1.123
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S50
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S1
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104
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103
102
400
402
401
403
101
107
108
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IF(NPRI1.EQ.1) WRITE(4+100) AMON»XCsMsETA
FORMAT(10XsF8.1+sSX+F10.5+5XsI5+s5X+E14.7)
AMON=AMGN+DETA

CONTINUE

IF(NSTEP.EQ.1) GOTO 500

CALL SPLIFT(NSTEPsYsYPPyNPHASE rWs IERRs I1SX104+90+904+0.,)
I18X=1

CALL SPLIFT(NSTEPsZyZPPyNPHASE sWs IERR»ISX90490+10.90.,)
CALL SPLINT(NSTEPsY)YPPsNPHASE s ITEMP+ZyZPP)
IF(NPRI1.NE.1)GOTO 500

WRITE(4,400)

WRITE(4+402)

WRITE(4y401) (CTHECTJJHITEMP) »I1JJ=19NETA)

WRITE(4+403)

WRITE(89401) (STHE(IJJ+ITENP) » IJJ=1,NETA)

CONTINUE :

RESET NETA IF INTERPOLATED ETA’S USED

IF(NSTEP.NE.1) NETA=NETA-NSTEP
6070 70

WRITE(4,101)

GOTO 51

WRITE(6,107) AMON

WRITE(67108) VRsER

sToP

RETURN

FORMAT STATEMENTS

FORMAT(10X»8COLLISION ENERGIES (KCAL/MOLE)%s/)
FORMAT(//)
FORMAT(10(2X+E10.4))

FORMAT(12Xs8L2)11Xs STURNING POINT®92Xs$ITRNS.2s5Xs XPHASES)//)

FORMAT(//510XsSINTERFOLATED PHASE SHIFT FUNCTIONS®,/)
FORMAT(//»10X+XCTHE ARRAYZX,/)

FORMAT(10(1XsE12.4))

FORMAT(//910XsSSTHE ARRAY$,/)

PHASE1.124
PHASE1.125
PHASE1.126
PHASE1.127
PHASE1.128
PHASE1.129
PHASE1,130
PHASE1.131
PHASE1.132

‘PHASE1.133

PHASE1.134
PHASE1.136
PHASE1.138
PHASE1,140
PHASE1. 142
PHASE1.143
PHASE1.144
PHASE1.145
PHASE1. 146
PHASE1.147
PHASE1.148
PHASE1,149
PHASE1.151
PHASE1.152
PHASE1,154
PHASE1.156
PHASE1.157

PHASE1.31
PHASE1 .34
PHASE1.36
PHASE1.37
PHASE1.135
PHASE1.137

- PHASE1.,139

PHASE1.141

FORMAT(10X,8 XC CALCULATION NOT CONVERGED IN PHASE SHIFT ROUTINEX)PHASE1.,150

FORMAT (10X, 8SQRT ARGUMENT NEGATIVE AT AMGN= %,F10.3)

FORMAT(10X,8COLLISION ENERGY=8+F8.4+8 POTENTIAL ENERGY=%,F8.4)

END

SUBROUTINE BSELFX(LsARG»SBJ)SBN)
IMPLICIT REAL (A-Hy0-2)

PHASE1.153
PHASE1.155
PHASE1.158

PHASE1,159
PHASE2.2
PHASE2.3

c.00000'000000O0000000000000000000000000000000000000000000000000000000OOPHASE204

Cxx SUBROUTINE TO CALCULATE SPHERICAL BESSEL FUNCTIONS OF THE FIRST AND FHASE2.S
C  SECOND KINDS, SBJ AND SBN » RESPECTIVELY, OF ORDER L » WITH PHASE2.é



C  ARGUMENT ARG.

148

FHASE2.7

CO0000000000000000000000000000000000000090000000000000009000000OOOOQOOOOPHASEZDB

LH=L/2
PM=1.0EO
LE=L

AR1=1.E0/ARG

- XQ=SQRT(1.570796326794894E+002ARG)

100

110
120

130

140

150

1460

170

AQ=COS (ARG) /7X@
B@=SIN(ARG)/XQ
X0=XQ%AR1 .-

Ca=PM

IF (LE) 110,170,120

8G=AG -
RQG=BQ

GO YO 130
IF (ARG.LT.(1.EO%L)) GO TO 180

Q0=BQ
RA=AQ

DO 140 IQ=1,L
PA=00x(Ca+CQ-PM) sAR1-RQ

Ca=Ca+PM

RG=0Q

Q0=PQ
PO=FQxXQ

IF (PM.LT.0.E+00) GO TO 140

SBJ=PQ
PM=-1.0E0
LE=-L
GO 1O 100
SBN=PQ
K=L-23LH

IF (K.EQ.0) SBN=-PQ

RETURN
SBJ=BasXa
SBN=-AQ2XQ
RETURN

PHASE2.9

PHASE2.10
PHASEZ2.11
PHASE2.12
PHASE2.13
PHASE2.14
PHASE2.15
PHASE2.16
PHASE2.17
PHASE2.18

PHASE2:19

PHASE2.20
PHASEZ2,21
PHASE2,22
PHASE2.23
PHASE2.24
PHASE2,25
PHASE2.26
PHASE2,27
PHASE2.28
PHASE2.29
PHASE2.30

. PHASE2.31

PHASE2.32
FHASE2.33
PHASE2.34
PHASE2.3S
PHASE2.36
PHASE2.,37
PHASE2.38
PHASE2.39
PHASE2.40
PHASE2.41
PHASE2,42

c.l.'....000000000&1@}00000O000‘3000000'000000000.0t00100COQOOQQOD!OOOOOPHASE2O43A

Cxx CALCULATE FX OF 1-ST KIND FOR SMALL ARGUMENT BY ASCENDING POWER

C  EXPANSION.

c.00000000000000000000000000"000000000000000000000000000000000000000000PHASE20‘6

180

190

G@=1.0E0"
D0 190 I=1,L
Q0=0Q%ARG/ (2%I+1)

SBJ=QQ
L4=50

IF (L.GT.12) L4=4%L

Ca=(23L+1)

0Q@=-~0.5E02ARGXARG

RG=1.0E0
PQ=RQ

DO 200 I=1,L4

K=I

RQ=RQA3QQ/(I%(CA+2%1))

PHASE2. 44
PHASE2.45

PHASE2.47
PHASE2.48
PHASE2.,49
PHASE2.50
PHASE2.51
PHASE2.52
PHASE2,53
PHASE2.54
PHASE2.55
PHASE2,56
PHASE2.,57
PHASE2.58
PHASE2.59



200

210

PG=PG+RO

149

IF (ABS(RQ/PQ).LT.1.E-10) GO TO 210

CONTINUE
RQ=RQ/PQ

WRITE (65,1000) LsARGsL4sRQ

SBJ=SBJXPQ
GO 7O 150

1000 FORMAT(18HO ERROR IN

PHASE2.60
PHASE2.61
PHASE2.62
PHASE2.63
PHASE2.64
PHASE2.65
PHASE2.66

SBJ(sI311Hy9E10.5+9H) « AFTERsI4926H ASCENPHASE2.67

XDING TERMS RATIO =+E10.3 ) PHASE2.68
END PHASE2.69
SUBROUTINE PHSHFT(AsRMs IWR) "~ PHASE2.70
c...0000000000000000'.0000000.00000.0.0.00'00000.00.000000000’.00.0...0.0PHASE2071
Cx332 R.J.LE ROY SUBROUTINE -PHSHFT- » AS OF 16 NOVEMBER, 1978 333 PHASE2.72
Cxs SUBROUTINE TO CALCULATE THE ABSOLUTE PHASE SHIFT -ADLT- FOR PHASE2.,73
C THE POTENTIAL -V(I)- (REDUCED BY THE FACTOR BZ/RSC) AT ENERGY -ZE- PHASE2.74
C AND PARTIAL WAVE -L-. PHASE2.75
Cs$3 SOLVE THE RADIAL SCHROEDINGER EQUATION IN THE REDUCED FORM? PHASE2.76
c D2S/DR2=~(ZEXBZ/ESC-V(I)-LA(L+1)8XH2)%S » WHERE XM2=1/X¥%2 AND PHASE2.77
C S IS THE WAVE FUNCTION. 3% USE NUMEROV-S METHOD. PHASE2.78
Cxx INTEGRATE OUTWARD FROM -XMIN- WITH AN INCREMENT OF -XH- (BOTH PHASE2.79
C IN REDUCED UNITS, I.E. SCALED BY -RSC-)» FOR UP TO -N- STEPS. PHASE2.80
Cxx IF(IMR.GT.0) PRINTS ALL TRIAL PHASE SHIFTS AND NODE POSITIONS. PHASE2.81
C IF(IMR.NE.O) PRINT CONVERGED PHASE SHIFTS AND NODE POSITIONS PHASE2.82
Cxx RADIAL INTEGRATION STOPS WHEN JWKB-CORRECTED VALUES AT 3 - PHASE2.83
C SUCCESSIVE NODES AGREE TO WITHIN -PHTST- (RADIANS). PHASE2.84
c PHASE2.85
COOQ’0000000000..0’000000’000000000000000000.0000000.000000000000000000.PHASE2086
IMPLICIT REAL (A-H»0-2) PHASE2.87
COMMON/ETA/STHE (8000) »CTHE (8000) yNETAsDETAs IDENT ETA.2
$» IBOSE ETA.3
COMMON/EN/ENERGY (125) »CMTH1(125) »CMTH2(125) yWGHT1(125) 1WGHT2(125) sEN. 2
INCOLXyNCOLYNCOLZs IAPPRX EN.3
COMMON/PTNL/V(2001) »XN2(2001) » XSTART » XSTEP s RNPHAS y ERROR PTNL.2
DIMENSION Z(15)9X(10)9sVP(1)»A(13) PHASE2.91
DIMENSION VU(8) yRR2(8) s XX(8) s WW(B) 9 XG(4) sNG(4) PHASE2,92
DIMENSION Y(250)» YPP(250)y W(730) PHASE2.93
DATA Z0/0.E0/+ZH/0.SE0/+21/1.E0/+22/2,E0/+23/3.E0/1Z4/4.EQ/» PHASE2.94
X 25/5.E0/+26/6.E0/yP1/3.141592653589793E0/+IFIRST/0/ PHASE2.95
CO000.000000000.000000'.00000.‘0..000‘0.00.00‘00..0.00000000.0005000.000PHA852‘96
C3% GAUSSIAN WEIGHTS AND POINTS FOR QUADRATURES. PHASE2.97

COOOOO00000000000000000000000000‘000000000000000000000000000000000000‘00m8E2098

DATA XG6/-0.8611343115940526E0+-0,3399810435848563E0+1,E0+1.E0/s PHASE2.99

X ¥G/0.3478548451374539E010.6521451548625461E0+0.E040.E0/ PHASE2.100
COOQOQO0.000000050000060000.00.0..0..0.000.00000000.00000000000000.0‘0.0PHASE20‘1°1
C2x ON VERY FIRST ENTRY TO -PHSHFT- ONLY, PREPARE POINTS AND WEIGHTS PHASE2.102
C FOR GAUSSIAN QUADRATURE JWKB EDGE CORRECTION TO NODAL PHASE SHIFY PHASE2.103

c..’.‘.‘.’..

IF (IFIRST.GT.0) GO TO 120

IFIRST=1
NGT=4
NGH=2

IF(IWR,G6T.0) WRITE(6+1140)
IF (IWR.GT.0) WRITE (8,1130) NGT»(XG(I),HG(I)sI=1+NGH)

00'00000’000’.0000000000000000000000‘00000000000000000000000PH“SE201°4

PHASE2.105
PHASE2.106
PHASE2.,107
PHASE2.108
PHASE2.109
PHASE2.111



- 100
110

DO 110 I=1,NGT

J=1

IF (I.LE.NGH) G0 TO 100
J=NGT+1-1
XX(1)=ZH®(Z1-XG(J))

GO TO 110

o XX(1)=ZHE(Z1+XG(J))

WH(I)=MG(J)/XX(I)%2%2

IF (IWR.GT.0) WRITE (6+1120) NGT»(XX(I)sWW(I)»I=1s»NGT)

150

PHASE2.112
PHASE2.113
PHASE2.114
PHASE2.115
PHASE2.116
PHASE2.117
PHASE2.118
PHASE2.119
PHASE2.120

C)OOOOOOO'000000000000000000.000000000000000000000000000000QOOOQOOQOOOQOPHA8520121

Cxx DEFINE AND INITIALIZE VARIOUS CONSTANTS AND PARAMETERS.

PHASE2,122

c\o...’...0000000000000000000000000000'0000000.0000000000&00DOOOOOI’OOOOPHA8520123

120

C FOR

99

X12=71/12.E0

CONTINUE

PHTST=ERROR

NVOL =NCOL XSNCOLYSNCOLZ
IF(IAPPRX.NE.O) NVOL=1
NSTEP=INT(DETA)

I1SX=0

INTERPOLATED ETA’S NEED ADDITIONAL NETA.

IF(NSTEP.NE.1) NETA=NETA+NSTEP
NPHASE=NETA/NSTEP .

JJ IS. THE. NUMBER OF COMPUTED PHASE SHIFTS

IF(IWR.NE.1) GOTO 99
WRITE(6+1150)
WRITE(6,104)

WRITE(6+103) (ENERGY (1) I=1,NVOL) .

DO S00 IJ=1,NVOL .
ZE=ENERGY(1J)%349,757
ESC=A(1)

XH=XSTEP

JJ=0

XMIN=XSTART

N=INT (RNPHAS)
ITEMP=(1J-1)SNETA
BZ=RMSA(1)3A(2)3A(2)/16.85763
DO 60 K=1,NETAsNSTEP

JJ=JJ+t

L=K-1

T=FLOAT(28L$1) .

EJ=LB(L$1)

H2=XHEXH

E=ZEXBZ/ESC

SQE=SORT (E)

NODE=0

DLT2=20

DLT3=20

COR2=20

COR3=20

XND2=-,000001E+00
XND3=-.000001E+00

IF (IWR.GT.0) WRITE (4s1110)

PHASE2.124
PHASE2.125
PHASE2.126

- PHASE2.127

PHASE2.128
PHASE2.129
PHASE2.130
PHASE2.131
PHASE2.132
PHASE2,133
PHASE2.134
PHASE2,135

PHASE2.136
PHASE2.138

PHASE2, 140
PHASE2.142
PHASE2, 143
PHASE2.144
PHASE2, 145
PHASE2. 146
PHASE2, 147
PHASE2. 148
PHASE2, 149
PHASE2.,150

« PHASE2.151

PHASE2.152
PHASE2.133
PHASE2.154
PHASE2.135
PHASE2.156
PHASE2.157
PHASE2.158
PHASE2.159
PHASE2.140
PHASE2.161
PHASE2.162
PHASE2.163
PHASE2.164 .
PHASE2.165
PHASE2.164

c.000000OOO0.00'OOOQOOOQOOOOO000000000'00000000000;.'0‘00000.00'00005;00PHASEZ’167
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Cxx START TESTING FOR PHASE SHIFT CONVERGENCE AT NODES PAST THE
C MESH POINT -ILK- WHERE E = L¥(L+1)/R2x2
c...0‘000000.'0.00'0.’0'0000.0...00..0000000000..00.’.00000000.000000000
XLK=SQRT(Z1/E)
IF (L.GT.0) XLK=SQRT(EJ/E)
ILK=(XLK~XMIN)/XH+1
IF (ILK.GT.N) GO TO 320
COO00‘000000..‘..000‘0.0.0.00000000000.00...00‘0000..00000.0000000.00.00
C¥x IF HAVE POTENTIAL (SUCH AS EXP-6) WITH NEGATIVE V(R) AT VERY
C SMALL R » OR IF (V(I)-E) SO HIGH THAT -XH- IS (LOCALLY) MUCH TOO -
C LARGEs THEN SHIFT INNER STARTING POINT OUTWARD,
c.0000‘0000000000000..0000000000.0000000000000.000.00
IsT=1
130 IST=IST+1 A
IF (IST.GE.(N-8)) GO TO 310
GI=H28(V(IST)+EJEXM2(IST)~E)
IF ((GI.LE.Z0).OR.(GI.GT.11.E0)) GO TO 130
IF ((IWR.GT.0).AND.(IST.GT.2)) WRITE (691000) LsZE,IST
GN=H2R(V(IST-1)+EJRXM2(IST-1)-E)
IF (GN.LE.0) GO TO 130
IST=1ST+1
c..‘000.00000000000000.0.0.000000.0.000000000000000000000000.00;00000000

Cxx INITIALIZE WAVE FUNCTION FOR OUTWARD INTEGRATION.

c..0.00.0000..0'.00000000.'0.000.00.0000.000.0.0.00'.0

IF ((XMIN+(IST-3)3XH).LE.Z0) GO TO 140
c..0..00000.000.00(.00'0..0.0.00.00..'.0'00.00000.000'..'9.0.000000...0'
Cxx IF INTEGRATION STARTS AT R.GT.O0 » INITIALIZE WAVE. FUNCTION AS
C THE EXPONENTIALLY INCREASING JWKB SOLUTION.
COO00000000000000000.0.'.0000.00000000000.'0000000000000’.00.0000.0000.0

SRTGI=SART(GI)

SRTGN=SART(GN)

SB=21

SI=SGRT(SRTGN/SRTGI)8EXP(ZH&(SRTGN+SRTGI))

IF (SI.GE.SB) GO TO 150

WRITE (4,1040) LsZE,»SB»SI

140 SB=20
SI=21
150 Y1=SB2(Z1-GN2X12)

Y2=SI%(Z1-GI8X12)

RATIN=SI
COOO00.0.00.000000.000000000000.‘0.000
C3x INTEGRATE OUT TO MESH POINT -ILK-
c000000000000.000000‘00000.000.00000.0

DO 200 I=ISTsN

I1=1

SC=SB

SB=SI

Y3=Y2+4Y2-Y1+G1%SB
GI=H2%(V(I)+EJXXM2(I)-E)
S1=Y3/(21-GIxxX12)

IF (SI.LE.1.E+30) GO TO 140

COQOOOOQOOO000000000000000000000000000.00000000000000000000000000000.000

0000000000000 000000

S0 0000000000000

OR CLASSICALLY ALLOWED REGION

0000000000000000‘000‘0000000000000

CXx NORMALIZE IN CASE OF OVERFLOW FROM WAVE FUNCTION GROWTH UNDER POTENT

PHASE2.168
PHASE2. 149
PHASE2.170
PHASE2,171
PHASE2,172
PHASE2.173
PHASE2,174
PHASE2,175
PHASE2.176
PHASE2.177
PHASE2.178
PHASE2,179
PHASE2,180
PHASE2.181
PHASE2,182
PHASE2,183
PHASE2. 184
PHASE2.185
PHASE2.186
PHASE2.,187
PHASE2.188

PHASE2.189
PHASE2. 190
PHASE2.191
PHASE2,192
PHASE2,193
PHASE2,194
PHASE2.195
PHASE2.196
PHASE2,197
PHASE2.198
PHASE2.199
PHASE2.,200
PHASE2.201
PHASE2.,202
PHASE2,203
PHASE2. 204
PHASE2. 205
PHASE2. 206

PHASE2.207

PHASE2.208
PHASE2,209
PHASE2.210
PHASE2.211
PHASE2.212
PHASE2.213
PHASE2,214
PHASE2.215
PHASE2.216
PHASE2.217
PHASE2.218
PHASE2.21¢9
PHASE2.220
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COOQOO'0.0000C0000000000000000000.000000000000'0000000000000000009060000PHASE20221

SP=21/S1 PHASE2,222
IF (ABS(RATIN).GT.1.E-40) RATIN=RATINRSP FHASE2,223
SC=SCxSP ' PHASE2.224
SB=SkaSP ' ' PHASEZ. 225
§1=21 PHASE2.226
Y3=Y3I%SP ' ' ' PHASE2.227
Y2=Y2%SP" » PHASE2.228
160 Y1=Y2 PHASE2.229
Y2=Y3. : PHASE2.230
COOO00..Q&.0000.0000001.0000...0'000.000000000060.060.000‘000000.0000000?"“5&20231
Cxx TEST FOR AND COUNT NODES PHASE2.232
c.0..00.000.000000.000.0.0000000’0.000000000000000JQOGG.O0.000000QOQOOQOPHASE20233
IF (SB) 170,180,170 PHASE2.234.
170 IF ((SB3SC).GE.Z0) GO TO 190 PHASE2.235
180 NODE=NODE+1 PHASE2,236
190 IF ((GI.LT.Z0).,AND.(I.GE.ILK)) GO TO 210 PHASE2.237
200  CONTINUE PHASE2.238
G0 TO 320 - PHASE2.,239
COOOOQOOOOOO0900000000.0.0000000..00.0.00000000000.009900000GOOQOOOOOOOQPHA952.24°
Cxx AT THIS POINTy NORMALIZE BEFORE PROCEEDING PHASE2.241
cOC0000.0...0000.000000000'000..0..00..0.000000.000.00000'..00000'000900?“‘5820242
210 SP=71/(ABS(SI)+ABS(SC)) ’ PHASE2.243
' IF (ABS(RATIN).GT.1.E-40) RATIN=RATINESP - ’ PHASE2.244
SC=SCs3sP - . _ PHASE2.245
SB=SBXSP : _ : PHASE2.246
SI=SIsSP : : PHASE2.247
Y1=Y13SP PHASE2,248
Y2=Y23SP - . PHASE2.249
IF (IWR.GT.0) WRITE (4,1090) PHASE2,250

COO000000000000‘0000000000.0000000‘000000000000‘0000000000OOOOOOOQOOOOOOPH“8520251

Cs% NUMERICAL INTEGRATION CALCULATING TRIAL PHASE SHIFTS STARTS HERE PHASE2,252

c.@0.000000000.000000000000000..0000000000000000000000000000000006000000?““3220253

ILK1=11I+1 PHASE2.,254

DO 280 I=ILK1sN ' PHASE2.255
Y3=Y2+4Y2-Y1+GI%SI . PHASE2.256
GI=H28(V(I)+EJEXM2(I)-E) _ _ , . PHASE2,257
SN=Y3/(Z1-GI%X12) PHASE2.258
c..0000.00000.000.'0.0000.0.0000..0...00.000.00.000.000000.000000000QOQQP“ASE20259
C3x LOOK FOR WAVE FUNCTION NODE PHASE2.260
c..00000000000000000’0000&‘0.0..0000000..000000000000000000000000.000'00?"AS€20261
IF (SI) 220,230,220 : PHASE2.262

220 IF ((SB$SI).GE.Z0) GO TO 270 - PHASE2.263
230 NODE=NODE+1 PHASE2.264
c..0000000000.0.0000000.0000.0000000.0.00000....0.0.00000000000000000..'?”“3520265
C3x EVALUATE NODAL PHASE SHIFTS AND TEST FOR CONVERGENCE. PHASE2,2646
c.0.0.00000.0...0...0000.000.000.'00000...010000000.0.90000000000.’.000.PHASE2.267
‘ JN=1 PHASE2.268
XIN=XNIN+ (IN-1)8XH PHASE2.269
XJC=XJN-Z3IXH ' o PHASE2.270
XND1=XND2 o ‘ ) PHASE2.271
XND2=XND3 PHASE2,272

XND3=XJIN+XHE (SNESBXSC/ ((SI-SN)X(SI-SB)&(SI-SC))+Z28SNESIESC/ PHASE2,273
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X  ((SB-SN)¥(SB-SI)¥(SB-SC))+Z3BSNESI2SB/((SC-SN)$(SC-SI)*(SC-SB))PHASE2.274

X ) PHASE2.275
IF ((XND3.GT.XJC).AND.(XNDI.LT.XJN)) GO TO 240 PHASE2.276"
WRITE (6,1100) NODEsLsZE»JNsXND3 - PHASE2.277
XND3=XJN-XH®(Z14S1/(SI-SB)) PHASE2,278
IF ((XND3.GT.XJC).AND.(XND3.LT.XJN)) 60 TO 240 PHASE2,279
WRITE (6,1080) NODEsL»ZEsJINs»XND3 PHASE2.280
GO TO 270 PHASE2.281

240  ARG=XND3*SQE PHASE2.282
CALL BSELFX(L»ARGsSBJ+»SBN) PHASE2,283
DLTX=ATAN(SBJ/SEN) PHASE2.284
DLT1=DLT2 : PHASE2,285
DLT2=DLT3 PHASE2.286
DLT3I=DLTX : : : PHASE2.,287

CO000000000000'00000000000000000000000'00000000000000000000000000‘00OOOOQPHASE20288

Cxx ADD JWKB PHASE SHIFT CORRECTION DUE TO POTENTIAL TAIL BEYOND -XND3- PHASE2.289

c0000000000000000000000000000000000000000'000000000000000000000000000000PHASE2'29°

COR1=COR2 PHASE2. 291
COR2=COR3 PHASE2., 292
c...'0000."000..00‘00...00..000..'.0.0...0..0000.0..0.0.00000...000000QPHASE2.293
C$% START QUADRATURE CALCULATION OF TRUNCATION CORRECTION PHASE2.294
Cxx FIRST EVALUATE POTENTIAL AT APPROFRIATE GAUSSIAN POINTS PHASE2.295
c.'.......'....0..0...0..0..00‘.000000.0.00'0.00.00.00‘0'0.0.000..'.00000PHASEZ.296
DO 250 IK=1,NGT | PHASE2.297

250 RR2(IK)=XND3/XX(IK) | " PHASE2.298
CALL POT(RR2sA»VVsVUPsNGTsRH) PHASE2. 299
c.000000000.."'....C0000..0000000'0..0000-000.000..00.‘.000.00QOOOVOQOOOOPHA85203°°
C3%x NOW PERFORM ACTUAL QUADRATURE PHASE2. 301
CQQ'OOOOO0.00000000.000..000000000000000..0000000..0‘..0'0'..0000000.0.0PHASE2.302
PSC=20 PHASE2.303

DO 260 IK=1,NGT PHASE2, 304

260 PSC=PSC+WN ( IK)X(SORT(E-YW(IK)-EJERR2(IK)) - SGRT(E-EJERR2(IK))PHASE2.305

X ) PHASE2. 306
COR3=PSCSZHEXND3 PHASE2. 307
DLT3=DLT3+COR3 PHASE2.308
SNRM=Z1/SN PHASE2. 309
CQ.‘Q00.00.0’000000000...0000.0.0.00000...0..0'000.00.0.00.00.0..000.000PHASEZ.31°
- C#% TEST FOR PHASE SHIFT CONVERGENCE PHASE2.311
CQO0'0.000.00000000000.00000000.000‘00.0..0000000‘000'000000000000000000PHASE20312
IF (IWR.GT.0) WRITE (6s1050) NODE,XND3sDLTXsDLT3+COR3 PHASE2,313

IF ((ABS(DLT2-DLT3).LT.PHTST) ,AND, (ABS(DLT1-DLT2) ,LT.PHTST)) GO PHASE2.314

X T0 290 PHASE2. 315

270  SC=SB PHASE2,316
$B=SI PHASE2.317

SI=SN » PHASE2.318

Y1=Y2 PHASE2.319

280  Y2=Y3 | | PHASE2.,320
COO00000000.0000000000.0000.00000.00000000000.0000.000000000000000000000PHAs520321
C2% END OF INTEGRATION LOOP WHICH CALCULATES NODAL PHASE SHIFTS PHASE2.322
c.000000000000000.00000000000000000000000000..000000000.000.00.000000000PHASE20323
WRITE (651070) DLT3,COR3,DLT2,COR2,DLT1,COR1sXND3sXND2s XND1 PHASE2. 324

c‘.0000000000000000000000000000000.0000000000000000000000.000000'0000000PHASE20325

Cxx GET ARSOLUTE PHASE SHIFT USING EO.(9.2}29) OF ABRAMOWITZ AND STEGUN PHASE2.326
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COOQOOOQOOQOOOOOOOOOOOOO0.00000'000000’00000000000000000000.00000000000’0?“‘552'327

290

300

27

500

400
310

320

s NN NNyl

1140
1150
104
103
404
402 -
401
403
1000

ZU=Z4AXEJ+Z1
R4=Z4%ARG
SIRA=Z1/R423%2 .

PHASE2,328
PHASE2, 329
PHASE2,330

TH=ARG~ZHELEPI+(ZH+SIRAS((ZU-25,E0)/Z6+SIRAR((1073.E0-ZUX(114.E0~- PHASE2.331
X ZU))/25-SIRAR(375733E0-ZUB (54703 .E0-ZUR(1535.E0-Z5%2U) ))/14.E0) ) IPHASE2.332

X %(ZU-21)/R4

XNDT=(TH+DLTX)/P1 -

NDT=(XNDT+ZH)

ADLT=DLT3+(NODE-NDT)SPT
"RATIN=RATINSSNRM.

IF (ABS(RATIN).GT.1.0E-10) WRITE (651060) LsZEsRATIN
IF (IWR.EQ.0) GO TO 300

WRITE (651020) LvZErADLT'XND3vCOR3
CONTINUE

THE=2.%ADLT

IF(NSTEP-1) 27,2728
CTHE(ITEMP+K)=T®(COS(THE)-1,)
STHE(ITEHP+K)-T!SIN(THE)

GOTO 60

Y(JJ)=THE

CONTINUE

IF (NSTEP.EQ.1) GOTO 'S00 -

CALL SPLIFT(NSTEPsYs»YPP)NPHASEsUWs IERRs» ISX50.20690.90.)
ISX=1

CALL SPLINT (NSTEP» Y, YPP; NPHASEs ITEMP)
IF(INR.NE.1) GOTO 500

WRITE(6,404)

WRITE(6+402)

WRITE (6,401) (CTHE(TJJ+ITEMP) » 1JJ=1,NETA)
WRITE(69403)

WRITE(6+401) (STHE(TJJ+ITENP) »1JJ=1/NETA)
CONTINUE

IF(NSTEP.NE.1) NETA=NETA-NSTEP

RETURN :

WRITE (4,1010) L,2E,IST

GOTO 400

WRITE (610307 L»ZE»ILK

GOTO 400

FORMAT STATEMENTS

FORMAT(1H1)
FORMAT(//)
FORMAT(10XsSCOLLISION ENERGIESE)
FORMAT(10(2X+E10.4))
FORMAT(//+10Xs RINTERPOLATED PHASE SHIFT FUNCTIONSS»/)
FORMAT(//110XsSCTHE ARRAYX:/)
" FORMAT(10(1X»E12.4)) . -
FORMAT(//+10XsXSTHE ARRAYX,/)

FORMAT(13HO FOR L =+13y7H E =F9.3,70H4

PHASE2,333
PHASE2.334
PHASE2.335
PHASE2.336
PHASE2.337
PHASE2.338
PHASE2.339

"PHASEZ. 340

PHASEZ2.341
PHASEZ,342
PHASE2.343
PHASE2.344
PHASE2.345
PHASE2.346

. PHASE2.347

PHASE2. 348
PHASE2. 349
PHASE2,350
PHASE2.,351
PHASE2. 352
PHASE2. 353
PHASE2.354
PHASE2., 356
PHASE2.358
PHASE2. 360
PHASE2. 362
PHASE2. 363
PHASE2. 364
PHASE2. 365
PHASE2. 366
PHASE2.367
PHASE2. 348
PHASE2, 349

PHASE2.110
PHASE2.137
PHASE2.139
PHASE2.141
PHASE2.335
PHASE2.357

PHASE2.359.

PHASE2,361

POTENTIAL SUCH THAPHASE2.370
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XT INTEGRATION CANNOT START TILL PAST MESH POINT @,I3) : PHASE2.371
1010 FORMAT(26HO %% ERROR %%% FOR L =+I3s6H E =+F?.3+65H INTEGRPHASE2,372
XATION INTERVAL APPARENTLY CANNOT START TILL MESH POINT @,I3) PHASE2.373
1020 FORMAT(10HO AT L =»138H E =9F10.4,23H(1/CN) PHASE SHIFT =,PHASE2.374
X F12.8,13H FOR X =+F7.4+10H COR3 =,F11.8) PHASE2.375
1030 FORMAT(27HO %%x ERROR 222 FOR L =»I3y7H  E =+F9.3+9H ILK PHASE2.376
X= »15,66H s+ REACH END OF RANGE BEFORE START LOOKING FOR NODAL PHPHASE2.377
XASE SHIFTS ) PHASE2.378
1040 FORMAT(27HO %2 WARNING 3%% FOR L =+I3»7H  E =yF9.3,39H .  JNKPHASE2.379

XB INITIALIZATION GIVES SB/SI =+D10.3,1H/+D10:3,17Hy SO SET ° SBPHASE2.380
X=0. ) » PHASE2.381

1050 FORMAT(I4sF15.10+F14, 105F16.10sF14.10) , . PHASE2.382

1060 FORMAT(20HO xx3 CAUTION L =9I3s6H E =+F9.3,47H  WAVE FUNCTIOPHASE2.383

OO0 OO0

XN MAY BE UNRELIABLE AS RATIN =,D10,3,25H» SO MAKE XMIN SMALLEPHASE2,384

XR) PHASE2.385
1070 FORMAT(54H s%% CAUTION x%%x NOT CONVERGED BY END OF RANGE DLT =y PHASE2.386
X 3(F11.8,1H(sF11.8+1H))/46Xs8HAT X =93(F11.8+13X) ) PHASE2,387

1080 FORMAT(1HO»SX»SIHINSTABILITY 3332 IN LINEAR INTERPOLATION AT NODEPHASE2.388
X =+13,10H » FOR L=+I3»SH E=»E11.5,12H(1/CH)  JN=s14,84 XND3I=PHASE2,389

Xy F10.68) PHASE2.390
1090 FORMAT(42H0 NODE X(NODE) DLT(NODE) DLT(COR3) PHASE2.,391
X COR3 »/2X+30(2HXX)) - PHASE2.392"

1100 FORMAT (1HO»SXsSIHINSTABILITY t!ttt IN CUBIC INTERPOLATION AT - NODEPHASE2.393.
X =y13+10H » FOR  L=+I3»SH E=»E11.5,12H(1/CM) JIN=»14+8H  XND3I=PHASE2.394

Xy F10.4) ' PHASE2.395
1110 FORMAT(/1X+60(2H=-- )) ' : - PHASE2.396
1120 FORMAT(SOHO  POINTS ~ X = RST/R ~ AND EFFECTIVE WEIGHTS FOR» - PHASE2.397
X  I13,44H-POINT QUADRATURE FOR PHASE SHIFT CORRECTION,/(3(F22.14s PHASE2,398

X F20.16))) PHASE2.399
1130 FORMAT(51HO  REGULAR GAUSSIAN POINTS AND WEIGHTS FOR REGULAR,  PHASE2.400
X 13,18H-POINT QUADRATURESs/(3(F22.14sF20.16))) PHASE2.401
END PHASE2.402
PHASE2.403
SUBROUTINE POT(X»AsVsUPsLsRM) POT1.2
POT1.3
ESMMSV JWKR  POT1.4
DEFINITION OF POTENTIAL PARAMETERS- SEE JCP»70,PG. 488 (1979)  POT1.S
EQUATION 7 AND JCPy59,P6.602 (1973) FOR DETAILS. POT1.6
A(1)=EPSILON , POT1.7
A(2)=RMIN POT1.8
A(3)= A POT1.9
A(4)=ALPHA | : POT1.10
A(5)=X1 POT1.11
A(6)=X2 ‘ | POT1.12
A(7)=X3 | POT1.13
A(8)=X4 , POT1.14
A(9)=BETA FOR REPULSIVE WALL MORSE . ‘ POT1.15
A(10)=Cé ' _ POT1.16
A(11)=C8 POT1.17

A(12)=BETA ATTRACTIVE WELL ' POT1.18
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A(13)=C10

DIMENSION X(10)sA(15)sV(10)sVP(10)

COMMON/POTPRE/C6+C8+C10+B1+B2,B35B4sA11A2s AT A4

RT=AL0G(2.)
D0 100 I=1,L-
Ti=X(1)=-R(S)
IF(T1)Ss5+6

 EXPONENTIAL WALL - -

WD) =A(I)SEXP(~-A(4)3(X(I)-1.))
VP(I)=-A(4)3V(])
GOTO 100
T2=X(1)~A(é)
IF(72)7,8,8

EXPONENTIAL SPLINE
V(I)=EXP(A1+T18(A2+T2R (AT +A4XT1)))

VP(I)=V(I)B(A+A3R(T14T2) +A4XT18(T142,272))
GOTO 100 )

- TI=X(I)=1.4RT/7ACL2) - -

IF(T3)9:9710 - -
FIRST MORSE (RZSIGMA)

W=(A(9)-RT)/(A(12)-RT)
E1=EXP(A(D)=-X(I)2A(12)2M)
VID=E1x(E1-2.) /74
VP(I)=2.3E12A(12)8(1./W~E1)
GOTO 100

TA=X(1)-A(7)

IF(T4) 11,12912

SECOND MORSE

E1=EXP(-2,8A(12)8(X(I)~1.))
E2=EXP(-A(12)%(X(I)-1.))

CU(I)=E1-2.3E2 " :
© VR(1)=-2.8A(12)8(E1-E2)

GOTO 100
T4=X(I)-A(8B)
T3=X(I)-A(D)
IF(T4)13,14414

POLYNOMIAL SPLINE TO DISPERSION SERIES
V(I)=B1+T3%(B2+T4%(B3+T3%B4))
VP(I)=B2+B3%(T4+T3)+BARTIX(TI+2.3T4)
GOTO 100

DISPERSION SERIES

POT1.19

-POT1.20

POT1.21
POTPRE .2
POT1,23
POT1.24
POT1.25
POT1.26
POT1.27
POT1,28
POT1,29
POT1,30
POT1.31
POT1.32
POT1.33
POT1.34
POT1.35
POT1.36
POT1.37
POT1.38
POT1.39
POT1,40
POT1.41
POT1.42
POT1.43
POT1,44
POT1,45
POT1,46
POT1.47
POT1,48
POT1,49
POT1,50
POT1.51
POT1.52
POT1.53
POT1,54
POT1.55
POT1.56
POT1.57
POT1,58
POT1,59
POT1.60
POT1.61
POT1.42
POT1,43
POT1.64
POT1.45
POT1,66
POT1.47
POT1.68
POT1.49
POT1,70
POT1,71
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RR=X(1)%%2

R6=RR2X3

R8=RR3Ré

R10=RRER8

V(1)=-C6/R6-C8/R8-C10/R10

VP(I)=4.8C6/R6/X(1)48, !CB/RS/X(I)*IO 2C10/R10/X(1)
CONTINUE -

RETURN

END

SUBROUTINE PREPOT(AsRM)

ESMMSV JWKB

POT1.72
POT1.73
POT1.74
POT1.75

.POT1.76 .

POT1.77
POT1.78
POT1.79
P0T1.80.
POT1.81

POT1.82

PREPOT1.2
PREPOT1.3
PREPOT1.4

DETERMINES THE SPLINE COEFFICIENTS AND REDUCED PARAMETERS FOR POTIPREPOT!.S

SEE THAT SUBROUTINE FOR A LISTING OF THE CORRELATION OF THE
PARAMETERS AND THE ENTRIES OF THE A ARRAY

DIMENSION A(15) :
COMMON/FOTPRE/C49C8sC105B15B2,B3+B4rA11A21A3sA4
ERM6=A(1)2A(2)%%4
- REDUCED UNITS FOR DISPERSION COEFFICIENTS
Cé=A(10)/ERMé

C8=A(11)/ERME/A(2) 222
C10=A(13)/ERM6/A(2) 834

SPLINE COEFFICIENTS FOR THE REPULSIVE WALL

A1=ALOG(A(3))-A(4)8(A(5)-1,)
TEMP=EXP(~2,3A()X(A(4)=1,))=2, BEXP(-A(D)X(A(4)~1,))

- A2=(ALOG(TEMP)-A1)/(A(4)-A(S))

AJ=-(A(4)+A2) /7 (A(S)=A(6))

PREPOTL.4
PREPOT1.7
PREPOT1.8
PREPOTI1.9

~ POTPRE.2

PREPOT1.11
PREPOT1,12

- PREPOT1.13

PREPOT1.14
PREPOT1.15
PREPOT1.14
PREPOT1.17
PREPOT1.18
PREPOT1.19
PREPOT1.20
PREPOT1.21
PREPOT1,22
PREPOT1.23
PREPOT1.24

A4=2,3A(9) 2 (EXP(-A(9)X(A(4)-1,))-EXP(- 2.!A(9)!(A(6) =1.)) )2EXP (-(AIPREPOT1.25

1+A23(A(6)-A(5))))-A2-ATR(A(6)-A(S))
A4=A4/(A(4)-A(5))2%2

SPLINE COEFFICIENTS FOR THE DISPERSION SERIES.

TT-A(IZ)((A(?) =1.)

B1=EXP(-2.2TT)-2.%EXP(-TT)
TEMP=-C4/A(8)%246-C8/A(8) 888~ C10/A(8)3310
B2=(TEMP-B1)/(A(B)~-A(7))
TEMP=-2,3A(12)2EXP (-2, XTT)+2,SEXP(-TT)2A(12)
B3=(TEMP-B2)/(A(7)-A(8))
TEMP=6.%C4/A(B)237+8.XCB/A(8)839410.%C10/A(B) 8211
BA=(TEMP-B2-BIX(A(B)-A(7)))/(A(8)-A(7))882
RETURN

END

‘PREPOT1.26

PREPOT1.27
PREPOT1.28
PREPOT1.29
PREPOT1.30
PREPOT1.31
PREPOT1.32
PREPOT1.33
PREPOT1.34
PREPOT1.35
PREPOT1.36
PREPOT1.37
PREPOT1.38
PREPOT1,39
PREPOT1.40
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SUBROUTINE POT(XsAsVsVUPsLsRM)
COMMON/POTPRE/C&+C8+C109B1sB2yB3sB4rA17A27AT 1AL

PREPOT1.41
POT2,2
POTPRE.2
POT2.4

HFD POTENTIAL- SEE JCP»67,PG.152(1977) EQN. (1) FOR DEFINITION OFPOT2.5

THE FUNCTIONAL FORM
A(1)=EPSILON:
A(2)=RNIN

Al(3)=A

A(4)=ALPHA .
A(S)=C6* -

A(4)=C8

A(7)=C10 -

DIMENSION A(15)+X(10)5V(10),VP(10)
DO 10 I=i,L
R=X(I)3A(2)
RR=R$R
6=RRX23
F=A(3)SEXP(-A(4)3R)
=-C4/R6-CB/R6/RR-C10/R6/RR/RR -
D 10 )
IF(X(1).LE.1.28)D=EXP(~ (1 8/X(I)-1z)312)
U(I)= (F+G!D)/A(1) ‘
FP=-Fxa(4) .
GP=6.2C6/R6/R+8.%CB/R6/RR/R+10.XC10/R6/RR/RR/R
DP=0, .
IF(X(I).LE.1.28)DP=2.%1,283D%(1.28%A(2)/R-1,)8A(2)/R/K
VP(I)=(FP+GP¥D+DPXG)/A(1)2%A(2)
CONTINUE
RETURN
END

SUBROUTINE PREPOT(AsRM)

© COMMON/POTFRE/C6+C8,C10+B1+B2/B3+B49AL11A21AT A4

HFED POTENTIAL- SEE POT2 FOR DESCRIPTION OF FUNCTIONAL FORM AND

DESCRIPTION AND LITERATURE REFERENCE.

DIMENSION A(15)
Cé=A(5)’
C8=A(4)
C10=A(7)
H=EXP(-,28%%2)
T=2.%,28%1,28
C1=(6.-T)2C6
C2=(8.-T)xC8

POT2.6
POT2.7
POT2.8
POT2.9
P0T2.10
POT2.11
P0OT2.12

- POT2.13

POT2.14
POT2.15
POT2.16
PGT2.17
POT2.18
POT2.19
POT2.20
POT2.21
POT2.22
FOT2.23
POT2.24
POT2.25
P0T2.26
POT2.27
P0T2.28
POT2.29
POT2.30
POT2.31
POT2.32

P0OT2.33
PREPQOT2,2"
POTPRE.2
PREPOT2.4
PREPOT2.5
PREPOT2.6
FREPOT2.?7
PREPOT2.8
PREPOT2.9
PREPOT2.10
PREFOT2.11
PREPOT2,12
PREPOT2,13
PREPOT2.14
PREPOT2.15
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C3=(10.-T)2C10

Ca=2.37
CS=4.%1,28-6.%1.28%1,28
D4=Cé8(6.,8C4-42,-C3)
D8=C8¥(~-72,+8.3C4-C3)
D10=C10%(-110.+10,%C4~-C3)

A MAXIMUM OF 100 ITERATIONS ALLOWED TO FIND RM.

DO 10 I=1,100

RMIN=A(2)

R=RMIN :
F=A(3)XEXP(-A(4)XA(2))
RR=RMINEZRMIN

Ré=RR%23
=-C6/R6-C8/R6/RR-C10/R46/RR/RR

COMPUTE FIRST AND SECOND DERIVATIVES

FP=-A(A)SF
FPP=-A(4) $FP
GP=HE(C1+C2/RR+C3/RR/RR) /R/Rb
GPP=H&(Dé+D8/RR+D10/RR/RR) /R6/RR
UP=FP+GP

VUPP=FFP+GPP

NEWTON’S FORMULA FOR. NEW VALUE OF RMIN

RNEW=RMIN-VP/VPP

A(2)=RNEW

IF (ABS(RNEW-RMIN) .GT.1.E-05) GOTO 10
A(1)=F+GEH

A(1)=ABS(A(1))

GOTO 20

CONTINUE

WRITE(6913)

FORMAT (10X SPREPOT NOT CONVERGED%)
sTOP

CONTINUE

RETURN

END

SUBROUTINE POT(XsAsVsVUPsL+RN)

_COHHON/PDTPRE/CévCB:C10931vB2rB3vB4vAlvA2vA3vA4

LENNARD-JONESy - JWKB
DEFINITION OF POTENTIAL PARAMETERS

- -A(1)=EPSILON

A(2)=RMIN

PREPOT2.16
PREPOT2.17
PREPOT2.18
PREPOT2.19
PREPOT2.20
PREPOT2.21
PREPOT2.22
PREPOT2.23
PREP0OT2.24

- PREPOT2.25

PREPOT2.26
PREPOT2.27
PREPOT2.28
PREPOT2.29
PREPOT2.30
PREPOT2.31
PREPOT2.32
PREPOT2,33
PREPOT2.34
PREPOT2.35
PREPOT2.36
PREPOT2.37
PREPOT2.38

- PREPOT2.39

PREPQT2.40

- PREPOT2.41

PREPOT2.42
PREPOT2.43
PREPQOT2.44
PREPOT2.45
PREPOT2.46
PREPOT2.47
PREPQT2.48
PREPOT2.49
PREPOT2.50
PREPOT2.51
PREPOT2.52
PREPOT2.53
PREPOT2,54

- PREPOT2.55

PREPOT2.56

PREPOT2.57
POT3.2

"~ POTPRE.2

POT3.4

POT3.5

POT3.4
POT3.7
POT3.8
POT3.9
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DIMENSION A(135)»X(10)sV(10),VP(10)
DO 10 I=1,L

XIN=1./X(I)

TEMP=XINS34

V(I)=4.STEMPS(TENP-1)
VP(I)=24 . XTEMPEXINR(1.-2,STENP)
CONTINUE

RETURN-

END

SUBROUTINE PREPOT(AsRM)

DUMMY PREPOT
COMMON/POTPRE/C4+C8sC10+B1+B2/B3sBArA19A2,ATsA4
DIMENSION A(135)

RETURN

END

SUBROUTINE .POT(XsAsVsVUPsLsRM)

HFD POTENTIAL- LEROY PHASE SHIFTS
FOR DESCRIPTION OF FUNCTIONAL FORMsLITERATURE REFERENCE AND

EXPLANATION OF VARIABLES,SEE POT2

®
COMMON/POTPRE/C6+C8»C10sB1,B2+B3sB41A17A2,AT A4
DIMENSION A(15)sX(10)sV(10)+VP(10)
BZ=RM3A(1)3A(2)XA(2)8349.757/16.85763
DO 130 I=1,L
R=X(I)2A(2)
RR=RIR
Ré=RRX%3
F=A(3)SEXP(-A(4)3R)
==C4/R6-C8/R6/RR-C10/R6/RR/RR
D=10
IF(X(I).LE.1.28) D=EXP(-(1.28/X(I1)-1.)%%2)

CONVERT TO REDUCED ENERGY AND WAVENUMBERS
V(I)=BZ¥(F+G2¥D)/A(1)

SET UP REDUCED CENTRIFUGAL ENERGY
TEMP=1./X(1)
X(I)=TEMFRTEMP

CONTINUE '

RETURN
END

POT3.10
POT3.11
POT3.12
POT3.13
POT3.14
POT3.15
PQT3.16
POT3.17
POT3.18

POT3.19
PREPOT10.2
PREPOT10.3
POTPRE.2
PREPOT10.5

- PREPOT10.6

PREPOT10.7

PREPOT10.8
POT11.2
POT11.3
POT11.4
POT11.5
POT11.6
POT11.7
POTPRE.2
POT11.9
POT11.10
POT11.11
POT11.12
POT11.13
POT11.14
POT11.15
POT11.16
POT11.17
POT11.18
POT11.19
POT11.20
POT11.21
POT11.22
POT11.23
POT11.24
POT11.25
POT11.26
POT11.27
POT11.28
POT11.29
POT11.30 "
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SUBROUTINE PREPOT(AsRM)
COMMON/POTPRE/C4+C8+C10,B11B2/B3+B4+A11A2,AT1A4

COMMON/PTNL/V(2001)sXM2(2001) s XSTART » XSTEP s RNPHAS » ERROR
DIMENSION A(13)

HFD POT ENT IAL- LEROY EXACT PHASE SHIFTS
FOR DESCRIPTION OF FUNCTIONAL FORMsLITERATURE REFERENCE, AND
EXPLANATION OF VARIABLES SEE POT2.

XMIN=XSTART

XH=XSTEP

N=INT(RNFHAS)
C10=A(13)/ERM6/A(2) %24
Cé=a(S)

C8=A(4)

C10=A(?7)

SELF CONSISTENCY SECTION
NEWTON SEARCH FOR RMIN.

H=EXP(-,283%2)
7=2.%.28%1.28
C1=(48.-T)%xCé
C2=(8.-T)2C8

-C3=(10.-T)8C10
‘C4=2,27

£5=4.%1,.28-46.%1.28%1.28
D6=Cé%(46.8CA-42,-C5)
D8=C8%(-72.48.%CA-C3)
D10=C10%(-110.+10.%C4-C5)

A MAXIMUM OF 100 ITERATIONS ALLOWED TO FIND RM.

D0 10 I=1,100

RMIN=A(2)

R=RNIN

F=A(3)XEXP(-A(4)%A(2))
RR=RMINZRKIN

R6=RRX%3
G=-C4/R6-C8/R6/RR-C10/R6/RR/RR

COHPUTE.FIRST AND SECOND DERIVATIVES

FP=-A(A)3F
FPP=-A(4)$FP

GP=HE(C1+C2/RR+C3/RR/RR) /R/RS
GPP=H2(D4+D8/RR+D10/RR/RR) /R6/RR —
VUP=FP+GP

UPP=FPP+GPP

POT11.31
PREPOT11.2
POTPRE.2
PTNL.2
PREPOT11.5
PREPOT11.6
PREPOT11.7
PREPOT11.8

- PREPOT11.9

PREPOT11.10
PREPOT11.11
PREPOT11.12
PREPOT11.13
PREPOT11.14
PREPOT11.15
PREPOT11.16
PREPOT11.17
PREPOT11.18
PREPOT11.19
PREPOT11.20
PREPOT11.21

" PREPOT11.22

PREPOT11.2
PREPOT11.24
PREPOT11.25

. .PREPOT11.24

PREPOT11,27

'PREPOT11.28

PREPOT11.29
PREPOT11.30
PREPOT11.31
PREPOT11.32
PREPOT11.33
PREPOT11.34
PREPOT11.35
PREPOT11.36
PREPOT11.37
PREPOT11.38
PREPOT11.39
PREPOT11.40

- PREPOT11,41

PREPOT11.42
PREPOT11.43
PREPOT11.44
PREPOT11.45
PREPOT11.44
PREPOT11.47
PREPOT11.48
PREPOT11.49
PREPOT11,50
PREPOT11.51
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NEWTON’S FORMULA FOR NEW VALUE OF RMIN PREPOT11.52
PREPOT11.53
RNEW=RMIN-VF/VPP PREPOT11.54
A(2)=RNEW PREPOT11.55
IF (ABS (RNEW-RMIN) ,6GT.1.E-05) GOTO 10 PREPQT11.56
A(1)=F+G3H PREPOT11.57
A(1)=ABS(A(1)) PREPOT11.58
GOTO 20 PREPOT11.59
CONTINUE PREPOT11.40
WRITE(4+15)" PREPOT11.61
FORMAT (10X, 3HFD 'PREPOT SEARCH FOR RMIN NOT CONVERGED AFTER 100 % PREPOT11.62
$XITERATIONSS) PREPOT11.43
STOP PREPOT11.464
. CONTINUE PREPOT11.45
XST=XMIN-XH PREPOT11.486
PREPOT11.47
SET UP ARRAY OF POINTS FOR POTENTIAL CALCULATION NEEDED FOR PHASEPREFOT11.48
SHIFTS PREPOT11.49
PREPOT11.70
DO 110 I=1,N PREPOT11.71
XM2(I)=XST+IsXH PREPOT11.72
DO 130 .I=1,N "~ PREPOT11.73
R=XM2(I)%A(2) . PREPOT11.74
RR=R2ZR . PREPOT11.75
R6=RRX%3 PREPOT11.76
F=A(3)SEXP(-A(4)3R) o PREPOT11.77
G=-C6/R6-C8/R6/RR-C10/RR/RR/R6 PREPOT11.78
D=1. _ PREPOT11.79
IF(XM2(I).LE.1.28)D=EXP(~(1.,28/XM2(I)-1,)%22) PREPOT11.80
PREPOT11.81
CONVERT TO WAVENUMBERS. ADDITIONAL FACTOR OF A(1) RESULTS FROM = PREPOT11.82
HFD BEING CALCULATED IN REAL ENERGY UNITS PREPOT11.83
PREPOT11.84
V(I)=BZs(F+G2D)/A(1) PREPOT11.85
: PREPOT11.86
SET UP ARRAY OF THE REDUCED CENTRIFUGAL POTENTIAL PREPOT11.87
PREPOT11.88
TENP=1./XM2(I) PREPOT11.89
XM2(1)=TEMPSTEMP PREPOT11.90
CONTINUE PREPOT11.91
RETURN. PREPOT11.92
END PREPOT11.93 -
PREPOT11.94
SUBROUTINE POT(XsAsVsVPsLsRM) POT12.2
DIMENSION A(15)9V(10)9X(10)sVP(10) POT12.3
POT12.4
LJ é-12 EXACT PHASE SHIFTS POT12.5
FOR DESCRIPTION OF “‘FUNCTIONAL™ FORMs LITERATURE REFERENCE AND - POT12.6
EXPLANATION OF VARIABLES, SEE POT3. POT12.7
POT12.8

ooOMmoOO
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BZ=RMBA(1)%A(2)3A(2)%349,757/16.85763
DO 10 I=1,L

XIN=1./X(1)

TEMP=XIN%26

V(I)=4 XTEMPR(TENF-1,)

V(I)=V(1)3%BZ

X(D)=XINSXIN

CONTINUE

RETURN

END

SUBROUTINE PREPOT(AsRM)
COMMON/PTNL/V(2001) yXM2(2001 ) » XSTART » XSTEP y RNPHAS s ERROR
COMMON/POGTPRE/C69C8+C10+B1sB2:B3+B4sA1sA2:A3sA4
DIMENSION A(1S)

LJd 6-12 "XACT PHASE SHIFTS

FOR A DESCRIPTION OF FUNCTIONAL FORMsLITERATURE REFERENCE AND

EXPLANATION OF VARIABLES» SEE POT3.

XMIN=XSTART :
BZ=RMXA(1)XA(2)XA(2)%349,757/16.85743
XH=XSTEP

L=INT(RNPHAS)
XS=XMIN-XH

DO 10 I=1sL

XS=XS+XH

XIN=1./XS

TEMP=XIN224
V(I)=4,STEMPR(TEMP-1,)
WI)=V(1)3sBZ
XM2(I)=XINSXIN
CONTINUE

RETURN

END

SUBROUTINE POT(XsAsVeVUP,LsRM)
COMMON/POTPRE/C6+C8+C10vB11B2sB3sBAvA11A2,A31A4
DIMENSION A(15),V(10)sVUP(10)9X(10)

EXACT PHASE SHIFT SPHD POTENTIAL

JCF»71,PG.2638 (1979),

DEFINITION OF A ARRAY .
+ 9 ACAY=ALPHA+A(5)=B0sA(4)=B1}y:
A(7)=B2,A(8)=B3yA(9)=XF+A(10)=TAU,A(11)=X0,
A(12)=C6+A(13)=CBrA(14)=C10

POT12.9

POT12.10
POT12.11
POT12.12
POT12.13
POT12.14
POT12.15
POT12.16

- POT12.17

POT12.18

POT12.19
PREPOT12.2
PTNL.2
POTPRE.2
PREPOT12.5
PREPOT12.4
PREFOT12.7
PREPOT12.8

-PREPQT12,9

PREPOT12.10
PREPOT12.11
PREPOT12.12

- PREPOT12.13

PREPOT12.14

PREPOT12.1S

PREPOT12.16

-PREPOT12.17

PREPOT12.18
PREPOT12.19
PREPOT12,20
PREPOT12.21
PREPOT12.22
PREPOT12.23
PREPOT12.24
PREPOT12,25

PREPOT12,26
POT13.2
POTPRE.2
POT13.4
POT13.5
POT13.6
POT13.7
POT13.8
POT13.9
POT13.10
POT13.11
POT13.12
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BZ=RMXA(1)3A(2)2A(2)8349,757/16.85763
DO 10 I=1,L

Z=X(I)-A(9)

IF(Z.LT.0.) GOTO 20

DISPERSION SERIES

XT=X(1)%36
X2=X(1)83%2

V(I)==(C&/XT+CB/XT/X24C10/XT/X2/X2)

6070 30
SPHD SERIES

Z=1,=-1.7%X(1)

H=1./(1.+EXP(AC10)X(X(I)-A(i1))))
G=A(S)XZ2Z8(1.+Z8(A(6)+ZE(A(7)+ZBA(8B))) )1,
V(I)=HEA(J)XEXP(-A(4)XA(2)IX(I) )/A(1)+(1.-H)XG

.CONUERT POTENTIAL TO WAVENUMBERS AND CALCULATE REDUCED .

CENTRIFUGAL POTENTIAL ARRAY

X(I)=1.,/X(D)/%X(1)- |
V(I)=V(I)XBZ - -
CONTINUE ‘
RETURN

END

SUBROUTINE PREPOT(AsRM)
COMMON/PTNL/V(2001)»XM2(2001) s XSTART » XSTEP + RNPHAS » ERROR
COMMON/POTPRE/C6+C8,C10+B1,B2,B3,B4,A1A27A31A4
DIMENSION A(15)

SPHD EXACT POTENTIAL

BZ=RNR2A(1)3A(2)3A(2)2349.757/16.85763
XMIN=XSTART

- XH=XSTEP

L=INT(RNPHAS)
XS=XMIN-XH

.CONVERT DISPERSION CONSTANTS TO REDUCED UNITS

Dé=A(12)

D8=A(13)

D10=A(14)
ERM6=A(1)3A(2)2%6
C6=D&/ERMS
CB8=D8/ERM&6/A(2) %82
C10=D10/ERM6/A(2) %54

POT13.13
POT13.14.
POT13.15
POT13.16
POTi3.17
POTi3.18
POT13.19
POT13.20
POTi3.21
POT13.22
P0OT13.23
POT13.24
POT13.25 -
POT13.26
POT13.27
POT13.28
POT13.29
POT13.30
POT13.31
POT13.32
P0T13.33
POT13.34
POT13.35
POT13.36
POT13.37°
POT13.38
POT13.39

POT13.40
PREPOT13.2
PTNL.2
POTPRE.2
PREPOT13.5
PREPOT13.6
PREPOT13.7
PREPOT13.8
PREPOT13.9
PREPOT13.10
PREPOT13.11
PREPOT13.12
PREPOT13.13
PREPOT13.,14

. PREPOT13.15

PREPOT13.16
PREPOT13.17
PREPOT13.18
PREPOT13.19
PREPOT13.20
PREPOT13.21
PREPOT13.22
PREPOT13.23
PREPOT13.24
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B2yB3 ARE USED TO MATCH DISPERSION SERIES AND ITS FIRST

DERIVATIVE AT XF.

XF=A(9)

H=1./(1.4EXP(A(10)8(XF-A(11))))
H1=-HEHREXP(A(10)X(XF-A(11)))3A(10)

XF6=XF236

XF2=XF$XF
==(C6/XF6+CB/XF4/XF24C10/XF&/XF2/XF2)

F1=(6,8C4/XF6+8.8C8/XF2/XF4+10.8C10/XF2/XF6) /XF

G=HSA(J)SEXP(-A(4)XXF)
G1=G3(H1/H-A(4))

RL=1.-1./XF
==1.+RLEIRLE(A(S)I+A(6)SRL)
RL1=1./XF2

CNST1=(F+1.)/RL/RL/A(S)

CNST1=CNST1-1,-RL3A(6)
CNST2=F1/A(5)/RL/RL1

CNST2=CNST2-2.-3.2A(48)SRL
A(7)=(5.8CNST1-CNST2) /RL%%2

A(B)=(CNST2-4.%CNST1)/RL223

DO 10 I=1,L :

XS=XS+XH

XM2(I)=XS

Z=XM2(1)-A(9)

IF(Z.LT.0.) GOTO 20

DISPERSION SERIES

XT=XM2(1)%%6

X2=XM2(1)8%2
V(I)==(C6/XT+CB/XT/X2+C10/XT/X2/X2)
GOTo 30 '

SPHD SERIES

Z=1.-1,/XM2(1)
H=1./7(1.+EXP(A(10)3(XM2(1)=-A(11))))
SACSIRZBZR(1.+ZR(A(S)+Z8(A(7)+22A(8) ) ))=1,
V(I)=HBA(T)SEXP(-A(4)2A(2)XH2(I))/A(1)+(1,-H)2G
XM2(I)=1.,/XN2(1)/XM2(1)

V(I)=Y(1)%BZ

CONTINUE

RETURN

END

SUBROUTINE POT(XsAsVsVUPsLsRM)

ESHMSY-EXACT PHASE SHIFTS

DEFINITION OF POTENTIAL PARAMETERS? SEE JCPs71,P. 2638 (1979).

PREPOT13.25
PREFOT13.26
PREPOT13.27
PREPOT13,28
PREPOT13.29
PREPOT13.30
PREPOT13,31

- PREPOT13.32

PREPOT13.33
PREPOT13.34
PREPOT13.35
PREPOT13.36
PREPOT13.37
PREPOT13.38
PREPOT13.39
PREPOT13.40
PREPOT13.41
PREPOT13.42
PREPOT13.43
PREPOT13.44

"PREPOT13.45
- PREPOT13.46

PREPOT13.47
PREPOT13.48

- PREPOT13.49

PREPOT13.50
PREPOT13.51
PREPOT13.52
PREPOT13.53
PREPOT13.54
PREPOT13.55
PREPOT13.56
PREPOT13.57
PREPOT13.58
PREPOT13.59
PREPOT13.40
PREPOT13.61

- PREPOT13.62

PREPOT13.63
PREPOT13.464
PREPOT13.45
PREPOT13.66
PREPOT13.67
PREPOT13.48
PREPOT13.6%

PREPOT13.70
POT14.2
POT14.3
POT14.4
POT14.5
POT14.6
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FOR BASIC REFERENCE : POT14.7

oOOONEOO0E 0

e Mo Nyl

AC1)=EPSILONy A(2)=RMsA(3)=AsA(4)=ALPHAsA(S)=X1+A(6)=X2sA(7)=X3s POT14.8
A(B)=X4yA(9)=BETAL1»A(10)=C4,A(11)=CBsA(12)= BETA2 POT14.9
POTi4.10
NOTE THAT THE FOLLOWING MODIFICATIONS HAVE BEEN MADE TO THIS POT14.11
VERSION OF THE POTENTIAL. POT14.12
i. THE FIRST MORSE POTENTIAL Exrsnns FROM X2 TO RM. P0T14.13
2., THE SECOND MORSE POTENTIAL EXTENDS FROM RM TO X3. POT14.14
3. THE SECOND MORSE' IS SPLINED TO THE DISPERSION SERIES USING A POT14.15
TRIGONOMETRIC SWITCHING FUNCTIONs INSTEAD OF A POLYNOMIAL SPLINE.POT14.16
POT14.17
COMMON/POTPRE/C4+C85C105B15B2,B3sB4sA11A2/AT A4 , . POTPRE.2.
DIMENSION X(10)sA(15)»V(10)sVP(10) POT14,19
BRZ=RMEA(1)3A(2)%A(2)2349,757/16.85743 POT14.20
DO 200 I=1sL POT14.21
T4=X(I)-A(S) ' : POT14.22
IF(TA)1s1y2 : POT14.23
c POT14.24
c EXPONENTIAL REPULSIVE WALL , POT14.25
c POT14.24
1 v(I)-A(z)xexp(-a(4)x<x(1) 1 1} POT14.27
VP(I)=-A(4)3V(I) : POT14,28
GOTO 100 : POT14.29
2 T5=X(I)-A(4) POT14.30
CIF(TS)39404 _ POT14.31
.c : POT14.32
e EXPONENTIAL SPLINE : POT14.33
c POT14.34
3 VII)=EXP(A14TAR(A24TSE(A3+A4KT4))) POT14.35
UP(I)=V(I)X(A24A3S(TA+TS) +AARTAR(T4+2,XTS)) POT14.34
GOTO 100 POT14.37
4 T1=X(I)-1, ~ POT14.38
IF(T1)5+5:6 ‘ POT14,39
c POT14.40
C - FIRST MORSE (X<1) S POT14.41
(> : _ POT14,42
S TEMP=EXP (-A(9)%XT1) POT14.43
- W(D)=TEMPX(TEMP-2.). ‘ _ POT14.44
VP(I)=2.3A(9)STEXPE(1.-TEMP) 8(~1) POT14,.45
GOTO 100 - POT14.44
b T2=X(I1)-A(7) FOT14.47
IF(T2) 7+8+8 POT14.48
. ‘ : POT14.49
SECOND MORSE POT14.50
. POT14.51
.7 TEMP=EXP(-A(12)%T1) - POT14.52
V(I)=TENPS(TEMF-2.) POT14.53
0P<1)-2.:A<9)xTEnPt(1.—TEHP):( -1) o _ o POT14.54
6070 100 _ ‘ © POT14.55
8 T3=X(1)-A(8) _ 3 POT14.56
IF(T3) 949910 : : POT14.57
9 CONTINUE POT14.58

c POT14.59



167

c ‘TRIGONOMETRIC SWITCHING REGION FROM SECOND MORSE TO DISPERSION  POT14.60
c SERIES - POT14.61
c POT14.,62
TEMP=EXP(-A(12)3T1) POT14,63
RR=X(1)%82 © POT14.64
Ré=RRX%3 ' POT14.45
R8=RRERS - POT14.66
R10=RS2RR | - POT14.67
D=-C4/R4-C8/R8-C10/R10 POT14.48
RTT2=3,141592/(A(8)-A(7)) - POT14.69
RTT1=(X(1)-A(7))8RTT2 POT14,70
§=,58(COS(RTT1)+1.) POT14.71
DS=-RTT28SIN(RTT1)/2. POT14,72
RMORSE=TEMPS(TENP-2.) POT14.73
V(I1)=RHORSESS+(1.,-5)3D POT14.74
VUP(1)=(RNORSE-D)2DS+S82,8A(12)STENPE (1, ~TENP) POT14.75
VP(I)=UP(I)+(1.-5)86,8C6/R6/X(1)+8,8C8/R8/X(1)$10.3C10/R10/X(I)  POT14.74
G0TO 100 POT14.77
c | POT14,78
c DISPERSION SERIES POT14.79
c | ; POT14.80
10 RR=X(I)$%2 ~ POT14.81
R6=RRE$3 POT14.82
' R8=RR3R6 POT14.83
R10=RRIRS | POT14.84
V(1)=-C4/R6-C8/R8-C10/R10 POT14.85
 UP(1)=6.83C6/R6/X(1)+8.8C8/R8/X(1)410.3C10/R10/X(1) POT14.86
100 CONTINUE POT14.87
c POT14.88
c CONVERT TO WAVENUMBERS AND RETURN REDUCED CENTRIFUGAL POTENTIAL POT14.89
c POT14.90
V(I)=V(1)8BZ POT14.91
X(1)=1,/X(I)/X(1) POT14.92
200 CONTINUE POT14.93
RETURN ‘ POT14,94
END POT14.95
|  POT14.96
SUBROUTINE PREPOT(AsRH) | PREPOT14.2
DIMENSION A(15) PREPOT14.3
COMMON/PTNL/V(2001) s XH2(2001) s XSTART » XSTEP s RNPHAS » ERROR  PTNL.2
COMMON/POTPRE/C4+CB5C109B1+B2sB31BAsA11A2 A31A4 POTPRE.2
c | PREPOT14.6
c ESMMSY - EXACT PHASE SHIFTS. ' PREPOT14.7
c SEE POT 14 FOR DETAILS ON THE POTENTIAL PARAMETERS. IN THIS PREPOT14.8
c VERSION OF THE ESMMSV POTENTIAL» THE TWO MORSE POTENTIALS JOIN ATPREPOT14.9
c RMs AND THE DISPERSION SERIES 1S SWITCHED ON.WITH A TRIGONGMETRICPREPOT14.10
c FUNCTIONs NOT A POLYNOMIAL SPLINE. PREPOT14.11
c PREPOT14.12
BZ=RM3A(1)8A(2)3A(2)8349,757/16.85763 | PREPOT14.13
XMIN=XSTART PREPOT14.14

XH=XSTEP PREPOT14.15
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L=INT (RNPHAS)
XS=XNIN-XH

CONVERT DISPERSION CONSTANTS TO REDUCED UNITS

ERM6=A(1)8A(2)8%6
Cé=A(10)/ERMé
C8=A(11)/ERM&6/A(2)822
C10=A(13)/ERME/A(2)2%4

CHECK THAT THE MORSE CURVATURE AND SPLINE POINTS ARE COMPATIBLE

IF(.5.GT. EXP(A(?)%(A(6)-1,))) GOTO 20

WRITE(6911) A(D)9A(S)

PREPOT14.16
PREPOT14.17
PREPOT14.18
PREPOT14.19
PREPOT14.20
PREPOT14.21
PREPOT14,22
PREPOT14.23
PREPOT14.24
PREPOT14.,25
PREPOT14.26
PREPOT14.27
PREPOT14.28
PREPOT14,29

FORMAT(10X»& IN SUBROUTINE PREPOT14, THE MORSE CURVATURE PARAMETERPREPQT14.30
$ A(9) IS INCOMPATIBLE WITH THE EXPONENTIALZ®,/,10X,%SPLINE POINT X PREPOT14.31

$3. THEIR VALUES AREX»2(2XsE14.7)s10X,2RESPECTIVELY®s/)

STOP
CONTINUE

COMPUTE SPLINE CONSTANTS FOR EXPONENTIAL WALL +FIRST MORSE

A1=ALOG(A(3))-A(4)X(A(D)-1.)

TEMP=EXF(-2.3A(9)8(A(6)-1.))-2.BEXP(-A(F)X(A(6)-1.))

A2=(ALOG(TEMP)-A1)/(A(&)~-A(3))
A3=-(A(4)+A2) /(A(S)-A(6))

PREPOT14.32
PREPOT14,33
PREPOT14.34
PREPOT14.35
PREP0OT14.36
PREPOT14.37
PREPOT14.38
PREPOT14.39
PREPOT14.40
PREPOT14.41

A4=2,3A(D) S(EXP(-ALDIE(A(S)=1,))-EXP(-2,3A(9)X(A(6)~-1,)) ) XEXP(-(AIPREPOT14.42

$+A28(A(6)-A(5))))-A2-ATR(A(6)-A(3))
. A4=A4/(A(6)-A(3))232

SET UP POTENTIAL ARRAY FOR PHASE SHIFT CALCULATION

DO 500 I=1,L
XS=XS+XH
T4=XS~-A(S)
IF(TA)1s192 -

REPULSIVE WALL

V(1) =A(T)SEXP(-A(4)X(XS-1.))
GOTO 100

TS=XS-A(4)

IF(TS)3s494

EXPONENTIAL SPLINE
VII)=EXP(A1+TAX(A2+TSR(AJ+A4XT4)))
GOTO 100
T1=X5-1.,
IF(T1)5:596

FIRST MORSE (X<1.)

PREPOT14.43
PREPOT14.44
PREPOT14.,45
PREPOT14.46
PREPOT14.47
PREPOT14.48
PREPOT14.49
PREPOT14.50
PREPOT14.,51
PREPOT14,52
PREPOT14.53
PREPOT14.54
PREPOT14.55
PREPOT14.56
PREPOT14.57
PREPQT14.58
PREPQT14.59
PREPOT14.40
PREPOT14.61
PREPOT14.62
PREPOT14.63
PREPOT14.564
PREPOT14.45
PREPOT14.46
PREPOT14.67
PREPOT14.68
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TEMP=EXP (-A(9)%T1)
V(I)=TEMPX(TEMP-2,)

GOTO 100
T2=XS-A(7)
IF(T2) 7.8+8

SECOND MORSE

TEMP=EXP(-A(12)2T1)
V(I)=TEMPR(TENP-2,)

GOTO 100
T3=XS-A(8)

IF(T3) 949910

CONTINUE

SWITCHING FUNCTION FROM SECOND MORSE TO DISPERSION SERIES

TEMP=EXP(-A{12)%T1)

RR=XS2%2
R6=RRx%3
R8=RRXR4
R10=R8B2RR

D=-C6/Ré6-C8/R8-C10/R10

- RTT2=3.141592/(A(8)-A(7))

RTT1=T22RTT2.

- §=,S8(COS(RTT1)+41,)
RMORSE=TEMPR(TENP-2,)

V(I)=RMORSEXS+(1,-5)2D

GOTO 100

DISPERSION SERIES

RR=XS3%2
R6=RR¥23
R8=RRERS

-R10=RR3R8
V(1)=-C4/R6-C8/RB~C10/R10

CONTINUE

CONVERT POTENTIAL TO WAVENUMBERS AND
IN REDUCED UNITS

XM2(1)=1,/XS/XS

V(I)=V(1)%B2Z
CONTINUE
RETURN

END

SUBROUTINE POT(XsAsVsVPsLRN)

ESMMSV EXACT ETA’S

SET UP CENTRIFUGAL POTENTIAL

PREPOT14.,49
PREPOT14.70
PREPOT14,71
PREPOT14.72
PREPOT14.73
PREPOT14.74
PREPOT14.75

. PREPOT14.76

PREPOT14.77
PREPOT14.78

- PREPOT14.79

PREPOT14.80
PREPOT14.81
PREPOT14.82
PREPOT14.83
PREPOT14.84
PREP0T14.85
PREPOT14.84
PREPOT14.87

- PREPOT14,88

PREPOT14.89
PREPOT14.90
PREPOT14.91
PREPOT14.92

- PREPOT14,93

PREPOT14.94
PREPOT14.95
PREPOT14.96
PREPOT14,97
PREPOT14.98
PREPOT14,99
PREPOT14,100
PREPOT14,101
PREPOT14.102
PREPOT14.103
PREFOT14.104
PREPOT14.,105

- PREPOT14.106

PREPOT14.107
PREPOT14.108
PREPOT14.109
PREPOT14,110
PREPOT14.111
PREPOT14.112
PREPOT14.113
PREPOT14.114
PREPOT14.115

PREPOT14.114
POT15.2
POT15.3
POT15.4



OO0

oO0OMm
[3 ]

nn'n

OO0

.oono

10

11

12

170

DEFINITION OF POTENTIAL PARAMETERS? SEE JCP»700P. 489 (1979)
A(1)=EPSILONsA(2)=RMsA(I)=AsA(4)=ALPHAIA(S)=X1rA(8)=X2yA(T7)=X3s
A(B)=X4,A(9)=BETA1,A(10)=C6sA(11)=C8A(12)=BETA2

THE FOLLOWING ARE THE MAIN DIFFERENCES BETWEEN THIS VERSION AND

POT14

1. THE OUTER MORSE IS SPLINED TO THE DISPERSION SERIES
2. THE TWO MORSE PARTS ARE JOINED AT THE SIGMA POINT.

COMMON/PQTPRE/C67C8+C109B1+B2yB3sB4sA11A27A31A4 -

DIMENSION X(10)sA(15),V(10)»VP(10)
RT=ALOG(2.)
BZ=RMXA(1)8A(2)2A(2)8349.757/14.85763
DO 200 I=1,L .

T1=X(1)-A(S)

IF(T1)3:596

EXPONENTIAL REPULSIVE WALL

VI =A(I)SEXP(-A(4)8(X(1)-1,))
6070100 . -

T2=X(1)-A(4)

IF(72)7,8,8

EXPONENTIAL  SPLINE -

V(T)=EXP(AL1+T12(A2+T2X(A3+A4STL)))
GO0TO 100

T3=X(1)=-1.+RT/A(12)

IF(T3)9,9»10

FIRST MORSE (R< SIGMA)

W=(A(?)-RT)/(A(12)-RT)
EI=EXP(A(9)-X(I)‘A(12)‘“)_
V(I)=E18(E1-2,)/N

GOTO 100

Ta=X(I1)-A(7)

IF(T4) 11,12,12

- SECOND MORSE

E1=EXP(-2.3A(12)8(X(1)~1,))
E2=EXP(-A(12)(X(I)-1,))
V(I)=E1-2.3E2

GOT0 100

T4=X(1)-A(B)

T3=X(1)-A(7)

IF(T4)13,14/514

POLYNOMIAL SPLINE TO DISPERSION SERIES

POT15.5
POT1S.6
POT15.7
POT15.8
POT1S.9
POT15.10
POT1S.11
POT1S.12
POT15.13
POT15.14
POTPRE., 2
POT15.16
POT1S.17
POT15.18
POT15.19
POT15.20
POT1S.21
POT15.22
POT15.23
POT15.24
POT15.25
POT15.26

POT15.27

POTiS.28

. POT15.29

POT15.30
POT15.31
POT15.32
POT15.33
POT15.34
POT15.35
POT15.34
POT15.37
POT15.38
POT15.39
POT15.40
POT1S.41
POT1S.42
POT15.43
POT15.44
POT15.45
POT15.46
POT1S5.47
POT1S5.48
POT15.49
POT15.50
POT15.51
POT15.52
POT15.53
POT15.54
POT15.55
POT15.56
POT15.57
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V(1)=B1+T38(B2+TAX(B3+T3%B4))
GOTO 100

DISPERSION SERIES

RR=X(1)8%2

Ré=RRE33

R8=RRIR6

R10=RRIR8

V(1)=-C4/R6-CB/RB-C10/R10

CONTINUE 4

CONVERT TO REDUCED UNITS, SET UP CENTRIFUGAL POTENTIAL.

W(I)=V(1)$BZ
X(I)=1./X(I1)/X(D)
CONTINUE

RETURN

END

. SUBROUTINE PREPOT(AsRM)
. DIMENSION A(13) _
" COMMON/PTNL/V(2001) XM2(2001) s XSTART» XSTEP»RNFHAS»ERROR

COﬁNON/PUTPRE/CévCB’CIOvBIv32v83934’A1)ﬁ27A3064

ESMMSV- EXACT PHASE SHIFTS
MORSE POTENTIALS JOINED AT THE SIGMA POINT
POLYNOMIAL SPLINE TO THE DISPERSION SERIES

RT=ALOG(2.)
BZ=RM3A(1)BA(2)3A(2)3349.757/16.85763
XMIN=XSTART

XH=XSTEP

L=INT(RNPHAS)

XS=XMIN-XH

CONVERT DISPERSION CONSTANTS TO REDUCED UNITS

ERM6=A(1)SA(2)X%8
C6=A(10)/ERMS
C8=A(11)/ERME/A(2)%X2
£10=0.

CALCULATE SPLINE COEFFICIENTS TO EXPONENTIAL WALL

A1=ALOG(A(3))-A(H) X(A(5)-1,)

TEMP=EXP (-2, 3A(9)X(A(48)=1,)) =2, SEXP(-A(D)B(AL6)-1.))
IF(TENP.GT.0.) GOTO 20

WRITE(4521) A(8)1A(D)

FORMAT (2X,8IN PREPOT1S» SPLINE POINT AND MORSE CURVATURE NOT %
" $3COMPATIBLES,2(2X,E10.4))

POT15.58
POT15.59
POT15.60
POT15.61
POT15.62
POT15.63
POT1S.64
POT15.65
POT15.66
POT15.67
POT15.48
POT15.69
POT15.70
POT15.71
POT15.72
POT15.73
POT15.74
POT15.75
POT15.76

- POT15.77

PREPOT15.2
PREPOT1S.3
PTNL.2
POTPRE.2
PREPOT1S.6
PREPOT1S5.7
PREPOT1S5.8
PREPOT1S.9
PREPOT1S5.10
PREPOT15.11
PREPOT1S.12
PREPOT1S.13
PREPOT15.14
PREPOT15.15
PREPOT15.16
PREPOT15.17

~ PREPOT1S5.18

PREPOT15.19
PREPOT15.20
PREPOT15.21
PREPOT15.22
PREPOT15.23
PREPOT15.24
PREPOT1S.25
PREPOT1S.26
PREPOT1S.27
PREPOT1S.28
PREPOT1S.29
PREPOT15.30
PREFOT15.31
PREPOT1S.32
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12

TA=XS <-A(8)

STOP : : ' PREPOT15.33
- CONTINUE - PREPOT15.34
A2=(ALOG(TEMP)-A1)/(A(8)-A(S)) o PREPOT15.35
A3=-(A(4)+A2) /(A(S)-A(S)) PREPOT1S5.36
A4=2otA(9)t(EXP(°A(9)3(A(6)-1e))-EXP(-Z.‘A(?):(A(6)=1.)))lEXP(”(AiPREPOT15.37
1+A28 (A8 -A(5))))-A2-A3Z(A(S)-A(D)) PREPOTIS.38
A4=A4/ (AL4)-A(5)) %32 PREPOT15.39
TT=A(12)8(A(7)-1.) ' - PREPOT1S.40
o ’ PREPOT15.41
CALCULATE SPLINE CONSTANTS TO DISPERSION SERIES , PREPOT15.42
, PREPOT15.43
B1=EXP(~2,3TT)=2.3EXP(-TT) : PREPOT1S.44
TEMP=-C6/A(B)$%6-CB/A(8)¥38-C10/A(8) %10 PREPOT15.45
B2=(TEMP-B1)/(A(8)-A(7)) PREPOT15.46
TEMP=-2.8A(12)SEXP (-2, 3TT) +2.3EXP(-TT)$A(12) PREPOT15.47
B3=(TEMP-B2)/(A(7)-A(8)) PREFOT1S.48
TEHP=6.£C6/A(8)tt7+8.tCB/A(8)(’9+10.t€10/h(8)!¥11 PREPOT15.49
B4=(TEHP-BZ-B3¥(A(B)rA(7)))/(A(B)-ﬁ(?))tiZ PREFOT13.50
DO 500 I=1,L : PREFOT1S.51
XS=XS+XH FREPOT15.52
T1=XS-A(3) - ~ PREPOT15.33
JIF(T1)S9596 . PREPOT15.54
PREFOT15.55
REFPULSIVE EXPONENTIAL. WALL PREPOT15.56
. PREPQT15.57
. V(D) =A(3)SEXP(-A(4)X(XS-1.)) PREPOT1S5.58
GOTO 100 - PREFOT15.59
T2=XS-A(4) PREFOT15.40
IF(T2)7+8+8 PREPOT1S5.61
PREPOT15.42
EXPONENTIAL SPLINE PREPOT15.63
PREPOT15.44
V(I)=EXP(A1+T18(A2+ T2 (AT+A4RTL))) PREPOT15.45
GOTO 100 ' PREPOT15.86
T3=XS =-1.+RT/A(12) PREPOT15.67
IF(T3)999.10 PREPOT15.48
PREPOT15.49
FIRST MORSE (X<SIGMA) PREPOT15.70"
PREPOT15.71
N=(A(9)-RTI/(A(12)-RT) PREPOT1S5.72
E1=EXP(A(9)~-XS ZA(12)xM) PREPOT15.73
V(I)=E1%(E1-2,)/W PREPOT15.74
GOTO 100 - PREPOT15.75
T4=XS -A(7) PREPOT1S.76
IF(T4) 11,12+12 PREPOT15.77
PREPOT15.78
SECOND MORSE PREPOT1S5.79
PREPOT1S.80
E1=EXP(-2.8A(12)8(XS =1.)) PREPOT1S5.81
E2=EXP(-A(12)%(XS =1.)) PREPOT15.82
V(1)=E1-2.8E2 PREPOT15.83
GOTO 100 PREPOT15.84

PREPOT15.85



g My Nyl

13

QOO0

14

100

oD

500

T3=XS -A(7)

IF(TA)13:14114
POLYNOMIAL SPLINE

V(I)=B1+TI8(B2+T48(B3+T3%B4))

GOT0 100

DISPERSION SERIES

RR=XS x%2
R6=RR%%3

- R8=RRXR6

R10=RRXR8

V(I)=-C4/R6-C8/RB-C10/R10

CONTINUE

CONVERT POTENTIAL TO REDUCED UNITS AND SET UP CENTRIFUGAL FOTENT.

XM2(1)=1,/XS/XS

V(D =W(1)%xBZ
CONTINUE
RETURN

END
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. PREPOT15.86

PREPOT15.87
PREPOT15.88
PREPOT15.89
PREPOT15.90
PREPOT15,91
PREPOT15.92

. PREPOT15.93
" PREPOT15.94

PREPOT15.95
PREPOT15.96
PREPOT15.97
PREFOT15.98
PREPOT15.9¢9
PREPOT15.100
PREPOT15.101
PREPOT15.102
PREPOT15.103
PREPOT15.104
PREPOT15.105
PREPOT15.106
PREPOT1S5.107
PREFOT1S.108
PREPOT15.109
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CHAPTER II. INFRARED VIBRATIONAL PREDISSOCIATION OF

C6H6’ H2 3 CLUSTERS STUDIED BY THE
CROSSED LASER-MOLECULAR BEAM TECHNIQUE

0, and NH

A. INTRODUCTION
Since the observation by Welsh and McKellar of fine structure in
the pressure induced infra-red spectra of H2 with various gases

1 van der Waals

(D . HZ’ Ar, Kr, Xe, N2, etc.) at low témperatures,
molecules and molecular clusters have exhibited a number of 1ntr1gu1ng
properties which test our understand1ng of intermolecular forces. One
property, in particular, which has been recently studied both experi-
mentaj]y»and theoretically, is the vibrational predissociation lifetime
9f a van der_Naa]s-mo]ecu]e when one. of the vibrations of the strong.
chemical bonds is excited. This vibrational energy fs fypica]]y 5-50
times the van der Waals bond energy. Early calculations by Chﬂd2
6n the lifetimes of Ar...HC1(v=l) suggested that the vibrationally
excited complex was stable to dissociation for times comparable to the
infrared radiative lifetime. The spectra of McKellar and Welsh showed
that for systems such as Ar..;H (v 1), the 11fet1mes are suff1c1ent]y
long to resolve rotational motions of the H2 molecule within the |
complex.

3

In 1978, Scoles, Gough, and their coworkers™ first observed

directly the vibrational predissociation of a van der Waals molecule,

(Nzo)z, in the ground electronic state, obtaining a lifetime in

-12 -4

the range 10 - 107" seconds. The clusters were excited by a

diode laser and the predissociation observed as a decrease in signal
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at a bolometer which monitored the molecular beam. Since that time,
the Waterloo group has studied CO2 clusters using an F-center laser

4

for excitation.  Levy and coworkers have performed many experiments

on the vibrational predissociation of rare gas-iodine clusters in an

excited electronic state.5

The predissociation was observed ‘in the
dispersed fluorescence spectrum of the 12 fragment produced by the
predissociation. Limits to the lifetimes could be determined from the
absorption linewidths or by using competing I2 electronic predisso-
ciation or fluorescence rates as an internal clock. From these
results, a detailed picture of the propensity rules in vibrational
predisséciation has been obtained. In addition to earlier work in our

6 8 9‘an_d their coworkers

laboratory on (NH3)2, Reusé,7 Géntry, and Janda
_have observed vibrationa]‘predissociation_6f various clusters with CW
or pulsed CO2 lasers. and mass spectrometer detectors. In particular,
Janda was able to argue convincingly that on the basis of the observed
1inewidths and signal strengths, the predissociation was occurring on
a timescale of 0.3 - 1.0 picoseconds for ethylene complexes. Current
theoretical and experimental studies have considered small clusters as
simple model systems for condensed phases. To test the accuracy of
cluster models, experimental data for a wide range of .compounds with
different strengths of intermolecular forces is needed.

In the remainder of this chapter, results aré presented on
vibrational predissociation studies of_C6H6, HZO’ and NH3 molecular

clusters. First, a general description of the experimental techniques

and measured quantities is presented. Next, the detailed analyses for
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each system are presented. Finally, a summary will generalize the
individual results where possible.
B. EXPERIMENTAL ARRANGEMENT

.The two experimental methods described below utilize a supersonic
expansion to prepare a‘spatially well defined molecular beam contéin—
ing molecular clusters, an infrared laser to excite the vibrational
motions of interest, sand a mass spectrometer. to detect the effects on . .
the clusters of laser excitation. One scheme is based on looking for
the disappearance of clusters in the molecular beam correlated with

9

the pulsed laser, similar to the method of Janda, et al.,” while a

second scheme monitors the appearance of molecular. fragments created
by the predissociation as in photofragment translational -energy
Spectroscopy.lo |
1. Infrared Laser - = =

Tunable, infra-red radiation is generated by a Nd:YAG pumped
optical parametric oscillator (OPO) based on the L-shaped cavity design
of Byer, et a1.22 The far-field pumping arrangement, cavity design,
and optics are shown in Fig. 1. The idler frequency easily tunes. in_

1

‘the 2800-4000 cm ~ range spanning CH, OH, NH, and F-H stretching

motions. The repetition rate is 10 Hz, and the output power is 1-4

2

millijoules/pulse, with 1 joule/cm - of Nd:YAG pump energy fluence.

The OPO linewidth (the frequency difference between the half power
points) in this wavelength range is measured to be 3-4 cm'l. The

duration of the OPO pulse is less than 10 nanoseconds.
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2. Perpendicular Laser-Molecular Beam Arrangement

.An in;plane view of this molecular beam‘configuration is shown in
Fig. 2. In this arrangement, the vibrational predissociation process
is observed by the detection of the predissociation products. The |
laser and molecular beams intersect at right:angles, and a rotating
mass spectrometer pivots about the ihtersection point. A series of
defining slits restricts the acceptance angle of the mass'spectrom—
eter's jonizer to 2 degrees so that only those molecules whose veloc-
ities are oriented in the detector's direction and whose positions are
within the acceptance cone can be detected. The background pressure

7 torr, ‘which ensures that

in the intersection chamber is 1.0 x 10~
all molecules which enter the detector from events in the intersection
region are collision-free, primary products. : The molecular beam,
produced by a supersonic expansion, is collimated by three.apertures
to an angular divergence of 1.5°. The cluster distribution of the
molecular beam is measured by using the rotating mass spectrometer to
directly sample the molecular beam.

The laser is coupled into the vacuum chamber by a Ban lens held
in a moveable tube which allows the OPO to be focused at the center of
rotation of the detector, where it intersects the molecular beam. An
aperture in this tube spatially defines the laser beam diameter to a
2 mm cross sect1on at the intersection point. The laser is linearly
polarized perpendicular to fhe plane defined by the laser and molecu-

lar beams. The output energy of the OPO idler frequency is measured

with a germanium filter masked power meter placed a few inches beyond
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‘the intersection point. This scheme allows the power dependence of
the absorption to be determined, and accounts for frequency variations
in the photon number.

The signal produced by OPQ photons is recovered from the background
by gating a 255 channel,:variable channel width, multichannel scaler .
(LBL 13X3381) witH the laser pulse. The time de]ay.between the 0PO
pulse and the arrival of molecules at the detector which were affected -
by the OPQ photons, is the sum of the neutral molecule flight time from
the intersection.region to the ionizer, and the ion flight time through
the quadrupole mass spectrometer to the ion counting electronics. The
ion f]ight time is independently determined and subtracted prior to
Aanalysis. <
3. Coaxial Laser-Molecular Beam Arrangement

A cross sectional view of this arrangement is shown in Fig. 3. In
this configuration, the laser is colinear with the molecular beam. The
electron bombardment ionizer and ion extraction optics are perpendicu-
lar to the laser and molecular beams. The quadrupole mass spectrometer
directly monitors the molecular beam so the predissociation of clusters
~ -appears as a decrease in signal at the ion related to the predissoci-
ating-parent c]usters.v

The signal is also gated by the laser and time resolved by the
multichannel scaler. The initial delay between the laser pulse and
the onset of a change in the time resolved maés spectrometer signal,
is the sum of the ion flight time from the ionizer to the counting

electronics, and the flight time for the effects of the first cluster
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predissociations to reach the ionizer. The 65 cm flight path can
detect lifetimes as long as 1.0 mi]]fsecond (for the nominal molecular
beam velocities of these experiments), whi]e-a11 lifetimes shorter
than one microsecond (after correcting for the ion flight time) will
~appear to be "instantaneods“. The power variation of the OPO 'is
measured by monitoring a reflection of the OPO photons from a beam
"splitter.
C. EXPERIMENTAL OBSERVABLES

From the experimental observations, two quantities are derived:
the wave]engfh dependence of the predissociation cross sections, and
the translational energy distributions of the predissociation frag-
ments.. The photon energy is sufficient at the wavelengths 2800-3800
cm'1 corresponding to the various hydrogen atom stretching frequen-
cies to break the weak intermolecular bond.  The perpendicular molecu-
lar beam experiment uses the translational recoil velocity of the
dissociated fragment clusters (which carries them away from the molec-
ular beam) to detect the absorption of radiation. As shown in Fig. 4,
_ the cluster predissociation fragments must have sufficient recoil
energy to reach the detector when it is placed at a fixed angle rela-
tive to the molecular beam. Rotating the detector to successively
larger angles favors those fragments which have higher translational
energy. Thrbugh the energy balance equation

+E. - b, - E

=t int 0

int hv
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i

_the internal energy in rotation and vibration of the fragments
(E;ntj can be obtained from the photon energy (Ehv)’ the initial
internal energy of the clusters (Eint)’ the dissociation energy (D0
and the product recoil enéfgy (E;).. E; can be derived.from the
measurements of. laboratory angular and velocity distributions.

Fbr the méasured product yield at a fixéd detector angle to be
proportional to the.photon absorption cross section of the parent
cluster, the time scale, T, for the predissociation process must
adhere to two restrictions. First, for the predissociation to be
detected, the vibrationally excited clusters must not travel outside
the detector's viewing region before dissociating. For the nominal

5 cm/sec, .this places an.upper limit of 2 micro-

beam velocities'1 x 10
seconds on t. Secondly, Tt cannot vary with the OPO wavelength invsuch
a way as to produce-a change in the shape of the laboratory angular
distribution. Within the experimental statistical counting error,
this has been verified for the systems reported here. Changing the
orientation of the laser polarization with respect to the detector-
molecular beam plane had no effect on the signals.

The coaxial arrangement directly measures the depletion of the
clusters and.is not sensitive to the translational energy distribu-
tion. As such, it is freé from any assumptions regarding the angular
shape of the laboratory photofragment distributions, and is limited
only by the upper bound on the lifetime given by the 65 cm flight .

path. It is to be pointed out that, in the colinear experiment, the

signal is proportional to thevnumber'of polymers dissociating within 1
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millisecond after excitation, while in the perpendicular beam
experiment only the fragments formed during the first 2 microseconds
after the laser pulse may be detecfed. Both spectra being identical,
we can assume that T < 2 microseconds for all wavelengths measured,
and that the above assumptibns concerning the shape of the laboratory
distributions made in the perpendicular arrangement are valid.
D. BENZENE
1. Introduction

Benzene is a natural choice as an experimental model system for
learning about intermolecular interactions due to its widesbread use

11,12,13 and the existence of a

14,15,16

in simulations of liquid behavior,

large body of spectroscopic data in different phéses. Exten-

sive modeling of the intermolecular potential function for benzene has

11 who have derived a six-centered

been done by Evans and Watts
Lennard-Jones potential which adequately describes the second virial

coefficient,Athe static lattice energy, the solid state crystal struc-
ture, liquid phaseAdistributjon functions, viscosity, and thermal con-

ductivity. Simpler models have been proposed by Lowden and Chand]er‘13

12 and where comparison is possible,

and MacRury, Steele, and Berne,
there is qualitative agreement on the interpretation of the results.
For example, all have predicted that the 1oca1 structure in the room
temperature liquid should be similar to the so]id_with a preferréd
T-shaped nearest neighbor geometry. _
In a molecular beam electric resonance study, Janda et a1.17

have shown that benzene dimer is polar, strongly suggesting that the
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i
gas phase dimer is also T—shaped; The similar near neighbor geometry
in the dimer and condensed phases is the basis for assuming that a
simple model for some cohdensed phase properties might be found in the
small, gas phase clusters.
.Two general theories have addressed the vibrational predissociation

18

rate question - the "momentum gap" model of Ewing and the "energy

19 The basic prediction of both -

gap" model of Beswick and Jortner.
theories is that the most efficient predissociation mechanism minimizes
the translational energy of the predissociation broducts. The physical
basis for this minimizatidn of the translational energy was shown to
be the poor overlap . between the continuum translational wavefunction
of the products and the-initia]-“bound" state intermo]ecu1ar wave-
function of the Qibratiohé]]y-excited cluster.

To date, these models .have been applied only to binary complexes

such as He...IZ.20 21 .

A recent theoretical study of (N20)2 by Ewing
is especially intriguing. According to the momentum gap model, Ewing
predicted that the most probable dissociation channel involves a VsV, T
energy transfer to the v1=1 vibrational state of the.NZO,monomer‘when
the v3=1 mode is excited. This product state minimizes the transla-
tiona]venergy»ofythe fragments. Using a realistic model function for
the intermolecular potential, Ewing also concluded that a dipole-dipole
coupling was more consistent with the dissociation 1ifetime than the
Morse coupling of the intermolecular vibrational (and dissociation)

coordinate. Beswick and Jortner, using a different dimer geometry and

intermolecular potential, predict.that the two.NZO monomer products. = .
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will be left in the vy = 1 and vy = 1 states respective]y.lg The

energy gap and product states for this process are different than
those predicted by Ewing. Therefore, the theoretical models are sen-
sitive to details of both the intermolecular pbtentia].and the physi-
cal mechanism which determines the predissociation lifetime. The
simplicity of the Ewing and Beswick/Jortner models for a wide range of
molecules invites further experimental confirmation. Using bénzene as
a "large molecule" test case to investigate cluster dissociation, other
factors in the intermo1ecu1ar vibrational energy relaxation might be
necessary to understand the product state distributions when more than
one vibrational state has a small momentum gap.19

2. Results

.Benzene clusters were formed by bubbling He»through.roomrtempera-
ture liquid benzene and expanding the .gas mixture through a 0.18 mm
diameter nozzle heated to 70°C. The distribution of cluster sizes was
controlled by changing the He pressure.

In Fig. 6, the off axis predissociatfon spectra taken at the
parent ions of benzene monomer (mass 78) and pentamer (hass 390) using
the perpendicular laser-molecular beam configuration are §hown. The
signals represent the total laser induced signal ;orrected for back-
ground and photon number, and, consequently, are proportional to the
absorption cross section. These masses, to have reached the detector,
must have originated from a cluster containing at least two or six
benzene molecules, respectively. Therefore, the spectra are labeled

according to the smallest polymer capable of contributing to that
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!

mass, although fragmentation of larger clusters to these mésses either
in the predissociation process or by the electron bombardment ioniza-
tion may also contribute. From Fig. 6, it can be concluded that the
frequency shifts of the different polymers are small compared to the
laser spectra]"béndwidth;txThe'atypicél beam conditions for these
spectra, (Ar carrier gas and a room témperature nozz]e), can produce
large c]ustérs; The principal spectral change is.in the relative
intensitiés of the three bands, showing that a unique spectral identi-
fication of the absorbing clusters is not possible at this resolution.
To assign the off-axis predissociation fragment signals to a
parent cluster, the pressure dependence of the off-axis signals were
.compared tO‘the pressure dependence of the polymers in the molecular. -
beam, obtained by rotating the mass spectrometer to. 0° along the
mo]ecu]ar-beam'aXis.'rIn'Fig.'7, the ratios of the off-axis predisso-
‘ciafion fragment signals at mass 78, to the parent molecular beam mass
156 and 234 signals with the detector p]acéd at 0°, are plotted as a
function of the nozzle stagnatioh pressure. The 78 (off-axis frag-
ments)/156 (0° molecular beam parent) ratio is flat, while the 78
(off-axis fragments)/234 (0° molecular beam parent) ratio falls
sharply. This is consistent with the assuhption that the off-axis
mass 78 signal comes from the molecular beam cluster detected at 0° at
mass 156, presumed to be the dimer. Under these expansion conditions,
‘the signals in the molecular beam which relate to clusters containing
more than three monomers are negligible. The ratios of mass 156:mass

234:mass 312 in the molecular.beam are 100:3:0.3. ..
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In a molecular béam study on the po]arity‘of benzene po]ymers,17

it was concluded that only 1/10 of the benzene dimers were ionized to
the parent mass peak. With this known proclivity for fragmentation of
the neutral clusters by electron bombardment, other evidence is
necessary to show that the mass 78 off-axis signal 'is indeed that of
the monomer photofragment from predissociation dimers,vand not the
ionization by-product of dimer photofragments originating from the
predissociation of trimer and larger clusters. To verify these mass
assignments, the coaxial laser-molecular beam configurétion is used.
Figure 8 shows two time-resolved signals obtained with the coaxial
method, as well as a time-of-flight spectra obtained with the perpen-
dicular method by placing the detector at zero degrees. 'This.simu-
lates the depletjon scheme of the coaxial configuration. " The increase
in sensitivity is dramatic, a consequence of the increased interaction
volume between the laser and molecular beams. From the decrease in
signal at mass 78’in the coaxial arrangement, it is clear that the
clusters are fragmented by electron impact to mass 78 ions. That is,
when thé laser dissociates the behzene clusters, they are no longer
present at the ionizer to fragment by electron bombardment to mass
73. The slight positive sigha] at mass 50 comes from the increase in
the nehtra] monomer'density resulting from the photodissociation of
benzené clusters in or near}the ionizer. Its shorter.time duration is
a result of the progressively smaller solid angle of acceptance for
cluster photofragments more.than a few centimeters from the ionizef.

This different temporal behavior from the mass 78 signal shows that
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mass 50 ions correlate only to neutral benzene monomers. It also
shows that .the mass 78usignaT cannot be explained a§ a change in the
monomer fragmentation pattern which might occur should the monoméf
beam component: be vibrationa]]y_excited by ihe laser. Since the mass
spectra of. benzene monomer has prominent peaks at mass 78 and 50-52,23
one would expect the laser related signals at these massés to extend
for a time equal to the neutral monomer flight time from the nozzle to
the detector,_if the monomer were absorbing radiation. The mass 50-52

signals are inéonsistent with this explanation. The experimentally

derived partial electron bombardment fragmentation pattern is summar-

ized by |
Parent Cluster = = ' - Ton , ‘ Mass
o . ,
(CeHglo * & = > (CeHe)s (156)

\ B |

: + :

| - (Cehg) ™ (78)
CHg * & _,,,,.——,,,——————"”jj' c4H;,3,4 (50-52)

—

From the preceding analysis, it is clear that if the mass 50-52
angular scan in the perpendicuiar laser-molecular beam geometry is the
same- as the mass 78 ‘'scan, then the mass 78 data relates to benzene
monomer predissociation fragménts and not ionization fraéhents from
higher clustefs. Figure 9 shows the time;of-flight data taken at the
two masses for fwo laboratory angles, establishing the validity of the
previous assﬁmption that.the mass 78.off;axis signal results from

ionizing monomers. The mass 156 off-axis signal is assigned to the
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trimer predissociation based on the strength of the observed signal;
the tetramer and larger clusters in the molecular beam are present in -
negligible amounts.

The angular distributions of the mass 78 and 156 products, shown
in Fig. 10, are similar in éhape and extend on]y»IO;degreeé from the
molecular beam. By measuring the beam velocity, Vb, of the initial
clusters using a rotating slotted disk placed at a known distance from

24 and if the functional form of the center-of-mass

the ionizer,
angular distribution is known, the transverse velocity of the pre-
dissociation fragments can be computed from the laboratory angle. The
observed steep monotonic increase of the dissociation signal with de-
creasing laboratory angle can only be fit with a translational energy
distribution which also has a decrease with intreasing-trans]ationa]
energy and peaks very near zero translational energy.

An analytical function of the form

P(E) = aeE (3)

was used to quantitatively fit the measured laboratory angular and
time-of-flight distributions. This center-of-mass energy distribution
is convoluted over the experimental conditions (the finite aperture
sizes, initial velocity distribution of the molecular beam, and
ionizer length) assuming an isotropic center-of-mass angular distribu-
tion. The small range of laboratory angles where prdduct is observed
is insensitive to details of the center-of-mass angular distribution.

Furthermore, it is shown below that it is reasonable to assume that
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the vibrational]y excited complex rotates several times before pre-
.dissociating. ‘An- isotropic center-of-mass distribution‘is appropriate
in this case. In Fig. 10, the best fit curves for the mass 78 (a=5)
(kca'i/mo]e)'1 and 156 (a=7) (kca]/mo]e)'1 signals are compared with
- the experimental data. - |

From the measured wavelength depéndence of the predissociation
cross sections, it is clear that the perturbations of the three monomer

vibrational bands in the 3000-3100 cm™)

range are small. The resolu-
tion of the laser is insufficient to observe rotational fine structure.
No additional vibrational bands were observed which could be attributed
to different bonding :sites in thé clusters or to a reduction of D6H
symmetry in:the monomers. ..Combination bands involving .intermolecular
vibrations with an absorbtion strength'greater.than 1/570f the fdﬁda-
mentals were . not detected.in‘thiS'wavelength-range. The absence of P,
R rotational branches in the predissociation spectra limits either the
internal temperature of the clusters or the size of the potential
barrier hindering individual molecular rotation, as in liquid, room -
temperature benzene;

The observed sigha]s were-all linear in photonvnumber. Additional
absorption of photons by the predissociation prdducts was nof observed

17 photons/cm2 pulse).

at this photon flux (~7 x 10
3. Discussion

From the results of these experiments, three properties of the
vibrational predissociation can be determined: the identificatioh of

the main.product channels, the lifetime of the vibrationaily excited

clusters, and the internal energy distribution of the products.
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The main product channels established by the pressure dependence
and mass spectroscopy of the OPO induced signals for the predissocia-

tion of benzene dimers and trimers are

(CGHS)Z + hv > 2C6H6

v

- (CgHg) 3 * hv (CeHg)p *+ CoH

66 66"

From the consistency of the wavelength dependence of the two
predissociation signals measured in the perpendicular and coaxial
configurations, it is clear that the clusters are predissociating
within several microseconds of the laser puise. A 16wef limit to fhe
vibrationally excited state 1ifetime of 1 picosecond hay be deauced by
ascribing all of the observed 1inewidths (neglecting fhe '-3-4>cm"1
spectral bandwidth of the OPO and the initial internal state distri-
bution of the clusters) to homogeneous broadening.caused by the pre-

dissociation. This lower limit is consistent with the lack of a
polarization dependence for the observed signals in the perpendicular
configﬁration. If the rotational distribution of the dimers is
characterized by the same temperature as the molecular beam transla-
tional energy distribution (50°K), and can be modeled as a simple
diatomic with 5 & bond 1éngth, the most probable rotational state has
a classical rotational frequency of 1 picosecond. A polarization
dependence would be expected if the prédissociation lifetime was sig-
nificantly shorter than this rotational frequency and if the transi-

tion dipole had a fixed orientation with respect to the intermolecular
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axis. . Since the intermolecular forces are poorly understood, large
-amplitude motion of the low frequency vibrations may well preclude
-such a fixed transition moment. Consequently, the lack of é polari- -
zation dependence is consistent with the lower lifetime limit deduced
"vfrom'the'linewidth;-butvdoes.not supply an independent determination
of it. Recently, predissociation attributed to benzené'dimers near

1 25,26

1040 cm ~ has been observed with a. linewidth of less than -

3 cm’ll25
The translational energy distribution which adequately fits the
data peaks at zero translational energy and has a very narrow energy'

.,spread. Therefore, the energy in internal excitation of the fragments

“for the most probable case -is

B, = E.. o+ E - D . (5)
For simplicity, the initial internal energy is neglected. The
adiabatic cooling in the nozzle expansion\is'expected to make this -
term small compared to the errors in the remaining larger contribu;
tions to the .internal éhergy. |

~ An estimate for the bond energy between two benzene molecules may
be obtafned from the crystal sublimation energy at 0°K. Model

11,12 1

calculations which reproduce this value give ~750 cm = for the

pair potential zero point binding energy. Therefore, the internal
~energy of the fragments determined from Eq. (5) is 2300 cm'l.
How is this energy distributed among the available internal states

of the monomer and dimer fragments from the trimer predissociation?
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If all the excess energy were placed in the dimer fragment, it would
be far in excess of the dimer bond energy, and the dimer would be
expected to predissociate before reaching the ionizer. The observa-

1 on the

tion of dimer product places a lower limit of 1550 cm~
internal energy in the monomer. The rate of. energy migration among
the three benzene molecules in the trimer, for this unequal energy
distribution to be observed, is then slower than the predissociation
rate. Likéwise, the photon excitation is to a particular monomer, and
that is the monomer which is vibrationally excited in the predissoci-
ation products. This implies that the benzene monomers are located at
distinguishable sites in the trimer.  If this were not true, the
~zeroth order vibrational wavefunction would be- delocalized over the
three monomers. -

One can tentatively generalize this conclusion to the case of
dimers; we expect the dissociation to yield one "vibrationally hot"
and one "vibrationally cold" molecule. This is consistent with the
postulated T-shaped dimer structure where the two mo]e¢u1es are not
equivalent.

The above predissociation mechanism qualitatively agrees with the
momentum gap model proposed by Ewing. The substantial internal
excitation of the products‘automatically reduces the momentum gap to a
small value. The density of internal vibrational states near 2000
cm‘1 in benzene monomer is sufficient to ensure that there will
a]ways be a resonant state within 10 cm'l, even if the rotational

excitation is-not significant. This high denéity of states is
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advantageous for testing in finer detail the predissociation.process,
because there are pfobab]y several product states with nearly the same
momentum gap. Other factors to date ﬁot explicitly considered in the
momentum gap model, especially the detailed predissociafion dynamics,
-will have to be understood -in order to predict the relative vibra-
tional, rotational state populations in the products. Such state
distributions. are expected to become available in the near future for
some of these systems from laboratory measurements. An accurate
determination of the'ground state binding energy can also be deduced
from such measurements from the highest vibrational-rotational state
populated in the .products. . - |
E. WATER
1. Introduction

Understanding the structure and dynamics of condensed phases from
intermolecular potentials is an important probiem. Substantial agree-
mént between theory and experiment has been made for the weakly inter-
acting rarevgases27 where, due to the domination of pairwise additive
potentials in these systemé, a single realistic pair interaction
potential has been able to accurately fit experimental data of all
phases. Conversefy,;for strongly interacting molecules such as water,
no single pair potential has yet been proposed which accurafely repro-

duces the known physical properties of this substance in all phases.28

The strong orientational forces responsible for hydrogen bonding are
notoriously difficult to theoretically model.
In 1951 Row]insonzg proposed the first molecular model aimed at

a quantitative prediction of solid state properties, beginning with
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known gas phaée properties: Subsequently, many different pair poten-
tials have been published. The Ben-Naim Stillinger potentia1,3o(a’b)
for example, was an "effective" pair potential for the liquid which
partially accounted for many-body effects. An extensi&e series of ab
initio ca]culationé have also been performed by'Clementi.and
co-workers.31a~g Beginning with Hartree-Fock potentiais for the

water dimer, studies were made of the effects of configuration inter-
action, empirical dispersion terms, and many-body effects on the
structure of the liquid and small polymers predicted by these pairwise
additive potentials. The conclusions of these studies were: (a) that
the liquid state structural properties were predicted as well as by
any other current potential, (b) that the three body interaction
accounts for approximately 10. percent of the binding energy and has no
stfong angular dependence, and (c) that anaiytica]'fits to Hartree-Fock '
calculations, suitably corrected for the dispersion interaction, can
reproduce results in an economical form.

When potentials which have been designed to predicf liquid state
structural properties are used to calculate the properties mainly
dependent on the pair interaction potential or vice versa, agreement
has not been very satisfactory. The determination of-therpotentia1
parameters from experimental results is difficult because the avail-
able eXperimenta] data are largely integral quantities which depend on
many different regions of the botentia1 surface. Consequently, errors
in the repulsive interaction can be compensated for by errors in the

attractive well so that a single experimental observable can always be
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fit. Moreover, even when disagreement is observed in the computed
properties, it is not clear which region of the potential is responsi-
ble, and a trial and error method of adjusting the potential parameters
-has been the method of choice in improving agreement with exbérimenta]
data. To better discriminaté against potential formé, microscopic data
sensitive.to well defined regions of the potential enefgy surface are
needed. |

Infrared spectra of clusters of water have been experimentally
available since the original matrix isolation work of Pimentel and

co-workers.32

In these studies, the dependence of infrared absorp-
tion linestrengths on the.matrix to absorber ratio was used to aﬁsign
the~variousdabsorption_bands‘to specific po]ymers. The problems of
overlapping absorptions bands limited the application of the matrix
isolation technique to principally the dimer and trimer. No similar-
ity with the broad, structureless infrared spectrum of liquid water

was observed. More recently, Luck33

has carefully followed the
concentration dependence of the infrared matrix absorptions to extend
the correlations between bands and polymer sizes.

An additional property sensitive to features of the interaction
potential of water clusters is the time scale for predissociation of
vibrationally excited clusters containing energy in excess of the
hydrogen bond energy. ' In 1946, Stepanov'34 proposed that the broad-
ening of the hydrogen bonded infrared vibrétiona] spectra might be a

35

result of predissociation. More recently, Hagen and Kassner™  have

calculated the decay rate, for water .trimers. as a function of tempera-

ture based on a Slater type model. Robertson and Cou]son,36a'c
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38 have all calculated bredissoci—

Ewing,37 and Beswick and Jortner
ation rates for binary complexes using first order time dependent per-
turbation theory. This current theoretical work has shown that the |
dissociation rate is intimately.connected with the mode of energy
disposal. | |

Experimental studies on relaxation lifetimes in-]iquid_HZO have

39 40 inelastic

42

incfuded dielectric,”” nuclear quadrupole resonance (NQR),
neutron scattering,41 and depolarized Rayleigh scattering (DPRS).
The 2-5 picosecond relaxation times observed in the room temperature
dielectric and NQR studies have been related to orientational lifetimes
in 1iquid water.. The DPRS experiments measure two lifetimes. The
slower componént is similar to the reorientational time scale of the
- NQR and neutron scattering results, while the fast component of 0.6 |
picoseconds has an Arrhenius temperature dependence with a 3 kcal/mole
activation energy. This fast lifetime was interpreted as the time
constant for breaking a hydrogen bond, with the activation energy
measuring the energy difference between waters oriented in the proper
direction for hydrogen bonding and those that are not. The induction
period for the other relaxation processes which depend on reorientation
suggests that the breaking of a hydrogen bond is the rate-determining
step before reorientation can occur. The vibrational predissociation
lifetimes would then be expected to be 1onger than 1 picosecond,
depending also on the hydrogenvbond breaking rate.

The current work was undertaken to provide infrared spectra of

selected clusters of water molecules in order to assign the features
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in the vibrational spectra and relate these assignments to current
<interaction potentials of water. Using the crossed laser-molecular
beam technique, the frequency dependence of the predissociation
‘ fragment yield is measured, improving spectroscopic assignments as a
- result of careful control of ‘cluster size distribution and the mass
selective detection scheme. Additional measurements of the velocity
distributions of the predissociation fragments'give directly the
translational energy released in the predissociation. From these new
observations, an explanation for the discrepancy betﬂeen the condensed
phase water and gas phase pair interactions is given. The infrared
sspectra are.seen»to‘be quiie sensitive to the proposed intermolecular
;potential model:and should figure.prominently in determining future:
intermolecular water potentials. -

2. Experimental Results

A molecular beam of water (nozzle diameter 0.18 mm, nozzle

temperature 125°C) containing a small percentage of water clusters was
crossed at right angles by the ihfrared radiation in the perpendicular
1a$er—mo]ecular beam cdnfiguration. Because there is always a distri-
bution of polymer species in the molecular beam, and because of prob-
lems associated with ion fragmentation, unique identification of the
water clusters in the electron bombardment ionizer is not possible.
However, one important feature of the mass selective detection scheme
is that it acts as a “high—passf filter; that is, for a given detected
ion mass, only clusters larger than a certain size can possibly

contribute to the signal. This represents a significant advantage
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over the matrix isolation technique, where strong absorption by
monomers and smaller clusters often obscures absorption peaks due to
larger clusters.

As an example, suppose we set the quadrupole mass filter to pass
(H20)3H+ (m/e = 55). The smallest water cluster which could produce
this ion in the ionizer is (H20)4, and the smallest cluster which could
‘ prodUce'(H'ZO)4 by vibrational predissociation is (H20)5. Thus, only
pentamers and larger c]usteré can contribute to the vibrational pre-
dissociation signal measured at m/e = 55. Contamination from higher
polymers can be minimized by carefully controlling the expansion
conditions -of the molecular beam. For example, in the investigation
of (H20)3,
concentration of the next higher po]ymer'(H20)4_was;sub$tantia11y Iess

the nozzle stagnation pressure was adjusted so that the

than (H20)3.

clusters in the beam and the mass selective detection scheme, while

The combination of working on. the largest observable

not able to completely eliminate the contamination, allows the main
features and trends in the cluster spectra to be obtained.

Vibrational predissociation spectra were measured using four
different nozzle stagnation pressures. For each stagnation pressure,
the jon mass detected was chosen to be the largest mass whose signal
was 10 times larger than the background after 2000 laser shoté at the
absorption maximum. The experimental conditions are summarized in
Table 1. In all cases, the detector was}positioned at a fixed angle
of 4° from the molecular beam. At each frequency, the signal was

accumulated for at least 2000 laser shots and normalized to the
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average laser power. To ensure long-term stability, the spectra were
scanned in two directions and checked for agreement within statistical
counting error. Also, for each spéctrum9 the power dependence of the
" signal was checked at the major peaks to guarantee linearity of the

- predissociation yield with photon flux. The large error bars near

3550 cmL

result from anomalously low idler power attributed to OH
impurity in the LiNbOgacrystal. For these -points, the counting
times were extended to ~20,000 laser shots. Finally, the power nor-
malized signals were divided by frequency to convert from power to
photon flux.

- To obtain information on the dynamics of the vibrational pre-
‘dissociation process, angular and velocity distributions of the
predissociation products were-also measured ‘at selected laser
‘frequencies. |

In the coaxial configuration, preliminary frequency scans at
H30+ and (H20)2H+ were taken. The perpendicular configuration does
not allow one to measure the water dimer spectrum because of a large
monomer background from the molecular beam at small detector angles.
Additionally, as shown below, the larger clusters predissociate by
loss of a monomer.  This- latter monomer background is correlated with
the laser and can be removed only by reducing the polymerization
conditions in the molecular beam. - At mild water vapor pressures where
there was no detectable signal at H30+, there was no signa]vdetected
at H20+ after 2000 laser shots in the frequency range 3600-3750 cm'l.

A preliminary frequency scan and power dependence was measured in

the coaxial configuration for large water clusters. The large clusters

P
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were formed by passing 100 tofr of Ar through an 80°C water bath and
expanding the mixture from a 0.07 mm, 102°C nozzle. The count rate
for all (HZO)nH+ masses up to n=19 were at least 400 kHz from this
source. The power dependence was linéqr up to the maximum energy of
8 mj/pulse.
3. Analysis

The water cluster vibrational predissociation spectra are shown in
Fig. 11. The relatively high binding energies of the water clusters
compared to the photon excitation energy substantially reduce the
possible vibrational predissociation channels. Using four different
43-46

the equilibrium bond energies (D )

intermolecular potentials, e

relative to complete dissociation of ‘an n-mer into n water monomers - = -

47'and‘av-e'h'sted in Table 2.

'were calculated
There are two major energy classifications of the allowed

dissociation processes. The lowest energy channel for all polymers

includes a monomer fragment and is called monomeric dissociation

(MD). It is defined by the equation:

MD | -
(Hp0), + hv D> (Hy0) ) + H0 . (6)

The'next energetically accessible dissociation process divides the
parent cluster into two smaller clusters. This channel is called

cluster dissociation (CD) and is defined by the equation:

(H0) + hv L0 0) + (H,0

5 9 )n-m , m>1 . (7)
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The CD channel computed from the De bond energies in Table 2 is
not a)ways accessible over the frequency range probed. The simplest
:exp]anation consistent with the spectral observations discussed here
and the dynamic properties presented below, would attribute all dis-

) sociations.-as occurring. through thevenergetically favorable MD channel.
‘Thé time-of—f]ight and angular distributions (see below) do not change
with frequency within experimenta] error, as might be expected if a
new dissociation channel became energetically accessible.

The electron impact fragmentation behavior of water clusters has

48,49

recently been analyzed in the literature. Briefly, the excep-

tional stabj]ity of the H30+ ion explains the dominance of the mass
peak$ (HZQ)an’fn the_mass spectrum. The electrpn bombardment joni-
zatidn 6f the'neutra1‘(H20)n clusters presumably first proceeds by‘the_
ionization'of:a-water monomer subunit. A unimolecular ion-molecule
reaction fo]]bws in which the H30+ jon is formed (solvated by the |
remaining water mo]ecu1gs) and an OH radical is ejected from the.

cluster. The dominant jonization mechanism, then, is assumed to be

(H,0), * e > (H0) ;| H0" +2e7 > (H,0) | H +OH+2e” . (8)

N

~If this simple picture were complete, each water cluster, (H20)n,
would be correlated with a single ion, (HZO)n-l H+, in the mass spec-
trometer, and assignment of the vibrational predissociation spectra

would be straightforward. Unfortunately, in the electron bombardment

jonization process, the (H

n-1 H+ ion may be formed with substantial
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vibrational energy, such that one or more water mo]ecuTes may evaporate
from,the cluster ion. Therefore, the mass spectrum of each water
cluster, (Hzo)n, also contains smaller (HZO)m H' mass peaks (where
me<n - 1). This source of contamination is impossible to eliminate by
mass spectroscopy alone. The fact that this contamination can poten-
tially be very serious is demonstrated in Figs. 11(a),(e). The two

- spectra shown were measured by tuning the mass spectrometer to H30+,
nominally assigned to the trimer dissociation by Eqs. (7) and (8), but
using very different nozzle expansion conditions. The Fig. 11(a)
spectrum was obtained with the water reservoir held at 67.5°C, giving

a nozzle stagnation pressure of 209 torr (see Table' 1). vThe'H30+

1 with 0.7

signal amounted to 1.2 counts/laser pulse at 3400 cm™
counts/pulse at (HZO)ZH+ and much-less'éignal.atvall higher masses.
The spectrum in Fig. 11(e) was obtained with the water resérVoir held
at 90°C, giving a nozzle stagnation pressure of 526 torr. Under these
conditions the water beam was heavily polymerized. The H30+ signal at

1

3400 cm ~ was 5.3 counts/pulse, and at least 1 count/pulse was

obtained at all (HZO)n H' masses up to (H,0 H'. While we believe

2 )6
that the spectrum in Fig. 11(a) is largely due to predissociation of
water trimers, it is clear that the spettrum in Fig. 11(e) is. heavily
‘contaminated by fragmehtation of the predissociation products of larger
water clusters in the ionizer. | | |
However, we can still get some idea of how the water cluster

distribution varied with nozzle stagnation pressure, by assuming that

+ . C .
(H20)nH is the major ion fragment of (HZO)n+1‘ We 1ist in Table 3
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the pressure dependence of the ion ratios (HZO)n H+:H30+, n=1-3,
measured by pointing the mass spectrometer directly into the water
beam.

Information on the predissociation product energy distributions is
;obtained:fromvthe-]éboratory:angular and time-of-flight distributions
of the products. The experimental angular distributiohs, shown in
Fig. 12, exhibit a steep monotonic decrease with increasing laboratory
angle, and can only be fit with a center-of-mass energy distribution
which peaks ét or near zero translational energy and rapidly decreases
with incfeasing product translational energy. A simple analysis re-
-1ating~the=1aboratory-ang]e;.nominal beam velocity, and center-of-mass
velocity shows ‘that ‘the recoil energy necessary. to scatter fragments..
to 4° is merely tens of ‘wavenumbers, while the particles scattered 10°
have several hundred wavenumbers of translational energy. This means
that most of the excess energy is in the internal excitation of the
fragment moTeéu]es.

The observation of a reasonable signal level (~1 count/laser

pulse) in the experiment imp]ies an upper limit of ~1 microsecond to .- .

the vibrationally excited cluster lifetime. If the lifetime of the
excited state was longer than the four microsecond residence time of
the clusters in the viewing range of the detector, then only a
fraction of the predissociated clusters could be detected. For the
signal level to be 1 count/pulse, a large fraction of thevc]usters in
the beam must have predissociated within 1 microsecond of the laser

pulse.
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4, Discussion

a. Spectroscopy

As a first attempt to assign the features of thevwater cluster
spectra, normal mode calculations have been performed using water
potentials which allow the intramolecular monomer: bonds to distort. .
For each potential, the configuration of the atoms was varied using a
multi-parameter minimization proceduré to find locally stable polymer

configurations (Fig. 13). For the Watts potentia],43

a single
minimum was found for the water trimer, a cyclic structure shown in
Fig. 13b. Larger polymers had several local minima, but in each case
the lowest energy configuration found was cyclic. -For the Stillinger . -
central forée44 and_po]arization-potentia1s45;"the minimum energy
configurations. found beginning at. the minimum energy structures of the. .
Watts potential were a1sovcyclic, except for the-pdlarization mode]
where the linear trimer is most stable. At the minima, the harmonic
frequencies of the normal modes were calculated using finite differ-
ences to obtain the second derivative force constants of the potential.
Table 4 contains the normal mode frequencies for several.water polymer
configurations obtained using the published potential forms. Using
the harmonic frequencies, the harmonic zero point energies. (HZPE) were
also obtained.

The observed absorption spectra are characterized by two features:

1

a ‘sharp, narrow absorption 15 cm'1 wide located at 3715 cm ~, and a

1 broad absorption extending from 3000-3600_<:m'l with an

1

600 cm

approximate 150 cm = superimposed fine structure. The sharp peak is



- 204

1) and

midway between the gas phase monomer symmetric (3657 cm
~antisymmetric.(3756'cm'1) stretching vibrations, and is representative
of an uncoupled, non-hydrogen bonded intramolecular OH stretch. For
comparison, the OH stretch in HOD occurs at 3705 cm°1; This narrow
band is also. what would be expected for the frée hydrogens of the
equilibrium ring structures determined in the energy minimization
calculations. If neither hydrogen atom of a particular water molecule
is involved in hydrogen bonding, there should appear two absorption
peaks correlating to perturbed symmetric and antisymmetric stretching
frequencies for this "hydrogen accepting" monomer. The single sharp
peak. is taken‘as?evidencewthat:the'iso]ated polymers éontaining three
‘Or more mo]ecules:areécyclic with at.least one hydrogen.-atom of each
water molecule hydrogen bonded..:Additionalxexperimental evidence for
the cyclic structures ‘is given by the small to undetectable dipole
moments of water polymers in a molecular beam polarity study.50

The calculated harmonic normal mode frequencies of the Watts

potential show the tight freQuehcy grouping of the free hydrogens,

midway between the calculated monomer normal mode~frequenciesﬂobtained.;w-~

with the same potential model. The Stillinger pbtential frequencies
show a blue shift relative to the Stillinger monomer frequencies with
little grouping. This is presumably a result of the compromise the
Stillinger model was forced to make when attempting to fit with the
same form of the OH‘interaction potential both the infrared absorption
frequencies and electrostatic properties of the monomer. The potential
was not sufficiently flexible:tosenable -aniexact: fit.to~all.of these:

observables.
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The second major feature of the spectra--the broad, hydrogen bonded
absorption—is not as easily understood. The broadness of the hydrogen
bonded infrared spectra has been experimentally well documented.51
The theoretical models which have explained the extensive absorption
in other systems (such as carboxylic acid dimerssz)‘conclude-that a
strong coupling picture, involving at least the hydrogen:bond and
intramolecular stretching coordinates common to the hydrogen bonded
hydrogen atom, is necessary. Additional complications may arise from
the resonant first overtone of the intramolecular bending frequency
near 3200 cm"l.53 The breadth of other hydrogen bonded systems
has been explained without resorting to a Fermi: resonance picture.
Hence, the fundamental:coupling mechanism producing the broad water
cluster absorptions is.taken to involve the 0 ... . HO group, with
Fermi resonance (involving 2v2) possibly accounting for a portion of
the intensity pattern near 3200 cm'l. Even without an exact quantum
number assignment of the vibrational bands, the similarity of the
frequencies and number of bands‘for the series of polymers measured,
as compared to the matrix isolated dimer,54 means that once the
cyclic structures are formed, the basic near neighbor interactions
dominate. A proper treatment of the large amplitude intermolecular
motion is necessary before the strong coupling picture can be
adequately tested. If more than one local minimum structure is
accessible to the ground state wave function, it is not known how the
infrared spectra would be affected.

s Liquid water infrared.spectra have been quantitativiy analyzed by

assuming the Badger-Bauer relation between frequency and bond length
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55 Using an empirical curve of frequencies and bond

to be operative.
Jdengths, the distribution of oxygen-oxygen distances in the liquid has
been calculated from the infrared spectra. The near Gaussian shape of
the liquid infrared spectra does not show any of the fine structure
"seen in ‘the polymer spectrum, although the existence of four components
comprising the broad infrared absorption can be inferred from curve

56 These four bands were then suggested to be charac-

decomposition.
teristic of water molecules bound to different numbers of, or in
different ways to, neighboring water molecules.

Additiona] evidence for distinct water bonding types in the liquid
has been derived froh the ‘temperature depeﬁdence of the first stretch-
“ing overtones.  Using the,overtone.region'tomsepérate the congested...

57 and-otherss6

fundamental infrared bands, Luck have performed many
-experiments which: show.clear isosbestic behavior in this region, sug-
gesting an equilibrium between at least two species of water mole-

cules. Recently, Sceats58

has reinterpreted the overtone region
using a quantum mechanical picture, shoWing that reasonable values for
the electrical and mechanical anharmonicities in'thé'liquidhphase»canmu-.
explain the observed isosbestic behavior. Consequently, the apparent
isosbestic behavior is not a sufficient condition for the mixture model
of water.

More recently, Byer et a].sg have measured the depolarization

- 'CARS spectra of liquid H20 and have observed spectral structure in

the regions of the bands observed here, excepting the free OH stretch.

Their -experiment  shows “that:thesbroad:liquid: absorption-is-composed- of - .. .
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several overlapping vibrational bands. Despite thé fact that the room
temperature infrared bands are so overlapped giving the appearance of
a single broad band, the depolarization CARS experiment can resolve
these features using the different depolarization ratios of the
vibrational transitions. The cooling of the water clusters in the
molecular beam expansion, and mass selective detection enable the
features to be resolved in the work reported here. With this clear
evidence for substructure in the liquid phase spectrum, a confident
analogy can ne drawn between the interactions present in the gas phase
clusters Qnd the liquid. |

Matrix isolation results beginning with the pioneering work of

132

Pimente have used the concentration dependence of ‘spectral fea- -

-tures to assign bands to. particular water polymers.  ‘Host materials

54 The dimer has attracted the most

have included Ar, N2’ and 02.
attention because the original N2 matrix work suggested a cyclic

structure for the dimer, contrary to later theoretical calculations.

" . Subsequent higher resolution matrix studies have identified the

expected number of*intramolecular vibrations for a trans=linear
structure, the same given by the most extensive quantum mechanical
calculations, although the 02 matrix appears exceptional, supporting

only a cyclic structure.60

‘Mo1ecu1ar beam electric resonance spec-
troscopyso'has definitely established that the gas phase dimer is
stable in the trans-linear form. The conclusion seems to be that the
difference in energy of different water dimer geometries is insuffi-

“cient ‘to result in one matrix dimer independent of the host material.
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The vibrational predissociation spectra obtained in this study
disagree with some of the matrix assignments for trimer and multimer
spectra. Primarily, the éés phase clusters are all seen to absorb
over the same frequency range; principally distinguished by variations
in intensity, not frequency.. It is difficult for the matrix technique
to distinguish between different species absorbing at the same fre-
quency. The molecular beam method with mass selectivity can limit the
size of the parent polymers which are measured, and to some degree,
circumvents this problem.

For the assignments of the matrix trimer spectra to be correct,
the matrix trimer.would either have to be trapped in a different
:intermo]ecularggeometry than-exists jn-the~gas phase (such as a linear
arrangement), or the contributions from higher polymers in the present
molecular. beam experiments dominated the signal assigned to the
'trimer. However, the trend with decreasing beam polymerization (lower
nozzle stagnation pressures) in the series of spectra reported here,
indicates a decrease in intensity of the 3550 cm‘1 band relative to

1 bands. The 3550-3700 cm'1 frequency range in

the matrix studies is assigned to the trimer, with the 3300 cm"1 range

the 3200 and 3350 cm”

assigned: to tetramer and higher clusters. Thus, the pressure depend-
ence of the H30+ spectrum in the molecular beam study is in the
opposite direction to be consistent with the assignments obtained from
the matrix studies. |

The similarities of the liquid water and cluster spectra a]lows us
to conclude that small, cchic.quxmers form an excellent zeroth order

model for explaining the infrared absorptions of liquid water.
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61(a) used the Watts central force model based on

McDonaid and Klein
fitting known monomer/dimer properties and found a disappointingly
vpoor fit to liquid properties. Similarly, those potentials bésed on
bulk phase properties, most notably the Stillinger-Rahman central
force potential, give poor agreement with gas phase propeffies such as

62

second virial coefficients and dimer geometries. It has been

28 therefore, that large, non-additive, many body effects

suggested,
in water may preclude the existence of a simple céntra] force model
which can explain gas phase and cluster properties as well as
liquid/solid behavior.

Perhaps the key to this problem is contained in the cluster spectra’
shown here. If one takes the known results for the infrared spectra
of watef dimers from matrix isolation work,54 there is observed to
be a dramatic spectral change between the matrix dimer and the gas
phase trimer of this work. Tﬁe dimer spectra are confined to a nar-

'1), and bear little similarity

rower frequency-range (3530-3715 cm
“to liquid water. In contrast, the trimer and higher‘clusters absorb
over the complete range that liquid water does. To vefify the con-
clusions of the molecular beam experiments, the water dimer and trimer
spectra were measured using the coaxial molecular beam configuration
shown in Fig. lb. The dimer mass peak, H30+, shows the expected high
frequency vi» V3 doublet of the perturbed, hydrogen-accepting water
monomer. This feature is absent in the trimer spectra, indicating the
abrupt change to the cyclic configuration. To concentrate on dimer

properties may then be misleading if one wishes to predict liquid

properties.
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From the sophisticated SCF calculations by Clementi et a].31
using large basis sets, it was concluded that within the frozen monomer
approximation, the non-additive, three-body interaction is only 10 per-
cent of the pair interaction energy and shows no pronounced directional
character.: This implies that the Watts pptentia] should show excellent
Aagreement with experiment, predicting the péir interaction properties
especially well. Correcting the calculated dimer "intramolecular"
frequencies from the Watts model by the previous procedure of insuring
that the calculated and observed monomer transitions agree, Table 5
shows the rather remarkable agreement Between the Watts model normal
mode frequencies and the assigned matrix transitions for the dimer.
.Jhe cyclic. polymers of the Watts model, however, are seen to-have
normal modes in the same range as the dimer.. Therefore, the émpirical
pair potential does not predict a lowering of the hydrogen-bonded
intramolecular harmonic frequency upon forming a cyclic structure. The
calculations show, therefore, that changes in the reduced mass cannot
account for the experimentally observed réd shifts. Nonadditive
effects must be quite important for the intramolecular properties, so
far unexplored in theoretic§1 calculations within the frozen monomer
approximation}

b. Dynamics

The experimental results establish that predissociation is
occurring within microseconds of the laser pulse and that most of the
excess energy rgmains as internal excitation of the fragments (based
on the negligible amount.of. energy. appearing in fragment translational

motion).
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The two current theories of v;brationa1 predissociation by Ewing,
and Beswick and Jortner have only addressed the case of binary
complexes. These are dynamical modeis, the rate of dissociation being
sensitive to the coupling between the wave functions of intermolecular
motion‘and final translational motion. On the other ‘hand, since the
coupling is sufficiently strong in the water c]usters.énd there are so
many vibrational degrees of freedom, it is possible that a statistical
product energy distribution is more appropriate.

~ In order to understand the dynamics of dissociation, three calcu-
lations have been performed using the Watts potential to investigate
the predissociation mechanism. The first consists in determining a
local, minimum energy dissociation coordinate (LDC). The minimization
" computer program was modified to allow the-distance between two of the
oxygen atoms to be fixed at one value while varying the remaining
atomic positions to minimize the total energy. Starting at the mini-
mum energy configurations for the dimer, trimer'and tetramer, the
LDC's are shown in Fig. 14.

The dimer dissociation is straightforward, resembling a simple
diatomic mo]écule. The trimer, however, shows a two-step process to
dissociation. First, the ring structure is broken (R = 2.75& to
5.508). Afterwards, a monomer dissociates from the cluster as in the
dimer. The tetramer indicates more exotic behavior which also should
be characteristic of larger clusters. Curve C in Fig. 14 shows. the
dissociation wheﬁ two adjacent water molecules of the tetramer are

pulled apart. The plateau is again characteristic of the opening of
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the cyclic equi]ibrium structure. However, the dissociation of the
linear tetramer does not proceed concertedly with the reforming of the
cyclic trimer. The configuratfon of the trimer subunit near dissocia-
~tion is extended and far removed from its equilibrium geometry. It is
expected,pthereforé;*t0fcontain-substantia] internal energy. Repeat-
ing the calculation in the reverse direction (adding a monomer to a
cyclic trimer) results in curve D of Fig. 14. The reverse path has a
relative minimum with the approaching water monomer bonded to one of
the free OH groups of the cyclic trimer. The energy barrier to adding
a water molecule to form a cyclic tetramer from this relative minimum
s ~Q.5 kcal. .The "hysteresis" of the two paths is a result of the
-numerous local minima onvthe'potentjal_surface.».Since the LDC. is.
‘generated by small sequential displacements (~0.2R) of the oxygen-
,oxygen distance,.these curves are not global minima.

The LDC's suggest that there are two timescales analogous to the
1iquid phase relaxation méasurements: the hydrogen bond breaking rate;
and the cluster dissociation rate. The hydrogen bond breaking rate
will nominally be that of the transfer rate of the photon energy.from.
the high frequency, "intramolecular," optically excited vibrations
_into'therintermo1e¢u1ar1motions.'.This process should be describable
by the vibrational predissociation theofies of Ewing or Beswick/
Jortner. The second time scale, that for dissociation of the clusters
once the energy has been coupled into the lower frequency intermolecu-
lar motions, is not expected to be negligible. The LDC's indicate that

the cyclic polymers..must:undergo.substantial configurational changes:
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!
before dissociatioh. This -is expected to strongly couple a]i of the
allowed exit channels satisfying energy and angular momentum
conservation.

To explore this strong coupling in the exit channels, several
molecular dynamics calculations wére performed. The tetramer was the
first system studied.  The initial positions were chosén‘to correspond
to the minimum energy cyclic configuration. When the energy was set
equal to the HZIPE, the trajectories indicated that the ring structure
was preserved with no interchange of the hydrogen-bonded and free OH
groups. Theref&re, the initial configuration of the polymers could be
fixed at the cyclic minimum-without substantial error, since the gross
bonding topology was satisfied.  The velocities were chosen randomly
according to a Boltzmann distribution with a temperature of 100°K.-
The residual velocity components in the zero angular momentum frame
were scaled so that this "internal" kinetic energy equa1ed the sum of
the HZPE and the photon energy. The original rotational motion was
then replaced, thus a]]owing the internal vibrational energy to be
constant, and independent of the rotational temperature. This
accounts for the presumed disequilibrium between the vibrational and
rotational degrees of freedom of the polymers produced in the ‘adia-
batic beam expansion. The trajectories were integrated using the

63

CLAMPS™ simulation package and displayed on the NRCC interactive

graphics system.64
Twenty trajectories were followed for 30 picoseconds with no

dissociation. “Even though- the -bonding topology changed eVery few
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picoseconds between cyclic, linear, tetrahedral, and similar
configurations, and the effective temperature of the cluster was
2200°K, the heat capacity was still sufficiently large to insure that
T > 1500 psecs. Subsequently, three ensembles of fifty, 20 picosecond
U‘trajectdrie5<were"fo]]oWedffor the water dimer. The rotational
temperatures for these ensembles were 10°K, 100°K, and‘200°K, and the
' total internal energy fixed at 3000°K (which is the sum of the photon
energy and HZPE). The minimum potential eneréy configuration was
chosen}as the starting configuration. The decay curves are shown in
Fig. 15. Additionally, 50 trajectories were followed in which the
'hydrogen—bonded proton was -initially extended along its OH intra-
Ro]ecu]af bohd'axisrsomthat it"had 10 kcal/mole of potential energy.:. °
This was investigated to determine the time required for the high
freduéncy vibkationa1'energy to couple into the low frequency motions.
None of the trajectories for this last set dissociated, even though
for several of the trajectories, the energy was seen to be transferred
into intermolecular motions. The cénc]usion from these computer
studies is that the lifetime of the clusters is composed of two con--
Itributions: the energy transfer time from the optically excited high
frequency modes  into: the 1ntermo1ecd1ar cluster modes, and the decay
time of the excited cluster (in which the energy is distributed pro-
gressively throughout the cluster) into products. The primary energy
transfer time is expected to decrease with increasing cluster size,
s{nce the number of interna] energy states resonant with the optically
exéited state will ﬁnérease*(fhe“énergy-gaps approach zero), while the -
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decay time to pfoducts after the energy transfers from the optically
excited state will increase Qith cluster size as:the effective heat
capacity increases.

Finally, RRKM calculations were attempted for a series of points
along the LDC, but the résults indicated lifetimes too short compared
to the c]assica1 trajectory calculations. For these sma]J systems
in which rotational motions are nearly unhindered in the critical
configuration, it is difficult to obtain reasonable values for the
vibrational frequencies from simple "normal mode" type analyses. On
the other hand, with the level of excitation being not much higher
than the fundamental intramolecular vibrational -energies:and- the
hydrogen bond dissociation energy, one would expect dynamic factors to
be more important than statistical ones.

If extensive energy randomization is occurring, by increasing the-
cluster size, the predissociation rates could be reduced. A series of
experiments was tried in the coaxial configuration to see if the rate

could be slowed to a timescale measurable on that apparatus, ~106

sec'l. The results of these measurements indicated that for clusters
containing at least 20 water molecules, the time scales were too short
to resolve. However, several complications serve to increase the
ambiguity of these results. For_examp]e, if the photon absorption
rate for large clusters is prbportiona] to the cluster size, while the
predissociation rate is inversely dependent on the cluster size, the

rate of predissociation observed would be independent of cluster size,

but possibly power dependent...For the dimer and trimer, we can be
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reasonably sure that the predissociation rate is much faster than the
rate of sequential photon absorption. If the photon density is
5ufficient1y high to djssociate 50 percent of the trimers, we can
éxpect that on the average, all hexamers will have absorbed at least
one photon,,while.dddecamers will have absorbéd two photons, etc. The
lgrge clusters may be expected to absorb more thah one photon within
the ~5 nanosecond laser pulse. If they still predissociate faster

1, but slower than 108 sec'1

than 106 sec” , one can expect some second- -
ary dissociation. Additionally, for the large clusters, the transla-
tional recoil is so small that the products are not scattered out of
the beam. What is observed, in the worst case, is a difference in the
fété of pfedissociation;from the given cluster, to the rate at which
‘that cluster mass is Eebopulated by:predissdciations from larger
vc]usters. Hence, thendesired conditions are difficult to.verify,
;namely, a power level where only one photon is absorbed for the large
clusters, and a cluster distribution rapidly decreasing in intensity
with increasing cluster size in order to minimize repopulation. The
experimental data in Fig. 17 show that when the power is reduced, the
time dependence of the signal does not change over one order of magni- .
. tude in laser power, where signal is observable. Figure 18 shows the
absorpfion spectra for mass 289, corresponding to clusters equal to or
larger than (H20)17.

,F' NH3

1. Introduction

3

NH, monomer has three strong infrared bands in the 3000-3500
cm'1 frequency range - the symmetric (vl, A symmetry) and
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antisymmetric (v3, E symmetry) NH stretches, and the first overtone
of the antisymmetric band (2v2, A+E symmetry). For the monomer, the
v3 band is well separated to higher frequency and easily assigned,
whereas the vq and 2v2 bands are in Fermi resonance and mixed. For
hydrogen-bonded 1iquids, the monomer bending frequencies are expected
to increase, because the preferred hydrogen-bonded geometry has a
strong orientational dependence. The stretching frequencies should
decrease because electron density is removed from the NH intramolecular
bonding orbitals to form the intermolecular hydrogen bonds. These
effects have been observed in recent experiments,65 and microscopi;

66 -

models have been able to explain-their physical origihs. For

NH3, the V1 and_2v2 bands in condensed phases.are'reversed'with respect
to their gas phase ordering. . Because the liquid and,gas.phase'Q‘l—Zv2

regions look similar at first glance, this interchange was noticed only

469 65,68-70 (

after the combined infrare and Raman spectra, including

. polarization dependence) of several isotopic forms of NH3 were studied.

In addition, condensed phases of NH3 have been studied by x-ray and

72 73-75

matrix isolation spectroscopy, and a molec-

76

-neutron scattering,
ular beam polarity study.

Recent theoretical work on the NH3 intermo]écu]ar potential has

77

included ab initio studies of the pairwise, and three-body

78,79,80

terms vof the intermolecular potential, as well as empirical

81-83

atom-atom potential functions based on condensed phase proper—’

ties of NH These latter potentials have been used in Monte Carlo

84-85

3°

and molecular dynamics simulations of ligquid NH3. - Even within
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the fixed honomer geometry approximation of these theoretical treat-
‘ments, non-additive effects appear to be very important, contributing
25 percent of the trimer binding energy at its equilibrium
configuration.78 -
The effect of intermolecular forces on the Fermi resonance of the
vy and 2v2 modes, including resonant energy exchange,.has.been; .

elegantly treated by McHale and Wang.66

Using a Mori-Zwanzig projec-
tion operator formalism, they have derived expressions relating the
observed Raman spectrum to the microscopic potential terms governing
the inter- and intramolecular anharmonicity and Fermi resonances.
- From these results,. the nonlinear concentration dependence of portions
‘of the Raman spectra cahfbe_understood. No equivalent: treatment-of. ..
the infrared spectra of liquid NH3vhas been reported.
.2. Experimental Results

NH3 polymers were studied using the perpendicular
1aserwmo1ecﬁ]ar beam configuration. They were formed by expanding
pure ammonia vapor through a 0.18 mm diameter, room temperature, glass
nozzle. The distribution of clusters was controlled by-chahging.the.,;
ammonia pressure behind the nozzle. The predissociation spectra were
obtained by measuring the variation in signal with laser frequency at
a fixed detector angle of 4° relative to the ammonia beam. The shape
of the angular distributions did not change within the 10 percent
statistical error of the measurements. The laser power dependence of
the signal was measured at the absorption peaks, and the spectra

recorded in the linear response region. The spectra then represent:
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the absorptioﬁacross sections for the clusters. Figure 19 show§ the
spectra recorded at different masses. The angﬁlar diétributions of
the detectedvmasées are presented in Fig. 20. For the spectra in Fig.
19, the next polymer signal was 50 percent that of the recorded mass.
As in the previous cluster studies, the parentage of the detected
masses is complicated by fragmentation in the electron bombardment
jonization and by multiple vibrational predissociation channels.
Unlike water clusters, where the intermolecular bond energies are
quantitatively known, the energetics of neutral ammonia clusters are

86-89

smaller and experimentally poorly determined. A molecular beam

86

photoionization study - has derived total binding energies:of ammonia-

~polymers through' the.hexamer of.-4.6, -13.7, and -17.5 kcal/mole

88,89

~respectively. -Two spectroscopic studies . have used. the quadratic

dependence of some absorption features to derive enthalpies of -3.5
kcal/mole and -4.5 kcal/mole for the ammonia dimer. Analysis of

87 deduces a dimer binding energy of -3.2

imperfect gas properties
kcal/mole. Consequently, it is impossible to preclude predissociation
by channels involving the breaking of more than one hydrogen bond.
Based on analogies to previous work, the most probable product chaﬁne]
contributing to each mass is assigned by the following predissociation--
ionization steps:

(NHy) *+ hv —> (NH3) | + NHg : (9)

3)n

(NH,)  + e” —=> (NHy) . H' + NH, +2¢7 . (10)

3)m 3)m—1 2
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The separation of different product masses in the angular distri-
butions of Fig. 20 indicates that ion fragmentation is not as severe
as for the water clusters. The dominant uncertainty in the ammonia
~ spectra mass assignment is taken to be the predissociation process of
Eq. (9).-

3. Discussion

a. Spectra

The differences between the ammonia monomer and cluster spectra
are smaller than for water. Hence, the strength of hydrogen-bonding
in NH3 is noticeably weaker. - The main trends with increasing cluster

1

size are an increase in the intensity of the 3375 cm - band relative

“to the 3225 cm Lt

.'dohblet,”and a merging of the low frequency doublet
to. a single broad peak. The relationship of these spectral changes to
the intérmoich]ar'forces ié complicated by the anharmonicity and Fermi
resonance of the vis 2v2 and v3 bands. These intramolecular couplings
are of the order of the intermolecular perturbations. To analyze the
observed results, all of these effects must be considered. Such a
task-i; beyond the scope of the work presented here. A theory
incorporating these effects has been developed for the Raman spectra
of strongly intermolecularly coupled vibrational modes in Fermi
resonance,66 but no equivalent treatment for the infrared spectra
has appeared. |

b. Dynamics

The lifetimes of the vibrationally excited ammonia clusters are

less than a microsecond, as observed in the other cluster studies.
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The well-resolved differences of the anéu]ar distribution shapes enable
a more detailed treatment of the energy disposal than in the water
clusters. Two distinct cases for the vibrational predissociation will
be considered.

The first mechanism is a direct predissociation whereby the monomer
fragment absorbing the radiation dissociates from the cluster as the
energy redistributes into the intermolecular bonds.

In this case, regardless of cluster size, the maximum energy which
appears as relative translational hotion (Emax) of the departing
monomer is the same, independent of cluster size. Momentum and energy
balance determine the maximum angle where the heavier product is

observed for a cluster containing N monomers: (monomer mass M) and

moving with laboratory velocity v,

2E 1/2
1 max 1 . .
=y 0w weery) (1)

The ratio of the maximum scattering angles for sequential cluster sizes

is dependent only on the cluster size

., N
s1n(emax) (N+1) 1/2 :
T = — . (12)
S*"(°xai) <(N 1)) . E

The second model. assumes energy randomization over the cluster,

and the maximum translational energy is inversely dependent on cluster
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size. Momentum and energy balance determine the ratio of maximum

scattering angles for adjacent masses as defined above:

. N
S1n(emax) _ (N+1) ( N )1/2
N—l)-f . N . N-17 °

max

sin(e

Table 6 shows the experimental ratios and the predictions of each
model. The important poiht is that the direct model predicts the
observed angles of maximum scattering to within experimental error for
the mass assignments made according to Egs. (9) and (10), while the
randomization modei does not.

Does - the -direct .model have a physical basis, based on the knowl-
edge we have for ammonia and a brobab]e predissociation mechanism? As
?noted previously, the “intramolecular motions in NH3 are highly
coupled. Also, the translational energy distributions indicate that
the most probable predissociation will have negligible translational
energy. Any mechanism postulated should be consistent with internally
excited fraghents but not randomization. Analogous to benzene, the
‘ammonia polymers seem to predissociate by first redistributing the
energy among lower :frequency: intramolecular vibrations of the monomer
which absorbed the photon. Subsequently, the minimum energy necessary
to break the intermolecular bonds is lost from these lower frequency
vibrations. This model assumes rapid intramolecular energy redistri-

bution, with a slower rate of energy migration into the intermolecular

bond. Most probably, the binding energy for an ammonia monomer is.
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similar to the 1owest'frequency4intramolecu1ar vibration,vv‘2 =
950 cm'l. In this case, the intermolecular bond is required to absorb
at once sufficient energy to dissociate. The monomer products are
predicted to be internally excited by this model, while the cluster
fragments should be characterized by the internal temperature of the
cluster before photoexcitation.

4., Summary

| NH3, and HZO clusters studied, the rate of vibra-

6’
tional predissociation is greater than 106 sec'l. In all cases, the

For the C6H

measured translational energy distributions of the fragments indicate
no detectable variation with excitation Qave]ength;ipartia11y a
consequence of the small amount of energy released into translational
motion. The rapid vibrational prediséociation.rate and small kinetic
energy release are in qualitative agreement with the predictions of
Ewing and Beswick/Jortner. Although these models have heretofore only
been applied to binary clusters, they predict that for predissociation
rates of the magnitude observed here, the energy will be concentrated
in internal motions of the products;

For the NH, and C H6 clusters, where the intermolecular forces do

3 6

not radically perturb the monomer intramolecular spectrum, the trans-
lational energy distributions suggest a rather detailed scenario for
the infrared intermolecular energy flow leading to predissociation.
After one photon is absorbed into the H atom intramolecular stretching
frequencies, the 1ntermb]ecu1ar perturbations induce this energy to

flow into combinations and overtones of the lower frequency intra-

molecular motions, namely NH or CH bends. Once these lower frequency



224

motions are popu]ated,.the energy can more resonantly flow into the
intermolecular modes in units of these low frequency vibrations. As
fhe lowest frequency intramolecular vibrations in C6H6'and NH3 are
comparable to the intermolecular binding energy, little energy random-
.. ization can occur-in-the*c]uster before predissociatfon. The inter-
molecular bond is forcéd to accept at one time an amount of energy
which exceeds the intermolecular bond strengfh, so predissociation
occurs before intermolecular energy migration.

The infrared spectra obtained for water clusters containing three
or moré water monomers show a pronounced similarity with liquid water.
This is a result of the cyclic structures of these polymers, where
each water monomer is acting as¢bothva hydrogen bond donor and accep-
tor. This last conclusion has been important in explaining the poor
agreement between:the potential models based on dimer properties and
those baséd on liquid or solid properties. The modifications to the
intramolecular potential based on the work by Sceats shows that physi-
cally reasonable models can reproduce the gross red shifts without
modifying the 1n£ermo]ec@]ar force fields. This decoupling of the
intramolecular and intermolecular forces to first order should enable
most.préperties to be fit in a systematic way.

vThe analysis presented here for H20 should also exp]a{n the

80 which show the same dramatic

observed features of HF clusters,
change between the dimer and trimer and provide additional evidence
for the favored cyclic equilibrium structures of small hydrogen bonded

clusters containing three or more molecules.
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Several issues still remain unsolved. First of all, the reasons
for the breadth of the hydrogen bond absorption is unexplained, as well
as the exact assignments of the bands observed. The recent classical

91 if extended to

linear response theory methods of Behrens and Wilson,
handle combination and overtone bands, will enable the larger cluster
spectra to be calculated. Although there are uncertainties in the
dipole moment and potential functions, the special trends with cluster
size outlined in these experiments might be properly accounted for,

considering the large amplitude motion of these clusters, by the

classically based spectral response theory.
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"Table 1. Experimental conditions used to measure the vibrational

predissociation spectra in Fig. 1.

In all cases the angle

between the detector and the molecular beam was 4°, and the
nozzle temperature was 125°C.

Smallest water

Temperature Pressure at cluster capable
of water " nozzle . Ion mass Fig. 1 of contribution
reservoir . . (torr): detected label to signal

67 .5 209 H30* a trimer -
72 255 (H20)2 H* b tetramer
80 355 (Hp0)3 H* ¢ pentamer
84 417 (Hp0)4 H* d hexamer
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" Table 2. Water polymer energetics.

De(c"‘_1 E;gé13 Watts Owicki Stzglg??er Stééli??er
H20 0.0 0.0 0.0 0.0
(H20)7 a  2122.0 1904.0 1993.0 2388.0
_(H20)3 b 5450.0 5183.0 5472.0 3774.0
(H20)3 c — — - 5387.0
(H20)4 d 9187.0 8624.0 | 7667.0 10147.0
(H20)4 e 7526.0 — _ - _
(H20)5 f  12100.0 12429.0 ~11980.0 15789.0
Harmonic

P Fig. 3 o Stillinger Stillinger

(em ™) Label Watts Owicki* . (C.F.) (Pol.)
(H20) 4723.0 0.0 1 4739.0 5107.0
(H20)2 a 10224.0 854.0 10320.0 11863.0
(H20)3 b 16088.0 1876.0 18417.0 18870.0
(H20)3 o — —_ _— 18597.0
(H20)4 d 21682.0 3094.0 23897.0 26611.0
(H20)4 e 21406.0 — — —
(H20)g f 27145.0 3941.0 28891.0 - - 36252.0

*Rigid Hp0 molecule. ZPE's of (H20), are only from the motions
associated with hydrogen bonding. '
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Table 3. Pressure. dependence of the water cluster distribution
~in the molecular beam.

Pressure at (H,0) Ht - (H,0) o (H,0) '
2702 2°'3 v 24

Nozzle —— _ —_—
(Torr) H30 | H30 H30
150 0 0.19 0.02 —
185 0.34 | 0.10 0.02
235 0.54 0.25 0.08
290 0.66 0.43 , ©0.17
355 0.78 0.46 0.32
435 0.92 0.68 0.48

525 1.0 0.75 0.57
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Table 5. Comparison of assigned matrix (Hp0)2 transitions with the Watts
potential model.

Watts' Harmonic Watts' Scaled
Frequencies Frequencies Ar Matrix Diff.
(x.951)
3920. 3729. 3726. , +3
3914, : 3723. 3709. +14
3815. 3629. 3634. -5
3760. 3577. 3574. _ +3
N2 Matrix .
3715 +19
3699 +24
3627 +2

3550 S ¥22
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Table 6. Comparison of energy disposal mechanisms for direct and
random models of NH3 cluster predissociation.

Experimental »
Ratios of Energy
N Maximum Direct Randomization
Cluster size Scattering Model - Model
Angles (Eq. 12) (Eq. 13)
3 1.41 1.41 1.63
4 1.20 1.29 1.44

5 1.11 : 1.22 1.34




Fig. 1.

Fig. 2.

Fig. 3.

Fig. 4.
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FIGURE CAPTIONS
Schematic diagram of the Nd:YAG pumped OPO. Components
indicated are: 1. Telescope, 2. Input coupler (100 trans-
mittance at 1.06 u, 100 reflectance at 1.4-2.1 y), 3. Gold
mirror, 4. 30°C temperature stabilized, angle tuned’LiNbO3
crystal, 5. Output coupler (100% transmittance at 1.06 yu,
50% reflectance at 1.4-2.1 u), 6. Double pass YAG mirror
(100% reflectance at 1.06 u, 100% transmittance at 1.4-4.0
u), 7. BaF, lens.
In plane view of perpendicular laser molecular beam appa-
ratus. Labeled components are: 1. 0.007" quartz nozzle
heated to 70°C, 2. First skimmer, 3. Second skimmer,
4, Third skimmer, 5. Power meter, 6. Germanium. filter,
7. Ionizer assembly. 8. Quadrupole mass spectrometer. o
measures the angle of rotation of the detectdr from the
molecular beam.
Side view of the coaxial laser-molecular beam apparatus.'
Labeled components are: 1. BaF2 entrance window for the
OPO beam, 2. Quadrupole mass spectrometer, 3. Ionizer
assembly, 4. Final molecular beam defining aperture,
5. Second skimmer, 6. First skimmer, 7. Nozzle.
Schematic view of the perpendicular arrangement showing how
the recoil velocity of the predissociation fragment relates
to the detector's laboratory angle, o, relative to the

molecular beam. The insert shows that the angle is
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determined from the vector addition of the recoil velocity

.(dotted arrows) and the initial beam velocity (thick arrow).

The final laboratory velocities are the solid arrows, also
shown at the intersection point of the OPO and molecular
beams .

Wavelength dependence of the mass 78 angular distributions. -
. -1
Open circles voPo = 3040 cm
1 1

1

, solid c1rc1es,'uopo =

3095 cm ~. The 3040 cm ~ data have been displaced +0.5°

relative to the 3095 cm -~ data to allow easier comparison.

Wavelength dependence of the predissociation cross sections.

A) Mass 390, (CGHG);, at 400 torr Ar with T = 25°C,

nozzle

B) Mass 78,_C_Hg, at 250 torr Ar with T =25°C:

6 nozzle

Pressure dependence of the mass 78 signal in the perpendicu-
lar arrangement with the detector angle at @ = 4°. The
solid points are the ratio mass 78(e = 4°)/mass 156(e = 0°),
the open circles are the ratio mass 78(e = 4°)/mass 234(e =
0%).

Comparison of the time resolved mass spectrometer signals of -

. the perpendicular and colinear configurations. A) Mass 78

data taken at e = 0° in the perpendicular laser-molecular
beam arrangement, B8), C), D) are masses 156, 78, and 50

respectively of the colinear configuration.

Time of flight spectra at masses 78 (solid points) and 50

(open circles). A) Detector angle e = 4°, B) Detector angle

'9=5°.>



Fig. 10.

Fig. 11.

Fig. 12.

Fig. 13.

Fig. 14.
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Angular distribution of predissociation fragments.. Solid
points are mass 156, open circles are mass 78. The curves
are the calculated distributions using the center-of-mass
energy distribution given by Egn. 3. For maés 78 and 156,
the best fit values for a are 5 and 7‘(kcallmo1e)";
respectively. |

Water cluster and condensed phase spectra. Panels (a)-(d)
are spectra observed in the present work for the conditions
given in Table I. Panel (e) conditions are described in the
text. Panel (f) is taken from Ref. 6, Panel (g) from Ref.
(30b), Panel (h) from E. Whalley and J. E. Bertie, J. Chem.
Phys. 46, 1264 (1967).

Laboratory. angular distributions: for the-detected mass Q-
3075+ = (H,0), K5 B3 - (H,0); H';@ - (H)0), H'. |

Minimum energy cluster geometries for the Watts potential

H

energy function (a,b;d,e,f), for the polarization model
trimer (c), and for the configuration characterizing a tran-
sition state for the tetramer dissociating into a trimer and
a monomer (g).

Locally adiabatic dissociation energy curves for

A. (HZO)Z > 2H20, B. (H20)3 > (H20)2 + H20, C. (H20)4 >

(H20)3 + H20 when adjacent hydrogen bonded waters are sepa-
rated, D. (H20)4 < (H20)3 + H20 when it is formed from a
monomer adding to a cyclic trimer, E. (H20)4 > (H20)3 + H20
when opposing nonhydrogen bonded water molecules of the

cyclic tetramer are sepafated.
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The decay curves of the molecular dynamics trajectories for
the conditions
® T,ib

3000 K, T.o¢ = 0K

100°K

*+ T,4p = 3000°K, T .
O 7,5, = 3000°K, T, . = 200°K

O T, = 5000°K, T_ . = 100°K

Absorption cross section observed in the coaxial configura-
tion at (A) H30+ and (B) (H20)2H+,'corresponding to (HZO)Z
and (H20)3 resbectively.

Time resolved signal observed in the coaxial configuration

at mass 217(Q)-and mass 145 (@). The offset of the two
peaks is from the'different ion delays.

Absorption.cfoss section observed'at,mass 289 in the coaxial
configuration, corresponding to (H20)17.

Ammonia polymer spectra

(A) Mass 18 corresponding to (NH3)3 predissociation products
(B) Mass 35 corresponding to (NH3)4 predissociation products
(C) Mass 52 corresponding to (NH3)5 predissociétion products
Angular distributions for the ammonia cluster predissociation

products. -



Nd: YAG

205

- XBL 815-9991

e
—————
—

e ——

d31H43ANOD 41314 ¥Yv4

Fig. 1



24¢

0€66-518 18X

b4




247

®
o
\ '

Fig.

B4
\\/./%

ZZzzzn
AN |

R

SOSSISNISNN Y

NN

@
5o m—




248

2° DETECTOR .
VIEWING: ANGLE -

\ | 1.5°
MOLECULAR
| @ BEAM
\NY />\
OPO '

XBL 816-9998

Fig. 4



NORMALIZED SIGNAL

249

ot 3
ot B
L
O+ P
+ - 3
3
OV 'I I§
' 1 ¥?¥§£Q '
0 5 10 15

LABORATORY ANGLE

XBL 816-9996

 Fig. 5



He a
Twr
e e
e e et
e I T e
TRe4 ——
]
AW aras
e e
—— —o—i
o Pext
i T
—yy | ——
,._lo. —e—i\
e Z
Ly e : P e
\‘\-“L \wlhl’llﬂ\\
g ———— ) AH. v
, I.IIQH..,I
T el h -
ma—_ Fe—1_
r—o— <
—ed
1o

~ NOILD3S (@3SSOYD Q3ZITVNYON

XBL 815-9992

Fig. 6

3040 3060 3080 3I00
WAVELENGTH (em™)




RELATIVE SIGNAL

10

251

SRIEE

R
= ' ' '

300 400 500 600
PRESSURE (TORR)

XBL 816-9997

- Fig. 7



COUNTS ( x103)

252

0 40 80 120
"CHANNEL NUMBER

XBL 815-9989

Fig. 8



253

. * o
<€ W« m
£
&
0% §
. o.o-owmo
N 0
AOooo. h.o.o
b oo 6 .. wo. (o}
0 o0 e o0 o
*“of .0
0%9..
R
| ] | L | nﬁ%ﬁﬁ ] | | |

ol g 9 ¥ 20
TVYNOIS Q3ZITVIWYON

O._ w. @. .V- N.

80 100
CHANNEL NUMBER

60

XBL 815-9993

Fig.



RELAT!VE SIGNAL

10

254

| ' ]
74 6 8 10
LABORATORY ANGLE
| XBL 816-9995

Fig. 10



SIGNAL

05

1.0

0.0

25

5

(H0)4

i (H,0),

wit ¢

—

‘N, Matrix

. D. (H,0)

i | I | b

1 | |

| |

3000 3200 3400 3600 3800

3000 3200 3400 3600 3800

FREQUENCY (cm™)

Fig.

11

XBL 819-1335



256

| NN

|

(leubig pazijewioN) u7

LABORATORY ANGLE (Degrees)

XBL 819-1333

12

Fig.



257

Fig. 13

XBL 819-1334



0.0

ENERGY (KCAL)
I
o

I
N
o

- =25

258

S A I N [ N S N I

6 8 10 12 14
0-O SEPARATION (A)

XBL 819-1332

Fig. 14



Ln (Number Bound)

259

w P OO ONODO A

| I

| |

l

| 1 111

10 15
TIME (Picoseconds)

Fig. 15

20

25

XBL 819-1331



260

l 55 [~ l&
LQ—
3
b
05
_l
1.5
B
(H0);
3
b
| 1 1 J
3525 3775 3825 3875

v (cm™)

XBL 834-3244

Fig. 16



TOTAL COUNTS

261

b
0 o
o
‘qﬁlb<><> o
40,000(® off o © .
o
°
® ‘;1| I
X
o
X Y
()
39,000 % . -
® Go
° . o
°%o (o o |
e°. oo
o
A
Oo
o
I3
o o
38,000 © Mass 217 (H,0)3
® Mass 145 (H,0),
] |
(0] S50 100

CHANNEL NUMBER

Fig.

1SO
XBL 834-9243

17



262

Zv26-veE8 18X

008¢

81 614

(j-wd) 11
OO0v¢e

[

2)(o%H)

oS

(1) O



NORMALIZED SIGNAL

o

O

263

T 1T T T T T 17 171

N S Y Y T Y

P T T T T T 1711

Z
L
o |
IN
| I Y Y T I I I |

717 1T T T T 171

I N Y N T O OO I |

! : ! 1 1
3100 3200 3300 3400
WAVENUMBERS

Fig. 19

|
3500

XBL 799-11718



- 1(8)

264

=

)
= 0) -
) 4
- 0) -
(] J
~ v v o (NHB) =
= n . -
L. _ -
- ] A ‘-
T L N\ —
- V u} A -
i (NHg)y (NH3);  (NHy), |
| ! |
o) 10 20

' DETECTOR ANGLE, 8 (Deg)
XBL 834-9241

“Fig. 20



265

fII.. REACTIVE SCATTERING OF Na(32P3/2) + HC1
A. INTRODUCTION

Since the establishment of the non-relativistic Schrodinger
equation in the 1930's, it has been known that the basic principles
necessary to explain simple atom-molecule collision phenomena were
well-defined. However, the realistic prediction of observations based
on these first principles had to await the development of the modern
computer, which could solve the large set of equations governing even
a simple three body qdantumvmechanical system. Now that realistic,
theoretical treatment of the interparticle forces and dynamics is |
computationally possible, current interest in the field of reaction
dynamics ié focused on detailed quantitative comparisons of theory
with experiment;1 The primary. goals are to understand how the forces
between particles affect the outcome of a collision, and how, through
a judicious choice of initial conditions, the chemist can exert con-
trol over a collision to produce some desired product.

Although exact quantum treatments are possible for simple colli-
sions (within the Born-Oppenheimer approximation) involving three
structureless particles, governed by a single potential energy sur-
face, and with a sparse internal energy level structure;z'(i.e., H +
H,—>H + H

2 2)
general utility. First, the insight gained from this black box treat-

, it is clear that such numerical approaches are not of

ment is difficult to generalize. Each reaction appears unique, domi-
nated by its individual parameters. Second, projected computer

advancement will not enable substantial progress in the complexity of
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the problems approached by ab initio methods much beyond the current
devel of treatment, i.e., three atom systems. Although the successful
ab initio treatment of the forces and dynamics of a collision is
important, and will continue to be an active area of study, simplifi-
. ‘cations.of.exact:treatments through all manneré of approximation are
equally important. >Through}c1ever1y chosen approximations,: one hopes .
to understand the particular details of a reaction as well as the
general rules they suggest for other reactions of that type.

The work of Polanyi is an outstanding example of this approach.
Using generalized mass combinations and potentials, the classical
trajectory method,was used to derive product energy distributions and
rules which govern the energy disposal of reactant translational; - .
vibrational, or rotational energy. These models have been applied to

3

*halogen atom reactions forming hydrogen halides™ as well as many

alkali reactions.4
The current experimental work was undertaken hoping to stimulate

theoretical work on simple three atom reactions where one of the

reactants is in an excited electronic state. Previous molecular -beam -,

work in this area has been confined mostly to metastable states of the

rare gasess'or oxygen atoms;s. Notable exceptions are the work of

Zare and coworkers on Ca(lP)7"10 and 12*(31:)11 reactions, and the

work of Hertel, et al. on the nonreactive quenching of Na(32P3/2).12"21
In the present study, a crossed beams, reactive scattering appara-

tus has been modified to enable scattering studies of Na(32P3/2) atoms.

The crossed molecular:beams-method is a-powerful experimental technique .«
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to probe reactions dynamics. Coupled with the selectivity of laser
excitation of the reactant atoms, a new class of reactions involving
short-lived excited states can now be étudied by the crossed beams
method.

The structure of this chapter is as follows. First, a short review
of pertinent scattering work on excited electronic states created by
laser optical pumping is reviewed in order to understand what quanti-
ties and features of a reaction can be measured, and to develop the
framework within which such features are related to the physics of the
scattering process. Second, the experimental method used here to

study the Na(32P ) + HC1 —»NaC1 (12+) + H(ZS) reaction is described. .

3/2
Next, experimental data for the Na*v+ HC1 reaction (an asterisk is
used to denote the 2P3/2 state) are presented at collision energieé of
5.38 and 19.4 kc/m. The data at the lower collision energy are‘aha-
lyzed to obtain the center-of-mass product energy and recoil angle
distribution. These derived distributions are subsequently discussed
to understand the features of the potential energy surface which might
be responsible for: the observations, as well as the rolesof angular
momentum conservation in the reaction dynamics. A final section
summarizes what we have learned from this study, and the questions
raised by it.
B. HISTORICAL REVIEW OF SCATTERING STUDIES OF SHORT LIVED ATOMIC
EXCITED STATES
The Hertel group has published three extensive worké on the

“quenching of‘Na(32P3/2)vby’Hé,l5!l7 CO,15 and N2.12"14 We now briefly
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_review‘the main conclusions of these studies which will form the basis
for discussion of the "pre-reaction" interaction between Na(32P3/2) +
HC1 . For each reaction, extensive quantum mechanical structure
calculations were included of the relevant potential energy surfaces,
"and'the.scatteringfdynamicszwefe explained in terms of the calculated

spotential energy surface features.

1 ¥4
. Na H2

From the electronic potential energy surface calculations, the
A?'B2 Na* - H2 excited state surface was found to be energetically
lowest, favoring a C2v configuration. The location of the crossing
“seém wffﬁﬂthe'gfbund state surface occurs at a Na - H2 distance of
‘R = 2.428 with an H2 bond length of r = 1.158. The Hy (or D,) bond is
elongated at the crossing point and corresponds approximately to that
of free Hz(v ='2) and Dz(v = 3). The observed vibrational HZ(DZ)
distributions peak at these values, with a Poisson-like distribution.
The fact that the H2 and D2 energy transfer spectra are similar means
that no special resonance effects are occurring. A projection of the H2

(D,) bond length at the crossing seam onto the grbund-stéte surface

5)

H,(D,) vibrational basis set is sufficient to explain the observed

2( 2)
featdrés.' The'potentié] energy surface calculations indicate that the
ground state surface is strongly repulsive in the R coordinate at the
crossing seam. As the H2 bond begins to contract after quenching,

- the Na atom and H2 molecule rapidly separate. The calculated ground

state surface shows negligible R-r coupling. Consequently, the asymp-

totic szvibrationalfstate'distribution is taken to be that formed
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at the crossihg seam, with negligible H2 vibrational state inter-
action as the products separate.

The magnitude of the experimental quenching cross section is large.
The AZB2 state has a significant aftractive well in the quantum calcu-
lations. The ébsorbing sphere model, using the calculated potential
parameters, predicts a capture radius,or maximum impact parameter
leading to quenching, of 3.91&. This is less than the orbiting impact
parameter calculated from the attractive well parameters of the excited
state potential energy surface. Therefore, orbiting will not affect
this result.

The calculated surface is also consistent with. the 5 kc/m (aj = 5)
rotational excitation of H2 experimentally estimated from the breadth
of the final vibrational state. distributions. - The strong preference
for the C2v geometry (the poteﬁtia] surface increases rapidly as the
sodium—-H2 angle deviates from 90°) means that the Na*-H2 complex will
stay locked in a C2V geometry as the reactants approach. Depending
on the initial impact parameter, the known location of the quenching
seam can be used to calculate the Na*-H2 collision complex rotational
frequency at the quenching configuration. Since the products recede
rapidly from each other, and the departing Na atom exerts little torque
on the H2 molecule, the H2 rotational energy is giveh by that at the

‘critical configuration.
*
2. Na + (CO
The potential energy surfaces (PES) for Na(3P) + CO favor linear

*
quenching configurations. When Na approaches the carbon: end,
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electron density plots indicate 30-60 percent of the Na(3P) electron
is transferred to CO.. Of the two excited state PESs at the 1ihear
configuration, the A state is bound by 24.4 kc/m, while the B state is
repulsive. As observed for H2, the ground state surface at the cross-
~"ing seam is highly repulsive in R with little R-r coupling. To first
-approximation, the asymptotic vibrational distributions are taken to .
‘be those created by the "Franck-Condon" transfer to the ground state
surface at the crossing seam. If Na*,approaches the oxygen end, the
attraction is not as great, and a 1argef CO bond extension withla
smaller Na*-CO distance is needed to reach the crossing seam.

The experimentél'results:show very large rotational excitation
‘which 'is explained by the calculated potential energy surface features
as follows. If Na* is quenched at the carbon end, the-ground state -
“surface prefers the Na-0C-configuration by over 24 kc/m. There being
no barrier in the calculated ground state surface for achieving this
rotated configuration, a large torque is felt by the CO, resulting in
substantial rotational excitation.

The presence of two active, distinct quenching sites leads-to .
different internal energy distributions. Quenching at the oxygen
- produces: larger CO vibrational excitation, while the carbon atom

causes significant CO rotational excitation.

3. Na * N
L ] a 2

This system has been studied at the highest level of resolution.
From the experimental energy and angular distributions, forward scat-

tering has significant rotational excitation (a4j>60), while vibrational
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excitation dominates the backward scattering angles. The final N2
vibrational distribution is similar to the H2 results, and the
general quenching mechanism is presupposed to be analogous. As the
Na* approaches NZ’ the sodium 3P electron is partially transferred to
an anti-bonding orbital of NZ‘ Since NZ- has a longer equilibrium
bond length, the N2 molecule stretches. At the crossing . seam between
the ground and excited states, the asymptotic N2 vibrational distribu-
tion is obtained by projecting the stretched N2 bond length onto the
free N2 molecular vibrational wavefunctions. Again, the C2v configu-
ration is favored, with the absorbing sphere model predicting the large
quenching cross sections observed.

For this system, the effect of the Na(3P) orbital alignment and
- orientation on the scattering was measured. When polarized radiation
is used to excite the Na atoms,. the m sublevels are not equally
repopulated do to the different Clebsh-Gordon coefficients coupling
the ground state m sublevels by spontaneous decay. Laser excitation
for many spontaneous decay cycles redistributes the Na atoms among the
m sublevels. As a result, after many spontaneous decays, an aniso-
tropic distribution of the thrée degenerate 3P orbitals is created.
The ratio of tﬁe populations of the P orbitals is, at best, 2.5:1:1.
.The hyperfine structure determines this anisotropy ratio. By direct-
ing the k vector of the laser to intersect the collision volume_either
perpendicular or parallel to the scattering plane, and by rotating the
laser polarization vector or circularly polarizing the light, the

initial distribution of P orbitals can be selected.
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In Fig. 1, the major laser beam, scattering plane configurations
arevshowﬁ. On the left are two different alignments of the linearly
polarized electric field vector relative to the scattering plane, when
the k vector of the laser is in the scattering plane. When the
. E-vector i$~perpendicu1ar~to the:scattering plane, the |pn > orbital
is favored, having negative reflection symmetry ré]ative to the
>collision plane. When the E vector is rotated into the scattering
plane, a mixture of Ipw+> and | po> states is made, depending on the
angle the E vector makes with the relative velocity vector. When the

laser propagates perpendicular]y to the collision plane, and the linear
polarization rotated, the asymptotic distribution can be predominately
| pe> if the E vector ‘is parallel to the relative velocity vector, or
Ipwf> if it is perpendicular. Since the P orbital axis is in the
‘scattering plane, these:states have positive reflection symmetry. If
the laser is circularly polarized and directed perpendicular to the
scattering plane, then the electronic angular momentum of the P orbité]
is also perpendicular to the scattering plane.

The polarization study of_Na* + N2 consisted in measuring the
effect on the scattering signal of the dffferent initial Na |pn+>,
| pr~>, and |po> distributions. Hertel and Hermann21 have shown in a
detailed way how these polarization dependencies relate to the density
matrix representing the collision process. Experimentally, the polar-

ization of the Na resonance fluorescence determines the actual moments
of the Na charge distributions created by the optical pumping. Using

these parameters, which characterize the initial distribution of P
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orbitals, at each detector scattering angle four additional numbers
are determined from ratios of the scattering intensity. These are:
(a) the difference in the scattering signal with left and right handed
circularly polarized light, normalized to.their sum, (b) the ratio of
the minimum to maximum scattering_intensity when the E vector is linear
polarized and rotated in the scattering plane, (c) the angle between
the relative velocity vector and the laser polarization axis which °
maximizes the scattering for part (b) above, and finally, (d) the ratio
of the scattering intensity with the P orbital perpendicular to the
scattering plane to the P orbital axis in the scattering plane, scaled
to the value of the scattered intensity of part (b) for the same in-
plane polarization angle. |

Frbm these four ratios, the complete Na atom density matrix is
known, as a function of scattering angle. Physica11y,’these quantities
are interpreted and understood by considering the time-inverse quenth—
ing process, Na(3S) + Nz(v')-»Na(3P) + N2(v=0). Here, a collision
produces an excited Na atom, and the polarization of the fluorescence
emitted at a certain angle reflects the different |pn+>, |[pn >, and
|po> contributions to the Na atom wavefunction for scattering to that
angle. By rotating to a basis which has the Z axis along the 1aser k
vector, and the X axis along the polarization angle producing maximum
scaftering for linearly polarized light with the polarization vector
in the scattering plane, the resulting diagonal density matrix
elements are then the length, width, and height of the Na(3P) charge

cloud formed in the inverse quenching process at that Na scattering
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angle. Alternatively, the height also measures the relative differen-
tial cross section for changing the molecular reflection symmetry,
while the sum of the width and length gives the relative differential
cross section for preserving the molecular symmetry. Of coursé, the
overa]l‘symmetry;of:the total collision is preserved. As a result,
these two‘processes are.incoherent. The measurements show that the
molecular symmetry changing cross section isa minimum at the peak-of
the energy transfer. This is interpreted to result from the locking
of the-Na* to the body fixed Na*-N2 frame. At a distance of ~5.3R,
where the body fixedvframe is established (see below), the Na* - N2
comp]ex will have the Na* symmetry prepared by the .optical pumping,
i.e. |pn >,|pr~>, or |po>.. The minimum in the symmetry- changing cross
section imp]iesvthat it is difficult to change only the Na* symmetry,
because the tight binding of the Na - N, interaction forces the Na" -
N2 complex symmetry to change as well.

The variation in the laser polarization angle for maximum quenching
with scattering angle reflects which state, lpr'> or |pa>, is more
effective at quenching, as a function of the impact parameter. For a
given impact parameter, as the Na* atom approaches the N2 mo]ecule,
Coriolis coupling will cause continuous Ipu+><->|po> transitions.

The Na* atomic wave function at a Na* - N2 separation, R, and impact

parameter, b,_is composed of both |po> and |pn+> states in the mixture

[X> = cosa |[po> + sin(a) |pr+>, (1)
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. where coSa = Eu At some distance, R', the potential interactions
between Na* and N2 will split the asymptotically degenerate |po> and
|pr> potential surfaces. At this distance, the Na* will begin to
change from a space fixed to body fixed frame. When the |po> and |pm>
potential curves are split by the rotational energy of the P orbita],-
it is said that the body fixed axis now dominates. For a long range

potential of the form Vo .

~ CnR-n, this locking or merging distance is

where aC = |C_ - C_|. The angle of maximum quenching shows what
direction the P orbital prefers, at the merging distance to the body
- fixed frame,vto:maximize quenching. The observations'show that this
angle is approximately one-ha]f the scattering angle. If the merging
distance is approximately independent of the impact parameter, then
this observation shows that the P orbital wishes to be tangent to the
merging sphere, i.e.,|pn> states are preferred.

At large Na scattering angles, the polarization asymmetry is smaill. |
As large angle scattering corresponds to smaller impact parameters, the
locking radius_is 1ar§est from Eq. (2). Of course, in the 1fmit b =0,
the space and body fixed frames are equal. If the Na* atom spends
more time in the mixing region (where the V0 - V“ potential separa-
tion is comparable to the centrifugal energy of the P orbital), it will

have more opportunities to forget its initial, asymptotically prepared
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state distribution. An equal mixture of A and &' Na' - N, collision
ccomplex states will be formed, reducing the observed anisotropy.

Finally, thé measurements of the left-right asymmetry when the
laser is circularly polarized and propagating perpendicularly to the
'scattering plane, gives information on the impact parameter dependence
of the transfer of the Z component of the electronic orbital angular
momentum into the heavy particle, nuclear motion. Quantum mechani-
cally, |po> and lpn+> states haQe the same overall symmetry, and can
be coherently excited in a collision. If we again picture the inverse
quenching process, the sign of this transfer will depend on the phase
difference-between‘the'[po> and |pw> amplitudes in the final Na* atom
- wavefunction. . If the measured angular momentum transfer passes through
zero at some Na scattering angle, then the phase difference between the
;|pa>'and Ipﬁf>'states\is a multiple of 180°, or the average trajectory
has switched from predominately repulsive to predominately attractive
in nature. |

Additionally, if the cross section is larger for the electronic
orbital angular momentum (L*). aligned antiparallel to the nuclear.
orbital angu]ar moﬁentum (L), then in a scattering experiment with the
.products detected 'in:the scattering plane, we can say that the Na*
atom prefers to pass on the left of the N2 molecule rather than on
the right.  If the detector samples a cy]indricai]y symmetric distri-
bution about the relative velocity vector, no circular asymmetry can
be observed. The observed circular asymmetry in a crossed beam exper-
iment is a result ofndetectingﬁonly,awsmaT],nbiased subset. of the:

scattering angles.
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To summarize the results of Hertel, the product distributions from
Na(3P) quenching can be understood from the geometry of the collision
complex at the crossing seam with the ground state. Polarization
studies provide detailed information on the transformation of the
Na(3P) atom from a spaced to body fixed basis, and on the efficiency
of angular momentum transfer from the 3P orbital motion to the heavy
particle, nuclear motion.

*
4, Ca + HCI

Rettner and Zar'e7"10

have published the 6n1y studies using

optical pumping to investigate the effects of alignment on a chemical -
reaction. They have measured the chemiluminesence for a series of
Ca(lP) + XC1 —>sCaCl (zu, 22) + X reactions in a beam-gas experiment,
and observed. the dependence of the branching ratijo.between. the 25 and

Zn CaCl electronic states on the angle between the Ca atom velocity
vectof and the laser polarization vectof.

For the Ca* + HC1 reaction, a large reaction cross section was
observed. The total fluorescence was independent of the laser polari-
zation, but the dispersed fluorescence indicated that the product state
electronic symmetry correlated with the initial atomic symmetry, i.e.,
|po><——>22, |pn><——>2n. The independence of the total cross section
on the laser polarization was interpreted by invoking an electron
transfer harpoon mechanism. Reactions with the large cross sections
typical of the observed Ca* + HCI1 magnitudes usually favor such ionic
intermediates. The probabi]ity of the electron jump was concluded fo

be independent of the orbital-alignment. . However, the ion core formed

by the electron transfer is aligned, and the different molecular states
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2 2

coupling to the ion core‘@i]] decide whether a “n or' T CaCl state is
formed. From the experimental results, the Ca+ orbital symmetry is
.preserved (adiabatic behavior), correlating to the Ca'Cl ~ molecular
state with the most similar ca’ character. |

"For,the‘reaction‘Ca*'+‘Clz, the total fluorescence cross section
mas dependent on the Ca(lP) orbital alignment. The added symmetry of
C12 vs. HC1 causes some of the Ca-C]vaolecular states to not corre-
late with fluorescent product states. By varying the polarization,
the Ca atoms can be preferentia]]y directed on or off these dark
potential surfaces.

With this historical background, we have modified a scattering

{apparatuS‘to-studyfreactﬁvé-co1lisions of~Na(32P3/2)ufo]Jowjnthheu"”v,

, et a1.12;21 The major differ-

basic design configuration of -Hertel
ence between the two apparati is the scattered product detector.
Hertel and coworkers use a hot wire filament, sensitive to alkali
atoms, while in this case, an electron bombardment ionization univer-
sal mass spectrometer is used. The added flexibility of detecting
product at any mass comes- with approximately. a lOs.loss.in detection .
efficiency compared to the hot wire filament. HC1 was chosen as a
scattering: partner for the inftia] reaction because the detector back-
ground at m/e = 58 is low, and the reaction is 4.68 kc/m endothermic
in the ground state. The endothermicify enables a test of the experi-
mental procedure with different amounts of competing ground state

reaction by simply changing the collision energy. In addition, the

kinematics of the reaction.restricts all the product to.observable
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detector Angies. The alkali-hydrogen halide family of reactions has
been extensively studied by the molecular beam technique, including

the efficiency of vibration, rotation and translation for promoting

22,23,24 25

reaction. Some ab initio™~ and sémiempirica126 potential

energy surfaces are available and several classical trajectory studiés27
of reactions on these surfaces have been reported. Related theoretical

studies of the H + HL mass combination have been pubh‘shed.zs’29

Finally, Polanyi3»30

has reported measurements of the relative
reaction cross sections for the Na + HC1 (v,j) reaction for v =1 - 4,
j=5-15. The vibrational enhancement indicated gas kinetic reaction
cross sections. - The rotational‘dependegce,.with'a minimum at j = 10,
was rationalized in. terms of the preferred HC1 - Na orientations for

3 studied' the translational energy

reaction. -Barker and Weston
dependence of the quenching of Na(3P) atoms by a number of reactive
and nonreactive molecu]esf The absorbing sphere model for the total
cross section was consistent with their results.
C. EXPERIMENTAL ARRANGEMENT

In this section, modifications to an already existing crossed
molecular beams apparatus which enable scattering studies of Na(32P3/2)
atoms are described. Characteristics of the basic apparatus are given ’
elsewhere.24 Briefly, two sonic beams are crossed at right angles
3 ad) ‘

(beam overlap volume ~10~ in a liquid nitrogen cooled chamber,

under single collision conditions. The collision chamber ambient
background pressure is 1 x 10"7 torr. Scattered product is detected

with a rotatable mass spectrometer which rotates in the plane defined
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by the two reactant beams. The mass spectrometer detector consists of
an electron bombardment ionizer, quadrupole mass filter, and a Daly
ion counter, enclosed in a triply diffekent1a11y pumped, ultra-high
vacuum chamber. The experimental improvements described below include
the,development_of'avstab]e, seeded, Na atom source and the ability to
excite a sizeable fraction of the Na atoms in the collision volume to
ihe 32P3/2 excited state by the method of optical pumping. In addi-
tion, the experiment can measure moments of the Na(32P3/2) charge dis-
tribution created by the polarized, exciting laser radiation, and the
dependence of the observed scattering on these moments.

«1. Sodium Beam |

| The sodium.atom beam.is‘produced by a two chamber étain]es; steel
oven shown in Fig. 2. 'The main section, of volume 150cc, is the
reservoir.for.the mo]ten‘sodium metal. It is heated by .090 inch
diameter thermal coax heating cable (SEMCO, Inc.) brazed into contact
with the oven body. Thé braze melting point is 1050°C. At the top of
the reservoir is a stainless steel gas inlet tube affixed onto a mini-
conflat flange and sealed by a .005 inch thick nickel gasket. The gas
inlet tube is radiatively heated by a .080 inch wide; 24 inch long
tungsten ribbon. = The gas inlet tube serves two functions. First, the
sodium metal is easily loaded into the reservoir through the mini-
.conflat flange opening. Second, rare gases, introduced through the
inlet tube, enable the ve]ocity'of the sodium atoms to be varied over

5

the range 1. - 3. x 107 cm/sec at a constant nozzle temperature, here

chosen to be 740°C. A plug constriction in the inlet tube increases
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the local rare gas flow velocity so sodium vapor will not diffuse
upstream and clog the inlet tube where the temperature is cooler.
Additionally, the radiation heater is kept 50°-100°C warmer than the
reservoir temperature to help impede the sodium from diffusing up the
inlet tube. The sodium reservoir is the coldest part of the oven and
determines the sodium vapor pressure.

The nozzle chamber consists of a 3.0 inch long, .25 inch diameter
stainless steel tube, heated by .060 inch diameter thermal coax heat-
ing cable, again brazed into contact with the stainless steel tube.
The nozzle aperture is formed by drilling a .003-.005 inch diameter
hole in a .020 inch thick stainless steel disk, which in turn is welded
onto the stainless steel tube. This additional chamber for the nozzie
allows the nozzle to be hotter than .the reservoir,: thus preventing the
formation of sodium polymers.

A11 connections to the thermal coax heating cable follow the

32 Basically, a precision machined

design suggestions of Amperex.
ceramic jacket is used to reduce rotational and bending mechanical
stresses to the exposed center conductor at the junction to the elec-
trical pdwer leads. The ceramic piece is brazed to the sheathing on
one side and the electrical power connector on the other. This
arrangement reduces the heat dissipated at the junction to the power
leads because good thermal contact is made with the high thermal con-
'ductfvity of the copper power cable. Up to 150 watts of power can be

delivered to the oven with the lengths of cable chosen. This is

sufficient to raise the oven temperature above the melting point of
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the braze material béfore the heating cable itself fails. All ovens
are surrounded by two radiation éhields.

The reservoir and nozzle heater power supplies are actively con-
trolled to stabilize their temperature to within #2°C of any desired
set point. - This is necessary to maintain stable intensity and veloc-
jty for the sodium beam. For:the worst case, He seeding, small
changes in the sodium partial pressure changes the averagevmass of the
He/Na mixture, affecting the velocity distribution. With the actively
controlled temperatures of both reservoir and nozzle, long term varia-
tions in the Na beam's average flow velocity are well within the short
time scale velocity spread characterizing the isentropic expansion.

The oven assembly. is supported by a water-cooled copper. block.: It
is attached to the nozzle chamber vacuum bulkhead by three screws,
which also enab1eait to be aligned along the beam axis. Except for.
the skimmer described below, care was taken to remove all obstructions
from the nozzle and to maximize gas conductance away from the nozzle-
skimmer region. The nozzle tube, with heaters, is approximately 3/8
inch diameter. The nearest support is approximatély one inch further
away.

The central portion of the Na beam is skimmed by a single piece,
heated, stainless steel skimmer. The skimmer aperture is .045 inch
diameter and is located .26 - .30 inches from the nozzle. The skimmer
is also heated by coax heating cable. A second heated surface is
placed to mask the edge where the skimmer fits through the nozzle

chamber bulkhead.. Without this. mask, sodium would-condense on the
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cooler bulkhead eventually bridging over to the heated skimmer. When
this happens, the liquid sodium conducts sufficient heat from the
skimmer that it soon becomes clogged by the incident flux of sodium
fromAthe nozzle. |

The final size of the sodium beam was determined by a rectangular
aperture made from razor blades located in the second differential
pumping region. The heat radiated from the skimmer is sufficient to
keep the defining slit from c]oggiﬁg'by the small amount of sodium
incident upon it.

Balzers 71 diffusion pump fluid was used in the Na source and
differential diffusion pumps. Octoil showed some signs of -deteriora-
tion with time, as well as depositing thin films on the surfaces of
these pumping regions. A full charge of DC704 would completely react
to form a white, oilish, crystalline precipitate in less than one Na
oven charge. Before loading Na metal into the oven, its oxide coating
was removed in an inert atmosphere. Care was taken to clean the nozzle
and differential chambers of sodium residue between runs. Also, each
new charge of sodium, after evécuation of the source chamber, was held
at just above the Na melting point (~150°C) for many hours to remove
all impurities and vapor trapped in the solid. Ultra high purity rare
gases, as well as an all metal, leak tight gas inlet system were found
to be necessary to avoid slow clogging of the nozzle.

2. HC1 Beam
The HC1 beam was formed from a heated tube with an interchangeable

nozzle affixed on the énd, as shown in Fig. 3. A platinum electron
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beam aperture (Ted Pella, Inc.) of 70 micron diameter was used in this
study. The nozzle tube slides in a fixture which allows thé nozzle-
skimmer distance to be changed while the nozzle remains on the beam
center-line axis. The nozzle temperature was actively stabilized to
 '180°C;gto prohibit HC1 polymer formation. Typically, 350 torr HCI1
nozzle backing pressure was used. A low pressure regulator, in addi--
tion to the standard cylinder regulator, was necessary to stabilize’
the delivery pressure at these low values. A 150 Hz tuning fork
chopper was mounted on a water-coolied copper block attéched to the
nozzle chamber bulkhead. The cooling block was needed because the
‘heated .nozzle, via the alignment fixture, would heat the front of the
:nozzle chamber. sufficient (70°C).to stop.the chopper modulation.. . -

~ The nozzle backing pressure of HC1 was optimized at the same time
the phase and .gate width of the chopper modulation function were
measured. The latter were meésured by time resolving the signal at
the mass spectrometer and displaying several chopping cycles. The
gate width was set to the minimum of the chopper open or closed time
interval. The phase and preﬁsures were set by optimizing the contrast

between the channels with the chopper open and closed.

3. Optical.Preparationgof'Na(32P3/2)
The creation of a large, stationary fraction of Na(32P3/2) atoms

by optical pumping has been exhaustively and elegantly studied by

18-21

Hertel and coworkers. Their experimental technique has been

adopted here. Briefly, the selection rules on aF, the change in total
angular momentum, insure that“all” atoms excited from -

251/2(F=2)--->2P3/2(F=3) will form an isolated, two level systém. The
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level structure appropriate to the 3S » 3P transition is shown in Fig.
4, Spontaneous decay from the 2P3/2(F=3) level can only repopu-

late the 2

51/2(F=2) level of the ground state. Assuming all ground
state levels are equally populated before the atoms enter the laser
beam, at most 31.25 percent of fhe Na beam canlﬁe in the 2P3/2 state.
Several details are pertinent to achieving this 3P .excitation
efficiency. Power broadening must be less than 60 MHz, the separation

2

of the P3/2(F=2,3) hyperfine levels. If this condition is not met,

and the 2P3,2(F=2) level is excited, it can spontaneously decay to the
251/2(F=1) ground state HPF level and be lost from further optical
pumping cycles. As the power broadening,fo110ws~fhe,]aser,profi]e,nit o
is important to expand the laser beam so that the central bortion.is
not power broadened beyond 60 MHz. .Secondly, the sodium beam angular- .
divergence along the laser beam propogation direction pfoduces an
associated transverse doppler shift. If this doppler shift is larger
than 60 MHz, then some fraction of the sodium beam will be shifted off
the 2P3/2(F=3) resonance. For Na seeded in He, this limits the angular
divergence to 1°. ?

At the time this experimental work was performed, it was thought
that the published work by Hertel, et al. on the optical pumping of Na
had definitely established that 30 percent of the Na atoms are excited

2 34

to the 3 P3/2 state. Recen£1y, unpublished work™ has appeared by

this group suggesting that perhaps only 15-20 percent excitation is

achieved. The reason for this is thought to be the weak coupling to

the 32P (F=2) hpf level, which removes. atoms from the desired

3/2
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isolated, two level system. Empirically, in the work by Schmidt and

12 on the scattering of Na@ + Na(3S)-—->Na+ + Na(3P) a 12 per-

coworkers
cent reduction in the inelastic Na@ + Na(3S)~-—> Na® + Na(3P) transi-
tion was observed when the sodium beam was optically pumped. Unfortu-
'nately;’in the:Na + HCl scattering experiments, there is no feature in
‘the angular or velocity distributions which can be assigned only to -
ground state Na(3S) scattering. If such a feature can be found, the
depletion of it by exciting Na atoms to the excited state would

measure the effective Na fraction optically pumped to the 32

P3/2 state.
Consequently, in the analysis below, both cases of 15 percent (empiri-
‘cal) ‘and 30 percent (theoretical):excitation efficiency are analyzed.
‘Where the differences are important, they will be noted:"

A combination of commercial camera lenses is used to image the
‘sodium fluorescence onto a phototube (RCA IP28). The lenses magnify
the fluorescence regidn tenfold, and in conjunction with a moveable
iris_aperture, 1ocated at an intermediate focal plane, spatially
selected regions of the fluorescence can be measured. In this way,
any spatial dependence of the fluorescence intensity can be observed,
aé well as the average polarization characteristics of the fluorescence
determined for the entire collision volume.

The signa]lfrom the camera phototube, after current amplification
(Kiethly Model 427) drives a lock-in stabilizer (Lansing 804214) which
corrects for short term (~1 sec) frequency drifts. The-necessary.

reduction of the transverse doppler width noted above causes a 50 per-

cent pumping loss if:the Jaser<frequency drifts 20 MHz off line center. -
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The manufacturer's specifications for the dye laser's drift rate is
less than 100 MHz/hour. However, the experimental environment of the
molecular beam laboratory is not suited to meet these requirements.
Luckily, only a small feedback is needed to.correct for these slow
drifts. | |

The commercial lock-in stabilizer produces a DC correction.vo1tage
and AC (510 Hz) modulation reference frequency. These are appropri-
ately scaled and summed, then input to the external voltage controlled
frequency drive of the CR-599-21 dye laser scan electronics. In this
manner, the Fabrey-Perot cavity of the 599-21 is dithered at 510 Hz
with ~5 MHz amplitude. The intracavity feedback elements of the dye
laser assufed-the laser frequency exactly tracks this reference cavity;
The DC correction-voltage (when the lock-in phase is properly set)
'applied to the reference cavity then maximizes the fluorescence. When
properly aligned, the laser stability is sufficient for greater than
24 hour continuous operation; |

As will be discussed in detail below, the polarization properties
bof the laser can be utilized to create oriented or aligned Na(3P)
charge distributions. To perform alignment and orientation experi-
ments, all windows and mirrors are anti-reflection coated .for 58904
with measured'éllipticities of less than 1/2 percent. This insures
that the polarization properties of the laser are preserved at the
scattering center. Care was taken to remove oil from windows and
mirrors in the vacuum chamber. The final 45° beam stirring mirror,

- located at the base of the.scattering chamber, is heated:to 100°C to
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preventzqil accumulation. The aligned or oriented 3P orbital can be
affected by stray magnetic fields or radiation trapping. Herte]18
has shown that as long as the magnetit fields are smaller than 1 gauss

and the Na atom density <1011/cm3

, such effects are negligible. The
magnetic .field was measured-and found to be less than 1 gauss. As |
long as the sodium partial pressure is kept below 10 torr for the 3
inch nozzle-collision volume distance, radiation trapping will be
negligible. The éctua] charge a]ignhent is measured concurrently with
the polarization studies by recording the polarization of the fluores-
cence using the fluorescence monitor.

4. Angular Distribution Measurement ?rocedure-

The laser-beam can-be directed to the scattering volume from three
directions. A 45° crossihg relative to the Na beam is used to measure
the velocity of the Na atoms by the doppler shift method. Apertures
on the entrance flanges to the collision chamber and internal photo-
diodes allow the laser beam to be positioned»within.l mm of its opti-
mum position without breaking vacuum. After laser induced signal at
the mass spectrometer is seen, fine tuning of the laser position to
maximize the contrast of the mass spectrometer signal with and without
the laser is done.  The fluorescence monitor 1$ then positioned to
image the central region of the fluorescence onto the phototube for
maximum phototube signal.

Most of the data acquisition is computer controlled. Five basic
quantities are measured in an angular scan; the laser fluorescence

(LF), the mass spectrometermsignals with the laser on and HC1.beam on
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(L,X,), the laser off and HC1 beam on (L_X,), the laser on and HC1
beam off (L,X_), and the laser off and HC1 beam off (L _X ). With the

laser off, the difference

(LX) = (LX) o g (3% ) o - (3)

is proportional to the 35S ground state scattering. When the laser i§
on and if the optical pumping is saturated, the signal has contribu-
tions of 31.25 percent from 32P3/2 scattering and 68.75 percent from
3251/2 scattering. The following combination of the four mass spec-
trometer signals is proportional to thev32P3/2_differentiél cross

section

do (2 - o "
3o (3P3)p) @ (LX, - LX) - .6875 * (L X, - LX) | (4)

The HC1 beam is 100 percent amplitude modulated by the 150 Hz
tuning fork chopper mounted in the HC1 beam differential chamber. The
laser beam is 100 percent amplitude modulated at 6 Hz by a stepping
motor controlled beam stop. For 24 tuning fork chopper cycles, the
signals are accumulated with the laser on. On'the 25th chopper cycle,
no signal is obtained to allow time for-tﬁe laser beam flag to block
the laser beam. Then, 24 chopper cycles with the laser blocked are
accumulated. On the 25th cycle, no signal is obtained while the laser
beam flag unblocks the laser. The above process is then repeated for

a preset number of times determined by the user. In thisvway, once
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the phase and gate width of the tun%ng fork modulation are known; the
gating is automatically accomplished without significant loss of duty
cycle or computer intervention. o
When the laser is blocked, the fluorescence signal is lost. To
‘stop the lock-in from: wandering, a 1/6 sec blanking pulse is sent to
the error loop of the lock-in. This freezes the lock-in at the
frequency present when the blanking pulse ‘arrived for fhe duration of
time the laser is blocked. Feedback then resumes with fluorescence
signal at the lock-in input. |
The computer accumulates data at each angle for a preset time,

‘When completed, the five signé] channels are read, the contents dis-
iplayed and written to disk.  The fluorescence. is checked to. insure .
that it has not varied significantly from the maximum value recorded.
If it has changed, the experimenter is informed of this fact. If the
laser optics had moved, or laser frequency lock lost, these errors can
be corrected at this time and the data point repeated. Approximately
every 30 minutes, the computer program directs the user to return to a
reference angle where the signals are measured for several of the .
'preset time intervals. When the data file is processed,Athese peri-
odic reference points -are used to scale the laser on and laser off
channels seperately by linear interpolation. This accounts for beam
intensity drifts, and changes in detector sensiti?ity. The scale
factors for the laser on and off channels should be equal if only the
Na number density is varying. For stable scans, these scale factors

empirically varied less.than %4 percent. For all data presented, the"
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error bars for the mean are one standard deviation for the statistical
error associated with the finite signa]icount, or the variance of the
mean of the aﬁtual measurements,’whichever is larger. Typically, four
separate angular séans are averaged to obtain approximately 10 percent
error in the derived 3P distributions. The total counting time at ecah
éng]e is usually eight minutes.

It is instructive to trace the effect of errors in the five
measured angular data signals on the derived Na(3P) scattering cross
_sections. If we allow each of these signals to have an associated
error, and we correct Eq. (4) for the unequal fluxes of Na(3S) and
Na(3P) atoms,'then the error in.the differential cro§S~section corre-

sponding to the hypothetical case of 100 percent optical pumping effi-

ciency is:
\ do”  Bon * (1-Pages 4p s s (5)
e = P ;7' on ~ “off

In Eq. (5), A and Bofs are the statistical errors in the signals

on
observed with the laser on (Son) and the laser off'(Sof;5. P and aP
are the true optical pumping efficiency and error.inrthis‘efficiehcy,
respective]y. The first term in Eq. (5) is the error résu]ting from
statistical fluctuation in the mass spectrometer signals, while the
second term is the error from the uncertainty or variation in the
optical pumping efficiency. By accumulating data for sufficiently

long time 1ntervals, the f1rst term can be made small, assum1ng, of

course, that all source and detector conditions are stable. We note
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i

at this.stage that if only 15 percent of the sodium atoms are éxcited,
‘then compared to é typical ground state scattering experiment, the
error is ~7 times as large for equal counting times.

The second term in Eq. (5) is proportional to the difference in
the laser on - laser of f signal. If the laser frequency were to
drift, causing a change in pumping effiéiency, AP, then the variétions
ﬂwou]d be larger at the higher signals. This underscores the need to
actively stabilize the laser frequency and operate at saturation to
reduce aP/P~.01, wheré one can safely assume the second term in Eq.(5)
is negligible compared to the statistical data fluctuations.

5. Doppler. Shift Measurements .of Na Velocity Distributions

At each normalization point, the sodium velocity distrjbution is
measured by monitoring the doppler shifted fluorescence from the 45°
laser crossing, and scanning the laser frequency. This can also be
performed by the computer. First, a shutter is opened to allow the
laser to pass at 45° to the sodium beam. Next, an analog switch
changei the computer external frequency drive input from the lock-in
amplifier to the computer D/A output. The computer scans the laser,
recording the fluorescence intensity and the intensity of the Fabrey-
Perot used as a relative frequency standard. The fluorescence inten-
sity has the characteristic patterns shown in Fig. 5. There are four
peaks. The two narrow and intense peaks are from the orthogonal Na
beam intersection used in the optical pumping. Their separation is
the ground state HPF splitting (1.77 GHz) minus a weighted sum of the

32P3/2 HPF structure determined by the fluorescence .transition
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2P3/2(F=3, 2 and 1) HPF levels. Empirically, this

strengths from the 3
weighting produces a splitting of 1.67-1.70 GHz for the narrow peaks.
This separation is consistent with the splitting derived from the
fringe spacing (1.5 GHz) of the Fabrenyerot and with the location of
the éentef—of—mass for the Na + HC1 scattering. If only the 1.77 GHz
ground state HPF splitting is used, the center of mass shifts 2°
" towards the Na beam from where it is empirically observed and predicted
by the 1.67 GHz spacing. |

The two broad, red shifted peaks of Fig. 5 are the doppler shifted
analogs of the orthogonal crossing peaks. The separation, in GHz, from

the orthogonal crossing and the'corresponding'45',Crossihg'transition,

af, is related to the average‘flow velocity, VO, by the equétion

vo(cm/sec) = 83300. * af(GHz) ' (6)

The Na beam velocity distribution is found by fitting the observed

fluorescence intensity to the functional form

—8(v-v_)°
I(v)dv = Cve " dv (7)

appropriate for the number density velocity distribution. The distri—
bution is weighted by 1/v in the doppler shift measurements, as the
»faster moving atoms spend less time in the laser beam, and execute
less spontaneous radiation cycles.
6. Product Velocity Measurements

Time-of-flight measurements of the product velocity distributions

~at selected detector angles are obtained by the cross correlation
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method. As for the angular data, two velocity distribution heasure-
ments are needed at each angle, with and without laser excitation.
These are obtained in two different experiments.

Without laser excitation, the scattered products are correlated by
‘a 255 channel ‘pseudo-random sequence encoded onto a spinning disk
placed between the reaction volume and mass spectrometer. - The basic
details of this procedure are given elsewhere.24 The only major
difference here is the use of a digital function module to synchronize
the rotation of the disk to the channel advance of the multi-channel
scaler (MCS). The digital function module contains 14 bit phase reso-
lution for sin and cosine analog wavefunctions. The channel advance
is used to generate the sin and cosine phases.  These two. analog
signals are amplified and used to drive an asynchronous motor (Globe
75A 1003-2). Because every 1/255 of ‘an MCS cycle the phase of the
wheel is advanced, the synchronization is nearly exact for the applied
restoring force to the motor.

With laser excitation, the laser beam itself is correlated. In
this way, the full flight path from the collision zone to the detector .
of 20 cm is utilized. When the correlation wheel is placed between
the detector and the mass spectrometer, as done without laser excita-
tion, the flight distance is only 17 cm. Additionally, the entire
signal from the interaction volume is modulated by the lasér without

.the need to reduce the entrance aperture to the detector to match the
smallest slit in the pseudo-random sequence. Normally, when the
- scattered product is modulated,:this.is done. to achieve higher resolu--

tion. Using lenses to focus the laser light on the rotating disk, the
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resolution is limited only by the slit size variation of the pseudo-
random sequence and thg uncertainty in the point where the product is
ionized in the mass spectrometer. By cross correlating the fluores-
cence, the modulation function is directly obtained including the
variation in slit size and wheel rotation synchronization. In the TOF
data analysis, the correlation matrix generated by this measured modu-
lation sequence can be inverted and used to decorrelate to the TOF
data as outlined by Comsa, et a1.33

When correlating the laser, the 3P Na population is modulated by
the pseudo-random sequence. For every Na atom excited, one is removed
from the ground state. Hence, equal densities of 3S and 3P sodium
atoms are modulated by the laser correlation. In general, the 3P
atoms contribute a positive signal, while 3S atoms contribute a nega-
tive signal by the laser modulation.

The different reactivity of the two types of atoms determine the
TOF pattern observed. The excited state reactivity, compared to the
ground state reactivity, is derived from the angular data for 31 per-

cent excitation efficiency by the equation

aFrgal®)  (LXe - LX) - .69 (L X, - LX)

R(e) = Forantey = T (L X, LX) - (8)

If X(t) and Y(t) are the observed TOF spectra with and without the
laser at the angle o, normalized to equal areas (i.e. same total
signal counts corrected for background), then these signq]s are

related to P(t) and S(t), the 3P and 3S TOF distributions by
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X(t) = aP(t) - b S(t)

Y(t) = S(t) , ()

Integrating'the total signals in X and Y, using Eq. (6) and assuming

- that X.and Y are normalized for unit areas, then

asfm o bogm - | A (10)

If R =1, then the normalization condition in Eq. (10) is undefined.

In performing TOF measurements; over]ap-of the laser and molecular
beam volumes -is not as critical as in the angular measurements. For
the angular measurements, one must know the actual percentagerof'Na
atoms excited. For TOF measurements, the laser correlated 3S and 3P
‘densities are always equal. Finally, the 3PVT0F distribution is given
by

p(t) = {BLlx(e) + Ly(e) (11)

For the long term operation necessary for obtaining good signal to
noise ratios, a second lock-~in scheme for the laser stabilization was
needed for the TOF measufementé. The 510 Hz reference frequency of
the lock-in stabilizer with blanking, used for angular measurements,
ié in the same frequency range as the laser modulation by the correla-

tion sequence. A second lock-in, operating at 100 Hz, dithered the

laser frequency well below -the range of the.correlation sequence, and -
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made the TOF measurements easy to perform for many continuous hours.
To improve the TOF signals at différent collision energies, the sodium
beam divergence determined by the defining slits can be adjusted to
match the traﬁsverse doppler shift.
7. Variation of Total Crdss Section with Collision Energy

For fixed collision energy, measuréments of the angular and
time-of-flight product distributions enable the determination of a
center-of-mass frame product flux distribution. A fitted functional
form to the product energy and angular distribution in the center-of-
mass frame can be integrated to give an estimate of the total cross
section for product formation at this energy. queyer,vbecause apso-
lute reactant densities and detection efficiencyvare unkﬁown;.th{s
estimate  is poor.

One method for obtaining total cross sectiohs uses the nonreéctive
sodium scattering at several co]]fsion energies to fit a spherical

24 1he

long range potential that matches the small angle scattering.
depletion of the large angle, nonreactive scattering from that pre-
dicted by the spherical potential can be used to estimate a maximum
impact parameter for reaction. When extensive product ion fragmenta-
tion occurs, this method is difficult to apply unless the elastic
contribution can be differentiated in the time-of-flight distributions.

A second method24

is based on estimating the relative detection
efficiency of Na/NaCl, then using the fitted spherica],pbtential to
give the absolute scale. Besides the errors introduced by the

spherical potential approximation to the nonreactive scattering,. the
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estimation of ionization efficiencies and fragmentation patterns
usually introduce absolute errors of 100 percent.

To further improve this latter method, the fluorescence signal can
be used to very accurately compare cross sections at differént colli-
‘sion energies. - With different seed gases, the sodium density and speed
are different for each éo]]ision energy. By measuringvthe fluorescence
(LF), velocity distributions, and the mass-spectrometer signals with -~ -~
fixed detector sensitivity énd fluorescence photomultiplier gain, an
accurate, relative sodium density for each collision energy can be
derived. The relative scale factor, g, for data obtained at different

«€ollision energies is:simply then

B —.—(—)—9-rn"(::)' v =8 o (12
~ where g = |VNa - VHC]' is the relative speed of the reactants and n(Na)
is the relative sodium density. The primes in Eq.(12) refer to param-
eters at a different collision energy. The sodium density is propor-
tional to the fluorescence signal and the velocity. (The saturated . -
fluorescence signal is proportional to the time the sodium atoms spend
in the laser beam, 1/V, and the number density of atoms with that

Na?
velocity.) Hence, Eq. (12) can be written

LF*Vy.*9
TFevl #gr =8 - (13)
Na
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.For the He/Né seeding cases of the data shown below, the relative
scale factor is 8 = 8.7, favoring He. Using these accurate relative
sca]evfactors, the shape of the total cross séction can be established,
although an absolute scale must still be provided by comparison with
the nonreactive scattering. The advantages now are that all data can
be used simultaneously in determining a single detectioh efficiency,
because the relative scale factors are known quite well. Finally, the
shape of the total cross section with collision energy is very impor-
tant when fitting the angle-velocity data and allowing for a distribu-
tion of reactant velocities. If the collision cross section changes
- quickly with energy (for example, near threshold) the weighting of the -
different velocity groups can have a pronounced effect on the derived
product energy and angle distributions.
D. EXPERIMENTAL RESULTS

The Na atom velocity distribufions were derived from the doppler
shifted fluorescence measurements shown in Fig. 5. The HC1 velocity
distribution was taken from the previous work of Becker, et a].24 by
scaling their measured flow velocity to be consistent with the 180°C.
nozzle temperature of this experiment. The value obtained, 8.45 x
104 cm/sec, is consistent with 99 percent relaxation of the HCI
rotations in the adiabatit expansion. Unrelaxed, the HC1 flow velo-
city would be 7.23 x 104 cm/sec. An independent check of the accu-
racy of the reactant beam flow velocities is provided by tﬁe sodium
ground electronic state reactive NaCl angular distribution measured at

the 5.38 kc/m collision energy. At this collision energy, only 0.7
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kc/m is available for product ﬁrans]ation. The maximum NaCl center-of-
mass recoil velocity,ié then 4 x 103>cm/sec. Consequently, the
observed laboratory angular distribution shown in Fig. 6 reflects only
the distribution of center-of-mass angles from the velocity dispersion

- of the reactant beams. The maximum of the NaCl angular distribution
.Jocated at 40° in the laboratory frame is correctly predicted by these
beam velocities. A product flux distribution-which is independent. of - -
‘both ;he recoil angle and énergy.reproduces the observed angular
vériation as shown in Fig. 7.

The Newton diagrams corresponding to the two collision energies
for.which data will be presented are shown in Fig. 8. The full widths
-at half-maximum for the reactant beam velocities,.as well as the dis- . .
-tribution of center-of-mass angles generated using the flow ve]pcity
.of one beam and the half-maximum velocities of the other beam, are
-shown as hatched areas on the Newton diagrams. .. The approximate angu-
lar broadening caused by these distributions, LT is also given.

The maximum center—of—hass»product velocity allowed in the Na(3P)
, 1s determined from the reaction endothermicity of .

*
NaCl
4.68 kc/m, the photon energy of 48.53 kc/m, and the translational

reaction, U

-energy- corresponding to the flow. velocities of each beam. The maximum
laboratory scattering angles where product can appear from the excited
state reaction are also indicated.

The angular distributions measured at masses 23 and 58 without
laser excitation are shown in Fig. 6. As noted above, the reaction

Na(3S) + HC1-—-»NaCl +:H at 5.38 kc/m collision energy is barely
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allowed. For the mass combination of this reaction, the product
parent méss angular distribution contains no detailed information on
the product energy or center-of-mass scattering‘angle distribution,
given the current detector resolution and reactaht beams velocity
| dispersions. |
The angu]af distribution at mass 23 is predominately non-reactive,
-elastic scattering, with é minor contribution from reactively scattered
NaCl detected at mass 23 from fragmentation in the ionization process.
As the detection sensitivities for mass 23 and mass 58 in the experi-
ment are approximately equal, the fragmentation ratio for NaCl formed
near thresho]d and ionized by 160 volt electrons .can be estimated by
subtracting different multiples of the mass 58 angular distribution:
- from the mass’ 23 angular distribution. The family of curves generated
using multiplicative factors in the range 1-2 is shown in Fig. 9.
Assuming the depletion of the large angle, non-reactive scattering is
negligible for this near threshold collision energy, a fragmentation
ratio of 50-55 percent results in a smooth, monotonic mass 23 angular
distribution for the corrected, non-reactive sodium scattering.
Varying the electron energy from 50-200 volts did not markedly
- change the fragmentation ratio. Future measurements of mass 23 ground
staté reactive and non-reactive time-of-flight distributions at angles
where NaCl fragmentation is important can, of course, dfstinguish.the
NaCl ion fragment contribution to the Na(3S) elastic scattering by
their different, and, distinct laboratory velocities. |
A similar analysis of the non-reactive Na(3S) scattering at the

19.4 kc/m collision energy is ambiguous. Here, the mass 23 data is
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dominated by NaCl reaction product fragments. Figure 9 shows the
corrected mass 23 non-reactive distribution when fragmentation ratios
of 50, 66, and 70 percent'are assumed for the NaCl product formed at
this collision energy. The large errors on the derived non-reactive
scattering distributions indicate that non-reactive scattering contri-
butes very little to the observed intensity. AAt this energy and for
this angular range, no realiable non-reactive distributions can be -~
derived‘from the angular measurements alone. The strong reactive
signal at this collision energy suggests that the large angle, non-
reactive scattering should be largely depleted by reaction. Unlike
the 5.38 kc/m.mass 234distribution, there is no obvious pure, non-
‘reactive scattering at :large: or 'small angles to enable an interpola-
tion through the  angular range dominated by reaction product -
‘fragmentation. Again, time-of-flight measurements can resolve the
non-reactive contribution at each angle. The conclusion that the
 reactive NaCl product fragments more at this higher collision energy
is firmly grounded. Fragmentation ratios less than 70 percent always
leave a residual bump near the center-ofsmass. Rainbow or inelastic
scattering are physically unlikely to produce such results.

The. 1aboratory differential cross sections observed with and
without laser excitation are shown iﬁ Fig. 10 for the two collision
energies. The Na(3P) angular distributions derived from Eq. (4) for
both energies at masses 23 and 58 are shown in Fig. 11. A 50 percent
error in the fraction of Na atoms assumed to be in the 3P state

significantly affects . the derived Na(3P) differential cross sections
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for the 19.4 kc/m collision energy data, while the 5.38 kc/m collision
energy data is basically unchangéd within the stated measurement
errors. Figure 12 shows the non-reactive mass 23 distributions de-
rived by assuming several fixed values for the NaCl fragmentation
ratio, with an optical pumping efficiency of 30 percent.  These frag-
mentation curves are not qua]itative]y.different if only 15 percent of
the atoms are assumed excited to the 32P3/2vstate.

Laser correlated time-of-flight (TOF) measurements at selected
angles for masses 23 and 58 at the 5.38 kc/m collision energy are
shown in Figs. 13-14 . The mass 23 data at the laboratory angles 25°
and 30° clearly exhibit a fast, Na(3P) elastic peak as well as a
slower, broader, reactive ion fragment peak.. At all angles, a fluo-
rescence induced signal, not displayed in Figs. 13-14 appears in the
first channels. " This signal is also observed when the mass spectrom-
eter is set to pass an arbitrary mass well separated from the masses
of the products and reactants. This signal is thought to result from
scattered fluorescence striking the Daly ion counter photomultiplier.
When correlated, this signal appears in the first channel. The magni-
tude of this artifact is small, and can be separated from the true
heavy particle gcattering which appears well displaced to longer
product ariva] times. When the ion flight time is used to displace
the laser corre]ated TOF data, this artifact moves to channels 254-
255. The displayed TOF data is then the actual data measured. The
only numerical transformation applied was to interpolate the convo-
luted data over the channels 254, 255, 1, and 2, to correct for the

multi-channel scaler reset and synchronization error.
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Time—of—é]ight measurements of the ground e]éctronic state
scattering haQe not been performed to date. To obtain only the Na(3P)
contribution to the laser correlated TOFs, they were corrected
éccording.to Eq. (8). using computed ground state TOF distributionse
As‘spated above, at this;near threshold collision energy, the ground
state reactive scattering is severely convoluted by the distribution
 of center-of-mass angles. The TOF distributions obtained from a fit
to the mass 58 ground state angular distribution are expected to
c]dse]y approximate the true ground state TOFs. The corrected, mass
23 distributions derived differ 1itt1e from the original laser
correlated TOFs. The chief effect is to boost the signal at 35°, 40°,
and.45°;for.the‘channels‘near the center-of-mass. ' As the reactivity
is approximately a factor of. ten larger .in the 3P state, the corrected
channels are displaced within the statistica1 error of the orignal
TOFs.

At this point, it should be stated that the error in the assumed
fraction of Na(3P) atoms in the cd]]ision volume can have a dramatic
effect on the correction of the TOF data. The weighting of the Na(3S)
TOF to_the.]aser correlated TOF depends on the ratio of the reactivity
of Na(3P) to Na(3S) atoms at that laboratory angle. In turn, this
depends on what fraction of the Na atoms we assume cause the differ-
ence in the angular distributions when the laser excites the Na beam.
At the collision energy 5.38 kc/m, the laser effect is large compaked
to the ground state scattering signal. Large errors in the fraction

of Na atoms excited do not have significant results on the derived
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center-qf—mass energy and angle distributions. For the 19.4 kc/m
collision energy, the ground state signal is comparable fo the laser
induced signal and the assumed value for the Na(3P) fraction can
qualitatively affect the shape of the angular and TOF data used to
obtain the center-of-mass product flux distributions.

Polarization measurements performed at laboratory angles of 40°
and 55° were independent of the direction of the laser eiectric field
vector in the scattering plane, and on the handedness of the light.
From the statistical accuracy of these measurements, the polarization
dependence for rotation of the electric field vector in the scattering
plane is estimated to be less than 20 percent. The two detector
angles were chosen to sample the center-of—mass.andvback scattered
product. For the back scattered product, we expect a limited range df
contributing impact parameters. Although velocity resolved polariza-
tion studies might show a dependence, we feel thét for this particular
reaction, the intrinsic polarization dependence is small and is
expected for the reaction mechanism postulated below.

Finally, in Fig. 15 , the 1aser induced mass spectrometer signal
is p]ottéd against the laser f]uorescenqe. These data were obtained
by attenuating the laser power over two ordefs of magnitude using
filters. An "eyeball" fit to the data is drawn, indicating that with-
in the experimental accuracy, a linear dependence is observed. We
take this as evidence that the mass spectrometer, fluorescence detec-
tor, and optical pumping are properly functioning as avsysteh within

the statistical errors of the observed signal strengths.
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E. DATA ANALYSIS ‘

| In this section, the experimental data is analyzed to find what
center-of-mass recoil energy and angular distributions are consistent
with the measurements. First, the type of the collision process
responsible for- the measurements is identified., Next, the data.is
'guantitatively reduced, within the framework of the identified colli-
sion- process, to the fundamental center-of-mass frame product flux .
distributions. The effect of the reactant beam velocity dispersions,
finite detector apertures, and other experimental broadening mecha-
nisms are taken into account.- _ |

The Na(3P) scattering distributions measured at masses 23 and 58

can be reasonably ascribed to one of the following collision processes..

Reaction Na(3P) + HC1 —> NaC1(! ) + H(Z%s) (18)

Na(3P) + HCT —s> Nar(1 ) + C1(%p5),) R (15)
Quenching Na(3P) + HC1 —> Na(3S) + HC1 _ (16)
Elastic Na(3P) + HC1 ——» Na(3P) + HCY1 (17)

Analogous to the Na(3S) reactive scattering, NaCl product is expected
to be favored over NaH. However, unlike the ground state scattering,
the mass 23 angular distributions do not have the same shape as the
mass 58 distributions. As shown in Fig. 12, the curves derived from
the measured 5.38 kc¢/m collision energy mass 23 distribution correct-
ing for NaCl fragmentation, always have residual intensity in the
backward scattered direction peaking at a laboratory angle of 50°.
This conclusion is independent of the fraction of atoms assumed in the

3P state. If we followed the logic applied to the Na(3S) scattering,
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we would conclude that there is significant Na(3P) scattering which is
not attributable to elastic or NaCl reactive scattering. It will now
be argued that this conclusion is an artifact of the electron bombard-
ment ionization process and the dependency of the NaCl fragmentation
ratio on internal energy. |

From the ground state Na(3S) reactive scattering analysis, it was
noted that from threshold to 15 kc/m above threshold, the NaCl frag-
- mentation ratio changed from 50 to 70 percent. In this case, the
absolute signal levels of the Na+ ions ascribed to NaCl fragments
wefe within a factor of two of the NaCl parent signal. For the Na(3P)
angular distributions, this approximate equivalence no longer holds.
The Nac1™ parent signal is-only 1/10 of the mass 23 signal. If we
presume the mass 23 signal is from NaCl ion fragments, then the mass
23 angular distribution is a more accurate measure"of'thé'trUe NaCl
reactive product distribution, than the comparably weak parent mass
distribution. For example, a relative change in the»fragmentation
ratio of 2 percent will affect the shape of the mass 58 distribution
by 20 percent. Since there is sound evidence for a rapid increase in
the fragmentation ratio in the ground state reaction, and the NaCl
parent mass is a minor ion in the excited state reaction, the mass 23
distribution is taken to reflect the true NaCl product distribution.
Of course, cofrections for the Na(3P) elastic scattering must be done
at small angles. o

In the above discussion, it was tacitly assumed that all of thg

mass 23 data (correcting for elastic scattering) was from NaCl ion
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fragmentation, and that NaH formation or quenching were unnecesséry to
.eiplaiﬁ any of the mass 23 intensity. The derived energy and recoil
angle distributions, to‘be presented below, are physically plausible
and fit the data well. Therefore, our argument is self-consistent.
Having assumed the-mass 23 distribution is mostly NaCl ion fragments,
we could analyze the data without resorting to nonphysical
mechanisms. To make the argumen; definitive, we now reason that .
quenching or NaH formation canndt account for the observations with
the same success without ridiculous constraints on these two processes.
Figure 16 shows the-kfnematica]]y allowed recoil velocities for |
different HC1 vibrational states if Na(3P) is quenched by HCl. The
.indicated rotational states.are those allowed by energy conservation
for that vibrational state.. The mass combination of the quenching
channel differs markedly from'the'NaC1 reactive channel. Consequently,
the quenching channel can scatter product to all laboratory angles.
Recalling that the residual mass 23 intensity is at 50° in the labora-
tory frame for the 5.38 kc/m collision energy, if this signal is
assigned to quenching, then the quenching process is extraordinarily
"resonant. From Fig. 16, not only must HC1 be vibrationally excited to
scatter Na only in the laboratory range 15°-70°, but only a narrow
range of rotational states are accessible as well. From the experi-
mental results of Na quenching by N2, H2, and CO measured by Hertel
and coworkers, this final state selectivity was never observed. More-
over, when an additional 15 kc/m of translational energy is available

at the 19.4 kc/m collision energy, the Na(3P) scattering follows the -
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kinematic constraints characteric of the NaCl product. At this higher
collision energy, if the mass 23 distribution was from quenching, thén
the final state distribution is even more restricted than at the 5.38
kc/m collision energy. These absurd conclusions rule out quenching as
an important source of the Na scattering for the angular rénge of
these measurements.

A similar argument applies for NaH formation; its mass combination
is essentially identical to the quenching channel. Here too, the data
at the two collision energies can only be explained by assuming a
decrease in the product translational energy at the higher collision
energy.

Center-of-mass energy and angular distributions were obtained

35 Two modifications of

using the CMLAB program written by R. Buss.
the program were made. First, the laser correlated TOFs were correc-~
ted for any DC offset using the cross correlated data in channels 55-
200. Next, the sum of the first 50 channels where the elastic and
reactive product is observed, was normalized to the difference between
the Na(3P) and Na(3S) angular distributions for that angle. The

Na(3P) angular distribution was multiplied by a term to correct for

the different number densities cbntributing to the laser correlated
TOFs and angular distributions, assuming 15 percent of the Na atoms

are in the excited state. The program then scaled the calculated TOFs:
to have a total signal count equal to the calculated angular intensity

at their respective angles. Trial and error fits to reduce the chi-

square error in the TOF data were done to obtain final translational
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energy, P(E), and recoil angle, T(e) distributions. The manner with
which the integration over the beam velocities was performed was
changéd to a proper quédrature appropriate for nozzle beam speed
~distributions. |
,Fivevdifferent‘data‘setS‘were optimized for best fit, uncoupled
P(E) and T(e) distributions. These were
(1) Mass 23 laser correlated TOF's, uncorrected for the Na(3S),
NaCl, mass 23 ion fragment depleted by the laser.
(2) Same as (1) but corrected for laser depletion of the Na(3S),
NaCl fragment appearing at mass 23. Fifteen percent of the
"Na atoms were assumed excited by the laser in the collision
volume.
(3) Mass 58 laser correlated TOF's, uncorrected for laser |
depletion of the mass 58 ground state reactive scattering.
(4) Same as (3), but corrected for laser depletion of ground
state reaction assuming 15 percent of the Na atoms are
opticai]y excited. |
(5) The sum of (2) and (4) assuming equal detection efficiencjes
for masses 23 and 58. |
The derived.contour maps of the scattered flux, the observed and
calculated TOF's, the observed and calculated angular distributions,
and the P(E), T(e) functions corresponding to the best fits are shown
in Figs. 17-24. Some fitted distributions assuming foward-backward
symmetry are also shown in Figs. 25-28.
The best center-of-mass scattering distributions derived from the

uncoupled recoil angle-translational energy assumption, shown in Fig.
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19, provide a good overall fit to the data. Two features of the
‘calculatéd curves, which are not in accord with the experimental
results, are the enhanced intensity of the leading edges of the 25°
and 30° laboratory TOF distributions, and a resolved, double peak
structure ih the 35', 40° and 45° TOF distributions for channels near
the center-of-mass.

The double peak structure is sensitive to the shape of the product
translational energy distribution, P(E), in the interval 0-5 kcal/m.
Increasing the widths of the reactant velocity distribution by 50 per-
cent also reduces the double peaking without seriour alterations to
the fit of the remaining angular and TOF data. Additionally, the
numerical method used to integrate the product-scattering with negli-
gible recoil velocity distorts the calculated distributions for. these
channels, further enhanced by the Jacobian transformation from the
c¢m—-»laboratory frame.

With allowance for the above errors introduced by the method of
data analysis, the poorer fits to the TOF data near the center-of-mass

35 used to model the

can also result from the RRK functional form
/product translational energy distributions. The broad, flat P(E)
restricts the shapes allowed for the slow product. Only one parameter
in the RRK'function describes the rise of the P(E) from E=0. To match
the product translational energy distribution needed to»fit the remain-
ing fast product, this parameter cannot assume any arbitrary value,
and a compromise value is assumed.

The fast laboratory product calculated, but not observed, in the

25° and 30° TOF distributions is probably an artifact of assuming an
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uncoupled P(E) and T(e) distribution for the center-of-mass scattering.
The fit to the data indicates that there should be less product with
translational energy in the range 35-50 kc/m for center-of-mass
‘scattering angles, 8 < 30°¢

Attempts using-a tabular form for ihe energy and angular distribu-
tions, or radically different initial values for the Legendre series
and RRK ana]ytica] scatterdng-distributions,*eventua]]y converged to
distributions similar to the best fits shown here. If the mass 58
daté was added to the mass 23 data, assuming equal detection efficien-

“cies for both masses, the best fits obtained were within the range
“found acceptable for the mass 23 dafa only. . The main difference was a
‘further reduction in the scattering intensity at 0° and 180° in the
‘center-of-mass frame.

Fits attempted for the mass 58 data alone were poor. Reaction
exothermicities 30 percent above the thermochemical value were needed
to obtain even a coarse fit. vThe calculated and observed data were
most in error for the backward scattered, slow product.

In Fig. 19, the range of angular distributions consistent with the
best data fits for the mass 23 or combined mass 23 and mass 58 data
are shoﬁn. The re]ative-variations in the derived P(E) distributions
were much less. The indicated allowed variations are based on a
reasonable guess of the sensitivity of the data to the fits.

We conclude this discussion of the derivation of the center-of-
mass scattering distributions by noting that the energy dependence of

the total reaction cross section was neglected. The large reaction
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exothermicity diminishes the effect of the spread in collision ener-
gies'produced by the reactant beam velocity distributions. In addi-
tion, the RRK form of the P(E) naturally accounts for the different
total energies for each Newton diagram generated in the integration
over the beam velocity distributions. There is no need for the
product translational energy to extend to values which apparently
violate the reaction exothermicityza.

In the derivation of the P(E) distribution, the reaction exotherm-
icity was a free variable. The final value obtained, 45.4 kc/m agrees
| favorably with the value 43.9 kc/m calculated from the Na(3S--»3P)

" transition energy (48.53 kc/m) and the Na(3S) + HC1-——>NaC1 + H reaction
endothermicity of 4.68 kc/m. The good agreement for the value of the: -
exothermicity obtained from the data analysis is taken as confirmation
that the mass 23 data are NaCl product fragments, and that the measured
and derived distributions are faithful representations'of the true
Na(3P) + HCl1—»NaCl + H reaction.

F. DISCUSSION

In this'section, we strive to understand what detailed reaction
mechanism could account for the experimental observations. Any mecha-.
nism must successfully explain the four major experimental findings.
These are the derived center-of-mass recoil angle and product transla-
tional energy_distribufions, the large enhancement in the reactivity
of Na(3P) compared to Na(3S), and the lack of an observable laser
polarization dependence on the NaCl product scattering. Because there
are no reliable poteﬁtial energy surface calculations for the Na(3P) +

HC1 reaction, the discussion will be ‘qualitative. We stress that the
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collision ‘process is complex, involving several electronic states, and

that simple explanations are probably not possible. Even for the

simpler reactions Li(2S) + HX—»LiX + H, X = F,Cl24

27

, Subsequent tra-
«jectofy studies indicated an involved mechanism which could not be
reduced to a simple description.

For the Na + HC1--»NaCl + H reaction, with a covalent fo ionic
bond change, an electron transfer mechanism in the spirit of the .
alkali-halogen "harpoon" model is a good, first model for the
reaction. The electron jump distance, ca]cu1ated from the -23. kc/m
vertical electron-affinity for HC1(v=0) and the 76 kc/m ionization
potential of.Na(3P), is 3.58. A negative electron affinity indicates
the ‘anion:in unstable with respect to the neutra1’m01ecu1e and a free
~electron. .The reaction.cross section‘is.38A? for this jump distance.
va Na(3P) interacts at large distances with HC1 in an analogous way as
.Heftel, et al. observed for N2, H2 and CO, then the HC1 bond is
expected to stretch as the Na(3P) approaches. The HC1 electron
affinity is increased as the bond stretches, enlarging the reaction
cross section. The large reaction cross section observed is then
consistent with our expectations of an electron jump initiating
reaction step.

‘The total”reactioh cross section is expected to be affected in
apﬁroximate]y the same way by either Na electronic energy or HC1
~vibrational energy.3 ‘This is because the vibrétiona] excitation
increases the HC1 electron affinity, while electronic excitation

reduces the Na ionization potential. To first order, the reaction
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cross section will depend only on the energy difference between the
jonization potential and electron affinity for Na and HC1,
respectively.

The electron transfer mechanism early in the reaction also
explains the lack of a polarization dependence in the reaction. As

noted by Rettner and Zare,10

the alignment of the P orbital for the
general CS symmetry of Na + HC1 is not expected to affect the proba-
bility of electron transfer at the crossing point. The Na'& + HC]'(22+)
state can tross all the Na(3P) + HCl(lz) states. If the Na(3P) + HC1 |
states are not substantially repulsive (<5 kc/m) at the crossing dis-
tance, the lack of an observable effect on the product angular or velo-
city distributions from the initial P orbital alignment is éxpected,
since each initial molecular collision state must go through the same
+(1
2

Na (°S) + HC]'(22+) intermediate surface to reach thevNaC1(12+) +

S) products. The orbital a]ighment dependence seen by Rettner and
10

H(
Zare™ "~ for Ca(lP) + HC1 resulted from the polarized ion core formed at
the electron transfer, and a number of low lying, accessible, excited
Ca’ states. The Na+(15) core can have no alignment, and only one low
lying Na© + HC1™ ion pair state is accessible.

The large reaction cross section implies that significant initial
orbital angular momentum (L) is present. The additional ln of angular
.momentum from the orbital electronic motion, when circularly polarized
light is used in the optical pumping, cannot have a large effect on
the differential cross section, as is observed.

The transformation from space to body fixed frames of reference is

predicted to occur at substantial distances for the dominating long
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range, 1/R5, dipole-quadrupole interaction of Na(3P) + HC1. From
Eq. (2), the impact parameter dependence of the body fixed frame

locking distance is

RU(A) = 1L.2%p(A)7L3

(18)

for the 5.38 kc/m collision energy. The Vc - V“ splitting was calcu-

lated from the formula of Buckingham.36

Even if there is an adiabatic
transfer from the space to body fixed axes, the ion pair intermediate
will not be sensitive to the P orbital alignment, unless onevbf the
~excited potential surfaces ié strongly repulsive so that it does not
_cross the charge transfer . curve. at the 5.38 kc/m collision energy.
_Such fs ﬁot expected,.nqr_observgq.

| The product enérgy énd angular distributions, containing the most
detailed information on the reaction mechanism, are more difficult to
relate direﬁtly to the electron transfer model. The dominance of
backward scattering suggests an early release of the reaction exo-

thermicity. This is opposite that observed for Li(2S) + HC]24

, where
strong forward scattering was seen. The decrease in the angular dis-
‘tributions at 0° and 180° center-of-mass scattering angles, and the

slightly structured, non-monotonic T(e) seem to rule out a long lived
~collision complex or coplanar reaction geometry. The latter might

be expected by the mass combination of this reaction, with substantial
.initial orbital angular momentum and a low product reduced mass. The

moderate enhancement at the forward scattering angles near o . 60°

c
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is also peculiar, especially sinﬁe this matches the features seen for
the Li(25) *+ HC1-—sLiC1 + H reaction®?.

The geometry of the transition state is unknown for this reaction.
The large cross section, small product reduced mass, and direct mecha-
nism based on the structured T(e) would seem to preclude a tightly-
bound, linear geometry. A bent, or loose transition state seems more
probable, since sfﬁé;weighting of T(e) shows broad sidewéys NaC1
scattering. Noting that the NaCl(v=0) internuclear separation is
2.368 and the HC1({v=0) separation is 1.27A, for a 90° transition state
geometry, product exit parameters of 1.5% are reasonable. Taking the
average product translational energy of 25 kc/m, the product orbital
angular momentum is 34h; ‘For 3;5A‘impact.parameters‘at*the'5.38 kc/m
collision energy, the total initia];angu]ar'momentum'isv~160h, imply-
-ing an average 127h must be in NaCl rotatibns. Neglecting centrifugal
distortion, this is an average 8.9 kc/m of product rotational energy,
leaving an additional 15 kc/m for product vibrational energy. The
slower, forward scattered product seen in the 25° and 30° laboratory
TOF would be a consequence of larger NaCl rotational excitation,
necessary to satisfy angular momentum conservation if the forward
scattering correlates with larger impact parameter collisions. For
the broad product translational energy distribution observed, the
utility of an average product transiationa] energy is dubious.
| The early release of the reaction exothermicity is expected, since
37

HC1 is known to dissociate by low energy electrons to H + C17.

Hence, at the transfer distance, the slow electron will initiate the H
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atom departure by dissociate attachment. The extent of the interaction
.between the forming Na+ C1” molecule and departing H atom is not known.
The large product translational energy suggests this exit channel
coup1in§ is small. Conversely, the forward scattering of the product
angular.distribution in alkali-halogen reactisns has been related to
.charge migration 4b. This involves significant interaction among
-all three atoms. The current case of a 1ight hydrogen-atom leaving is:
expected to reduce the three particle interaction times considerably.
A more detailed analysis of the P(E), T(e) distributions must wait
until more is known about the PES of this reaction.
G.‘_CONCLUSION
The .crossed-molecular beams technique has measured the NaCl
- product center-of-mass:scattering-distribution for the reaction
| _Na(3?p3/2) s o1 (1Y) —s nac1(1zY) + w(ds)
~at a collision energy of 5.38 kc/m. The enhanced cross section for
reaction of Na(3P) vs. Na(3S) atoms and the lack of an observable
polarization dependence for the reaction is consistent with the
expected electron transfer reaction mechanism. The product energy and
angular distributions indicate a predominance of sideways scattering,

24. where forward scatter-

unlike the Li(2S) + HC1——sLiC1 + H reaction
ing was observed. The large initial orbiﬁal angular momentum does
~correlate predominately (~80 percent) with product rotation as expected
.for this mass combination. Significant product translational energy

is favored by the repulsive energy release initiated by dissociate

attachment of HC1 from the transfer of the sodium P orbital electron.
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FIGURE CAPTIONS
Schematic representation of How different laser beam E and k
vector directions reiative to-the collision pléne determine
the initial, asymptotic distribution of P orbitals. On the
left hand side, the laser propagates in the scattering
plane. When the E vector is perpeﬁdicu]ar to the collision

plane (top), |pr > states are preferred with negative -

- reflection symmetry. With the E vector in the collision

plane, a mixture of ]pw+> and |po> states are formed,
depending on the angle between the relative velocity vector

and the laser E vector. On the right hand side, the laser

"beam.propagates perpendicularly to the collision plane. The

top (bottom) ‘figure sshows that “if the E vector is perpen-
dicular (parallel) to the relative velocity vector, lpn+>
(|po>) states are preferred.

Cross section of the seeded Na atom source. Components are
(a) Main Na reservoir, (b) Reservoir heating cables, (c) gas
inlet tube, (d) ceramic support posts for inlet tube radia-
tion heater, (e) flow constrictor, (f) nozzle tube, (g) noz-
zle tube heéting elements, (h) nozzle disk, (i) oven copper
support block, (j) nozzle alignment bolts, (k) heated skim-
mer, (1) skimmer heaters, (m) pre-skimmer,'(n) pre-skimmér
heaters, (o) defining slits, (p) radiation shields, (gq) beam
flag, (r) reservoir thermocouple, (s) nozzle chamber

bulkhead.
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Cross sectional view of HC1 keyed beam source; (a) nozzle,
(b) nozzle heater block, (c) nozzle alignment fixture, (d)
gas inlet tube, (e) skimmer, (f) nozzle bulkhead.
Na(3251/2); Na(32P1/2), and Na(32P3/2) electronic state
hyperfine structure. The double headed arrow shows the two
Tevel systém used for optically pumping a steady state frac-
tion of Na atoms to the 32P3/2 state.

Doppler shifted fluorescence for He (top) and Ne (bottom)
seeded Na atom beams. Af measures the F=2--3F'=3 transition

shift.. The bottom trace is a relative frequency standard

derived from an etalon.

'Na(3S) + HC1.scattering angular distributions measured at

the two collision energies at mass 23, (top) and mass 58
(bottom). The signal is measured in units of the experi-
mentally observed count rates.

Calculated and observed NaCl product angular distribution
for the Na(3S) + HC1 reaction. A constant product energy
and recoil angle distribution was assumed. The good fit to
the data indicates that the recoil velocity is so small,
that no infbrmation on the structure of the center-of-mass
s¢attering distributién can be obtained of this energy at
the current épparatus resolution.

Newton diagrams for the Na(3P) + HC1 system at the two
collision energies meéﬁured in the experjment. The hatched

areas show the FWHM velocity distributions at each beam, and
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the distribution of center-of-hass angles resulting from the
reactant beam velocity spreads. The maximal NaCl prdduct
velocity is restricted to the circle drawn about the center-
of-mass by conservation of enefgy. The 1aborétory angles
tangent .to these circles are the nominal maximum scattering
angles for observation of NaCl product.

Mass 23 angular distributions corrected for fragmentation of
NaCl reaction product assuming different fragmentation
ratios.

Angular distributions observed with laser on and off at mass
23 (top) and mass 58 (bottom) at the two experimental colli-
sion energies.. At mass 23 and 5.38 kc/m collision energy, -
the enhancement of the signal caused by the laser excitation
is. clear; while at mass.58 and 19.4 kc/m collision energy,
the enhancement is barely observable.

Na(3P) + HC1 scattering angular distributions measured at
the two collision energies at mass 23 (top) and mass 58

(bottom). Error bars are 1 standard deviation of the mean.

. The signal is:in units of the observed count rates.

Na(3P) + HCI maés 23 angular distributions, corrected for
NaCl product fragmentation assuming different fragmentation
ratios.

Experimental laser correlated time-of-flight distributions
at mass 23 for the indicated laboratory angles. At 25° and

30°, elastic scattering of Na(3P) atoms can be easily seen.
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The slow, broader peak at all angles is assigned to NaCl

product which fragments in the electron impact jonizer to
+

Na .

Experimental laser correlated time-of-flight distributions

of mass 58 at the indicated laboratory angles.

Laser induced scattering as a function of the resonance

‘fluorescence intensity. If the experiment is operating

correctly, the data should fall on a straight line. The
straight line is an "eyeball" fit to the data indicating
that, to first order, this is true.

Newton diagram showing the laboratory.angular range accessi-

-ble to the inelastic Na(3P) + HC1 quenching channel, or the

NaH product reaction channel. 'The .inelastic channel is
labeled by the vibrational product state of the HC1, and the

maximum HC1 rotational level accessible for that vibrational

‘state. The two circles showing NaH product are based on

different values for the NaH bond energy.

Calculated and observed laboratory angular distributions for
the 5.38 kc/m collision energy, Na{3P) +HC1 reaction using a
5 term legendre expansion in the center-of-mass scattering
angle and an RRK function for the translational energy.
Calculated and observed laboratory product arrival
distributions for selected laboratory angles for the 5 term

legendre expansion of fig 17.
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Best fit P(E) and T(e) distributions for the 5 term legendre
series. The shaded areas and hatch marks delimit the allowed
range of the functions with essentially no discernable
change in the quality of the fit to the data.

Contour product flux map for the distributions of fig. 19.
Calculated and observed angular distributions for a 7 term
legendre series.

Calculated and observed TOF data for the 7 term legendre
series. ‘

Best fit T(e) and P(E) functions for the 7 term legendre

series.

© Contour product flux map for. the 7 term legendre series.

Laboratory angular distributions for the best fit
center-of-mass - scattering distributioﬁs‘with'
forward-backward symmetry. The poor quality of thevfits show
that the reaction is definitely backward scattered.

TOF data observed and calculated for the forward-backward
symmetric scattering distribution.

Best fit T(e) and P(E) functions for the forward-backward
symmetric scattering distribution.

Product flux contour map for the forward-backward symmetric

- best fit distributions of fig. 27. Note that the symmetric

case shows an increase in the intensity near 60° , similar

to the 5 and 7 term legendre expansions.
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APPENDIX III. OPTICAL PUMPING STUDIES OF THE Li 25--»2P
AND Na 3S-——»3P TRANSITIONS

A major problem in studying the collision dynamics of»excited
atomic states is the creation of a large fraction of the atoms in the
excited state. Because most atoms have a mu]tﬁp]icity of hyperfine
levels in the ground electronic state, a single laser frequency is
unable 'to produce, in general, a steady state fraction of the atoms in
the excited state. Usually, the excited state can decay by spontane-
ous emissibn to ground state hyperfine levels not resonant with the
laser frequency. Consequently, after avfew spontaneous emission
cycles, initially resonant atoms will no 1onger be excited by the
laser. The usable fraction of excited state atoms in the collision
volume will be less than 1 percent.

To study excited state atom reactions for atoms other than sodium,
it is necessary to develop optical pumping schemes matched to their
ground state hyperfine structure. In this appendix, the results of a
preliminary study of the feasibility of creating a steady state
excited population of Li(2P) is presented. Lithium was chosen because
its small number of electrons make its reactions attractive for
ab initio electronic structure calculations of the reaction potential
energy surfaces. Such calculations compare experimental results with
basic theory, deepening the understanding of the collision process.

As will be shown below, creating excited state Li atoms also
represents the next stage in experimental complexity.

Let us begin by reviewing how sodium can be efficiently excited to
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the 32

P3/2 state. First, thé transition intensity is strong and can
be saturated with available cw lasers. Second, the frequency of the
35--»3P transition is near the peak of the rhodamine 6G dye emission

curve. With readily obtained commercial laser hardware and a minimum

~ of effort, the long term stability of the dye laser power and wave-

length insured that this component of a molecular beam experiment is
dependable. Third, by simp]yvqontro1]ing the laser frequency, 30 per-
cent of the sodium beém can be continuously excited when the transi-
tion is saturated. As discussed in Chapter 3, thfs was a consequence
of the selection rules on the total angular momentum for spontaneous
_emisSion. When thé 3S(F=2)——>3P(F'=3) transition is excited, and the
“laservbahdwidthvand power broadening are_]ess than the 3P(F'=2)-3P
(F'=3) 65 MHZ splitting, an isolated, two-level system results

Nowvconsider the examp]e,of optically pumping’the 32P1/2 §pin orbit
'1eve1. Figure 1 shows the level structure for this transition. If the
laser were tuned to excite thevF=2->F'=1 transition, and the light
linearly polarized, the |M|=2 magnetic sublevels of the F=2 ground
state would not be excited to the F'=1 level because of the selection
rule aM=0. However, spontaneous emission connects the 32P1/2 (F'=1),
M| =1 magnetic sublevels to these "dark," 3251/2 (F=2),|M|=2 magnetic
sublevels. Consequently, after a very few spontaneous emission cycles,
all qf the atoms would be in the 3251/é (F=2),|M| =2 sublevels, even if
there were no spontaneoUs decay to the 3251/2 (F=1) ground state hpf
jeve].

Let us then suppose that gggg the 3251/2 (F=1,2)--->32P1/2 (F'=2)

transitions are pumped with twollinearly polarized lasers. In this
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case, the 3251/2 (F=2),M=0 magnetic sublevel is a trap because it has

no transition moment to the 32P1/2 (F'=2) state for linearly polarized

2

light. An additional laser, tuned to the 3251/2 (F=2)--»3 Fr=1)

Pz
transition, is needed. In this manner, one can show that no combina-
tion of two laser frequencies of circular or linear polarization can
optically pump a steady fraction into the 32P1/2 spin orbit state.1

Pritchard2 ha§ suggested that the application of a Qéak magnetic
fie]d perpendicular to the laser polarization axis is sufficient to
remove the M=0 trap. . (The Larmour precession frequency, if fast on
the time scale of a few spontaneous emission cycles, will mix the M
sdb]evels and stop population accumulation .in the M=0 sublevel). In a
scattering experiment with Na + Arz, a 17 percent reduction in the
scattered Na intensity was observed when two laser frequencies were
used to excite the 32P1/2 spin orbit state. This was taken as a
measure of the fraction of sodium atoms pumped. To create the two
frequencies, a molecular beam of sodium atoms was crossed nonorthogo-
nally by a laser beam which was reflected upon itself. These two
counterpropogating laser beams, if the angle between the laser and
molecular beams is chosen correctly, are doppler shifted by the ground
state hpf splitting of 1.77 Ghz, and for some fraction of the atomic
beam, the two resonance conditions are met.

The above problem fbr optical pumping of the 32P1/2 spin orbit
level was a consequence of the upper level having less than or equal
total angular momentum than the ground state levels, énd integral val-

ues for the total angular momentum. An additional problem, coherence

trapping, can arise when two ground states are connected to a common
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.upper level by resonant cw radiation even if there are no magnetic

sublevel traps. Much theoretical work on coherence trapping has

3-6 3,7

recently appeared, as well as some experimental verification.
Figure 2a shows the three state level structure called a Tahda system.
If two.honochromatic resonant fields are used to pump both ground
states to the excited state, and both are at resonance, then it can be
. shown that the steady state population in the upper. state is zero;3
The two laser fields create a coherence between the two ground state
levels, such that the phases between the ground state amp]itudes in
the complete wavefunction uncouples the system from the driving fields.
An a]ternatfve view shows that the system executes Raman transitions
.between the two ground state:levels, with the excited'1eve1‘actihgia5‘
a virtual state.

In an experiment, before the atoms enter the laser fields, there
.is no coherence between the two ground states. In the presence of the
laser fields, two new ground basis states can be formed which are
linear combinations of the original stétes. One of these states is

coupled, the other uncoupled, from the laser fie]ds.3

_As spontane-
ous decay occurs, the atoms in the optically coupled state are contin-
-uously depleted.. Two laser frequencies are no better than one in
producing a steady state excited population. |

A theoretical study pf the effects of laser bandwidth and detuning
for a three level lamda system‘driven by two laser fields has been
reported by Km‘ght.5 In particular, he examined the effects of phase

correlation between the. two .laser fields on the coherence trapping.

The individual laser fields were allowed to have phase fluctuations,
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but the field amplitudes (and Rabi frequencies) were assumed constant.
In this model, the constant field amplitude approximation enables a
final separatidn of the atomic variables from the field equations.

With the inclusion of uncorrelated fluctuations for each of the applied
fie]ds, the coherence trapping is reduced by the off-resonant frequency
components from the f]uttuating phases. If, however, both fields are
critically cross-correlated, that is, the phase fluctuations between
the two fields are dependent, then the coherence trapping is preserved,
even in the presence of the fluctuations from the individual fields.

In this appendix, the model developed by Knight is extended to
consider the asymptotic stéte distributions for a three level lambda
system driven by two nearly resonant, phase fluctuating laser fields
with variable cross-correlation.. This model is applied to experimental -
observations of fluorescence and ionization yields when-the 6Li isotope
is optically pumped by two, cw, single-mode optical fields, one derived
from the other by acousto-optic modulation. The acoustic modulation
frequency is set equal to the 2251/2 (F=1/2)-(F=3/2), 228 Mhz hpf
splitting. The modulator stability is quite high, and since the two
frequencies are derived from the same laser, they have precisely the
same phase fluctuations. In this way, the two laser fields have a
fixed frequency difference which is independent of the laser bandwidth,
j.e., they are critically cross correlated. The hyperfine structure

6 2 23

of the ®Li, %Py, level is shown in Fig. 2(b). Unlike “Na, the 6.

hyperfine structure is overlapped within the 6 Mhz radiative linewidth.

A single mode, single frequency dye laser is unable to create a steady -

2

state P3/2 population, as spontaneous emission will connect the
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overlapped 2

ever, 6Li, with half integral total angular momentum, has no M level

P3/2 levels with both ground state hyperfine levels. How-

'traps and the Li(2S--»2P) transition is located near the maximum of the
DCM dye laser emission. Experimentally, sufficient laser power (80 mW)
and stability are readily obtained>such that if the intrinsically over-
lapped excited state hyperfine structure and coherence trapping prob-

6Li 2P3/2 scattering experiments should be .

iems can be solved,
straightforward.

We now derive the steady state populations of a.three level lamda
system, beginning with the optical Bloch equations obtained by Knight

5 These equations were derived from a quantized treatment

and Dalton.
-of the laser fluctuations, which are modeled as a stochastic process.
The Bloch equations were obtained by using a reducedwdensity matrix
for the atom-laser system, making the usual rotating wave approxima-
:tion. Lamb shifts of the atomic levels and the variation of the Rabi
frequency with the laser coherent states (field amplitudes) are
ignored; As we are only concerned with the atomic level populations,
irrespective of the state of the laser field, the Bloch equations
reduce to a simple set of linear coupled differential equations with _
constant coefficients.

For the time independent solution to these equations, we follow
the method of Stroud.8 For ease of éomputer ca]cﬁ1ation, we also
redefine the off-diagonal density matrix elements ihto their real and

imaginary parts. Additionally, we define two new diagonal elements

which are the sum and difference of the populations in the two ground
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i

state levels. As notedapy Sfroud, the nine differential equations for
the density matrix elements are dependent when the time derivative is
set to zero. We reduce this to a non-singular set of equations, by
defining new variables which are the old variables divided by the sum
of the populations in the two ground states. .This sum is never zero.
The equation involving the sum variable is discarded. The solution is
easily pfovided by available software. The actual equations are given
by Eq. (1). 1In Eq. (1), ) and Yyq are the spontaneous decay rates

from level 1 to levels 2 and 0, respectively, &§_ and Sb are the detun-

a
ings from resonance for the fields a and b, Za and g, are the Rabi

frequencies for the two laser fields, a and]Abb.are the .uncorrelated

-aa
}phase fluctuation bandwidths for the fields a and b, and Aabiisvthe

. cross—correlated bandwidth. D is the difference between the two ground
state populations normalized to their sum i.e., D'=‘(°22'°oo)/(°22+°ob)’

R.. and I.. are the real and imaginary off-diagonal density matrix

ij i
elements, normalized to the two ground state populations, viz,

. 4g..
943 935

Fo o=0 - o
_ _ 1] 1
Rij = 2oggtay,) 7 tig = 2agg*ayy) - @

Finally, o1y = °11/(°00+°22)’ where oyy s the exc1§ed state
population. ‘

Figure 3 shows the dependence of the excited state population on
the detunings from resonance of each of the fields, on the Rabi

frequencies of the applied fields, and on the amount of cross-
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correlation between the two laser fields. The unié‘of frequency is
taken as the toté] spontaneous emission rate from tﬁe excited state.
The experimental configuration of Fig. 4 was used to investigate
the optical pumping of Li. A similar study was done by Baum, et a].g
In the present experiment, a heated tantalum oven, similar to that used

10 creates a Li atomic beam which

in a previous molecular beam study,
js illuminated at right angles by two, coaxial cw laser beams, of spot
size 2mm. The two frequencies were obtained by passing the output of
a commercial single mode dye laser (operating with DCM dye and tuned
to the 25—-—»2P transition at 6709 angstroms), through a commercial

acoustic-optic modulator (Intra-Action) set for the 228 MHZ ground

- state hpf splitting. The applied frequency was measured with a micro-

wave counter. - The two frequencies were recombined on a Glan-Thompson
prism by rotating the polarization 6f one of the beams. The beams were
made coaxial by overlapping them at two points separated by thirty
feet, with the molecular beam intersection point approximately midway
between the alignment poi%ts. The beams are linearly polarized, with
their polarizations at right angles to each other. The power in each
beam could be adjusted with filters, and the frequency shift changed
over the range 200-230 MHZ with the acoustic-optic modulator. The
laser béndwidth was estimated using a scanning Fabrey-Perot with
1.5 GHZ FSR, finesse 200, and found to be less than 10 MHZ.
Measurements consisted of monitoring the fluorescence from the

illumination zone and scanning the dye laser frequency. The fluores-

cence is proportional to the excited state population. As the laser
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is scanned, the absolute frequency is not recorded, so the position of
maximum fluorescence relative tb the transition resonance is not known.
To compare with the calcu]ations, we use the maximum seen during the
frequency scan.. Figure 5'show$ typical fluorescence scans with and
without the second laser beam. As the fluorescence is polarized, and
the photomultiplier views only a small solid angle bf the total emis-.
sion, and the two laser beam's polarizations are orthogonal, the fluo-
rescence induced by each laser is not detected with equal efficiency.
The results of the experiments show that the expected increase
from the presence of the secondAIaser was not realized. Given the Li
atom velocity and fhe laser beam diameter, the atoms spend approxi-
mately .50 spontaneous lifetimes in the laser beam. If the gécondvbeam
was able to saturate the three level system as expected, the fluores-
cence shoq]d have.increased.by at Jeast one order of magnitude.
Instead, only a 50 percent non-additive increase was observed. The
model calculations would explain this (assuming the maximum possible
cross—-correlation was present between the two f&e]ds) if the laser
power in one beam was sufficient to pump both transitions. In Fig. 3,
. the population in the upper level is shown for different laser powers
assuming that only one field drives the transitions. The calculations,
with cross-correlation, show that at high'power, both the one and two
frequency experimehts are able to excite near the maximal fraction.
However, the two frequency case is ten times more efficient at low
powers. In the experiments, no improvement was seen with the second

laser frequency at lower powers.
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To understand the deviations of the observationsvfrom the model
predictions, we reconsider the.assumptions of the optical pumping model -
which would invalidate the predictions we have made. First, the model
calculations assume that the power broadening is not commensurate with
the ground state hpf splitting. This is definitely not the case at the
high powers of some of the experiments. In particular, see Fig. 5(a).
"Second, the phase fluctuation model also predicts a Lorentzian laser
lineshape whichvoverestimates the power in the wings of the laser
line. The result of this error is to 6verestimate the effectiveness
of the off-resonance pumping. Thfrd, we have assumed the two laser
vfrequencies are critically cross correlated..  The experimental results
appear closer to the uncorrelated model .calculations. - If this were
the case, the excited state population would be. substantial. Finally,
the approximation of the 6Li, 2-51/2(

1/2) level structure as a 3 level lamda system is also incorrect.

F=1/2, 3/2)——>2P3/2(F=5/2, 3/2,

Instead, there are 18 levels, with several sets of inter-connected
lamda systems. The presence of the other, slightly non-degenerate, F

levels in the 2

P3/2 state may effectively dephase the coherence in the
individual lamda systems, in effect, uncorre]ating thé laser fields.
A more elaborate density matrix treatment is necessary, incorporating
all m éﬁblevels, to ascertain the importance of this approximation.

To check the hypothesis that the three level system was already
saturated by one strong field, a second set of experiments was done

using a pulsed dye laser in addition to the optical pumping laser. To

measure the excited state population without resorting to relative
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f]uorestence‘yields,_we chose to ionize the 2P population by resonant
multi-photon ionization through the 3D intermediate state as outlined

by Pa_yne.11

"The pulsed laser, of 10 nanosecond duration, takes a
"snapshot" of-the‘22P3/2 popu1ation; If this ionizatioh step can be
saturated, .then. the ion yield, as a function of the parameters of the
optical pumping cw laser, will provide us with the required information
about our pumping scheme. . ‘

As an absolute calibration, the pulsed laser can be used to ionize
" the ground state by the sequence Li (25)--->3P-»--->L1'+ + e-. The 25--»3P
photon is obtained by doub]ing pulsed, visible light. The residual
puised visible 1igHt is sufficiently energetic to ionize the 3P state.
If the ion yield can:be saturated with respect to both the visible and
.doubled wavelengths, then the ion yield from the ground state ioniza-
tion scheme will measure the density of Li atoms at the crossing of the
cw laser. Comparing the ion yield for the ground and excited states
will provide directly the fraction pumped.

The ground state signal was ionized and saturated, as shown in
Fig. 6. However, no significant signal was seen from the excited
state (i.e., <.l percent of the ground state signal), with one.or both
CcwW frequenéies present.

As a check, the same experiment was performed for Na, where we
know that a large fraction of the atoms can be excited. The results
are shown in Fig. 7. Here, the overlap of the cw and pulsed beams was

done by maximizing the ion signal from the 3P state. The cw beam was

unfocused so it would be 1érger than the cross section of the pulsed
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beam. The pulsed beam was unfocused, and its cross section determined
by an aperture. Once the 3P-—->Na+ ion signal was maximized with
respect to the cw laser beam position, only the dyes were chaﬁged in
the pulsed laser to measure the ground state signal. Again, all
signals wefe saturated and resonant as expected. (In.regard to this
last point, care was taken to be sure that the pulsed laser was oper-
ating with a low level of amplified spontaneous emission. Initial
experiments indicated that the intermediate state (4D or 4P) resonance
was quite broad. This was found to be from amplified spontaneous
emission and the large oscillator strengths of these transitions.)

The absolute determination of the 3P/3S ratio for sodium was very
small by this technique. Additionally, no depletion of thé ghoUnd
state ion signal by optical pumping with the cw laser to the'3P’state
was seen.

If the Rabi frequency of the cw 3S-3P transition is large compared
to the time duration of the ionization laser pulse, then it might be
possible to so strongly saturate the ionization step, that as the atoms
cycle between the 3S and 3P states, they can all be removed by the
ionization laser.. To check this, the uv power was reduced so the ion
signal was several orders of magnitude lower than when saturated.
Again; no depletion was obtained. If the Na beam was blocked, the ion
signal disappeared. |

To explain the results, we are forced to assume either an error in
the experiment, or in our naive model for the ionfzation process. MWith

regard to the former, the apertures in the vacuum chamber near to the
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ion collector were efficient at ion production if the pulsed laser was
‘not properly aligned. Back reflections from the optical windows also
produced ion signal if the laser beam was not aligned properly. It is
known that aromatic compounds are ionized efficiently and sometimes
dissociatively .by uv light. . The silicone pumping fluid could then
contribute some signal, but the resonant conditions for the ionizing .
frequencies cast doubt on this interpretation. Most probably, the
total ion yield, which depends.on the knowledge of the system for the
duration of the pulsed 1aser‘excitation, is not simply a matter of our
naive view of 30 percent of the population in the 3P state. Instead,
it might depend on'the amount of 3S character in the wavefunction.
*More-e]aboraté'experiments and-models will be needed to check the
behavior of Na or Li atoms in the presence of several saturated

resonant fields and with access to a continuum decay.
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FIGURE CAPTIONS

Fig. 1. 23

Na hyperfine structure for the 3251/2 and 32P1/2ve1ectronic
states. The solid lines with double headed arrows show the m
levels connected by simulated emission by the two, linearly

polarized lasers tuned to the 2

S5 (F1,2)-=%P 5 (F'=1)
transitions. The wavy, single headed arrows show which ground
state m sublevels.are connected to the F'=1,-M=—1.sub1eve1 by -
spontaneous emission. It can be}seen that the 3251/2(F=2),

M = =2 sublevel is a trap by this optical pumping scheme.

Fig. 2. (a). Three level lamda system. 8, and 5, are the frequency
offsets of the two applied fields (whbse frequencies are wl»and
wz) from the 0—>1 and 2—>»1 transition resdnances.v'rio and -
r12 are the spontaneous emission:rates from level 1 to levels 0
and 2 respectively. |

(b). Hyperfine structure of the 22

6

51/2 ;nd 22P3/2 states for

Li.

Fig.73. (a). Fractioh.l, steady state population in the excited
level of the lamda system shown in Fig. 2(a). ¢ is the rabi
frequency of the fields, in units of the total spontaneous
decay rate from state 1. Aab=1 and 0 are the limits of
full or no cross-correlation between the laser fields. The
family of curvés on each graph shdws the dependence of the
excited state population as one frequency is‘scanned with the
other held fixed at different frequency offsets from reso-
nance. The offéet frequency is the location of the node in

the curves.



Fig. 4.

Fig. 5.

Fig. 6.

Fig. 7.
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(b). Power dependence of the excited state asymptotic
population when one laser field is scanned through the lamda
system. The §, = & frequency offset corresponds to the

6 2251/2 hyperfine splitting.

Experimenté] arrangement used to study the optical pumping
and ionization of Li and Na atoms. An Ar.ion laser pumps a
commercial dye laser, which passes through an acousto-optic
modular (AOM). The two output frequencies are recombined on
a prism, then orthogonally cross the atomit beam. The fluo-
rescence is imaged onto a photomultiplier by a lens/spatial
filter combination.

6Li-f]uorescence‘observed for

Frequency dependence of -
several different laser powers. The curves on the left hand-
side are for a single laser frequency. The curves on the
right hand side were qbserved when both laser frequencies
derived from the acousto-optic modulator excited the Li beam.
L1+ jon yield vs. laser power for the 25—»3P transition
(solid line) and the 3P——»4D transition (dashed line).

Na+ ion yield vs. laser power for the 3S-—»3P transition

(solid line) and the 3P--»4D transition (dashed line).



372

23Na (I = 3/2)

Mg
-2 - 0 +1 2
— —  — F'=2
| - 2
192 MHz - - 3Pz
‘ F/=
1Y)
| i — F =2
2
|.77 GHz 3 Sip
' Yy Y XY F=l

XBL836-3862

Fig. 1



373

(a)
(b) SLi(r=n
Mg
=52 -¥2 -V2 I/2 3/2 5/2 _, .,
<6 MHz — F'=30}2%P
oy 3
| ~ F=5/2) 72
F=3/2
228 MHz | 2%s, /o
a— F=1/2
XBL836-5861

Fig. 2



(G) Aob-'- | A0b= 0
[ =10
04r ;
o2k A
Q I 1 T T T T ™
[ =5
04t , - ,
02r
O' T T T 1 | >| T T T T
- £= |
0.2r . »
-20 0 20 -20 0] 20
8 /(Lo + Tp)
(b)
5[‘ Aobzl
8g=38,+38
04
0.3+
0.2r
O.lr
0

235  -35 65 365 | 565
8, /(To* Tip)

XBL.836-58%6

Fig. 3



375

6586-9€8 18X

W

y b1

WSIdd

WOov

, .

O
%/

c/X

I12-66G HJ

+1V

1W



376

(a}
125 W/em?2

(b)
0.75 W/cm?2

0.01 W/cm

)
MLy
N

XBLE36-3866



377

9 614
8685-9€8 718X
Jamod

V9919 Veeze
o °
9+ M e— AU+ N (dE<—S2) U+ 1

PI3IA UO]



378

L b4

468¢-9€878X

lamod

| vb89s - Y896  yoess
IO |T+OZ‘| ay +ttOZ «— (Qp+—d¢g) \-S&.‘OZ <—(d€ +— SE)1Y+0ON

!

!
i
]

PI3IA UO]



This report was done with support from the
Department of Energy. Any conclusions or opinions
expressed in this report represent solely those of the
author(s) and not necessarily those of The Regents of
the University of California, the Lawrence Berkeley
Laboratory or the Department of Energy.

Reference to a company or product name does
not imply approval or recommendation of the
product by the University of California or the U.S.
Department of Energy to the exclusion of others that
may be suitable. ‘




i

ls‘k'\(
R

TECHNICAY, INFORMATION DEPARTMENT
" LAWREN CE BERKELEY LABORATORY
UNIVERSITY OF CALIFORNIA
BERKELEY, CALIF ORNIA 94720

T T



