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ABSTRACT 

Th~re are few, if any, detailed tests of QCD at present. I discuss the problems 

associated with testing QCD and argue that the three jet angular distribution in electron

positron annihilation is a good quantity to use because it minimizes the sensitivity to non

perturbative effects and provides a test ofthe detailed structure ofQCD. However, for such a 

test to be possible, the perturbation expansion must be well behaved. I present a calculation 

of the perturbative corrections using two different generalizations of the Sterman-Weinberg 

two-jet cross section. I argue that because of the uncertainties in our understanding of 

hadronization it is necessary that the corrections to both these cross sections be small. In 

presenting the results I use the recent proof of Mukti and Sterman that all the logarithms can 

be resummed. I find that at Z-factory energies there is a substantial region of parameters 

defining the jets for which the correction is small, but that there is no such region at 

PEP/PETRA energies. This problem at PEP/PETRA energies is made worse by the results of 

a study of the effects ofhadronization. Using a simple model I find very significant efft!cts at 

PEP/PETRA energies that would make a test difficult. These effects do not, however, present 

problems at Z-factory energies. I conclude that, even if there are further theoretical advances, 

testing QCD at PEP/PETRA energies using the three-jet angular distribution will be very 

di.fficult. However, this distribution can be used to test QCD in a detailed way at Z-factory 

energies. The corrected results, furthermore, show a systematic difference from the lowest 

order result that may be measurable at Z-factory energies. If this effect could be measured it 

would provide a yet more detailed test ofQCD, testing, for example, the three gluon coupling. 
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I. INTRODUCTION 

The last 15 years have seen a great revival of field theories> We now have, in addition 

to the fantastically successful Quantum Electrodynamics (QED), the weak interaction theory 

of Glashow, Salam, Ward and Weinberg (listed alphabetically), and the candidate for the 

strong interaction theory, Quantum Chomodyamics (QCD). The evidence for the Weinberg

Salam model (to return to common parlance), apart from the Higgs sector, is now very 

compelling - compelling enough for the Nobel committee! That for QCD is, in constrast, a 

huge mass of qualitative and semi quantitative data. As an example consider the status of 

scaling violations in deep inelastic scattering. There is general experimental agreement that 

there are such violations but there is significant disagreement on their magnitude and thus 

on the value of the strong coupling constant a8.1 Furthermore there is very little conclusive 

evidence that the running coupling constant of QCD actually runs. It is fair to say that most, 

nearly all perhaps, theoretical particle physicists think that QCD is the correct theory of 

strong interactions, but it remains true that there is little detailed quantitative evidence. 

Given this situation it is important to search for further, more quantitati\•e tests of 

QCD, and the work presented here is an attempt to find such a test. The only calculationai 

tools available are weak coupling perturbation theory and non-perturbative lattice methods. 

The latter, though very important, are at a primiti.ve stage and are only useful for 

determining the static properties of particles. For calculating scattering amplitudes there is 

only perturbation theory. Furthermore perturbation theory is only applicable at high 

energies. This lack of theoretical tools is, of course, the reason why it has been so hard to test 

QCD. 

I shall use QCD perturbation theory to investigate the structure of the hadronic final 

states in electron-positron annihilation. The essential asssumption necessary in all 

applications of perturbation theory is that in processes involving large momentum transfers 

and, thus, short distance interactions one can calculate cross sections using quarks and 
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gluons (which I shall generically call partons) rather than hadrons. This assumption is 

reasonable because, firstly, QCD has a running coupling constant which though weak at short 

distances becomes strong at long distances so that one can conceive of long distance effects 

being strong enough to confine quarks and gluons while short distance interactions are weak. 

And, secondly, non-perturbative effects appear to be associated with a fixed scale- the radius 

of the proton, the limited transverse momentum in hadronic jets - and are suppressed by 

powers of this scale divided by the momentum transfer at large momentum transfers. These 

two reasons are no doubt related- the non-perturbative scale is roughly that energy at which 

the coupling constant becomes strong- but this connection is not understood in detail. 

The assumption that perturbation theory can be used is, then, reasonable at "high 

enough" energies. However, one must determine for any given process what "high enough" 

precisely means. There are two ways in which the application of perturbation theory can 

become invalid, corresponding to the two arguments for the use of perturbation theory given 

above. Firstly the coupling constant must be small enough that perturbation theo.ry is 

convergent. Following general usage, convergent is meant here in the loosest possible way, 

namely that the second term in the series is smaller by a reasonable amount than tht' first. 

Secondly, the quantity that one is calculating should be insensitive to "hadronization", i.e. the 

process of "conversion" of quarks and gluons into hadrons. Even if the quantity appears 

naively to involve a large energy scale, suggesting that non-perturbative effectS should be 

suppressed, this is not always the case. One must be very careful in the choice of the quantity 

to use. An example, relevant to what follows, is that if one defines a jet in perturbation theory 

using a cone then one must beware because a real hadronicjet is much more like a tube. The 

scale characterizing the perturbative jet is Ejet 8, where 8 is the cone half-angle ,whereas that 

for the non-perturbative jet is the average transverse momentum, <pt>. However, the 

condition Ejet 8 > > < Pt > does not imply that non-perturbative effects are small because 

hadronization distributes the energy of the jet among several particles. The angle~ of these 

particles relative to the jet axis will thus be larger than < p
1 

>I EJet and may be comparable 
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to 5. Although this effect decreases with increasing jet energy, a detailed analysis by 

Furmanski2 has shown that such effects are important even at LEP (large electron-position 

facility) energies. Clearly as one looks in a more detailed way at the perturbative predictions 

for any process the problem of sensitivity to hadronization becomes more acute. For example, 

interference effects during the "conversion" of partons to particles can change the detailed 

energy distribution in thee+ e- final state but not the total cross section. As I am considering 

the details of the e+e- final state, I must use particular care in the choice of quantities to 

calculate. 

A further problem in the application of perturbative QCD is the presence of 

singularities associated with soft momentum flows and thus with propagation over long 

distances. Such long distance effects cannot reasonably be described by perturbation theory 

and it must be either that they can be factored out or that they cancel leaving, in both cases, a 

quantity not dependent on any soft momenta. The first case is exemplified by deep inelastic 

scattering in which factorizaton in guaranteed by the renormalization group, and much effort 

has gone into generalizing this result to other processes, e.g. Dreii-Yan production of (.1+(.1-

pairs. The second case, which is the one I shall consider in the following, includes the e + e

total cross section, Thrust,3 Spherocity4 and Sterman-Weinberg (SW) cross sections.5 All 

these quantities do not contain terms like tn(Q2/p2), where Q is the center of mass (CM) 

energy and }I the parton mass or off-shell-ness, although they do contain terms of the form 

p2/Q2. The absence of tnQ2/p2 terms shows that one could calculate with all the partons 

offshell, }I - 1 GeV say, thus avoiding long distance propagation in the diagrams, but still 

obtain the same answer as with }I = 0 apart from small terms of 0(p2tQ2l. This is the sense in 

which these processes are not dependent on soft momentum flows. A related point is that the 

quarks and gluons are off-shell in hadrons so that one should use }I - 1/5- 1 GeV, but the 

answer obtained would not depen,d significantly on the choice of ll and the uncertainty in that 

choice. Although these quantities do not have logarithmic depend(' nee on (.12 Gottschalk6 has 

found that the size of the perturbative corrections to Thrust-like distributions varies rapidly 

I<. ,. 

4 

with (.12 for (.12 - 1 GeV2 and Q2 == 900 GeV2, so that it is not clear whether at presently 

available energies these distributions can be reliably calculated. This last problem, which I 

will discuss in more detail in Section 2, does not apply, however, to the e+e-total cross 

section nor to Sterman-Weinberg cross sections. 

To use perturbation theory to find tests of QCD clearly involves walking across a 

minefield. Furthermore after a safe traverse one may feel that one has very little left to show 

for one's efforts. Given this situation many have turned away (witness the increase in effort 

at PEP and PETRA aimed at weak interaction physics as compared to QCD related work) and 

others (almost all theorists) have chosen to apply their calculations ignoring all the possible 

pitfalls.7 I find neither approach satisfying and have tried, in the following, to pick my way 

carefully across the minefield. I do come away with some positive results, although, 

unfortunately, I do not think that a detailed test of QCD of the type advertised above as 

necessary will be possible until Z-factory energies. Things are very marginal at PEPIPETRA 

energies though some sort of a test may be possible. 

I present in this dissertation calculations of the perturbative corrections to the three jet 

cross-section in e + -e- annihilation. My strategy is to see if for suitably defined jets the 

corrections are small, because if they are small the lowest order angular distribution of the 

jets is a detailed possibly testable prediction of QCD. This angular distribution does depend 

on the vector nature of the gluon and on the nature of its coupling but these are essentially 

the same as for a photon in QED. It would be nice, therefore, to have a test which depended on 

the 3- and 4-gluon couplings which differentiate the non-Abelian from the Abelian theories. 

In fact it does appear to be possible, given the statistics of the Z-factories, and modulo various 

caveats which I will discuss, to perform such a test by looking for the difference in the angular 

distribution of the three jets from the lowest order result using certain definitions of the jets. 

If this result withstands the scrutiny of theorists and, most importantly, :Monte-Carlo 

simulations of the possible sources of error, it gives an important stimulus to the study of 

QCD at Z-factories. 

'· ~ 
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This work is presented as follows. In Section 2, I introduce the Sterman· Weinberg 

cross sections which I have calculated and discuss various of the "mines" that must be 

avoided, particularly the problem of minimizing dependence on hadronization. In Section 3, 

describe the analytical calculation of the most singular part of my answer. The calculations 

were also done by Fabricius, Kramer, Schierholz and Schmitt8 (FKSSl and similar 

calculations were done by Ellis, Ross and Terano9 (ERT) and by Vermarseren, Gaemers and 

Oldam.10 I find agreement with ERT but not with FKSS, and I present arguments supporting 

my result. I mention these references now because there is substantial overlap between my 

work and that of FKSS, while I have drawn repeatedly from the results of ERT. The work 

presented in Section 3 is the only original matrix element calculation that I did; for the non' 

singular parts of the answer I used the matrix element results of FKSS and ERT and did 

substantial numerical work with them. Thus to a certain ex_!,ent I have joined the growing 

ranks of the experimental theoreticians alongside the lattice calculators! The numerical 

calculations are outlined in Section 4, in which I present only enough to show that the 

problem was not entirely trivial. Section 5 contains results and is divided into three sections: 

naively corrected results, hadronization effects, and improved corrected results. In this 

section, I return to the minefield and the nitty-gritty physics of the problem. Finally, in 

Section 6, I present my conclusions, including a comparison of my work and approach with 

that of others. I should also note that some of this work was presented in a paper11 which I 

shall refer to as 55 below. 

... 
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2. PERTURBATIVE CROSS SECTIONS FOR e•e- ANNIHILATION 

Electron-positron annihilation experiments have provided considerable qualitative 

and some quantitative evidence for QCD. The size of the total hadronic cross section, 

appropriately smeared, agrees roughly with that predicted.12 The presence and angular 

distribution of 2-jet events seen at SPEAR was a dramatic confirmation of the existence of 

spin 1/2 quarks and the applicability of perturbation theory. 13 The observation of clear 3-jet 

events at PETRA14 and then at PEP15 was the first direct evidence for the existence of the 

gluon. There is also some evidence for 4-jet events16 at a small rate comparable to that 

expected by perturbation theory. 

Thus we can feel confident that the naive notion of associating a primitive parton with 

a jet of hadrons is roughly correct. But, as discussed in the introduction, in order to find a 

detailed quantitative test of QCD we must consider quantities which are insensitive to long

distance processes when calculated in perturbation theory and as independent as possible of 

the details of hadronization. There are various quantities which have been used and 

approaches which have been taken. However, I will procede directly to a discussion of the 5-

W cross sections which I have used, and return to discuss the relative merits of the various 

alternate approaches. 

It is worthwhile considering the 2-jet SW cross section before proceding to the 3-jet 

case. Sterman and Weinberg dermed5 a 2 jet configurati.on as one in which all of the energy 

but for an amount tEbeam or less falls into two oppositely directed cones of half angle 8 which 

lie in ca]orimeters at an angle 9 to the beam direction. (They actually used an £ half that 

defined here but I prefer this definition.) The point of this geometrical definition is that it can 

be applied to a perturbative configuration of any number ofpartons and furthermore that it is 

infrared finite. Loosely speaking the infrared finiteness follows because the detection criteria 

do not distinguish events with an extra son parton from those without nor do they distinguish 

events with a group of collinear partons from those in which those parton are "combined" to 

form one parton. But these are the configurations which, as will be seen in detail in Section 3. 
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give rise to soft and collinear singularities respecti,·cly and these singularities will cancel, 

according to the KLN theorem, 17 since the singular parts are added with equal weight. This 

result has been proved to all orders by Sterman18. Sterman and Weinberg calculated their 

cross section to 0(a
8

) and found: 

sw 2 °s ( '1!
2 5) 2 o a: (l+cos0 )[1-2CFln 4£n6iru:+3R.n6+3-2 +O(a

5
t5,a

5
t)+O(a

6 
)) 

(2.1) 

where CF = 4/3 is the Casimir for the fundamental representation in QCD. The 1 in the 

square brackets in Equation 2.1 is the contribution of the lowest order qq diagram while the 

0(a
8

) terms come from the virtual I loop qq diagrams and the qqg tree diagrams. The tn 5 and 

tn £ terms reflect the collinear and soft singularities respectively. The constant terms. 

independent of a: and 5, are also a product of the singularities since non-singular in.tegrands 

would give a vanishing result as a:, 5-0. The 0(a
6
t, a

8
5) terms were calculated by others19 

and found to be small for nearly all t and 5. Notice, finally, that for small 5 and a: the 

logarithms grow large and the perturbation expansion does not converge. 

The importance of this definition and calculation was threefold. Firstly it provided a 

precise definition of jets in perturbation theory. Secondly it showed that 2jet events should 

dominate the e•e- crosssection at high energies. To show this explicitly Sterman and 

Weinberg calculated the fraction of events satisfying their 2-jet criterion. The result is the 

same as the square bracket in 2.1 with the 5/2 replaced by 7/4. Thus this fraction tends 

asymptotically to 1 for fixed & and t. Thirdly, their calculation showed that the 1 + cos26 

angular distribution, which had been measured, was a precise prediction ofQCD. The Q(o
5
5, 

all terms do provide a small correction to this distribution.20 Howt'\·er, Sterman and 

Weinberg suggest that the I + cos26 distribution is correct to all ordt'rs for the logarithms 

<" 
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and constants, with massless quarks. This is because helicity conservation forbids a magnetic 

moment term in the radiatively corrected vertex. Such a term would give rise to a constant 

termwith a 1-cos2 6 angular distribution at O(o/l for massive quarks. They also pointed out 

that their definition could be easily generalized to multijet events. 

How does hadronizatioil effect this successful perturbative prediction? Experimentally 

one selects two jet events by making a cut on thrust or a similar quantity, or by a cluster 

algorithm, and one must assume that this corresponds in some way to the partonic SW cross 

section. It will not correspond to a SW cross secton with a particular a: and 5 but, rather, to a 

weighted average of such distributions. One might argue that one should include a weighting 

for perturbative configurations with the cones not back to back.21 This, however, would not 

change the conclusions. Assuming such a weighting function then the 1 + cos26 distribution 

is a prediction after hadronization as long as there is very little weight in the small a: and 5 

region where the perturbation expansion is not convergent. Recent results have, however, 

almost removed this caveat. Mukti and Sterman22 have shown that all the logarithms of c 

and 5 c11n be exponentiated or absorbed into the scale of a
8

. This means, as will be discussed in 

more detail in Section 5, that a leading logarithm summation can be performed23 and is 

reasonable even when the non-leading logarithms become large. Once the logs can be 

summed the remaining correction terms in 2.1 are small and so & and £ can be made much 

smaller. The limit now comes from the requirement that Q5 > > A, where A is the 

perturbative scale ofQCD, so that a
1
(Qlil < 1. A similar restriction applies tot. This new 

restriction ensures that the SW cross section does not depend on the infrared regions of 

perturbative diagrams. These lower limits on 5 and t are small even for jets at SPEAR 

energies. Thus most experimental criteria will not have significant weight inside the 

disallowed region, and so the 1 + cos2 e distribution is, for such criteria, a prediction resting 

only on the assumption that perturbation theory can be used at all. 

The perturbative "jets" ofSW are very different from non-perturbative jets.5 For fixed 

£ in order to keep the fraction of2- jet events fixed as Ebram varies one has to vary 5 likt' 

' .. 
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Ebeam - 0·25. lnfact when 6 gets smaller than tone must use a modified definition proposed 

by Rakow and Webber21 and then 6 falls more slowly than any power of E. These results will 

remain valid if the logarithms are summed for not too small c and 6. 

These properties of the perturbativejets are to be compared with a non-perturbative jet 

with limited transverse momentum and a rapidity plateau of constant height for which a 

similarly defined 6 falls like 1/Ejet up to logarithms. It might seem, therefore, that the SW 

definition is too restrictive, there perhaps being perturbative structure inside the SW cones. 

Of course, to study this rigorously, one would have to use a multijet SW cross section. 

However, the exponentiation of all logarithms and the smallness of the remaining correction 

make it reasonable, in the two jet case at least, to use the leading logarithm approximation. 

Doing this, one does find more and more structure as the energy increases with increasingly 

many "jets within jets" being resolved.24 However, if one makes reasonable assumptions 

about hadronization, this structure does not begin to show until the jets have energies of a few 

hundred GeV and is not fully manifest until one has TeV jets.25 Thus at PEP/PETRA or Z-

factory energies one is not losing information by studying fixed angle SW jets. I have studied 

3-jet processes but only for three widely separated jets each of fixed opening angle. I have not 

considered possible structure within these "large" jets. 

A related point is that it might seem possible to use the variation of o8w with 6 and c, 

i.e. the jet broadening, to test QCD. However, because ofhadronization, such a test is hopeless 

at PEP/PETRA energies and difficult at Z-factory energies, as was shown by Furmanski.2 He 

compared the fraction of SW 2-jet events obtained using the leading-logarithm-summed 

perturbative result and using a fixed transverse momentum, independent emission model of a 

non-perturbativejet. He also combined perturbative and non-perturbative results in a simple 

way to look at "realistic" jets. He found that at PEP/PETRA energies the non-perturbative 

broadening dominates. The situation improves as ·the jet energy increases, but even for a 100 

Gt:V jet the value of6 for which half the events are accepted is roughly equal for pcrturbative 

and non-perturbative jets, although for Iargedi (6 ?! 20°) the perturbative component of the 

.. I' 
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realistic jets may be measurable. Thus for the 15-40 GeV jets in three jet events at Z-factory 
... 

energies it will not be possible to measure the perturbative jet broadening. This suprisingly 

large hadronization effect, is, as discussed in the introduction, due to the mismatch of cones 

and tubes. 

Thus it does not seem possible, even at Z-factory energies, to study the detailed 

structure of jets. Furmanski does define ratios ofSW cross sections that are less sensitive to 

hadronization, but this insensitivity is dependent to some extent on his model of a "realistic" 

jet. To avoid much of the dependence on the details of hadronization, one can, instead, 

consider the 3-jet cross section and study the angular distribution of these jets. The 

importance of considering the angular distribution is that although hadronization will 

broaden the jets it will leave their directions nearly unchanged. The advantage of the 3 jet 

cross section over that for 2 jets is that the dependence of the cross section on the two 

additional degrees of freedom (the angles between the jets in the event plane) is sensitive to 

the nature of the QCD coupling of quarks and gluons. This is in contrast to the angular 

distribution with respect to the beam direction which for both 2 and 3 jets reflects the 

electomagnetic coupling of the quarks. Of course to make the notion of jets precise, one must 

use a generalized SW criterion, and I will present two such criteria below. In order that the 3-

jet cross section and associated angular distribution be measurable the 0(a
1

) corrections to 

this cross section must be small. But because of the non-perlurbative broadening of jets, this 

must be true for a range oft and 8 since, as in the 2 jet case, any experimental jet finding 

algorithm will correspond to a weighted average of perturbative SW cross sections. Notice 

that I am not interested in the detailed c and 6 dependence of the cross section, which, as 

discussed above, cannot be measured, but only in the region of c and 6 for which the correction 

is small. However, it may be, as in the 2jet case, that the shape of the 0(a
5

) corrected angular 

distribution is nearly independent of c and 8 for a range of these parameters. Furthermore, 

unlike the 2-jet case, there is no reason why this corrected distribution should be the same as 

the lowest order result. In fact, there is such a systematic difference and this difference may 
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be measurable, providing a yet more detailed test ofQCD. All of these points are discussed in 

more detail in the remainder ofthis section and in Section 5. 

The lowest order contribution to the three jet cross section comes from the Born qqg. 

diagrams which are shown in Figure 2.1. These were calculated by Ellis, Gaillard and Ross,26 

who suggested that the partons should be interpreted as jets and that the angular distribution 

should be measurable. They found the result: 

2 a xl2+x22 
d 0 s --- • o 0c - '7:'-----;-:--

dx1dx2 F 2n (1-xl)(l-x2) 

(2.2) 

where x1, x2 are the quark and antiquark energies scaled by the beam energy, and o0 is the 

lowest order e + e· total cross section. However, as explained above, this must be interpreted 

as the lowest order contribution to a 3-jet SW cross section, and, if this is to be claimed as a 

prediction of QCD, the corrections must be calculated and shown to be small. have 

calculated the corrections using two different definitions of the SW 3-jet cross section. The 

first definition, which I shall call the "energies" case, is that a perturbative configuration 

contributes to the 3-jet cross section if all but a fraction r./2 or less ofthe total energy falls into 

3 cones ofhalfangle S. The "lost" energy is thus less than or equal tot Ebeam· The three cones 

are positioned so as to maximize the total energy in them, and if the resulting energies in the 

cones are E 1 > E2 > E3 I define the scaled energy variables xi' by: 

X t 

1 

3 
• 2E1/( L Ej) 

j•l 
1al,2,3 (2. 3) 

so that l: xi' = 2, as for the xi of the qqg lowest order calculation. I define the "angular 

distribution" to be: 

d2o as(Q) ( a (Q) 
·xl'dx2' • ooCF 2n FJ (xl ',x2 ') 1+ 2: F2(XJ ',x2 ';c ,c)+ O(as 2)) (2.4) 

.. 
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where a
5

, is defined in the~ scheme, and from the calculation of Ellis, Gaillard and Ross 

3 
Fl(xl'•x2') = L 

1,j=l 
1,lj 

x •2+x •2 
1 j 

(1-x
1

'><I::xj ') 

with x3' = 2 ·xi'- x2'. I have calculated the 0(a
5

) correction term, F 2. 

(2. 5) 

There are a number of points to note. Firstly, I am assuming an integration over the 

beam direction. This leaves only the, angular distribution within the plane, which is that part 

of the cross section that depends mainly on the QCD quark-gluon couplings. One might be 

worried since experimentally one cannot detect all 3-jet events and so cannot completely 

perform such an averaging. However, in lowest order the angular distribution in the plane, 

i.e. F 1, decouples from that of the normal of the plane itself and the same is true of the 

logarithmic terms in F 2 and at least some of the constant and O(c, 5) terms. I assume that thi> 

happens to a sufficiently good approximation for the remaining terms so that I am justified in 

doing this angular averaging. In fact various results I use from ERT have been so averaged so 

I am forced to do this averaging anyway. Secondly, since it is not possible (certainly on an 

event by event basis) to distinguish quark and gluonjets,.I only differentiate between the jets 

on the basis of their energies. This leads to the sum over permutations in (2.5). Thirdly, I use 

the xi' variables rather than, say, E11Ebeam and E2 /Ebeam· This choice gives variables 

connected by the same kinematic relation as the lowest order variables, and is symmetric 

between the three jets. The most important reason for this choice, however, is that xi' are less 

sensitive to hadronization. Fourthly,l should point out that the definition differs from the 2-

jet SW definition in not being calorimetric: because I include the injunction to position the 

cones so as to maximize the energy. The resulting cross section is not exactly the same, 

though similar, to that obtained from a\'eraging the results from a three arm calorimeter 
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with cells subtending solid angle n52. I prefer the choice made above because it represents 

more c:losely what is actually done by experimentalists searching for jets with, for example, a 

duster algorithm. The injuction to maximize total cone- energy is infact somewhat arbitrary 

-at the level of 4 massless partons maximizing total momentum is equivalent. Fifthly, there 

are constraints on t and 6 necessary for the consistency of the 3-jet criterion. The energy in 

the least energetic jet must be greater than c Ebeam which means that t < x
3 

min/{1 + 

x3 min/2). For x;' s .85- a region I shall restrict myself to below- this implies t < .26. It is 

also necessary that the angle between any two of the jets is never less than 26, otherwise the 

event would only contain two SW jets. This is in fact a stronger constraint than that just 

described, and the excluded region in the t, 6 plane is shown in Figure 5.1. Finally, there is 

the problem of possible cone overlap for large 6, i.e. an ambiguity in the assignment of partons 

to cones. I return to this point shortly. 

I presented the results of a calculation ofF 2 in SS. I also presented the results of an 

analysis of the effects of hadronization which I discuss in Section 5. There were , as I 

subsequently discovered, two small errors in the computer programs (errors in transcribing 

formulae from paper to code) I had used, but fortunately.they had very little numerical effect 

and did not change any numbers which I present in SS. The results which I present below 

have been corrected for these errors. There was a more serious omission in SS which was that 

I had overlooked the problem of overlapping cones. Again, fortunately, this does not affect 

the numbers presented nor the final conclusions, though some of the intermediate results (e.g. 

the size of the allowed region) are slightly modified. The main result of this oversight was the 

lack of a discussion of the problem of cone overlap and the associated problem of the 

uncertainty in the choice ofSW definition to be used. 

The overlap problem occurs when a son parton is approximately midway between two 

hard partons and the angle between it and either of the two partons is lc~s than 25. This 

~ituation is illustrated in Figure 2.2 with 6 = 25" and xi· = . 8, x2' = .65. Clearly whether 

.· t· 
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overlaps ca~ occur depends on the<- Later I usc the restriction xi' s . 85 in which case the 

smallest angle bet wen two jets occurs for X; = . 85, x2 = .575 = x3 and is== 85°. Thus 

6 s 21° to avoid overlaps, which is a severe restriction as will be seen in Section 5. To remove 

this restriction I augment the definition by associating the son parton with the hard parton 

closest in angle if an ambiguity arose. This revised definition is identical to that proposed by 

Hagiwara,27 and can be extended to any number ofpartons. 

The overlap problem can be alleviated by changing the jet criterion: forcing the axes of 

the cones to lie along the direction ofthe momentum sum of the partons which they contain. 

Together with the injunction to maximise the energy or momentum in the cones such a 

definition is applicable to any numbers ofpartons. Changing the cone definition has no effect 

on configurations like that shown in Figure 2.3a, but for that shown in Fig. 2.3b the two 

partons will not be accepted as a jet by the new definition, although they would be by the 

original definition. However, if the son parton has energy less than tEbeam the event would 

be accepted by the new criterion as a 3 jet event but with.different xi' from those obtained with 

the original definition. The new definition lies somewhere between the original definition 

with the same 8 and that with 8 halved, t being the same in both cases. It increases the 

maximum 8 not leading to overlaps by 50%. 

This alleviation of the overlap problem is, however, illusory because, as I now explain, 

there is a genuine uncertainty in the choice of correct SW criterion. The difference between 

these two definitions is that they give difJ'erent values of the xi' to some psrtonic 

configurations and that other psrtonic configurations are accepted for a larger range of 

parameters ofthe original definition than ofthe revised definition. For energies high enough 

that hadronization is a negligable effect one could choose to use either definition 

experimentally. However, when hadronization is important one has to attempt to lump 

together partonic configurations equally likely to be accepted by an experimental jet finding 

criterion after hadronization, and thc~e two definitions are possible ways of doing this. The 

correct way will, of course, depend upon the details of hadronization and the experimental 
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criterion used. To illustrate the latter point! show possible real final states for the partonic 

configurations of Figs. 2.3a, bin Figs. 2.3c, d respectively. An experimental cluster algorithm 

that clusters in the angle between particles29 would probably treat these two configurations 

similarly; clustering biased towards more energetic particles29 would more likely accept 

Fig.2.3c as one jet than Fig. 2.3d. Thus in the former case the original cone definition is 

probably more appropriate, while in the latter the revised definition should probably be used. 

But clearly, given our ignorance of the details of hadronization, we cannot with any certainty 

decide which definition to use. A reasonable way to proceed is, therefore, to require that both 

definitions yield small corrections. Thus I have calculated the 3 jet cross section with the 

revised cone definition, but also with another change which I now describe. 

I make this other change because of an another problem associated with hadronization, 

which I discussed in SS. This is that the third jet tends to lose a greater fraction of its energy 

upon hadronization than the second jet, which in turn loses a greater fraction than the first 

jet. This problem is discussed in more detail in Section 5, but it is clear that it will lead to a 

systematic shift downwards in x3 ' and upwards in x1'. One may attempt to correct for this 

using Monte-Carlo Models of hadronization, but it would be preferable to avoid such 

corrections. This may be done by considering the angles between the jets rather than their 

energies. These angles will of course be changed by hadronization but there will be no 

systematic shifts because the energy lost due to hadronization is distributed symmetrically on 

average. 

Thus my second definition, which I call the "angles" definition, uses the revised cone 

criterion and the angles between the jets as variables. More precisely I consider 

d2o as (Q) [ a (Q) 
d0ldC2 .. ooCF b Fl(01,02) 1+ 2: F2(0lt02;t ,6) + O(as2)) (2.6) 
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where 91 and 92 are the largest and next to largest angles between the jets when the jets are 

projected onto the plane in a particular way. This projection is necessary because of the 

energy outside the cones. I choose to project onto the plane whose normal is p1 + p2 + p3, 

where P; is the unit vector in the direction of the axis (i.e. the momentum sum) of the ith cone. 

This choice leaves the ui = (1 - cos9;l/2 in the same ratios and I found it to be convenient for 

calculations. The particular choice of projection only effects the O(t, o) terms in F2 and only 

effects these terms mildly. Thus I would expect the results and conclusions to be little effected 

by the precise choice of projection. Furthermore for similar reasons I expect, though I have 

not checked this in detail, that the major di!Terence between the energies and angles results 

come from the change in the cone definition. 

I will frequently convert the angles result back into the energies notation using the 

xi'(9;l appropriate to three massless partons lying in a plane. This I do to give a uniformity of 

notation but also because various experimental groups30 have defined xi' in this way. Having 

done this the F 1(xi'l is the same in the angles case as in the energies case (Equation 2.2l. 

As explained above, with this cone definition the overlap "problem" is less severe. For 

the region xi's .85 the limit on o is "" 30°; for xi' s .9, o s 25°. These limits are sufficiently 

weak that I chose not to go beyond them, thus avoiding confronting the problem of altering 

the jet definition as in the energies case. The limits on 1: are, however, more severe than in the 

energies case, this being the price one pays for using the angles between the jets as variables. 

For xi' :5 .851 find that 1: < .15- .175 and for xi's .91 rmd c < .1- .125 where the range of 

limits on c renects a variation of the limit with 8, the most stringent limit being for small o. I 

need not have paid this price because I could have used the energies definiti~n with the new 

cone criterion, but for the reasons discussed above I prefer to use the angles between the jets 

as variables. 

The angles calculation is, I have argued, necessary and important in order to see 

whether the 3-jet angular distribution can be measured at PEPiPETRA and Z-factory 

'. 
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energies. It is also important in providing many checks on the energies calculation with 

which it has a significant overlap. In fact, as I explained above, I did find some errors. 

For the remainder of this section I discuss briefly other quantities that have been 

suggested for testing QCD in e+e- annihilation, ·and the criticisms of these tests and the SW 

cross sections made by various authors, particularly Gottschalk.6 

One of the most common approaches to comparing QCD with the data has been to 

compare in great detail the hadronic final state of real events with those produced by a Monte

Carlo simulation including the lowest order qqg and, in some cases, the lowest order 4 parton 

result also. One finds a good agreement, although there are some discrepancies, with a
5 
= .15 

- .28 depending on the Monte-Carlo scheme.31 There are two main objections to this approach. 

Firstly it clearly involves testing the Monte-Carlo model as much as testing the QCD matrix 

elements. This has been shown dramatically by the CELLO group who find differences in the 

value of a
5 

by factors between 1.28 and 1.67 using two different fragmentation models!31 

Secondly, there is no simple way of including QCD perturbative corrections into the models. 

One striking conseque'nce of this is that the 3-jet matrix element has to be cut ofT near the 2-

jet configuration in an ad hoc way. At PEP/PETRA energies this presents little problem 

because of the smearingof2-jet events by hadronization. But at Z-factory energies a gap will 

begin to open between the smeared 2-jet events and the most extreme 3- jet events allowed by 

the cut ofT! 

This latter problem can be solved by using leading logarithm (LL) 

models 24-25•32•37which exponentiate the leading singularities and thus smoothly extrapolate 

across the gap. These models are, however, based on certain approximations and cannot 

easily include corrections. They incorporate factorization of the jet evolution from the initial 

hard process and, because they involve degrading the virtual ness of initially highly virtual 

partons down to some cut ofT q0
2, they also factorize the perturbative from the non

perturbative jet evolution. This means that hadronization is easily incorporated, but that 
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non-factorizable (in the first sense) and interference correction terms are not easily included, 

the latter because the jet evolution is probabilistic. An exception is the recent w~rk of 

Marchesini and Webber33 who have incorporated into a LL Monte Carlo the non-factorizable 

terms that contain some interference contributions considered by Bassetlo, Ciafaloni, 

Marchesini and Mueller,34 but this relies on a special circumstance. However, as discussed in 

the introduction, an alternative to factorization (of both kinds) is the use of infrared safe 

quantities like the SW cross sections. These include all non-factorizable and interference 

terms- for example, there are tn £, constant and 0(£, 8) terms of this type in F 2. These terms 

are important in determining the region of 8 and £ in which the corrections are small. 

Gottschalk6 has criticized the SW cross sections because of their lack of factorization (of both 

types, I think), but this "lack" means that SW cross sections go beyond the LL models. In fact 

it seems reasonable that a necessary condition for the applicability of the LL models is that 

the non-factorizable and interference terms calculated using a SW criterion are small. It is 

true, as Gottschalk also points out, that hadronization presents problems for the application 

of SW cross sections- this has been seen clearly above. But this is not a problem of principle -

it will not be present at high enough energy - and, in any case, although hadronization is 

easily fitted into the LL models, this does require various assumptions. 

Even assuming the validity of the approximations on which they are based, these LL 

models ~annot test QCD at PEP and PETRA energies and below because the treatment of 

hadronization is a crucial ingredient at these energies. For instance the value of AQCD found 

by Field and Wolfram35 differs by a factor of 7 from that found by Gottschalk,36 the main 

difference between the models being the way in which they hadronize soft partons. But it is 

interesting that some of these models35•36 find that to fit the data they must allow partons to 

evolve perturbatively down to a virtualness of- 1 GeV2. These models provide an adequate 

fit to the e+e- data for C!'d energies from 10 to 30 GeV, and in these fits a significant part of 

what I have implicitly assumed to be non-perturbative broadening comes from the 

perturbative evolution. If these models are correctly describing the physics, then the effects of 
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hadronization discussed throughout this dissertation will have been somewhat 

overestimated. It is not clear, however, that this is true because other LL models, using a 

different model ofhadronization, need a cut offq0
2 - 10 GeV2 to describe the dala.37 The case 

for such a large cutoff has been made recently in some detail by Walsh and Zerwas.38 In fact 

up to PEP/PETRA energies these models are very similar to the successful standard Monte

. Carlo models.discussed above. Most of the conclusions I present would not, in fact, be changed 

were hadronization a smaller effect as they are based on perturbative results, but the 

possibility should be born in mind during the discussion ofhadronization in Section 5. 

Finally I discuss inclusive quantities, i.e. those that assign a value of some quantity to 

every final state, for example Thrust3 and energy-energy correlations.39 The advantage of 

such quantities is that they are easily measured - the signal is large. The disadvantages are 

that they are sensitive to the smearing due to hadronization and that there is a lot of noise 

(from 2 jet events) from which one must disentangle the signal (3- and 4-jet events). The 

smearing problem also effects SW cross sections, as I discuss in Section 5, so that the 

advantage of the SW cross sections is that they look in more detail at the final state and thus 

can potentially extract more information. Given the statistics available at PEP and PETRA 

this may not in fact be an advantage because the signal is so small, but at a high statistics Z

factory this is, I think, important. There is, furthermore, a problem with some of these 

inclusive quantities which was noticed by Gottschalk,6 ~nd also is contained in the work of 

Kunszt.40 In order to understand th~ apparent discrepancy between the results of ERT and 

FKSS - the former found large corrections to thrust-like distributions while the latter found 

fairly small corrections to the SW cross sections - Gottschalk looked at the dependence of the 

ERT result on soft momentum flows. He introduced a cut off (qc) on the invariant mass of any 

two final state partons, such that if two partons had a mass less than qc the two partons were 

treated as a single (massless) jet. This is, at least for 4 partons, similar to the SW criteri'on. 

He then calculated the distribution of the thrust-like variable C for various ,·a lues of qc, but in 

all cases using all 3 and 4 parton configurations. The ERT result is obtained at qc- 0. He 
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found that the size of the correction depended sensitively on the size of the cut off for 10'3 S y 

= q/tQ2 < 4.10-2, where Q is the CM energy and the ERT result is obtained at the lower limit 

while the FKSS result is obtained, approximately, at the upper limit. I think, though I have 

not proved this, that this sensitivity is not true for energy-energy correlations. It is certainly 

not true for the SW cross sections with c and 6 large enough that the sensitive range of y is 

contained with the cones (roughly 62 > Ymax' t > Ymax). The precise significance of this result 

is not clear. At PEP/PETRA energies the sensitive range corresponds to 1 GeV < qc < 6 GeV 

which is arguably in the non-perturbative region so that the corrections to thrust-like 

distributions can probably not be reliably calculated. At Z,factory (Q = 100 GeV) energies 

this range becomes 3 GeV <~ < 20 GeV so that the ERT result, which corresponds to the 

lower limit, is probably good. In any case this is one example of the "mines" discussed in the 

introduction. 
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3. CALCULATING THE LOGARITHMS AND CONSTANTS 

In this section I present, in some detail, the c'alculation of the contribution to F 2 from 

the singular part of the 4-parton cross section for both the energies and angles cases. Such a 

calculation was also done, for the energies case, by FKSS and our results differ. Our methods 

of calculation are, however, different (e.g. we use different gauges) and a direct comparison is 

not easy. I have, though, found the sources of the differences and, I believe, strong arguments 

favoring my results. I should also mention that my result for the singular part of the matrix 

element squared, a significant part of the calculation, agrees with that of ERT. 

Only the singular part of the 4-parton matrix element can produce logarithms and 

constants as nonsingular parts will integrate to give terms ofO(t, !l). One may approximate 

the matrix element and phase space in order to simplify the singular part, as long as the 

approximations only give rise to O(t, Ill terms. The phase space integrations over the singular 

parts, and the singular parts themselves, must be regulated and the regulator must be the 

same as that used in the calculation of the loop diagrams. ERT and FKSS use dimensional 

continuation41 for the loop diagrams (for both ultra-violet and infrared singularities) and so I 

use this regulator for the 4-parton diagrams. This allows the partons to be massless, which 

considerably simplifies the calculation. Ignoring quark masses for the known quarks will 

make only a small error at PEP/PETRA energies (apart from the quarks in the gluon vacuum 

polarization diagrams which I will discuss in Section 5) and a negligible error at Z-factory 

energies.42 Of c~urse if a heavy top quark is found the results presented here will probably 

not be applicable, and one must try to remove such events from the analysis. 

The singularities of the matrix element fall into two classes · soft and collinear. The 

former occur when all the components of a parton's momenta vanish uniformly. The latter, 

also known as mass singularities, are found when two massless partons become collinear. 

These divergences occur because the sum of two collinear light like momenta is also light! ike. 

Both these divergences arc well known in QED. 
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The source and nature of these singularities is best understood by considering an 

example. Figure 3.1 shows part of a squared amplitude in which a quark "emits" a gluon. 

The cross section for the whole process will thus contain a term: 

I 
n-1 
~ 

2EP 

n-1 
~ (p+IO yll P yv (p+IO 6 , (k) 

21k (p+k)2 (p+k)2 IJV 

(3.1) 

where 6
11

v is the sum over gluon polarizations. Now (p + k)2 = 2 p·k = EpEk(Bpk 2 + 0(9pk 4)) 

so as the gluon goes soft (Ek-+ 0) we have: 

I 
dn-11t 

Ek 

1 

E 2 
k 

~ f dE E n-5 
k k 

(3.2) 

Thus for n s 4 there is a divergence. It is regulated by taking n > 4 thoughout the 

calculation and then, after all poles at n = -l have cancelled, setting n = 4. ="'otice that there 

is no divergence as the quark goes soft. 

As th~ quark and gluon become collinear we have: 

n-4 

J dcos0pk 
2 -2- 1 - 1 

(sin 0 ) -- (p+l!) d u(p) u(p) d (p+l!) --
pk 6 2 0 2 

pk pk 

f ~7 -• d0pk 0pk (p+l!) t u(p) u(p) d (-p+l!) (3. 3) 

where I have written out explicitly the particle wavefunctions. :'1/ow 1/+ ~~~ u(p) = 2<p + kl.t 

ulp) -/1,+ Jl> u(pl and thus since k.t = 0 and /u(pl = 0 the numerator \"J.ni~hcs in the 

collinear limit. To see how fast it ,·anishcs I write, using a Sudakov43 dccompo~ition: 
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~ E 0 2 
k=-p+~~ 

Ep E1 4 
P + E 0 k + 0(0 3) k pk t pk 

(3.4) 

. where p = (EP,- p) and kt2 = -1, kt. p = kt. p = 0. 

Thus the leading non-vanishing term in the numerator of Eq. (3.3) is proportional to 

9pk 2 - from the kt term in Eq. (3.4)- so the collinear singularity becomes: 

f d0. 0 n-5 
pk pk 

a logarithmic divergence for n = 4 as for the son divergence. 

(3.5) 

This extra suppression factor is a consequence of helicity conservation in massless 

QCD. A quark cannot transmute into a collinear quark and gluon and conserve both spin and 

helicity. This is only true, though, if the gluon is physical, and so it is important to use only 

the physical polarization states in ~I'"· 

Similar arguments apply to the other "branching" processes G-+ GG and G -+ QQ, as 

long as a physical gauge propagator is used for the internal gluon lines. Using such a 

propagator ensures that the extra collinear suppression factor occurs. For example in the G 

-+ GG case spin conservation only suppresses collinear emission if the initial, internal, gluon 

propagator becomes physical as its mass goes to zero. There are collinear divergences for both 

G-+ GG and G-+ QQ, but there are son divergences only in the former case, and these occur 

when either gluon goes son. 

4-parton diagrams which contain these branching subprocesses are the only ones with 

collinear divergences. Thus, for example, the squared amplitude shown in Fig. 3.2, in which a 

gluon is "emitted" by a gluon but "absorbed" by a quark, does not have a collinear divergence. 

To see this recall that the propagator and hclicity suppression factor from each "emission" 

gave a 9192 = 119 factor, while the phase space gives 0 dB. Thus both 119 factors are necessary 

,· 
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for a divergence. However, there will be a soft divergences from such diagrams since the 

power counting is unchanged from the diagrams of the type Fig. 3.1. I reiterate that the 

absence of collinear divergences in the interference diagrams like Fig. 3.2, which I will call 

Ivy diagrams, is only true in physical gauges. Incidentally, the above reasoning shows why 

the leading collinear logarithms always come from "ladder" diagrams. In fact this result has 

been extended to all orders in collinear logarithms,44 so that all such logarithms are 

factorizable, i.e. are associated with one particular jet. Clearly this is not the case for the soft 

logarithms from Ivy diagrams, but such logarithms can be factored into an overall 

multiplicative factor.22 I return to these points below. 

I now proceed to the details of the calculation. The above analysis has shown that a114-

parton diagrams contribute logarithms from some part of their phase space. The diagrams 

can, however, be divided into "ladders" and "ivy" and this division is shown in Fig. 3.3. I first 

consider the ladder diagrams and use as my example the first diagram of Fig. 3.3a which 

contains the subprocesses Q-+ QG !Fig. 3.1) discussed above. 

Let me define q = p + k (with p and k as above). I will do the phase space keeping Eq. 

and the direction ofpq fixed. In thE: singular limit this corresponds to keeping the xi' (or the 91 

fixed, and I shall discuss the error made away from this limit below. Then it can be shown 

that the part of the phase space pertaining to the singular subprocess can be written: 

. n-1 dn-1k d p 
PS : f (2n)n-12Ep (2n)n-12~ 

- f [

dE E n-l dO ] 
9 9 9 

(2n) 0
-

1 2E 
q 

d 

2 2 1 __!_} 

{ <fn> rc~1> 8n2 

d 

X 

d l+d 2 
x 2Eq2 xj dx ~-x du' (u'(1-u')) dOk' (1 + O(u'x)) (3.6) 



'• 

25 

where d = n- 4, xj = EiEbeam• Q2 = 4 Ebeam2
• and x = EiEq' u' = {1- cos(9kq))/2, JdQq is 

the angular integral in n-1 dimensional space, and JdQk' is the n-2 dimensional angular 

average. The term in square brackets is the n-dimensional version of the jet's phase space, 

which I call PSf I have dropped terms ofO(u'xl = 0(92xl since they kill the singularities of 

the matrix element. This form of the phase space is useful in the angles case since it depends 

on ekq' and I return to it below. For the energies case I must change variables from u' to u = 

(1 • cos ekp)/2, yie I ding: 

d 

I 2d l+d 2 PS= PSJH2Eq xj dx{x{1-x)) du{u{l-u)) dnk'(1+0(ux{l-x))) ( 3. 7) 

(His the factor in curly brackets in Eq. 3.6) which shows the x-+ 1 - x symmetry. Notice that 

the angular average dQk' is unchanged from Eq. (3.6). 

Now I consider the rele,·ant part of the amplitude squared which is (as in Eq. (3.1 )): 

M' = ~ ya ; 18 ~ 6aB {k) 

(q2)2 
(3. 8) 

I have correctly taken into account all factors of i· in this expression - they cancel. 

shall use two alternative forms for A: 

6aB{k) • -gaB + (kakB + kakB) /(k•k) (3.9a) 

.. -g + (k t + t k )/(k•t) - k k t2/(k•t) 2 
aB a B a B a B 

(3.9b) 
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where k = (Ek,- pk,and t = (1, 0) so t2 = 1. The second form is the denominator of the axial 

gauge propagator (A0 = 0 , or temporal, guage) which is correct for both on and off shell 

gluons. The first form is only useful on shell. Useful properties of A are (k2 = 0): 

6 B aB k = 0 
6 B aB t "' 0 6a = {2-n) 

a 

Using the second form for A, and using also {y0 ,yP} = 2g0 P and g0
0 
= n, I find: 

E q2 E q2 
M' = (~ q2 (4 _g_-2--) + Jl q2 ((n-2)-2_g_+-)-

Ek ~2 Ek Ek2 

q" 1 
t-)

Ek q" 

The factor of q2 in the numerator is the suppression factor discussed above. 

Using q2 = EkEpu and Ek = xEq, EP = {1- x)Eq this can be rewritten as: 

{3.10) 

{3.11) 

r . ) 
}l' =-1- 1 ~(!!__ 2 _ 4(1-x)u)+Jl(n-2_1_+4(1-x)u)-il.{l-x)u' 

E 2 4x(l-x)u l X X X X ) 
q 

(3.12) 

This is to be integrated over by PS a: dx du x(l - x) if. n = 4 so, since k a: x, the last term 

multiplying k and also the t terms give no singularities and may be dropped. In fact I can 

write k = xq + O(xVu), as in Eq. 3.4, and drop the O(xVu) terms since they kill the 

singularity. Furthermore I can replace q by q
0 
= Eq, (1, q~qll and only make a harmless error 

ofO(ux(l- xl). Thus I can write: 
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d 

I d Ud j 
PS ~ M' • PS J ~0 H 2xj dx (x (1-x) ) du (u (1-u) ) dllk' X 

.X _1_ (.!._ 1 + (n-2)x _ (1-x)u) +non-singular (3.13) 
x(l-x)u x 4 x 

Of course as I do the x, u, and dOu' integrations the remainder of the amplitude squared 

will vary. But this remainder is not singular and it approaches the same value when x- 0 or 

1 · x- 0 or u- 0 so I can replace it by its limiting value and only make the harmless error 

O(Vux(l · x)). (Explicit evaluation st.ows that there are 0(8) i.e. O(Vu) terms. Any power· 

and only integral powers of x and 9 can appear from a matrix element · will kill the 

logarithmic singularity). 

Thus the singular integral decouples (factorizes) from the remainder, and the 

remainder is exactly equal to a contribution to the 3 jet amplitude squared in n dimension~. 

Thus adding the four diagrams in Fig. 3a gives a contribution to the SW cross section: 

d 

~ ') ·d
2
o' ,.-.!.c o0 T(x1',x2 

·- • 2n F 
(L)2 
4n~2 

1 ~s x 

ro+!) 2n 

.X 
I F 1 

J 
c 

J x(1-x)u (x -1 + (n-42)x - i) (3.14) 

where I have included the coupling constant <i11""l and the appropriate color factor CF, and 

where T(x
1', x2'l is the lowest order qqg cross section (here x1' is the energy of the quark, x2' 

that of the antiquark) in n-dimensions.8·9I have defined tlie-measure-ri to be:-· 

d 
d l+d 2 

IJ • 2xj dx (x(1-x)) du (u(1-u)) (3.15) 

,• 
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where I have dropped the JdOk' since the integrand is azimuthally invariant. 

Three things are of particular note in Eq. 3.14. Firstly, apart from the last term, the 

square bracket is proportional to the Altarelli-Parisi (AP) kernel for Q - QG45 in n 

dimensio~s.46 Secondly, the first term in the square brackets, 1/x, has both soft and collinear 

divergences and gives rise to the· leading double logarithm. Thirdly, the last term has a soft 

divergence but no collinear divergence. It is essential here but is not present in the AP 

kernel. 

Exactly the same analysis applies to the Q _. QG ladder case giving exactly the same 

result except that xj is now the antiquarkjet scaled energy. 

A similar analysis can be applied to the gluon jet ladder diagrams with quark loops. 

An example is shown in Fig. 3.3b, which explains the notation I use, and leads to a 

contribution to the matrix element: 

6
au ~v6 

~~· = ~ Tr( y ll y ~) WSL 
q2 ~ v q2 

,.aiJ 1ft, 2 vB 
-~ 4( k p +p k - .!1:. g ) £.:.i!lL 

2 ~ v ~ v 2 ~v 2 q q 
(3.16) 

where I have used tr I = 4 which can be kept inn dimensions. Now I can expand k and p like: 

k • x q + 2x(l-x) lu kt + O(xu) 

A 

p • (1-x) q-.;--fxll~xfluk~-+ o( (i-x)u f - ( 3 .17) 
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where CA is the color factor (adjoint Casimir, C~ = Nc = 3) and the 1/2 is from statistics. 

Apart from the last term the square bracket is again proportional to the AP kernel. 

Now I turn to the Ivy diagrams. Consider Fig. 3.3d. The part pertaining to the 

singularity is: 

Jl1+i£ Jlz+i£ 
l-1' • ••• Jl1 l .... · ... (-Jiz) Yv <- --

(pl+k)2 (pz+k) 
••• lllJV(k) 

(3. 25) 

where the sign ofthe antiquark propagator is important. Now the only son singularity comes 

(rom the term in M' 

• • • Jl1 l fl1 • • • • • • (-JI2) Y v {-.,S2) • • • • 2PllJ Jl1 • • • • • • -2p2 v(-}12) 

so that: 

2 p 11J ll (k) (-2 pzv) 
IJ\1 

M' • (Lowest order matrix element) x 2 Pl •k 2 p
2 

•k 

+ non-singular terms 

(~.26) 

( 3. 2 7) 

In this case we can simply use the gluon phase space PSk since the p1 and p2 phase 

spaces differ from the lowest order phase space by singularity killing terms of O(xl. Thus one 

gets: 

I
dE E n-3 

(Lowest order) x k k dnk 
2 (2n) n-l 

n-1 

( 

p lJll \) 
l IJVP2 

x - Pl"k pz•k) x {color) {3.28) 

In this case it is convenient to use the first form of ~11• so that 

lJ . v 
P1 ll\Jv P2 

-pl •pz + 
P1•k pz•k + p 1•k pz•k 

k"k 
P1•kp2•k 

- _1_ 
2E 2 

k 

P1·k pz•k 

(-ul2 + ulk(l- 2u2k) + (l- ulk) u2k) 

ulk u2k 

Notice that as u1k ~ 0 or u2k ~ 0 this expression is !lQ! singular. 

The extra color (actor associated with the son gluon is: 

L Tr( TaTbT~b 
a,b 

L Tr( T
8 T8

) 

a 

2CF - CA 

2 
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(3.29) 

(3.30) 

There is also a factor of 2 from the hermitean conjugate graph. Including all these factors, 

and rearranging the phase space, I find: 

d2o as 
ooCF 2n T(xl' ,x2 ') [.JL)1 1 

4n}J2 r<l+1) 
as (2C - c ) 
- (-1)><2><--F- A 
2n " dxl'dx2' 

J 

n-4 
2 dx' x'n-5 du (u(l-u))T dn ' ulk(l-u2k) + u2k(l-u1k)- ul2 

k 2 ulk u2k 

{3. 31) 
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where the dropped term are nonsingular. 

Furthermore since: 

v 
q AvS(q) a O(q2) 

v 
t AvS(q) "' 0 (3.1B) 

I can rewrite M' as: 

A lJ A v 1 uv ) AvB(q) 
M' .. AClJJ(q) [-2x(l-x) kt kt + 2 A (qo) x(1-x)u (3.19) 

where 11o = Eq(l' q~qll as defined above. To do the azimuthal averaging contained in PS I 

use: 

r d] • k ].J k .. v 
J • k t t -

Jd:ikn-2 k 1J k v 
t t 

fdnkn-2 

lluv(qo) 

~ 

a By ay A 
6 

(qo) A (q) • -A (qo) + 0( ux(l-x) ) 

The result is: 

PS x M' • JPs H I Aa (q) A].Jv"(qo) A S(q) 1 (1- 4x(l-x)) 
J j 1J v 2x(1-x)u n-2 

Jps HAaS( ) I (l-4x(l-x)/(n-2)) + i 1 "' J Qo j 2x(l-x)u non-s ngu ar 

( 3. 20) 

(3.21) 
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where H is defined in Eq. 3.6. But again the first two terms in 3.21 are precisely those needed 

for the lowest order 3-jet calculatio.n, and so, making the same approximation as above for the 

rest of the matrix element,) find again factorization: 

d2o 
a . d 

0 oCF 
2
! T(x 1 ',x2 ') [L)2 __ 1 

411].J2 ro-+ f > 211 

a 
__! 

dx1'dx2' 

J Ij 
TR ( 

x(l-x)u ~ (1- 4x~:;x))) (3.22) 

where I have included the coupling constant and color factor CT R = Nnavor/2). In this result 

the square bracket is again proportional to the AP kernel, but here there are no soft 

divergences. 

The final ladder diagram is G-+ GG (see Fig. 3.3c for notation) and one finds: 

au( ) vS 
•1' = ~ (MESS) ~ 

q2 l.JV q2 
(3.23) 

The only important terms in MESS are proportional to gP.v and kPkv as shown above. The 

extraction of these terms is messy but straightforward, and, proceeding as in the G -+ QQ' case 

I find: 

d2o 
dx1'dx2' 

a d 
• ooCF 2: T(XJ' ,x2 ') f~)2 __ 1_ as 

l4 11u2 T(H~) 211 2 

I CA 1 ( 1 u ) I - ---- 2+x(1-x)- --j 2 x(l-x)u x(l-x) x(l-x) 
(3.24) 
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where x' = Ek!Ebeam· In this case there are two non trivial angular integrations to be done as 

opposed to only one in the ladder ca~es. 

The other Ivy diagrams (Figures 3.3e and 3.2), i.e. a soft gluon connecting a quark and 

gluon or an antiquark and gluon, give the same results as above except for color and sign 

factors. In both cases the results are obtained by replacing (·.1) X 2 X (2CF- C A)/2 = -(2CF-

C A)by • C A· Also, of course, the subscripts 1 and 2 in the _integrand are changed appropriately. 

This completes the calculation of the singular matrix element. My results agree (after 

some manipulations) with those ofERT, but not with those ofFKSS. The disagreement with 

FKSS is, however, only in the O(n- 4) terms. FKSS do not find a form in which, apart from 

the poles, there is an overall factor of then-dimensional 3-jet cross section T(x1, x2). In my 

analysis, however, this is a very general feature of the results. For this reason, and because of 

my agreement with ERT, I think it most likely that FKSS are in error. It should be noted, 

furthermore, that FKSS did the calculation in Feynman gauge in which the origin of the 

collinear singularities is not simple as in a physical gauge. 

I now proceed to the integrations. I organize the integrals into 4 standard types. To do 

this I note that the integration is symmetric under x -+ I • x so that I can replace x by (x + (I · 

x)) /2 = 1/2, and l/x(1 • x) = 1/x + 1/1-x by '}Jx. This leaves me with the standard forms (li is 

defined in 3.15): 

J ·JI 1 l 1 1 x(1-x)u x 

K1"' f I __ 1 1 ·- . 

L "' f I l 1 1 u 
(3.32) 
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I can also combine the soft-singular.only terms in Eqs. 3.14 and 3.24 (Q-+ QG, G-+ GGl with 

the Ivy contributions (changing variable x = x'xJ and noting that 0-x)d.J gives !!Q 

contribution to softly divergent integrals) such that I ha,·e a final standard form: 

d ( ) 
- u (1-u. )+u (1-u )-u .. 

I .. "' I2 dx' x'n-5 du (u(l-u))2 dl\' ik J\ jk ik 1J + 1 
1J uik ujk 

d 
uik + ujk- uij f n-5 2 = 2 dx' x' du (u(l-u)) dnk' 

2 uik ujk 

This form has the property that as uij-+ 1 (i.e. 2 back to back jets), lij-+ 0. 

Collecting the abo\·e results I find: 

d2
0
sing 

dx 1 'dx2 ' 

(). 
s 

o0CF y,;- T(x 1 ' .x2 ') [£)1 
4~~" 

;(1+.!!) 
2 d' ' ---=- ( 1 +....:. .:.: 

r(l+ d > 4 6 

( 
d-6 d-6 

CF ( 2J1 +4 K1 + 2J2 +4 K2- ~Il2 ) 

+ NC ( 2J3-2K3+L3-Il3-I23+112) 

+ TR ( K3- 2!d L3 ) ) 

::. 
s 

2'n 

( 3. 33) 

(3.34) 

where I have changed the r factors to conform with the prefartor in ERT's nnd 1-'KSS's loop 

calculation results to which 13.3-tl must be added. 

The integration region for the J, K and L integrals is 



!(1,11) + l(c
1

,1) - I(c
1

,11) 

I(a,b)= I 
0 

a b 
dx I du 

0 

11 .. 1- cos 26 
2 

. Using the following expansion of the incomplete !3-function: 

£ 
t i,. xi 

a Q-1 Q aQ I du u (1-u) c- ( 1- Q2 Li2 (a) + O(Q 3) ) 
0 Q 

where 

a 
Li2(a) .. -f dx £n(1-x) 

0 

is the dilogarithm,47 I find: 

· 2 2 5n 2 
J "'-+- in x -in 11 inc + in2 x ---

i d2 d i i i 12 
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(3.35) 

( 3. 36) 

(3.3i) 

ForK and L only 1(1, q) gives singular terms (l(ci, 1) -I<c;,rtl gives terms of the form ctn 

q) and I find 

K • 1 + in 11 + 2in x -4 
i d i 

1 1 1 s 
Li • 3d +6 inn+3 inxi-9 (3.38) 

These integrals agree with the similar ones done by FKSS. 

The integrals r,i need only be integrated O\er the soft region, i.e. 

~ 

1
12 

d d-1 
t d-1 1 2 1 -2-

2 I dx' x' I du (u(1-u)) J du. (u~(1-u )) 
0 0 0 "' ' ¢ 

1 

1 H. 
{I du~ (u~(1-u~)) 2 

} 
0 

u1k + u2k - u12 
2 u1k u2k 
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( 3. 39) 
I 

where u41 = 1 + cos(cf>)/2, and note that the limit.on x' is c. If I choose to expand k about jet I, 

then the integrand becomes 

u - u12 1 u - u12 .,....--= + - = .,.......~ ___ .,.....,.;;:..:....-~ 
2 u u

2
k 2u 2u (A+B)(1-zu¢) 

1 

+ 2u 
(3.40) 

where A= I- clkc12, B = s1ks12, and z = 28/(A+Bl with 0 s z s I. t:sing the formulae in 

Lebedev48 I find 

1 1 1 d 1 
<I d-1 I du ( _.:_ duA (u (1 ~ 0 ~ u~(1-uA)) 2 

0 ~ ~ -u~)) } ~ 
1 

(A+BY{l-zu~) 

) -l+d (1 + 1(1-z) _1_ F( - , d ; 1 +-
2 

• Y ) 
)
-2 d d 

., (1-y [ 2 (A+B) 2 · (3.41) 

where y = ((1-V{l-z))/(1 + V0-zl))2. F.xpanding this to O!dl nnd notinj:: that (nfter !'orne 

algebra): 



2 lu- u12 ! 
1- y .. u + u - 2 u u12 + I u- ul21 12 

f 

-2 
(1-y) -1 1 + 1~1-z)) 1 --=1'"---_ 

(A+B) c I(A2- B2) 

I find 

1 
2ju--u-;1 

d 
E: d 1 2 1 ( u- u12 ) 

112 = d l du(u(1-u)) ~1+1u-u12 1 (1+din(l-y)) 

Fairly straightforward integration finally gives: 

1
12 

2 .tnu12 - 2 ~nc tnu12+ 112' 

1 11 2 
Il21 • Li2(ul2)- 2 I.J;t2u12- 6 + l.nu12 l.n(1-u12) 
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(3 .42) 

(3.43) 

(3.44) 

FKSS, however, obtain an answer that differs by not having the last term in 112•. This 

c:an be traced to their exclusion of the [u+{l-u+))1d·1112 term i.e. they have not done the 4» 

integral inn dimensions as is necessary for consistency. (This can be seen explicitly in their 

Eq. D.l). Thus I believe that FKSSare in error. 

Combining all these standard integrals I obtain my final answer for the logarithms and 

constants in the ~energies" case: 

d2osing. 

dl'J 'dx: 1 

as [ d d 
ooCF 211 T(xJ I ,x2 I) { _Q_12 r(l +2) 

4n1J2 r(l+d) 

[ 
:it 
d2 ( 2CF + NC ) + 

a 
s 

2ii 

1 ( 11 ul3u23 4) d CF(4inxlx2-6+4!nu12) + NC(4inx 3 -3+2in(~)) + TR3 

+ CF (-2 inn ( int 1 +.tnc 2 +1.5) + 4 in£ !nu12 + 

2 411 2 
) 2in x 1 +2tn2x2 -3inxlx2-)+ 13-2112

1 

11 u13u23 
+ Nc (-2 inn ( inc 3 + 12 ) + 2 in£ !n (~) + 

11 4-n2 67 I I '+I I) 
2 tn2 x3 -3 tn x3 -6+9- I13 - 23 12 
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( 2 4 23 ) + T - l.n n + - .tn x • - -
R 3 3 " 9 ) (3.45) 

(The explicit differences with FKSS (see their Eqs. 4.2-4.5) are as follows. 

1. In l'ij they do not have the term tn ui/n(l-uii). 

2. In (3.25) they ha\·e terms CF (4Bv + 285
) + 4 ~c<Bg- 1116 8 5 ) + 4/3 T RBS which I 

claim should be c •. 4 nn v + 4/3 n T RBV 

II think their lack of n's is a typographical error II. 
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The singular cross section (3.45) should be added to the 1-loop result of ERT or FKSS. 

Using u12 = {1-x3)/x1x2 etc. I find that the poles cancel as they should. I can then take the 

limit d-+ 0 so that the factor in curly brackets becomes 1, and T(x 1', x2 ') reverts to then= 4 

form given in Eq. 2.2. 

Apart from terms involving tn xi this result is proportional to the lowest order angular 

distribution. But these tn X; terms !!Q..change the angular distribution. Associated with the 

logarithms oft and 6 there are two such effects: 

(a) The tn £; tn I}= tn clx; tn I} terms, which come from the ladder diagrams and 

which correspond to the fact that t; is the maximum fractional energy loss from 

the ithjet. Put another way these ladder diagrams only involve the scale Eq, the 

jet energy, and not E beam. 

(b) The tnt tn uij terms, which came from the Ivy diagrams. These occur because the 

soft gluon "remembers" the direction of the jets it couples to. 

There are also tn X; terms in the constants (i.e. terms independent oft and 5L The 

combination: 

0. ( s 11 4 
2-r. - J CA + J TR) Rn x3 (3.46) 

is of the form expected if the correct scale of the lowest order coupling constant is Qx
3

, rather 

than Q. Th1s is reasonable since this coupling constant comes with the gluon 

bremmstrahlung and the gluon energy fraction is x3. I return to this point in Section 5. 

It is worthwhile considering the corresponding result in the lY <>jet (original SW) case. 

There, too, there are ladder and Ivy diagrams and the soft-only divergencies combine to give 

112'. But for two jets 112 "' U-u12) = 0, so that there are no terms involving tnt alone. This 

conics from a cancellation ci(Joddcrand Ivy tnt contributions and not from an absence of h·y 

contributions- this was somewhat misstated in SS. Furthermore the ladder contributions 

involve tn £ since x1 = x2 = 1. I have chccked that one oht.1ins the correct SW result if one 

... 
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uses the above results for the Q ladders·. I have also checked my result for gluon ladders with 

the calculations of Einhorn and Weeks49 and Shizuya and Tye.50 My results also satisfy all 

the tests used by FKSS to check their results. 

My calculation gives all the logarithms oft and 6 but only some of the constant terms; 

it also gives some of the O(t, 5) terms which I have not displayed. The remaining constant 

terms come from the 1 loop diagrams calculated by ERT and FKSS (their results agree) and 

these terms are not in general proportional to the lowest order cross section. In fact they 

difTer by more than logarithmic factors, although, it turns out that this is not a very large 

effect. 

It is worthwhile noting that the above method could be easily generalized to any 

number of jets and to other processes. Such a generalization was actually done by Smilga and 

Vysostsky ,51 who considered only the logarithmic terms. 

Finally I explain how these results are changed if I use the angles definition of the SW 

cross section. The important difference, as noted above, is that all the angular integrals are 

now with respect to the direction of the momentum sum of the jet rather than the last integral 

being over the angle between the two partons comprising the jet. Furthermore the limit on 

this angular integral is changed to 11' = (1 -cos 6)/2 rather than 11 = (1 -cos 25)/2. The fact 

that the angles between the jets are held fixed rather than the energies is irrelevant for the 

singular integrations. Thus I must use the form of the phase space involving u', Eq. 3.6, 

make the replacement u--. u'/(1-x)2 (1 + O(u'x)) in the integrand, and change the upper limit 

of the angular integral. The total effect is to make the replacement: 

_! 
2 

I 
0 

1+d n 
dx (x(l-x)) I du • 

0 

1 

2 1+d 1 1+d' r.' I dx x (1-x) +I dx x(1-x) J I 
0 . 1 0 

2 

du 

( 3. 4 7) 
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in the collinear integrals, the soft integrals being unaffected. The x integral has to be broken 

up as shown because u' is only the larger of the two partons' angles to the jet direction for x < 

1/2. Thus only J, K, and L are effected and I find: 

'112 
Ji ... J:i. + 6 

K
1 

-+ K
1 

+ 2 ( 1 - .tn 2 } 

1 13 
Li -+ Li + J ( 12 - .tn 2 } (3.48} 

Recalling that K; and L; were the integrals producing tn 5 terms, these changes can be 

understood as an increase in the "effective" 5 when not in the soft region, which is precisely 

the effect of the "angles" definition. It is notable that J is changed by a n2 term since n2 terms 

have been the subject of much speculation concerning their exponentiation or otherwise (e.g. 

the infamous K factor in Dreii-Yan theory and experiment). I return to this point latH. 

Finally I should emphasize that, although the form of the result is the same, apart from the 

changes indicated in J, K and L, in the angles case, the numerical value of the result is 

substantially different because I} is replaced by q' i.e. tn 25 by tn 5. 
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4. NUMERICAL EVALUATION OF NON·SINGULAR PARTS 

The complete 0(a
5

) corrected jet angular distribution is 

do3(c ,cS} • lim
4 

(do3n( 1 loop } +IPs I cS(kinematic constraints} 
n-+ n n 

e(c,cS constraints)) (4.1) 

in a schematic notation, with I:n the matrix element squared evaluated inn dimensions. The 

kinematic constraints enforce overall momentum conservation and the precise definitions of 

the energies or angles cross sections. 

There are only 5 independent Lorentz scalars on which I:n depends, two of these being 

the jet variables, the remaining 3 requiring integration. Doing all the other integrations 

leads to: 

do3(c,cS) ~ ~!~ (do3n(l loop) +I dx Idu Id~ 
c,cS constraints 

(JAC) n In ) 

!!: (do3n(l loop} + I dx Idu Id~ 
c,cS constraints 

(JAC} ' I ' n n 

+ ]dx Idu ]d4> 
c,cS constraints 

(CJAC) I - (JAC} ' I ' )) n n n n (4 .2) 

where in tht second form I have extracted the singular approximations to the matrix element 

squared and the jacobian. The first term is that discussed in detail in Section 3 and the second 

is finite as n- 4. Thus I must evaluate: 
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N = Jdx /du fd~ ((JAC)n=4 Ln.4 - (JAC)n=4 ' Ln=4 ') 
£.,6 constraints 

(4. 3) 

and, because of the length ofl: and the ugliness of JAC,I did so numerically. It is possible to 

choose the variables x, u, 9 such that the limits are the same for both terms in the integrand, 

and I made such a choice to simplify the calculation. I used the result ofERT for l:n= 4 which 

has been checked with the result of Ali eta!. 52 

Although this method of evaluation leads to a straightforward numerical problem it 

does involve analytic calculation of the jacobian, which is nontrivial in the angles case. It 

may be possible to devise a method involving binning in x1' and x2' as opposed to taking 

account of fixed xi' or ei• analytically, which evades the calculation of the jacobian, but I did 

not find such a method. Furthermore a binning method was used by ERT in a related 

calculation and they found large numerical fluctuations. 

I did the numerical e,·aluation of~ (4.3) in the energies and angles cases completely 

separately. I did the energies case first and the results were reported in I. The angles case 

was done more recently and incorporated various improvements. As explained in Section II 

one of my reasons for repeating the calculation was as a check, there being significant overlap 

between the two cases. In fact I did find errors in the energies computation as discussed 

above. 

As becomes obvious below there are few checks on my results that I can perform, except 

for repeated rederivation of ugly jacobians and repeated rechecking of the transcriptions of 

long expressions. I can, fortunately, check the singular terms, but as I am claiming that the 

nonsingular term are important the lack of a significant check of these is unfortunate. 

Consequently I have taken extreme care and multiply checked every formulae and 

derivation. I drew inspriation in this tu~k from Charles Delaunay who between 18-'7 and 

1867 calculated ulgebraicully the moon's orbit in gravitational perturbation tht'ory, a 

.. 
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calculation not checked for 100 years until the advent of computer algebra. Only 3 minor 

errors were found and the calculation is now used to test computer algebra systems!53 

I now describe some aspects of the evaluation of::..; (4.3). Configurations of 4 particles 

satisfying the c, 8 criteria are either "cone-like" or "sort". These two types are shown in Figs. 

. 4.la and b.which establish the notation that I shall use. In each case there are 3! = 6 ways of 

assigning the three jets to the energies or angles which have been chosen (and are held fixed). 

Next, the partons IQQGG or QQQQl have to be assigned to the particles. There are 4! = 24 

ways of doing this but some of these permutations have already been taken into account. 

(This is in fact ony true of the integration and not of the integrand since the jet assignment 

permutations correspond to parton assignment permutations together with a change in the 

azimuthal angle ell-+ 11 • cl»l. In the cone-like cases the permutation of the particles not in the 

cone 12 and 4) have already been accounted for. This leaves 12 permutatons ·the number of 

ordered pairs of partons. This ordering is necessary in the angles case if one wants simple 

limits for the integrals (just as in the analytical calculation described in Section 3l, and I 

chose to use it in the energies case also. In the soft cases only 4 of the 24 permutations remain 

·the choice of which parton is soft. Thus in total there are 6 X 12 cone integrations and 6 X 4 

sort integrations to be done for each value of the energies or angles. 

The 4-parton cross secton in 4 dimensions can be written, if the beam direction is 

averaged over, 

where 

1 1 1 \1 
do • -- oo -- PS" H s 

. /PS2 CA 4Q2 \1 

1 4na 2 

oo•-~ 
Q2 3 

CA I e 2 
1 qi 

(4.4) 

(4 .5) 
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is the Born cross section, Sis the statistical factor, and H/ is the contracted hadronic tensor, 

which has been calculated by ERT and Ali eta!. 52 HI extract the g4 from H/, and integrate 

out all but the variables on which E depends I find: 

XJ 

do • o 0 CF Q2 S G:t dx2 dx 4 

:r n ~ d~ 
I dx3 I du13 I -;-
o 0 0 

X} X3 
Hu 

u 
16CACF 

X 

l((xl +x3)2- 4xlx3u13) 

X 

(4.6) 

where the expression in square brackets is given by ERT as Eqs. 8.3 - 8.7. Here c1> is the 

azimuthal angle with respect to the jet, i.e. p 1 + p3, direction, and its range is taken (using 

the c1>-+ - c1> symmetry if H ~) to be 0- n. This is the expression applicable to the energies cone· 
~ . 

like case. The integration to be done is that in curly brackets and comparison with Eq. 3.7 

shows that the jacobian is very simple in this case. For the energies soft case the only 

differences are that 

XJ 
:f n 

dx2 dx 4 I dx3 I du13 ~ 0 0 

t ( 1 n n ) x3 2 
dx;.1' dx 4 

1 I dx3 I du13 - I du34 - I du23 U-;r) 
o n o o 

(4. 7) 

where I have used x
2

' = xz'{l·xi2l, etc. which defines the "energy" variables, and the 

subtracted u integrals remove the cone-like regions where partons 3 and ~ or 3 and 2 are 

~ 
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nearly collinear. Of course thoughout these integrations the dependent variables are set 

consistent with the kinematic constraints, which is in this case fairly trivial. 

In the angles case the kinematics arc. less trivial. I find, using the notation shown in 

Fig.4.1a: 

do 
fa )2 

n' x3° 
o0cF Q

2 s t2: d02 d0" b du b 
'II 

dx 3 I d4-
0 ~ 

Hu x3(x3c+x1c') 

x1c' 

z1x2x4 c' 

2 ( c' + (l-c')(1-zl/2)) [ 1 &. ,.. lJ c ] 
A F 

where: 

c=cosC!2 s = sin 832 u=(1-c)/2 

c'=cos 812 
Zl 

X3° • 2 ( 1-u(2-zl)) s' • sin 012" s x3/x1 

z/ 2.! 
(2-z [ x3 2 (x3z1s) )2 x3 ) 
l-z-" (1- 2x3°) + 16(1-zl) + 2x3° - 1 xl • 2(1-zl) 

(2-xl-X3) 

xi • (2- z1) 2 1 i- 2,4 

(4.8) 

(4.9) 

The upper limit or x3 depends on· u. To make the range of variables as in the analytic 

calculation I used the variable t = xi2x3 ° which ranges from 0 to 1/2. 

The soft case is even worse- one has to solve a quartic equation rather then a quadratic. 

I find (see Fig. 4.1 b for notation): 



(

Cl ) 2 ( 1 '11 

dv = oo CF Q2 5 2
5 

d02' d0~' f dx3 f du f ~ x 
'11 0 0 13 o '11 

1-u2 1 Hll 
X 

2u1 

!! 

[ (1-•z)(l-•z'><• v>'] 
r 16 c c 1 

1 + ~ 
A F 

(1- u2 +Yc4>s 2/2)
3 

where: 

ui' = (1- cos 0i' ) /2 ui" (1- cos 0i ) /2 i =1,2,4 

u:'/u: u~'/u 4 = u1'/u1 

X3S13 

Y=20-x:;u13) 

x • X3B13(stc'-cts') 

2 s2 s' 

s' = 
4/((u2 '-u2)u1u4) 

s2s4 

X3Sj3S¢ 
X~ • s~ S 1 

x1 • -x3c13- x2c2- x 4c4 

and u2' is obtained from u2 by solving: 

/((1-u2)(u2'-u2))+Y((c¢!'{u2(u2'-u2))- s/(u2(1-u2'>)) • 0 

- -- -·----
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(4.10) 

(4.11) 

(4.12) 

the quartic equation referred to above. Here c1> is the azimuthal angle of 3 with re~pect to the 

1, 2 plane, cf>'Cc' =cos cf>'l is the azimuthal angle of 4 with re~pcct to the 1, 2 plane, the 9
1
' are 

.. 
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projected angles as explained in section 2 (E9i' = 2n), and the zi are the energies of the jets for 

the given 9;' in the three jet limit (x3 -+ 0). 

The slashed integration symbols represent the fact that the integrals exclude the 

regions where particle 3 can form a jet with one of I, 2 and 4. I do not need to calculate the 

limits analytically because, as will be explained below,l use Monte-Carlo integration.2 

In both cone-like and soft configurations the jacobians reduce to the correct from in the 

3jet limit, namely the expressions 3.7 and 3.6 used to do the singular integrals, except for an 

overall factor z1z2zi2- This factor is the jacobian to transform from energies to angles in the 

three jet limit. 

As discussed in Section 2 there are problems with the jet definitions for large t and 8. 

For large c the least energetic jet may have energy less then cEbeam• and for large 6 there may 

be an ambiguity in assigning partons to jets. In the angles case for each 91 and 92 I only 

consider values oft and 6 for which these problems do not arise. In fact I build the limits into 

the program to provide a check on the kinematics used. In the energies case I respect the limit 

on c but not that or 6, and for large 6 I associate always the two partons closest in angle as 

described in Section 2. 

To calculate !" (4.3) I have to subtract the singular part of the integrand calculated in 

Section 3. To simplify this subtraction I make two changes. 

(i) I choose a slightly different form for the singular part of the matrix element from 

that calculated in Section 3, the difference, however, being nonsingular. I then 

integrate this analytically over all the regions, two partons collinear and each parton 

soft, not only over the regions which give logarithms and constants. Thus I obtain 

some O(t, 6) terms. I do this separately for both the energies and angles cases, but it 

turns out that the only differences are the change from '1 to q' and the changes to the 

-C:O"~stants-give~-in Eq. 3.48. The advantage of this compll'te intl'gration is that I can 

subtract the entire singular integrand in all cases where subtraction is necessary. 

.. 
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(ii) I permuted the parton labels in the exact and approximate integrands so that the 

only singularities are associated with two of the partons. This allows a simplification 

logistics of the programs since I only need to subtract when either or both of these 

partons are in a cone or when either was soft. 

I then subtract the singular matrix element squared in the appropriate cases using the 

same approximate jacobians and kinematics that I used in the analytic calculation. The 

resulting subtracted integrand has 1/Vu singularities as u- 0, but no singularities as 

x- 0. To deal with these integrable singularities I change variables from u toy with 

u = e AU-lly> with A = 1 or 2- a "Hinchliffe transform".54 I also set the integrand to zero 

somewhat before the point at which the cancellation of divergent terms become numerically 

unstable. I stress that I cancel the integrands point by point to avoid numerical fluctuations. 

In the energies case I do the integration using a mixture of trapezoidal integration and 

Simpson's rule. 'In the angles case I use a simple Monte-Carlo method for all three integrals 

(i.e. x, u and $) except for a 4> +-+ n - 4> symmetrization to remove cos 4> terms. The 

disadvantages of Monte-Carlo integration as compared to the standard methods are its slower 

convergence,larger errors, and "metastable" false answers. The great advantage,howe\'er, is 

the possibility of doing many integrals simultaneously. In this case I can obtain the 

corrections for many values of c and S and fixed 9i in one integration. The standard methods, 

especially if one uses Hinchliffe transforms, are much less amenable to such a procedure. 

Given the computer time taken to do the integrations, this is an important advantage. 

Furthermore in the angles case, as discussed above, the Monte-Carlo method allows the limits 

in the soft integrals to be calculated numerically rather than analytically. 

In the energies case I find that 53 points give - 5% accuracy, which I consider 

adequate. Thus for each value of c, S, x1' and x2' I use - 50, 000 points. In total I do the 

integration for 18 values oft and li for each of which I used atleast30 pairs of x1', x2 ' values. 

In the ;\fonte-Carlo integration I require the error in each cone or soft integration to 

correspond to a contribution to F2 of less than 0.02 or that the number of points not exceed 

,. 
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20,000. Because I brake the integration up into so many pieces in effect I create an adaptive 

Monte-Carlo routine! I calculate the error by breaking up the points into groups of 30 and 

calculating the standard deviation for the answers so obtained. I combine all the errors in 

quadrature to give a final error estimate and find that with 150,000- 200,000 points I can 

obtain results for- 50 different c, !I pairs with an error in F 2 ranging up to -1. This is small 

since it multiplies aa'2n which is 0.025 - 0.04. In the Monte Carlo case I check for 

"metastable states" by using different numbers of points and by different boxing in c and !1. 

As discussed at the beginning of this section there are few checks I can perform. The 

cancellation ofsingularities between exact and approximate integrands is the only significant 

check I perform in the energies case. In the angles case, however,! include a new feature that 

allows me to broaden one or more of the cones (e.g. that of the jet opposite the largest angle). 

To do this I keep the subtractions as if the jet is not broadened, but do the integration of the 

exact integrand over the larger region. There are two reasons for doing this. Firstly, it allows 

me to study perturbative jet broadening jet by jet - possibly useful at very high energies. 

Secondly, and more importantly, if I broaden all three jets equally I should obtain the same 

total result as with no broadening but with appropriately larger !1. However, the split 

between analytical and numerical evaluation will be different in the two cases and if the 

results agree it checks both my analytic and numerical integration. For large enough !I this 

check tests the integration of both singular and nonsingular parts. In fact, broadening all jets 

by a factor of 2 or 3 gives the same answers as with an appropriately larger !I, within the 

errors. 

Finally, having obtained the numerical answer I combine it with the analytic results 

(logarithms, constants and O(t, !i) parts) summed over the six permutations of assigning 

partons to jets. The errors I have described above occured in transcribing the ;analytic 

formulae on to the computer code. 
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5. RESULTS 

r break up the presentation and discussion of my results into three sections. I firstly 

discuss the size and nature of the corrections to the 3-jet cross section without considering the 

effects of hadronization or possible perturbative improvements of the results - I call this the 

straightforward analysis. Secondly, I discuss the effects of hadronization on the perturbative 

results. Thirdly, I use the recent proof of Mukti and Sterman22 that all the logarithms oft 

and li can be resummed to "improve" the perturbative results. 

In presenting these results I use Nr = 5. The dependence on Nr comes from quark 

"bubbles" in the gluon jet (real and virtual) and thus the appropriate Nr to use is determined 

by the energy of the gluonjet. At PEP/PETRA energies Nf = 4 should probably be used. At 

Z-factories Nf = 5 (or 6?) is appropriate. However, the Nf terms contribute only a small 

percentage to the final result so using Nf = 5 thoughout involves only a small error, an error 

that effects none of the conclusions. 

(a) Straightforward Analysis 

Figures 5.1 and 5.2 show the "allowed regions" of the t and 6 plane for the energies and 

angles cases respectively. These allowed regions are defined by the requirement that the 

correction (F2) have an absolute value less than 10(15) for all values of x,· s .85 (or the 

equivalent e,). This corresponds to a 33% correction for a
8 
= .21(.14). The figure for the 

energies case shows the limit discussed in Section 2 on c and li required for the consistency of 

the 3-jet definition. That for the angles case shows the consistency limit following from the 

requirements that the third jet have more energy than t Ebeam• and also shows the "limit" 

which follows from the requirement that there be rio ambiguity in the assignments of partons 

to jets. As discussed in Section 2 I do not calculate results beyond this "overlap" limit in the 

angle case. I shall refer to all these limits as "kinematic limits". 

Ifl consider the enlarged 3-jet region";' s .9 then the allowed region oft and 5 is much 

reduced, in fact disappearing in the angles case. This is because of the more stringent 
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kinematic limits and because of the increased range of x,· for which the corrections must be 

small. Thus I only consider the region x;' s .85 for the remainder of this subsection. 

As discussed in Section 2 it is reasonable to require that the corrections for both the 

energies and angles cases be small in order that the lowest order result be applicable. The 

allowed region of c and li is, as the figures show, rather small because of the small allowed 

regions in the angles case. Had I extended the angles calculation into the overlap region then 

no doubt the size of the angles allowed region would be increased. However, most of the 

increase would be outside the allowed region for the energies case, so that the overall 

perturbative situation would improve little. It can be improved, as we see below, by 

resummation and so I do not dwell on these straightforward results. For the remainder of this 

subsection I comment on various interesting features of the results which survive the 

improvement. 

The first such feature is the rapid variation of the correction with c and 8, which is 

shown by the proximity of the IF 21 < 10 and IF 21 < 15 contours. The correction becomes large 

and negative for small t and 1i because of the leading double logarithmic term. For large t and 

li the correction becomes large and positive. This is probably related to the large corrections 

to thrust-like distributions found by ERT and VGO. This effect occurs in both energies and 

angles cases - it cannot be seen from Fig. 5.2 for the angles case but for configurations with 

approximately equal e, the kinematical constraints on·~ and li are much weaker and this 

effect can be seen. 

In Tables 5.1 and 5.2 I show a breakdown of the contributions to F 2 for a number of a:: 

and li values and for x,• = .85, .85, .3 (point 1), x,• = .85, .6, .55 (point II), and x,• = .7, .7, .6 

(point III). Points-I, II and III are at the corners of the triangular x;' s .85 region. The 

variation ofF 2 between these points is monotonic. The angles points are on an a::,li grid, while 

--the-energy- points ila;e-been cho~~n- to lie -~s- close to the grid as po~sible. The 0<~. -5) parts of 

the breakdown are the sum of the analytical and numerical O!t,li) contributions. 

'· 



~ 

53 

The domination of the logarithms for small t and 8 is clear in both cases. The 

logarithms are more negative in the angles case because the limit on the angular integral is I) 

rather than 21>. This behavior is somewhat compensated for by the larger constants but the 

total angles result is necessarily smaller as the phase space is smaller. Thus the angles 

allowed region is pushed to larger c and 1>. 

For the larger values of c and I) the O(c, I)) parts form a substantial fraction of the total 

answer, being themselves as large as a 30% correction to the lowest order with a
8 

- .2. They 

play an important part in determining the allowed region. This result should be compared to 

the 2-jet cross section where the O(c, I)) terms become a 25% correction to the logarithms and 

constants only for very large c and 8, c ~ .4 and I) ~ 30°. 

It is interesting to look at the variation of the correction with the xi' at fixed c and 8. 

For both energies and angles cross sections the pattern is the same: the constants are nearly 

independent of the xi'• while the O(c, I)) parts increase from point I through point II to point 

Ill. The largest effects, however, come from the logarithmic terms, with the corrections 

increasing from Ill through II to I. This latter pattern remains in the total correction. Since 

the lowest order cross section increases from Ill to II to I, this correction enhances the lowest 

order shape. The effect is true for the entire c,l> plane and although the size of the correction 

varies rapidly with c and 8 the shape of the corrected distribution varies much more slowly. 

This is illustrated for the energies case in Figs. 5.3 and 5.4. Figure 5.3 shows the corrected x
1

' 

distribution (i.e. ~· has been integrated over) at Z-factory energies <EcM = 90 GeV) for 

various c, 8 values that fall within the allowed region with IF 21 < 16. (16 rather then 15 was 

chosen for convenience given the limited number of c, 8 values available - the maximum 

correction was 41%). I take the scale of the a
8 

multiplying the correction to be the beam 

energy, whereas that for the a. multiplying the lowest order is, according to Eq. 2.4, EcM· I 

use the form a
5
(Q) = 6n/((J1CA- 4 TR) tn Q/Al with A = .24 GeV which gives a

5
(30, 45, 90 

GeV) = .170, .157, .138 respectively. The lowest order curve is also shown for comparison. 

Figure 5.4 shows the difference is shape between the normalized lowest order and normalized 

:.~ 
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corrected distributions, the normalization being to an average value of 1 in the range 2/3 s 

X/ s .85. Figure 5.4a shows the quotient and Fig. 5.4b shows the difference. Both are shown 

because the quotient displays the possible percentage differences while the difference shows 

the differences in terms of numbers of events. Also shown in these figures is the lowest order 

result with the scale of a
8 

charged from EcM to EcMx3, in order to give an idea of the type of 

term in the correction (see Equation 3.4b) that gives rise to the effects shown. The corrected 

curves have a systematically different shape from the lowest order throughout the allowed 

region. 

Finally I compare my results with those quoted by FKSS. FKSS show x1' distributions 

only for c = 0.1, 8 = 15° and c = 0.2, b = 22.5°. (Notice that in their paper they define I) to be 

twice what I use.) For the first point they find large negative corrections (- -25 ai2n) while 

the second has corrections ranging from -5 as'2n for xi' "" 213 to zero for xi' == .85. For both of 

these points the correction becomes more positive as xi' increases in agreement with my 

results, an agreement that is to be expected because this effect is dominated by the logarithms 

on which we agree. I cannot compare the absolute magnitudes for the first point since I have 

not calculated the correction for these values of c and 1>, but it is clear from Table 5.1 that we 

roughly agree. I do have results for c = 0.2, I) = 21°, very close to their second point, and I 

find corrections varying from zero at x/ .., 213 to 5 as'2n at x1' - .85. Thus, for this point my 

results are larger than those of FKSS by "" 5a
8
/2n for all x1'. Half of this difference is 

explained by the error in the n-dimensional azimuthal integration made by FKSS. The 

remaining difference is presumably accounted for by the difference in the n-dimensional 

matrix elements discussed above and/or by a numerical error made by one or both of us. 

However, this remaining discrepancy is sufficiently small so as not to effect the following 

discussion and conclusions. 

(b) Hadronization 

As explained in Sections 1 and 2 •. in order to convert the perturbative results into 

experimental numbers it is essential to take hadronization into. account at present)~· available 
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energies and even at Z-factory energies. To do this I made a simple model which included 

both the perturbative and non-perturbative broadening. I have given a brief discussion of the 

problem ofhadronization in Section 2, but I shall be more thorough here. 

In order to measure the 3-jet angular distribution one must use an experimental 

criterion to select events containing three jets, because, for example, one must specify when a 

broad jet becomes two jets. A number of different criteria have been used experimentally, 

ranging from simple extensions of thrust 55 - to complex cluster algorithms. 28•29 Some of the 

criteria have been quite similar to the SW criterion.56 Non-perturbative jet broadening, 

however, obscures the connection between the experimental criterion and the perturbative 

cross section in two ways. Firstly, the experimental criterion rather than corresponding to a 

perturbative jet cross section with particular values of c and 8, will correspond to a weighted 

average ofperturbative cross sections with various t and 8. It is this weighting function that I 

have estimated. Secondly, the energies and relative angles of th.e jets will change from their 

perturbative values, an effect that is particularly sensitive to experimentally undetected 

particles. This effect is more important if one uses the x;' rather than the 9;. I return to this 

"smearing" problem after describing the hadronization model and the results obtained with 

it. 

In order to estimate the weighting function I have to model the hadronization of jets 

already perturbatively broadened. Such a model is different from standard Monte-Carlo 

models which hadronize partons rather than jets, although there is some overlap between 

these approaches because the standard Monte-Carlos do introduce a cut off on the nearly 

collinear or soft 3 parton events, as discussed above, which is similar to a 2 jet SW criterion. 

But this is a somewhat ad hoc way of dealing with the singularities whereas the SW cross 

sections provide a systematic approach and so it is better to attempt to hadronize the SW cross 

sections directly.-· No -doubt by . suii.alily ··alfedng a· s"taiidarif \1onte-Carlo a- model more 

accurate and reliable than the one I de~cribe could be made, but mine suffices for the 

reasonably reliable quantitative estimates of hadronization that I require. A model of some 
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kind is, I think, necessary because the hadronization of three jets is sufficiently complex that 

crude estimates are not useful. 

I choose to imagine using an experimental SW criterion with parameters 8exp and texp· 

However, I also imagine using some sort of cluster algorithm to separate real jets from soft 

"noise" because I allow cnp to go beyond the kinematical consistency limit (i.e. softest jet not 

too soft).discussed above. The weighting function W is defined by: 

o <o ,t > - /do fd~ o h(o,t) w<o ,t ;o,t) exp exp exp t exp exp (5.1) 

where oexp and oth are respectively the experimental and theoretical three jet cross sections. I 

have suppressed the dependence of the as and Won the X;'- in fact we shall find later that W 

is nearly independent of the x;' so that this notation is appropriate. Both oexp and olh are 

chosen to be cross sections whose variables are the jet energies rather than angles - this 

makes no difference at this stage. 

The weighting function defined by Eq. 5.1 is clearly a simplification. It does not 

include the smearing in the x;', it does not address the related problem of possible weight for 

SW criteria with different sized cones, and it only allows one theoretical SW cross section to be 

a "basis" although, as discussed in Section 2, a number should perhaps be used. Nevertheless 

the important point is to obtain an idea of the "smearing" inc and 6 due to hadronization and 

these criticisms concern details that do not effect this aim. The use of a simple approach 

means, furthermore, that the results should be general and apply to the angles as well as the 

energies cross sections. In fact, although I designed the model with the energies cone 

definition in mind it is clear below that there is no reason to associate the model with any 

particular theoretical cone definition .. Similarly the fact that I use the energies as variables 
- ·--·------ ·- --~-- .. -----. -- ------

rather than the angles is not a crucial feature. 

I cannot directly estimate W using a hadronization modt'l since o(8, E) is an inclusive 

cross section. However,l can write 
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d 2o h<t~z) 
Oth(61E) • fd• /dz ~••- 6(6-~) 6(E-Z) (5.2) 

where 4> is the half-breadth ofthe largest cone in the perturbative configuration and 

z Ebeam is the energy lying outside the cones. This is an ambiguous definition since I can trade 

off larger 4> for smaller z or visa-versa. I can remove this ambiguity, however, by requiring 4> 

x z to be minimal or by some similar requirement. This bizarre decomposition of o
1
h(S, c) 

allows me to write the SW criterion in terms of step functions and it gives me a quantity, 

do/del> dz, which I can hadronize. To proceed I assume that all perturbative configurations 

with the same z and 4> hadronize such that a fraction F are accepted by the experimental 

criterion, i.e. 

d 2o 
o (6 E ) = /d'· /dz -- F(6 E ·~ z) exp exp 1 exp ' d!dz exp 1 exp 1 1 ( 5. 3) 

!'ow, provided F and its derivatives go to zero for large 4> and z, which they do, I can write 

F(6 1& ;¢. 1Z) • fd6 /dE: 6(6-¢) f:(E-z) f,
6
a.,

2 
F(6 1E ;6 1£)) exp exp (o .,e; exp exp 

(5.~) 

which, up on substitution in Eq. 5.3 and comparison with Eq. 5.1 shows that 

a2 
W(6 ,E: ;6,&) • .,B F(6 ,£ ;6 1e:) exp exp ouoE exp exp (5.5) 

To calculate W I first calculate F and then take the derivative numerically. To 

calculate F I must model a typical z, 4> configuration and its hadronization. I take the typical 

configuration to have one thick jet and two thin jets- following perturbation theory. I then 

proceed in two steps. Firstly, for each jet I determine the anragc energy lo~t outside the 

!" 
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experimental cone ( < Elost'i >) with parameters Sup• cexp . I assume independent 

hadronization ofeachjet. For thin jets with energy 10 GeV I use the angular profile for a jet 

produced by the Monte-Carlo "tubes"57 (not including detection efficiencies). This is shown in 

Fig. 5.5. For jets with other energies I modify this profile, putting extra energy into the first 

4° bin, and removing energies so as to flatten the angular profile - this is illustrated in the 

figure. I keep the same large 9 profile in all cases since the distribution in rapidity is 

experimentally uniform and for energetic particles y = -tn tan 9/2 + 0 (M2/E2). For the 

perturbatively thickened jet I use the same angular profile, but I put the axis of the Monte 

Carlo jet on a cone of half angle 8 with respect to the experimental cone and average the 

energy distribution over the azimuthal angle. This clearly leads to a broadened jet and a 

larger energy lost outside the experimental cone. 

The second step is to distribute the amount of energy lost non-perturbatively from each 

of the jets according to a function with the correct average, which I call f/Eiost. ;>• and 

calculate the fraction of events with an energy outside the cones of less than cexpEbeam. One 

must, of course, take account of the perturbatively lost energy and I do this either by saying it 

is entirely outside the experimental cones or by saying that the energy is distributed 

uniformly in the 4n solid angle so that some energy flows back into the cones. Thus I have: 

F( 6exp 1£exp;~ 1 z) • fn(dElost 1 f1(Elost 1>) 
1 I t 

6(£ E. - }:E - z'E. ) explbeam 1 lost,1 lbeam (5.6) 

where z' = z in the first case and z' = z x (solid angle outside the experimental cones) in the 

second. 

· I use various forms for f,(E
1051

) but my preferred form is: 



[ 
E1 E- E1 ) 

f (E.)= A (1-c)E exp(--)+c(E-E )exp(---) 
i1 i B i B · 

1 ( 1 · <E > c"' 1 + exp -2 (f< 1";t,i _ .!>)) 
i 2 

Jt1 (E1 ) dEi • 1 Jti(Ei) Ei dEi = <E1ost,i> 
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(5. 7) 

where the parameters A and B are determined by the last two conditions, and ll is a 

parameter determining the rate of transition between the two exponentials in f. This form is 

motivated by a calculation off in an uncorrelated particle model done by Furmanski.2 

The final step is to calculate W by numerical differentiation ofF calculated on a grid in 

¢>and z with spacing 4° and 0.025 respectively. The weighting functions so calculated shows 

for PEP/PETRA energies a significant shift from 6 and t to 6exp and cexp and a substantial 

smearing, i.e. the total weight for a given 6exp and cexp is spread over a sizeable region in the 

B, c plane. In factthe size of a region containing 80% of the weight is ll6- 20°, llc- .175, an 

area larger than the energies allowed region! Thus, even ignoring the problem of the smaller 

angles allowed region, the angular distribution measured experimentally will have 

contributions from regions of the 8, c plane where the straightforward perturbation expansion 

is not well behaved. Nevertheless, the sum of these weighted contributions may have a well 

behaved perturbation expansion. It turns out that the region in the 6oxp' cup plane for which 

this is true depends little on the choices of f,ll and z, This "experimentally allowed region" is 

shown in Fig. 5.6 for the energies case with r given by Eq. 5.7 (ll = 0.2) and using the.z 

definition which includes the flow of soft energy back into the concs. The errors in the curves 

due to the small number oft, 6 points are comparable to those for the perturbative result 

shown in Fig. 5.1. The overall shift in the allowed region is b~· ll6 - 8° and llc - .I - .15. and 

60 

the variation in this shift from different choices off, ll and z is less than 4° in ll6 and 0.025 in 

llt. The experimental allowed region has roughly the same shape and size as the perturbative 

allowed region. The total fraction of 3-jet events accepted by the experimental criterion 

(given by F(¢> = 0, z = 0)) does vary substantially with different choices for f, ll and z, 

however, which shows again the difficulty of measuring a
8 

from the 3 jet fraction. Finally, as 

claimed above, I find that the weighting function varies little with the x;' for my preferred 

form of f . There is more variation with other forms of f, but these other forms are not 

physically motivated and I use them only to obtain estimates of the uncertainties due to 

hadronization. 

At Z-factory energies one would expect jet broadening effects to be roughly three times 

smaller. Thus, one would expect the shift from perturbative to experimental allowed regions 

to be llB- 3° and llc - 0.05. This is in fact what I find by repeating the above analysis. I also 

find that the size of the region in the c,6 plane that contains 80% of the weight is reduced to 

flli - 8° ,llt - .I. 

It is worth pointing out that although the shift due to hadronization is fairly small the 

smearing in t and 6 is significant: ll6/6 - lltlc- 0.5-1 for the allowed region. Thus, I expect 

the uncertainty in the choice of correct cone definition discussed in Section 2 to remain at Z-

factory energies because the two definitions that I have used differ by ll6 such that llli/6 < 1. 

This substantiates the claim that I made frequently in Section 2, based partly on the work of 

Furmanski2 and of Walsh and collaborators25 that even at Z-factory energies the effects of 

hadronization are important. In fact I probably understated the effects of hadronization as 

found by these authors because they considered 2-jet events whereas I am dividing the CM 

energy between three jets. 

A final effect of going to Z-factory energies is that there is a small increase in the size of 

the allowed regions since a
8 

is decreased. 

· I now turn to the· smearing of the X;' and 0; due to hadronization. This occurs because 

non-perturbative jet broadening necessarly throws some particles outside the experimental 
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cone. This, together with the fact that not all particles are experimentally identified, will 

cause the experimental and partonic x;' and 9i to differ. This difference will include a random 

component and, as discussed above, in the energies case there will also be. a systematic 

increase in x1' and decrease in x3'. This systematic effect will be smaller for cluster 

algorithms than experimental SW criteria because the former can identify more of a broad 

third jet than the latter. I roughly estimate these effects with the aid of Monte-Carlo events 

and analysis provided by W. Chinowsky.58 Three parton events are hadronized and put 

through a Monte-Carlo simulation of the Mark II detector. Jets are then identified with the 

cluster algorithm of J. Dorfan.29 Finally an experimental SW criterion is applied. The 

systematic increase in x1' and decrease in x3 ' is found to be- 0.1, with fluctuations of± 0.1. 

A more detailed study by Daum et al.,56 using an algorithm containing features of both 

cluster and SW methods, finds a somewhat smaller systematic effect and fluctuations in the 

x;' of-± 0.05. They also find fluctuations in the angle between the parton and reconstructed 

jet of -5° for the first jet and 10- 15° for the 3rd jet, so that the fluctuations in the 9i will be 

-10°- 15°. These results do not include detector efficiencies, however. using a cluster 

algorithm alone (i.e. with no SW component) Dorfan29 finds similar fluctuations in the angles 

without the inciusion of detector effeciencies but also finds that inclusion of these efficiences 

increases the fluctuations by roughly 5°. Now the xi' :s .85 region is a triangle of length .325 

and height- .2, or, in terms of angles, .691 - .692 - 40°, although the region has a peculiar 

shape in terms of the angle variables so this gives an overestima~e of its size. Clearly, then, 

the fluctuations make a test of the angular distribution very difficult at PEP/PETRA energies 

since they are comparable to roughly half ofthe xi' region that perturbation theory forces one 

to use. The situation is worse still if one uses the energies as variables because of the large 

systematic effects. At Z-factory energies, however, both the fluctuations and the systematic 

effects should be significantly smaller - roughly by a factor of three - and these smearing 

problems should not prevent a test of the angular distribution. 

, . 
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These results show that a test of the QCD prediction for the 3-jet angular distribution 

at PEP/PETRA energies is difficult for two reasons. Firstly, the combined energies/angles 

allowed c, 6 region <IF21 < 10 for PEP/PETRA energies) is not much larger than the 

uncertainty in the shift in the allowed region due to hadronization. Thus, one cannot identify 

with certainty the experimental parameters for which the correction is small, although they 

are most likely close to 6 = 35°, c = .25- .3. Secondly, the smearing in the xi' is not much 

smaller than the region that the perturbative results force us to consider, i.e. xi' :s .85. Since 

the lowest order cross section varies fairly rapidly within this region (by up to a factor of 4) 

this smearing is particularly difficult to deal with. This has been shown clearly by analyses of 

Mark II data done by H. Schellman59 using a cluster algorithm to identify the jets. At Z

factory energies the smaller hadronization effects improve the situation substantially. 

Because the uncertainties in the effects of hadronization are much smaller, one can claim 

with some confidence that for 6exp ... 30°, cexp"" .2 the corrections are small, while the 

problem of xi' smearing is significantly eased. Both the problems affiicting PEP/PETRA 

energies can perhaps be alleviated by further work. Improving the perturbative results by 

resummations can, as we shall see, have dramatic effects. In fact the improvements I make 

greatly improve the situation at Z-factories but make that at PEP/PETRA energies worse. 

However, further improvements may well be possible in the future as our understanding of 

perturbative resummations improves. The xi' smearing problem can perhaps be corrected for 

- this has recently been attempted by the JADE collaboration60 - but any such correction will 

rely on some assumptions concerning hadronization. This problem seems to me the more 

intractable, though whether or not it can be corrected for it is, of course, a question to be 

decided by detailed Monte Carlo work. It is clear, though, that using the angles between the 

jets as variables rather than the jet energies is much preferable, particularly at PEP/PETRA 

energies. Given these negative conclusions concerning the possibility of testing QCD using 

the 3-jet angular distribution at PEP/PETRA energies, it is ironic that a recent JADE 

analysis60 which looks at the distribution with respect to the angles using the partial cluster, 
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partial SW algorithm of Reference 56 with parameters corresponding approximately to texp = 

.2, 8exp = 35°, and which corrects for the ei smearing, and, furthermore, which only uses xi' S 

.85, finds good agreement with the lowest order angular distributions! 

(c) Improved results 

There are various terms in the SW cross section that have a well understood origin and 

may be in some way "resummed". The most obvious such term is that corresponding to a 

change in scale of the coupling constant associated with the gluon jet bremmstrahlung vertex 

from Q to Qx3. Of course we can choose this scale to be anything we like but a "good" choice is 

one that does not give rise to large logarithms like tn x3.in higher orders. Since x3Q is 

roughly the large momentum flowing through the vertex, and since the en x3 terms with the 

correct coefficients appear in the correction, it is reasonable to resum these terms. 

The terms multiplying en 8 and thus corresponding to collinear divergencies have, as 

the explicit calculations in Section III showed, a close relationship to the Altarelli-Parisi 

kernels and these kernels generate all the leading logarithms in deep inelastic scattering. 

Thus, it is to be expected that an Altarelli-Parisi equation would apply to the leading 

collinear singularities and this in fact has been shown to be true.61 Roughly speaking the 

leading en 8 terms exponentiate so that the logarithms, rather then becoming infinitely 

negative as c and 8-+ 0, go to zero a!! a power. This has the potential for greatly improving the 

perturbative convergence, but it is essential in order for such an improvement to occur that 

renormalization group equations are found that control the non leading logarithms. This is 

because we are summing terms of the form (a
1 

tn 8)", when they became large, to make a 

small answer, so a
8
(a

8
tn 8)" terms cannot be ignored. In deep inelastic scattering we have the 

classsic renormalization group analysis which tells us that such non-leading terms are also 

exponentiated and are thus supressed in the exponent by powers of o
8

. Thus, we have an 

ordered renormalization group improved expansion:· Recentiy-ari ~~~~y~i; ;,.a.~ pr~~ent~d by 

:\fukti and Sterman,22 based on the earlier work of Collins, Soper and Sterman.62 which 

showed that essentially the same result applies 1.o 2-jet SW cross section. Their analysis. 
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moreover, shows exponentiation of all logarithmic terms- not only of the en 8 terms but also 

of the en c terms. Essentially the soft terms can be factored from the whole amplitude. To be 

precise, they find that the 2-jet SW cross section may be written as: 

[ 
£Q d I ) ( £ d I £ IQ d I 1 

o(t ,6) "' exp I ....!!,- V (g(JJ 1
)) exp 2I -..£,.I · ~ p(g(JJ 1

)). 

Q IJ s r; £ 0£ IQ IJ 

( 
oQ d 1 ) 

" exp 2 I ....!!,- y(g(JJ 1
) ,r;) x F(g(oQ) ,c;,) +non-logarithmic terms 

r;Q IJ 

(5.8) 

where V
5

, p andy are functions ofg of the form 1 + 0Cg2l, and~ is a small parameter on which 

the cross section does !!Q! depend. Expanding V
8

, p andy one finds, respectively, the soft en£ 

terms (which actually cancel in leading order for two jets), the tn 8 en £ terms and the fn8 

terms as found above. :::'\otice the appearence also of gC8Ql, which can be expanded as glQl x ( 1 

+ O(g2 tn 8)) and thus does represent a resummation of non-leading logarithms. -

The three jet case was not studied by Mukti and Sterman but it appears that their 

analysis also applies there. The only differences in the result for three jets are that there is an 

extra exponential factor for the third jet and that the "appropriate" e is changed. For the tn e 

terms associated with one jet alone - the generalizations of the ladder diagrams - the 

"appropriate" cis certainly tlxj since the only energy scale that such diagrams contain is Ejet

not Ebeam· (For the same reason g(8Q) should be changed to g(8xjot Ql but this only affects 

higher order te~ms.l Thus the terms in Eq. 3.45 of the form tn 8 en xi should be 

exponentiated. 

The remaining en c t~rms, which multiply tn ulj, should also be exponentiated. The 

dependence of such terms on the angles between the jets is natural in the treatment of :\tukti 

and Sterman because the soft gluon "remembers" the direction of its jet. !Actually this is just 

'· 
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another demonstration of the suppression factor associated with spin and helicity 

conservation discussed in Section 3). There remains the question of the appropriate c to use. 

Some of the tn c terms come from ladder diagrams for which c/xj is appropriate , while the 

remainder come from the ivy diagrams. J have not carried out a detailed analysis to 

determine the correct form to use, but a simple analysis suggests clmin {xi'xi} - c(xi + x}/x
1
xj 

is correct. In fact, using these forms instead oft leads to numerically small changes. Thus, I 

choose to exponentiate these terms using t itself. 

It is fortunate that I elm make this choice as it removes a potential source of ambiguity. 

Had J used c/xj etc. J would have been exponentiating terms like tn xj tn uij' i.e. constant 

terms. But the methods of Mukti and Sterman no doubt also exponentiate constant and OCc, 

8) terms. No detailed analysis of this exponentiation has been given, _and so J prefer to 

exponentiate none of the constants, apart from those associated with the change of scale in a
5

. 

J should note, though, that large n2 terms coming from the mismatch of space! ike momenta 

(from loops) and timelike momenta (from real diagrams) in double logs have been shown to 

form a major component of the large corrections to thrust-like distributions found by ERT.63 

However, the explicit calculation given above shows that there are other n2 terms that come 

from the singular integrals, being produced, for example, by the mismatch of gamma 

functions. Furthermore, there are n2 terms appearing in the difference between the constants 

in the energies and angles cases. Lacking a detailed analysis I shall, therefore, not 

exponentiate any rJl terms. 

The above considerations mean that I can rewrite the 3 jet SW cross sections as 

d2o ooC t [as(Q x ) 
F L g 

permutations 211 

x 2 + x-2 
q q 

dx1'dx 2 • (1-x ) (1-x-) 
q q 

x [exp(LOGS)+ as(~eam)CORR')]· 

= oacr(L 
a (Q x ) 

5 g 
211 

x 2 + x-2 
Q q 

(1-x ) (1-x-) 
exp(LOGS) 

perms q q 

I 
perms 

CORR') 

a (E ) [ 
- oaCF 5 ~11eam F1(x1'•x2') exp(LOGS') 

a (Eb ) ' '. o)) + s -earn F2'(xl ,x2 ,c, 
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(5.9) 

where LOGS means the logarithms of c and 8 calculated in Section 3, CORR' is the correction 

term, before the sum over permutations, with these logarithms removed and with the term 

corresponding to a charge in the scale of the overall coupling constant removed. The scale of 

a
5 

multiplying CORR' is undetermined - for simplicity I ha\'e taken it to be Ebeant· The 

approximation made to obtain the second line-changing a
5
(Qx

8
l to a.<Ebeam) in the correction 

term - is necessary because of the way I do the numerical calculation. J sum over the 

permutations in that calculation without using a.<Qx
8

) as a weighting factor. The final line, 

which defines LOGS' and F 2•, shows the resummed result in a form as close as possible to that 

used for defining the original correction F 2 (i.e. Eq. 2.4). The effect of resumming the 

logarithms and the change of coupling constant scale is contained, suitably adjusted for the 

sum over permutations, in LOGS'. The lowest order result is the 1 in the expansion of the 

exponential. Although this 1 has been engulfed in the exponential I shall compare the 

improved correction, F 2' a./2n, to 1. Notice that it has not been proven that the exponential is 

a prefactor to the entire cross section, although it may be to some or all of it- a point to which I 

return below. There is some unct>rtainty in the precise form of exponentiation, e.g. the scales 

of the a
5 

factors in the exponent are undetermined. This and the undetermined scale of a~ 

multiplying the correction are higher ordrr effects, but they introduce ~orne uncertaint)· into 
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the results presented below. In fact these uncertainties are roughly of the same size as the 

error which I have estimated is caused by the approximation made to obtain the second line of 

Eq. 5.9. I shall comment on the size and effects of these uncertainties below. 

F2' is shown for points I, II and Ill in Tables 5.1 and 5.2 for the energies and angles 

cases respectively. The corresponding allowed regions are shown in Figs. 5.7 and 5.8. The 

improvement due to the resummation is substantial in both cases. In the energies case the 

IF2 '1 < 10 allowed region is slightly enlarged, but the size of the IF2 '1 < 15 region is 

substantially increased. This large difference between these two regions reflects the much 

slower variation ofF 2' with respect tot: and 8 than that ofF 2. In the angles case there is no 

IF 2 '1 < 10 region, but the IF 2 '1 < 15 region has grown dramatically as compared to the IF 21 < 

15 region. Again the variation of F2 ' with t: and 8 is much slower than that of F2. 

Furthermore, within the kinematically allowed region shown in Fig. 5.8, the IF 2 '1 < 15 

contour applies also to the xi' region xi' s 0.9. The extension to xi' s 0.9 may also be possible 

in the energies case but 1 do not have the results necessary to check whether this is true. 

:'l:otice that although there is no region for which both angles and energies obey IF2 '1 < 10, 

there is a sizeable region where IF 2 '1 < 15 in both cases. This is the dramatic improvement in 

the results for Z-factory energies which I mentioned above. 

In Figs. 5.9 and 5.10 I show the corrected results for do/dxi' for various t: and 5 using 

the resummed form Eq. 5.9 at Z-factory energies for' the energies and angles cases 

respectively. Notice that the exponentiation reduces the cross section as compared to the 

lowest order curve at small t: and 8 so that the cross section varies move rapidly with c and 8 

than in the unimproved case. Figures 5.11 and 5.12 show how the shape of the x1' 

distributions varies with t and 5. The peculiar behavior of some ofthe curves in Fig. 5.12 is 

due to Monte-Carlo integration errors. The main point of interest, which can also be seen in 

Tables S.iand S.(is that for all the allowed t and 8 values in the energies case and for the 

larger c, 8 values in the angles case the corrected xl' distribution is steeper than the lowest 

order curve. Foi- small c and 5 in the angles case, however. the curves have a slope 
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comparable to or less than that of the lowest order result. The division between these two 

regions fall roughly along the boundary of the x/ s .9 kinematically allowed region shown in 

Fig.5.8. 

It is easy to understand the flattening of the curves for small c and 5 in the angles case. 

As Tables 5.1 and 5.2 show, the logarithms and "scale changing" terms both tend to make the 

curves steeper than the lowest order, while F 2' has the opposite effect. The exponentiation of 

the logarithms and the incorporation of the scale changing terms into the argument of a
8 

weakens the effect of both ofthese terms. This is particularly true of the logarithms for small 

c and 8 since a large negative number is being changed to a number between 0 and 1. Thus 

the F2' term eventually dominates and the curves become less steep than the lowest order 

result. This effect is more pronounced in the angles case because the logarithms are larger. 

Clearly this effect is very dependent upon the exponentiation or otherwise of terms in F 2', and 

thus it is not a reliable prediction. However, for larger t: and 8, where the log terms are not so 

large, the results are not very sensitive to possible exponentiation of terms in F 
2

'. I should 

also mention that using other forms of exponentiation gives results that vary from those 

shown by no more than the variation between the curves in the energies case shown in Fig. 

5.11. 

These improved results do not, unfortunately, improve the situation at PEP/PETRA 

energies. At Z-factory energies there is, however, significant improvement I summarize the 

Z-factory results and discuss the efl"ects of hadronization on them. The IF 2'1 < 15 allowed 

region for the angles case, which is shown in Fig. 5.8, is contained within that for the energies 

case and thus is the region of £ and 5 for which the corrections are firmly under control. 

Hadronization will shift this region by ~£ - 0.05 and ~5 - 3° with its shape and size 

remaining nearly the same, giving a range of experimental parameters of roughlv s!! s 5!!.2 
... --~- ----~-- ------

s 352 .. 1 S £!!!!. s .2 for which the lowest order angular di~tribution i~ a reliable prediction of 

QCD. For the smaller allowed val~es of c and 5, and thus of c••P and 5np this result can 

probably be extended to xi' s .9. Given the much smaller xi' smearing ("' ± 10.01 - 0.03ll it 
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should be possible to measure this distribution and test QCD. For medium and large allowed 

values oft and 6 both the energies and angles cases have' corrected x1' distributions steeper 

than the lowest order result. Thus it seems to be a very solid prediction that in the 

corresponding shifted region of 5£!.1! and t£!.1! the measured angular distribution should be 

steeper than the lowest order result. Unfortunately there is variation of the steepness of the 

corrected distributions within this region and between the angles and the energies cases (the 

angles corrected curves are less steep), so a more precise prediction is not possible. There are 

two obstacles to measuring this difference between corrected and lowest order distribution 

shapes. Firstly, there is the remaing xi' smearing. A detailed Monte-Carlo study, which I 

have not done, is needed to see whether this smearing will wash out any small difference or 

whether the smearing can be corrected for. Secondly, there is the problem of statistics. Take 

the a
8 

scale-changed lowest order result as an example (See e.g. Fig. 5.11 ). If I divide the x1' 

interval into the two bins 2/3 - 0.8, and 0.8 - 0.85, there will be roughly equal numbers of 

events in these two bins and the difference between the numbers of events in the lowest order 

case as opposed to the scale-charged lowest order case will be - 2% in each bin. To distinguish 

by.four standard deviations these two situations would require - 104 three jet events. Thus, 

105 Zs might give enough statistics for such a test, assuming that the xi' smearing corrections 

are manageable. 
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6. CONCLUSIONS 

I have presented a detailed account of the corrections to the 3-jet Sterman-Weinberg 

cross sections in e+e- annihilation, and of the effects of hadronization on this cross section. 

find that 

(a) at PEP/PETRA energies there is at best a very small region of the parameters for 

which the correction is under control; 

(b) at PEP/PETRA energies the effects of hadronization are substantial and would 

make a test ofthe angular distribution difficult even if point (a) were not true; 

(c) at Z factory energies there is a substantial region of experimental parameters for 

which the lowest order angular distribution should be measurable. The use of the 

angles between the jets as variables is preferred to the energies of the jets; and 

(d) there is a somewhat smaller region of parameters in which the corrections to the 

lowest order result may be measureable. 

The results show a suprisingly sharp dh·ision betwe.en the bad news ((a) and (bll and 

the good news ((c) and (d)). It is worthwhile dwelling on this point. The dramatic 

improvement on going from PEP/PETRA to Z-factory energies is due to two factors. Firstly, 

there is the decrease in the size of hadronizaton effects (point (b) above) which is a rock solid 

result. Secondly, there is the decrease in a
8 

which, since the maximum (over the x/ range) 

improved correction F 2 is a slowly varying function oft: an~ 6 with a magnitude close to 15 

over a large area, causes a substantial increase in the perturbative allowed region. This 

result would be much less dramatic if F 2 were increased by a uniform factor of five. 

Conversely, a reduction in F2 due to further exponentiation would greatly improve the 

perturbative PEP/PETRA results, although the non-perturbative effects would still make a 

test difficult. One might also query my choice for the maximum allowable correction, any 

change in which would have a significant effect on the size of the allowed regions, although I 

think my choice is reasonable and fairly conservati\'e. Thus, there are caveats attached to the 

good news and the final judgement is not yet, and may never be, in. A major step would, 
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Tables S.l: Breakdown ofF 2 for various&, 6 and x;' in the energies case. Points 1,11 and Ill 

are respectively, xi'= .85, .85, .3; x;' = .85, .6, .55; xi'= .7, .7, .6. The breakdown is 

LOGARITHMS I CONSTANTS I O(t, 6) I TOTAL /IMPROVED CORRECTION (F' 2). The 

improved correction has the logarithms and the scale change terms (the latter are 8, 4 and 3 

for points 1,11 and III respectively) removed. The t and 6 values are within 0.1 and 2° of the 

values shown. The numbers shown have been rounded off and thus may not sum exactly to 

the total. 

£ 6=<10° 6=20° 6=300 

II Ill I II Ill II Ill 

-24 ·31 -36 
6 7 7 

-o.os 4 5 4 

-30 -39 "" -14 -19 -25 

6 7 7 I 7 8 

O.D75 ·4 ·2 -2 -3 -8 .lJ 

-28 -34 -39 6 7 7 

-7 0 3 5 6 9 

-o.t 8 a 4 

2 • 12 

·15 ·24 -28 .a •• ·12 l .a . ., 
8 ., ., 6 ., ., 8 ., ., 

•0.15 ·• ·7 ·7 ·I I 0 2 4 5 

·18 ·24 ·28 2 0 -5 • ., 5 

·12 ·5 -3 -4 4 4 0 8 • 
2 -3 .. 

•0.2 6 ., ., 
. -3 0 .J 

6 4 0 

-5 3 3 

·' 



17 

TABLE 5.2: Breakdown ofF
2 

for various c and li and xi' in the angles case. The.format is as 

in Table 5.1,except that in this case the c and li values shown are exactly correct. 

li=10° 8=20° 8=30° 

II Ill I II Ill I II Ill 

-74 -88 -94 -49 -58 -65 -34 -42 -47 
0.05 19 20 20 19 20 20 19 20 20 

-4 -3 -3 -4 -2 -1 -2 +1 0 

-59 -84 -76 -33 -40 -45 -17 -21 -27 

7 13 15 8 11 17 9 17 17 

-40 -53 -58 -25 -34 -40 -16 -23 -29 
19 20 20 19 20 20 19 20 20 

0.10 -7 -6 -6 -5 -5 -4 -7 -3 -4 

-28 -39 -44 -13 -19 -23 -4 -7 -12 

4 10 11 4 11 14 4 12 14 

-20 -32 -37 -12 -21 -25 -7 -14 18 
0.15 19 20 20 19 20 20 19 20 20 

-10 -8 -9 -10 -7 -6 -11 -6 -7 

-11 -21 -25 -3 -8 -10 2 0 -4 

1 7 9 1 9 12 1 10 11 

Fig. 2.1. 

Fig. 2.2. 

Fig.2.3. 

Fig. 3.1. 

Fig. 3.2. 

Fig 3.3. 

Fig.4.1. 

Fig. 5.1. 

,. 
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FIGURE CAPTlO"'S 

Matrix elements fory• --+ qijg in lowest order in a
5

. 

A 4 parton configuration which for 8 2! 25° has an ambiguous cone assignment. 

Scaled energies (Eje/Ebeam) are shown by each parton. 

Figures (a) and (b) show two configurations accepted as jets by a perturbative 

Sterman-Weinberg criterion; (c) and (d) show possible configurations of particles 

resulting from the hadronization of (a) and (b) respectively. The length of the 

lines is proportional to the energy of the particles, which are assumed massless. 

Part of a squared amplitude contributing to the 4 parton cross section (see e.g. 

Fig. 3.3a). This figure establishes some notation used in the text. .. 
A contribution to the squared amplitude for 4 partons (i.e. a "cut diagram") 

containing, in a physical gauge, !!.2 collinear divergences, but having son 

divergences when either gluon running across the cut goes son. This is an 

example of an "Ivy" diagram. 

Cut diagrams contributing to the 4 parton cross section. (a) shows all the quark 

"ladder" diagrams; these are singular when the gluon labeled SC is either soft or 

collinear with the quark. (b) and (c) show examples of gluon ladder diagrams -

which also have soft and collinear singulal;ities - and establish some notation 

used in the text. (d) and (e) show ivy diagrams - those with only soft divergences 

when the gluons marked S go soft. (d) also establishes some notation. 

Notation used in Section 4 for discussing the numerical integration of the 4 

parton cross section. (a) shows a configuration with partons 1 and 3 forming a jet 

with momentum sum J ~(b) shows a configuration with parton 3 going son. 923 

and 934 are defined analagously to 913. 

Perturbatively allowed regions for the energies ca~e. The singly hatched strips 

bound the area in which the magnitude ofthe correction, for all xi' S .85, is less 



Fig.5.2. 

Fig. 5. 3. 

Fig. 5.4. 

Fig.5.5. 

79 

than 10 a,/2n, i.e. IF21 < 10. The doubly hatched strips bound the IF21 < 15 

region. The width of the strips reflects the uncertainty in the position of the 

boundaries due to the relatively small number of c, li values for which results 

were obtained. The solid line is the kinematic boundary beyond which the 3-jet 

definition is not consistent. 

The perturbatively allowed region in the angles case, using the same format as 

in Fig. 5.1. The allowed regions are to the lower right of the boundaries shown. 

The dashed vertical line delimits the region which has no cone overlap 

ambiguity (that to the left). As discussed in the text, I did not extend my 

calculations across this boundary. 

Corrected three jet cross sections with respect to x1' for various allowed (c, !i) 

values in the energies case. Also shown is the lowest order curve. These curves 

are for Z-factory energies, the precise values of a
8 

used being discussed in the 

text. 

Graphs showing the difference between the shape of the lowest order and 

corrected x1' distributions for various allowed c and li in the energies case. (a) 

shows the normalized (to an average value of 1) corrected distribution divided by 

the lowest order normalized result; (b) shows the difference between the 

corrected and lowest order normalized curves. Also shown is the lowest order 

distribution with the scale of the overall a
8 

changed to Qx3'. These results are 

for Z-factory energies. 

The average energy profile of a Monte-Carlo jet after integration over the 

azimuthal angle. The unbroken histogram corresponds to a 10 GeV jet -data 

from the Monte-Carlo "tubes". The dashed lines show the modifications made for 

11 GeV and 4.5 GeV jets and illustrate the procedure used for jets with other 

energies. The curve is a plot of the distribution resulting from a constant 

,. 

Fig. 5.6. 

Fig. 5.7. 

Fig.5.8. 
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rapidity (y) density of massless particles with fixed transverse momentum (pt) 

such that pt dN/dy = . 71. 

This figure shows the perturbatively allowed regions (upper left) and the 

corresponding experimental allowed regions (lower right) for the energies case. 

The latter were found·using the hadronization model discribed in the text. The 

dashed curves are for IF21 < 10, the dot-dashed curves for IF21 < 15. The solid 

line shows the boundary of the consistently defined perturbative 3-jet SW 

criterion. I did not consider ce:o:p > .325. The uncertainties in these curves are 

not shown but are comparable to those in Fig. 5.1. 

Perturbatively allowed regions for the improved corrections (F 2 ') in the energies 

case. The notation is as in Fig. 5.1. Notice that the presence ofc fn li and li fn c 

terms in F 2 ' forbids the boundaries to touch the ax~s. 
~ 

The perturbatively allowed region for the angles case using the improved 

correction. There is no IF2 '1 < 10 region, so only the IF2 '1 < 15 region is 

shown.The notation is as in Figure 5.2 except that the consistency and overlap 

boundaries for the xi' < 0.9 region are shown in addition to those for xi' < 0.85-

the former are the more stringent ones. The IF 2 '1 < 15 boundary applies to both 

these xi' regions. The hatched region is that for which the corrected xi' 

distributions are more steep then the lowest order result. 

Fig. 5.9. Improved corrected x1' distributions for the energies case at Z-factory energies. 

Fig. 5.10. Improved corrected x1' distributions for the angles case at Z-factory energies. 

Fig. 511. Curves showing the difference in shape between the corrected and lowest order 

normalized distributions in the energies case. (a) quotient; (b) difference. 

Fig. 5.12. Curves showing the difference in shape between the corrected and lowest order 

normalized distributions in the angles case. (a) and (bl quotient: (c) and (d) 

difference. 
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