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Abstract 

We determine the chiral anomalies 1n 2n-dimensional 

spacetime by a differential geometric method which enables 

us to obtain the anomalies wit~out having to calculate 

Feynman diagrams. The advantage of this method is that 

the construction automatically satisifes the Wess-Zumino 

consistency condition, a condition which has direct physical 

interpretation. We hope that our analysis sheds light on the 

mathematical structure associated with chiral anomalies. 

The mathematical analysis is self-contained and a brief 

review of differential forms and other mathematical tools is 

included. 
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I. INTRODUCTION 

Ch . 1 1" l, 2 h 1 d "k" 1 ~ra anoma ~es ave p aye a str~ ~ng y ubiquitous 

-3-18 
role in the development of particle theory ever since their 

discovery some fifteen years ago. Their central importance in 

particle theory could hardly have been anticipated by those who 

first calculated the triangle graphs. 3 To underline the importance 

of anomalies, we mention neutral pion decay, renorrnalizability of 

gauge. theories, correlation between lepton and quark families, 

instantons and index theorems, anomaly matching in composite 

models, QCD effective Lagrangian and meson-glueball mixing, and 

monopole catalysis of proton decay. 

Perhaps not surprisingly then, it turns out that chiral 

anomalies possess deep mathematical significance. Indeed, the 

mathematical underpinning of anomalies has been increasingly 

appreciated over the last few years. 12 , 19 In this paper, we 

calculate chiral anomalies in 2n-dimensional spacetime by a dif-

ferential geometric method. This enables us to determine the 

structure of the chiral anomalies without ever calculating a 

Feynman diagram. We hope that our calculation will illustrate, 

clarify, and expose some of the mathematical structures associated 

with chiral anomalies. 

This paper is mathematically self-contained. It is not nee-

essary to have a prior knowledge of the method we use. A brief 
~ 

review of differential forms and other mathematical tools used in 

this paper is given in Appendix A. 

Some time ago, Frampton20 had discussed chiral qnomalies in 
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higher dimensional spacetime. Recently, he and Kephart and 

others21 - 24 have carried out an analysis of these anomalies. 

k h 1 b d b d d 
. 25 

Related wor as a so een one y Townsen an S1erra. 

We are motivated to calculate chiral anomalies in 2n-

dimensional spacetime partly because the mathematical structure 

is so elegant, but also because of growing interest in physical 

theories in higher dimensional spacetime. 26 ' 27 We expect that 

chiral anomalies should play an important role in the elucidation 

of these theories. We also understand that higher dimensional 

anomalies are important for the development of superstring 

theories. 28 In a~dition, Frampton and Kephart 20- 24 have proposed 

that the correct physical theory must be such that certain of 

these higher-dimensional anomalies vanish. At present, we do not 

see any physical reason underlying this very interesting supposition. 

We will compare our work with the existing literature toward 

the end of this Section. 

We emphasize that it is perfectly legitimate to talk of 

chiral anomalies in higher spacetime even though the relevant 

field theories are not renormalizable. For the purpose of this 

paper, we take a conservative view and consider the theory of a 

Dirac particle interacting with c-number external non-Abelian 

gauge fields. The Lagrangian is (in D = 2n dimensions) 

( I-1) 
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with Ai the generator of the gauge group G in the representation 

to which the fermions belong. 
D-1 

-i n+l lr YlJ. 
lJ=O 

Here A i = (\ r i + 0 i 
. lJ u lJ ~lJ Yo+l' Yo+l = 

\{i and ni are, respectively, vector and axial-
lJ VllJ 

vector gauge fields, while Yo+l is the counterpart of the usual y 5 

in D_.dimensions. The quantum action functional, W[A ], can be 
lJ 

expressed by the path integral 

(I-2) 

This theory is without question renormalizable. There is no inte-

gration over A (x) since it is an external field by assumption. 
lJ 

Our calculation is in flat space and the gauge potentials are 

introduced explicitly (and not as part of the metric as in the 

Kaluza-Klein theories). Since chiral anomalies ar~ a manifestation 

of short-distance physics 8 we conjecture that our results, insofar 

as the gauge fields are concerned, continue to hold in curved 

W 1 t t t th t t 'b . 16 space. e p an o rea . e curva ure tensor con r1 ut1on to 

chiral anomalies and its connection to the Kaluza-Klein program 

in a future paper. 

We recall that there exist two distinct chiral anomalies. 

The UA(l) or Abelian anomaly is associated with the noninvariance 

of the fermionic path-integral measure in eq. (I-2) under the 

local transformation 

i8(x)yD+l 
llJ(x) -+ e llJ(x) (I- 3) 
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The (anomalous) Ward identities in this case can be derived from 

oW [A~] 

oe (x) 
6(x)=O 

= 0 (I-4) 

which expresses invariance of the quantum action functional under 

change of integration variables, eq. (I-3). On the other hand, 

the non-Abelian anomaly is associated with the noninvariance 

of the quantum action functional under the gauge transformation 

of the gauge fields accompanied by the transformation 

(I-5) 

The (anomalous) Ward identities can be obtained from 

(I-6) 

ei(x)=O 

where A8 is the gauge transformed A corresponding to eq. (I-5). 
~ ~ 

Gi(x) is none other than the non-Abelian anomaly. 

If we turn to examine the conservation laws, then the UA(l) 

anomaly appears in the divergence of the axial U(l) current (to 

which no gauge bosons are coupled) , 

( I-7) 

while the non-Abelian anomaly appears in the covariant divergence 

of the non-Abelian axial currents, 
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( I-8) 

In four-dimensional spacet.ime the UA (1) or Abelian anomaly is 

given simply by 

( I-9) 

(where our convention is such that E0123 = +1, and FIJV = 'Fi A ) -~ jJ\) i I 

while the non-Abelian anomaly for, e.g., SU(N) X SU(N) is given by 

a rather complicated expression calculated by Bardeen, 5 

(I-10) 

where 

Notice that the covariant divergence appears in eq. (I-10) as re-

quired by gauge covariance. 

In writing down eq. (I-10) Bardeen has added suitable "counter-

terms" to the action to insure that the vector current 
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(I-ll) 

is divergenceless, 

(I-12) 
,, . 

Nowadays, instead of this procedure, it is more customary to write 

the Lagrangian in eq. (I-1) in terms of left and right handed fields: 

+ ~ iy~(a - iARi ~.)~R 
R ~ \.l 1 

(I-13) 

One then treats the left and right handed currents, 

(I-14) 

and 

(I-15) 

symmetrically rather than impose eq. (I-12). The non-Abelian 

anomalies are given by 

(I-16) 
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( I-17) 

(In fact, these equations were 

also obtained by Bardeen on his way to eq. (I-10).) Since these 

equations are structurally identical we will only write one of 

them henceforth. Indeed, many theories of physical interest are 

constructed out of left-handed fields only. Thus, we will often 

only write eq. (I-16) and suppress the subscript L. 

The right-hand side of eq. (I-9) is a total divergence, 

(I-18) 

The right-hand side of eq. (I-16) may also be rewritten as 

. (I-19) 

As promised, we have suppressed the subscript L. Notice the 

numerical coefficient 2/3 in eq. (I-18) and 1/2 in eq. (I-19). 

The close resemblance between the two expressions on the 

right hand sides of eq. (I-18) and eq. (I-19) may be a potential 

source of confusion. It is our impression that, in conversations 

at least, some authors sometimes confuse these two expressions 

corresponding to the two types of chiral anomalies. The Abelian 

anomaly is gauge invariant, while the non-Abelian anomaly is gauge 

covariant and given by the covariant divergence of a non-Abelian 

current. 
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In this paper, we will show that there is an intimate but 

rather non-trivial connection between the Abelian and the non­

Abelian anomalies. The non-Abelian anomaly in 2n-dimensional 

space may be formally obtained from the Abelian anomaly in (2n+2)­

dimensional space by a series of mathematical manipulations. 

The outline of this paper is as follows. In Sectiori II we 

briefly review the Wess-Zumino consistency condition for anomalies, 

as well as its physical implications, which guides our subsequent 

construction of non-Abelian anomalies. In Section III, we use 

differential geometric methods to construct both the UA(l) and 

non-Abelian chiral anomalies and obtain quite compact.formulas 

in the gene~ic 2n-dimensional case. Finally the normalization of 

anomalies is discussed in Section IV. Some technical details and 

a brief review of differential forms are contained in three 

appendices. 

While the present work overlaps somewhat with refs. 22-25, 

it is in some sense orthogonal and complementary to these papers. 

The authors of these papers place their main emphasis on cal­

culating anomalies by evaluating Feynman diagrams. The message 

of this paper is that one can determine all chiral anomalies, 

Abelian and non-Abelian, by a differential geometric method with­

out having to evaluate a Feynman diagram. Also, we believe that 

we go beyond these existing analyses and that some of our main 

results are not contained in refs. 22-25. Furthermore, we dis­

agree with some of the results of these papers. 

We now point out the disagreement between our work and the 

existing literature. Our analysis of the Abelian anomaly agrees 

in essence with that in refs. 22-25. As explained in Sec. III.l 
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it is simple to determine the structure of the Abelian anomaly. 

All authors agree that it is proportional to tr Fn (eq. III-7 

below). A bit more work is involved to show in general that the 

Abelian anomaly is a total divergence aUKU and to write down the 

explicit form for K • The explicit form we give below in 
u 

eqs. (III-20) and (III-36) disagree with eqs. (8) and (11) of 

23 Frampton and Kephart. We stress that the disagreement does not 

involve merely the numerical coefficients but our expression in 

eq. (III-36) contains several more terms than the corresponding 

expression of Frampton and Kephart23 (their eq. (11)). One can 

readily check these expressions by explicit differentiation using 

the identit~es in Appendix A. Furthermore, we derive a general 

expression for K (w 2° 1 in eq. (III-16) below). As far as we can u n-

ascertain, neither the general formula nor the reasoning which 

leads to it is contained in refs. (22-25). 

The analysis of non-Abelian anomalies constitutes the bulk of 

our paper and here we disagree substantially with the analysis of 

Frampton and Kephart. 22 - 24 These authors simply insert a genera­

tor matrix Ai into their expressions for the Abelian anomaly. 

(See the remark after eq. (22) in ref. 22, and before eqs. (4), 

(9), and (12) in ref. 23 and the corresponding equations in 

ref. 24.) We do not understand why this procedure should be valid 

when gauge fields are coupled to non-Abelian chiral currents. 

In particular, in four dimensions this procedure yields an expres-

sion (eq. {4) in ref. 23) which disagrees with the well known 

5 result of Bardeen. (In other words, the procedure advocated in 

refs. 22-24 would ~llow one to proceed directly from our eq. (I-18) 

to an incorrect version of eq. (I-19) with a coefficient 2/3 

.. 
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instead of 1/2 in front of the A3 term.) For further examples, 

the reader may notice, by comparing eq. (III-20) with eq. (III-32) 

and eq. (III-36) with eq. (III-37), that the Abelian and non-

Abelian anomalies have characteristically different structure and 

contain different numbers of terms. One is not obtained from 

the other by the mere insertion of a generator matrix. Instead, 

we believe that to obtain the non-Abelian anomalies one has to go 

to a space two dimensions higher than the space of interest and 

to carry out some non-trivial manipulations involving the Chern-

Simons secondary topological invariant. This will be explained 

in Section lii.2. 

We go beyond the existing literature in deriving a compact 

general expression for the non-Abelian anomaly (eqs. (III-30) and 

(III-35) below) and in proving that it is a total divergence. 

The derivation of these results as exhibited in Appendix B is, 

in our opinion, rather non-trivial and relies heavily on the 

Wess-Zumino consistency condition. 7 Frampton and Kephart mention 

h . . d' . 23,24 b d d t e Wess-Zurn1no cons1stency con 1t1on ut we o not un er-

stand their use of this condition. 

Our results show that the non-Abelian chiral anomaly in 
i i 

2 d . . . h h . f ' 1 ' n+ 1 D= n 1mens1ons conta1ns t e group t eoret1c actor Str A ••• A _ 

symmetrized trace of (n+l) generator matrices. We think that this 

fact is not a priori obvious if one merely evaluates the Feynman 

diagram for the leading term. For example, in four dimensions, 

h '1 . . 1 h h . 1 h . 'i, j' k . w 1 e 1t 1s c ear t at t e tr1ang e grap conta1ns Str A A A , 1t 
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is not completely obvious, from looking at Feynman diagrams alone, 

that the square and pentagon graphs also contain this same factor, 

rather than the symmetrized trace of four and five generator 

matrices respectively. The fact that the non-Abelian anomaly 
i i 

contains the factor Str A 1 ••. A n+l was stated by the authors of 

ref. 23 but we are unable to understand the reasoning which led 

them to this assertion for chiral gauge theories. 

For (n+l) even, such as that for the possibly physically 

. . t f 10 h b 1' h' 1 1 d ~nterest~ng case o 0= , t e non-A e ~an c ~ra anoma y oes 

not vanish for any fermion representation. In the syrnrneterized 

trace, one can take the (n+l) generator matrices to be the same 

one, A, and simply diagona~izes A. For spaces with dimension 

9 0=4k, many of the standard theorems proved for 0=4 continue to 

hold. For example, if the fermion representation is real, the 

non-Abelian chiral anomaly vanishes. Frampton and Kephart23 ' 24 

have evaluated the group theoretic factor in the anomaly for the 

totally anti-symmetric representations of SU(N). They have recently 

carried out an analysis of this factor and have also studied the 

impact of the anomaly on supersymmetric Yang-Mills theory in 6 

d 10 d . . d . h . 1 d. . 29 
an ~mens~ons an on superstr~ng t eory ~n 0 ~mens~ons. 
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II. CHIRAL ANOMALY AND CONSISTENCY CONDITION 

The implication of the non-Abelian anomaly for n° ~ 2y is 

well-known. This corresponds to the first term on the right hand 

side of eq. (I-9} or eq. (I-10}. In contrast, the physical sig-

nificance of the other terms in eq. (I-10} is perhaps not as 

widely known. They determine the amplitude for the processes 

y ~ 3n and 2y ~ 3n, as was shown by Adler, Lee, Treiman and Zee, 6 

and by Terentiev. 6 

Wess and Zumino7 showed that Bardeen's expression, eq. (I-10), 

must satisfy a consistency condition. Following Wess and Zumino, 

we define 

-x. = a,, --0-- + (A,, x --
0
-) ~ ,.. oA . ,.. oA . 

1..1~ 1..1 ~ 

(II-1) 

(We use the purely left-handed chiral formalism here instead of 

the vector-axial formalism of ref. 7.) The X. 's generate chiral 
~ 

gauge transformations: 

In terms of Xi, eq. (I-6) can be written as 

Xi(x)W = G. (x) 
l. 

with (as in eq. (I-19)) 

-G.(A) cc tr.A.a (Ad A + l A AA )ElJVap 
J. J. 1..1 v a p 2 v a p 

(II-2) 

(II-3) 

(II-4) 
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Here A~ 

The Wess-Zumino condition follows simply from applying eq. 

(II-2) to W: 

(II-5) 

The importance of the consistency condition (eq. II-5) lies in the 

fact that since the operator X. is non-linear in the gauge poten­
~ 

tial A the condition completely determines G. (A) once the first 
~ ~ 

term (on the right-hand side of eq. II-4) in G. (A) is given. In 
~ 

the vector-axial formalism, given the first term in Bardeen's ex-

pression (eq. I-10), E~vcrptrAao ~,a \{,,which one can perhaps 
· ~ v cr p 

argue must be present from knowing the Abelian anomaly, one can 

determine the Bardeen expression in its entirety. The Wess-Zumino 

condition plays a crucial role in our analysis in Section III. 

After the Wess-Zumino paper was published, it was realized 

that the analysis of Adler et a1. 6 amounts to, in some sense, the 

consistency condition stated in physical terms. Adler et al. 

0 showed that, given the amplitude for n ~ 2y, one can determine 

the amplitudes for y ~ 3n and 2y ~ 3n by appealing to gauge and 

chiral invariances. 

Given G., Wess and Zumino7 showed that one can solve eq. 
~ 

(II-3) for the action functional W when Goldstone bosons are 

present. Recently, Witten14 realized that the Wess-Zumino solution 

for W can be written in a remarkably compact form as an integral 

with topological significance over five dimensional space, and 

which is closely related to mathematical objects appearing in our 

analysis. (See Appendix A for further discussion.) 
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III. DIFFERENTIAL GEOMETRIC CONSTRUCTION OF ANOMALIES 

To carry out our differential geometric analysis30 of anoma-

lies, we found it exceedingly convenient to use the language of 

differential forms. For our purposes, differential forms offer a 

compact index-free notation. The skeptical reader should contem-

plate what some of our expressions, such as eq. (III-37), would 

look like if one were to write out all the indices explicitly. 

Everything we will need is explained in Appendix A to which the 

reader unfamiliar with this formalism may wish to turn now. We 

summarize some basic formulas here. 

With A the potential 1-form, the gauge field 2-form is given 

by 

F =riA+ A~ (III-1) 

Gauge transformations are described by 

~,A =- civ-[A, 'V] =-j)v (III-2) 

(III-3) 

Here v(x) is an infinitesimal 0-form taking values in the Lie 

algebra G. The Bianchi identity reads 

J>F -- olF-tl.A, r 1 = o (III-4) 
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We re-write the expression for chiral anomalies in the nota-

tion of forms. The Abelian anomaly reads (cf. eqs. (I-9) and 

(I-18)) 

(III-5) 

while the non-Abelian anomaly reads (cf. eq. (II-4)) 

(III-6) 

(As explained in Appendix A, we adopt a notational simplification 

of not writing the standard wedge product.) Now we turn to the 

differential geometric construction of anomalies. 

1. UA(l) Anomaly 

In D=2n dimensions, the UA(l) anomaly is given by the 2n-form 

S2.'l.~ (A) -- (III-7) 

This form is dictated by invariance considerations. The divergence 

a~J5 is gauge invariant, has dimension 2n, and is odd under parity 
~ 

and time-reversal. Str denotes the symmetrized trace of a product 

of k matrices, 

(III-8) 
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the sum being over all permutations (i1 , •.• ,ik) of (l, •.• ,k). 

(In this subsection k is always n for D=2n.) In eq. (III-7), Str 

can clearly be replaced by the ordinary trace tr. But it turns 

out that the introduction of Str in this equation leads to some 

crucial simplifications in our subsequent manipulations. When 

some of the entries are the same, we write it in power form. 

In mathematics, the object n2n(A) is known as the nth Chern char­

acter. Its gauge invariance is easily checked by using eqs. 

(III-3) and 

(III-9) 

The Chern characters are closed due to the Bianchi identity: 

clSL,n:; ~ s-tYCotF, F-n-') 

= nftirr (:DF, F-n.-l)-st-U A, F) f',J} 
= 0 (III-10) 

(For properties of symmetrized trace used above, see Appendix A.) 

According to Poincare's lemma, eq. (III-10) implies that the Chern 

character can be locally written as exterior differential of a 

certain (2n-l)-form: 

S2-z:n.(A) (III-11) 

To determine w~n-l , let us vary A: 
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A~ A+oA (III-12) 

Then 

F~ F-t¢A A+AoA+ ct(oA) (III-13) 

to first order and 

SIL,~ = '}1. ~ty ( daA+fAAt AdA, F~-') 

= 1t ty ( d.oA·F-n.-'+oA A F""_,-oA F1l~) 

= n t-r( dd"A·F~-'+ofl [A~FJ F"l\-"l. 

+ oA F(A~F1 F-n-1+ --· .. -t-FA f~-1.(A)F)) 

""" J -1- ~A ~ "l\,-' :: lv ~ ltroj l (III-14) 

In the last step we used the Bianchi identity. One may integrate 

eq. (III-14). In particular, letting At= tA, Ft = tdA + t 2A
2

, we 

find 

(III-15) 

We thus obtain a general formula for w~n-l(A): 
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(III-16) 

0 (Eq. (III-15) defines w2n-l up to a gradient dp, with p an arbi-

trary (2n-2)-form. We define w~n-l as in eq. (III-16). In eqs. 

(III-15) and (III-16) dt is an ordinary differential and commutes 

with dx.) 

Equation (III-15) says that the UA(l) anomaly can always be 

written as the total divergence of a certain current formed out 

of A. 

Writing out the indices, we have 

(III-17) 

where c is an overall coefficient and 

is a non-gauge-invariant current. In eq. (III-18) one can deter-

mine tern~ other than the first one from eq. (III-16). 

The reader may wish to check eq. (III-16) for the familiar 

case 0=4 or n=2, 
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CJ;(A)::: 2. )~rlt t $"trlA,ttA+tA~) 
= ~ (A,AA)+t~(A,A"l.) 
= tY ( AclA -t t A:!>) 

It gives the well-known result (eq. I-18 in Section I) 

For D=6 or n=3 we have 

w; (A) = 3 \~ d.t t't. $1;-y (A, (olA+t A'l.)l.) 

= t&(A,(QtA)L)-t-i~r(A,A~dA) 
+t- Stv- (A, A.,_, A"l.) 

="bY( A (o(A)1.-t-l A.\{A+-1--As-) 

It corresponds to 

Kfl(A)= f.f'-Vf<SX<.. tv-{ AvapAcr-iYA~-t­

+1-A"' AF A cr-o>-A·c+ f A11A" A"AA A-c:} 

(III-19) 

(III-19') 

(III-20) 

(III-20') 

Historically, the fact that the UA(l) anomaly can be written 

as a total divergence was realized some years after the discovery 
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of the anomaly. Equation (III-10) and eq. (III-11) make it obvious 

that this holds in general. 

2. Non-Abelian Chiral Anomalies 

To determine the non-Abelian anomalies in D=2n dimensions, 

our strategy is to find an object G. (A) which consists of only 
l. 

gauge fields and satisfies the Wess-Zumino condition. In form 

notation the condition (II-5) in the integrated form reads 

~c,t 4 L 11, A) - a-,. .~cu, A) ~ 61-c ( ~, vJ) A ) 
(III-21) 

J 
D . 

where ov = d xvl.(x)Xi(x) generates the gauge transformation (III-1) 

with v(x) = vi(x)\. as the gauge function, 
l. 

(111-22) 

Here the integration is over our D-dimensional flat space; it can 

be thought of as a D-dimensional sphere s
0 

if we consider only 

those gauge fields whose field-strengths vanish at infinity suf-

f . . 1 f tt J.CJ.ent y ast. 

Recall that Wess and Zumino 7 (also see Witten14 ) have found 

an effective action functional for D=4, containing both scalar 

fields and gauge fields. They expressed it in terms of a 5-dimen-

sional integral. Here we will repeat this trick, but for pure 

gauge theories. Let us go to a space one dimension higher, and 

0 consider in it the (D+l)-form w2n+l(A), which can be obtained 
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formally from the (0+2)-th Chern character n2n+2 {A) by (see eq. III-16) 

(III-23) 

w;..,..,lA )= ("l'\:t r) ) 1 rtt t"' S'ftt-(A ,(ctA+t A'fl.) 
0 • 

(III-23') 

(Here we are dealing with Str for n+l entries.) In the (D+l)-space 

n2n+2 (A), peing a (0+2)-form, is actually zero, so that eq. (III-23) 

0 is formal. w2n+l(A) is called the Chern-Simons secondary topo-

logical invariant. 

From the gauge invariance of n (eq. (III-4)) we know 

(III-24) 

l Thus, locally there must exist a certain 2n-form ~~ 2 n(v,A) such that 

(III-25) 

Here the subscript and superscript of w~n(v,A) indicate that it is 

a 2n-forrn and of first order in v. Now we define 

(III-26) 

i where v. (x)A = v(x). To prove that the so constructed G. (A) 
1 1 

automatically satisfies eq. (III-21), we make the working hypo-

thesis that there is no topological obstruction against extending 

smoothly the gauge fields from our D-dimensional space, s0 , to a 
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t..l....!. 
(D+l)-dimensional ball, BD+l' which has s0 as its boundary. '' Thus 

it is meaningful to consider the following functional 

W(A 1 =) w:..._-t.(A) 
sl>'t, . 

(III-27) 

From eq. (III-25) we have the gauge variation of W[A] as follows: 

(III-28) 

Here we have used the Stokes theorem (see eq. (A-16)). Thus from 

(III-29) 

it is easy to see that eq. (III-21) is satisfied for G(v,A) defined 

by eq. (III-26), since [ou,ov] = o [u,v] acting on the gauge in­

variant functional W[A]. This reflects the main advantage of our 

geometric procedure for constructing anomalies; namely, it gives 

directly the solution to the Wess-Zumino consistency condition. 

For physical applications we need to know the explicit expression 

1 i for w2n(v,A) or G {A) as determined by eqs. (III-23') and (III-25). 

After some work, we have found the following general formula for 

computing w~n(v,A): 

- w;~ (v, A) == 
1 { ?\.. N- ( f."Y\.-I)J( I I I- 3 0 ) =tn-t I) )
0
d.t ~ty.(v) Ft )-tlt-l)'nt~~-r0,t~A1) t J 

where Ft = tdA + t 2A2 . The proof will be given in Appendix B. 
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To check their validity, we find, for 0=4 or n=2, from eq . 

. (III-30) I 

-c.J.!t1T, A)= ~(v, ct4,JA)+ ~$tr(v, A4
, o{A) 

+~ ~(_v; A~lH-fSirr(A,v-A-A~dA) 

-tfo ~(.A ,-o-A-Av-, A,_) 

= ty{ voL(AolA+-f-A3
)} (III-31) 

It leads to the well-known anomaly in eq. (I-19) for the chiral 

SU(N) gauge theory. 

For 0=6 or n=3 we have 

-W/CA) = $&( v, (clA)1)+ 1? W(v} A~ (dA),_);-2$fr{v-,dA/{A~L) 

+~ ~t.(v,(A'-}~)t ~ $iirlA,vA-Av, (c{A)') 

+j: ~(A ,vA-Av, dA/A')+ft-brtA,LTA-A10(A1.)~) 

= tv-{ voL(A(dA)"\.-t~(A3d.4+dAA3) 

+1:- (A"l..oiAA+ Aoi.AA"l..) +fA~ ]1 (III-32) 

It corresponds to 

-GilA)= Gtwfcr->;r:: d'""tv-1 A;,( Av?lA,.ci·A·t+fAvAPArs-?IA-r 

+i()vAp Acr-A"A-c-ti:A-v AP ?frA). A-r 

-t--f A"o P Ac:r A~ A-c+-:f A""l' A,. A>.AL )[ (III-
331 
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We note that the non-Abelian chiral anomalies Gi(A} in both 

eqs. (I-19) and III-33) are a total divergence like the UA(l) 

anomaly. With the explicit representation of w~n(v,A) derived 

in eq. (III-30) we can prove this statement in any even dimension. 

The details are given in Appendix B. Introducing the symmetrized 

product of n matrices 

where the sum is taken over all permutations (i 1 , ... ,in) of 

(l, ••. ,n), ~e can express w~n(v,A) in a very compact form 

where Ft = tdA + t
2

A2 . 

(III-34) 

(III-35) 

Physically, D=lO dimensions may be of particular interest. 

Using eqs. (III-16) and (III-35) we obtain the UA{l) and non­

Abelian anomalies for D=lO as follows: 

w;(A) = -G-1 A(dA)\.f A~(&Af-t f-A ofA A'-(dA)"'" + 

-t-fACMf1A'-dA + lfAs(dA)~!fA'>J.AA'JA 

-t-fA<fJAAJA+{A7dA+{A"~} (III-36• 
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-(A),~(A) =tv- IT d. {A( dA)""-t- T p(A,N; (dA)~) 

-t* P (A ,(A,_)~ (dA),_)-tf P(A,{tf·)~d4)+f A"} 
(III-37) 

The reader should realize how long the expression in eq. (III-37) 

is if written out explicitly without the P notation. Also, to 

appreciate how relatively simple the present derivation is, the 

reader may wish to recall the complexity of Bardeen's derivation 

of the four-dimensional expression (eq. (I-10)). 

From eqs. (III-30) or (III-35) it can be seen that the non-

Abelian anomaly is proportional to the symmetric trace with (n+l) 

entries, Str ( J.. , ••• , \. ) , in 2n dimensio!ls, as discussed in 
1 1 1 n+l 

Section I. 
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IV. NORMALIZATION OF ANO~mLY 

It is clear from the form of the Wess-Zurnino consistency 

condition (eq. II-5) that this condition alone can determine the 

anomaly only up to an overall constant. For the sake of complete­

ness, we will fix the overall normalization here. We consider two 

possible ways: by generalizing Fujikawa's method18 to higher dimen­

sions and by looking at a Feynman diagram. The analysis will be 

given in Appendix C. We find that the Abelian anomaly is given by 

( IV-l) 

with 

(IV-2) 

in D=2n dimensional Minkowski space. The normalization of the 

Abelian anomaly fixes the normalization of the non-Abelian anomaly. 

(Compare eqs. (I-9, I-10, I-16 and I-17). The factor of in is 

merely due to our convention of F~v (See eq. (A-10) below.) 

The normalization K possesses physical significance, as is 
n 

well-known. 11 Upon integration of eq. (IV-1) over Euclidean 2n-

space one relates the change in chirality 6Q5 = Jd0 x ~WJ~+l to the 

integral of the Chern character. Since the Chern characters are nor-

malized in the mathematical literature so as to give integers when 

integrated over compact manifolds, K is normalized up to a multi­n 

plicative integer factor by purely mathematical reasons. A complete 

determination of K using pure mathematics may be found in ref. (30~. n 
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Note that eq. (IV-1) is in fact the local version of the 

Atiyah-Singer index theorem. Therefore we can say that the 

Atiyah-Singer index theorem
12 

anticipates the connection between 

topology and anomaly in the present case. 
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APPENDIX A 

Differential forms are discussed in a number of standard 

references. 32 , 33 Nevertheless, for the sake of pedagogical clarity 

and completeness, we will give a brief review here. For our pur-

poses, differential forms simply provide an exceedingly compact 

notation which saves us the tedious task of writing out indices 

explicitly. It is akin to the introduction of the index notation 

for vectors and tensors which supplanted the practice, common in 

the physics literature before the turn of the century, of writing 

out all vectors and tensors component by component. 

A scalar function f(x) is called a 0-form. We define 

df --

In D-dimensional space the index ~ runs from 1 to D. 

Given a vector function ~ we construct a 1-form ¢, 
~ 

¢-
We define 

--

The wedge product is defined so that 

(A-1) 

(A-2) 

(A-3) 
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- (A-4) -

Thus, d~ gives the curl of ¢. 

In general, given an antisyrnrnetric tensor with p indices 

¢~, ... ,~p we can construct a p-form 

A-. - ,~, ( ..L .Jxft• JxfC-1. • • .. • dxJA.~ ) r - r p.,· .. JJ.~ P! fA " (). " " 
(A-5) 

Clearly, in D dimensions, we cannot have p-forms with p > D which 

do not vanish identically. We define 

(A-6) 

The advantage of writing ~ and d¢ instead of the expressions in 

eqs. (A-5) and (A-6) should be clear. 

In order to simplify the notation, we omit the wedge product 

symbol and simply regard dx~ as an anti-commuting Grassmann object. 

We can multiply a p-form a and a q-form B together in the 

obvious way: 

ol. ~ = d. flo· • ·f! t £3-v.- .. Yp ~! 1 
% ! dlf•. · · J.x!A,. dx "• •. · dx ~ 

= (-1) ~~ ~o(. (A-7) 

The rule for differentiating a product then reads 

(A- 8) 
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In Yang-Mills theory, the potential is a 1-form, 

A= (A-9) 

Here A
11 

= -iAjA· and so A is at the same time a form and a matrix. 
... ll J 

In arithmetical manipulations, one must take care to keep this 

fact in mind. 

The gauge field is 

F = dA -t- A' (A-10) 

(Note that our definition of All and FllV = ~iF~v~j differs by a 

factor of (-i) from the one most often used in the physics litera-

ture. This is designed so that equations such as eq. (A-10) do 

not contain factors of i. Our Aj matrices are hermitian and for 

SU(2) ~j = tj/2. Cf. eq. (I-1).) 

Writing F out long-hand, we have 

(A-ll) 

We illustrate the use of forms by deriving Bianchi's identity. 

We compute 

iF- dA A -A riA (A-12) 

(A,F1 = AdA-dAA (A-13) 
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Adding, we have 

DF == clF+£A,f1 = o 
As another exercise, we compute 

fity F~= ty(clFF+FdF) = 2-bYd.Ff 

= -2ty(A,FJF = 0 

(A-14) 

(A-15) 

Note that this holds in any dimension. In four dimensions, the 

statement is trivial since trF2 is already a 4-forrn. 

A p-form ~ may be integrated over a p-dimensional surface M. 

If ~ = dB, where B is some (p-1)-form, then Stokes theorem reads 

in the language of forms 

(A-16) 

aM denotes the boundary of M. For example, in electromagnetism, 

F = dA. Integrating over M with M a two-dimensional surface we 

find 

( _!_ F dx~ cJ.x11 
) M '2. ~11 

) ilM Ap. ,J.~fl- - r ;..-~ A --
A form a is said to be closed if 

c(o( = 0 (A-16) 
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It is said to be exact if 

(A-17) 

An exact form is obviously closed. Is a closed form exact? Poin-

care's lemma states that a closed form is always locally exact. 

However, it may not be exact globally. 

According to eq. (A-15), trF2 is closed. Therefore, there 

must exist locally a 3-form y so that 

-1- -"1.. 
vY t- = (A-18) 

Topological quantization always involves a closed form which 

is not globally exact. Let g(x) be elements of a simple group G. 

Consider the 1-form v = g- 1dg. Then tr vN is trivially closed on 

a N-dimensional manifold since it is already a N-form. Consider 

Q -- (A-19) 

where SN denotes the N-dimensional sphere. If tr vN is globally 

exact, i.e., tr vN=dy with some (N-1)-formd", then, by Stokes' 

theorem, 

Q - f.os,. y - 0 (A-20) - -
since asN = the boundary of SN = o. On the other hand, if tr N v 

is not globally exact, the above reasoning fails and Q may or may 

not be zero. In many cases, particularly when G = SU(N), Q is 
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recognizably just the integral describing the mapping of SN onto 

the group G defined by x ~ g(x) for x a point on SN. Thus, when­

ever tr vN is globally exact, the homotopy group nN(G) is trivial. 

As an example, G = U(l) we have v = a~edx~ which is exact locally 

but not globally. Choosing 6 to go from 0 to 2n, v fails to be 

exact at e = 0 = 2n, and so 

oe 
ox -- 2TC (A-21) 

This fact leads to the physical phenomenon of flux quantization. 

For N=3, Q is just the Skyrme34 charge, up to an overall nor-

malization factor. 3 In particular, n3 (SU(3)) = n 3 (s) = Z corre-

spends to the mapping of s 3 ~ s 3 and implies the existence of 

instantons. 

In a recent paper, 14 Witten showed that the action of the 

nonlinear sigma model contains the term 

(A-22) 

where M5 is a 5-dimensional manifold whose boundary aM5 is 4-

dimensional spacetime. The fact that tr v 5 is not globally exact 

shows that the coefficient of this term is topologically quantized. 

The preceding makes clear the topological significance of the 

Abelian anomaly. According to eq. (III-11) the Chern characters 

(A-22) 
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If the gauge potential A goes to a pure gauge at spatial infinity 

A -~) v -- (A-2 3) 

then 

dA A1.. :1.. 
-~>- =-V (A-24) 

and so according to eq. (III-16) 

-~) [c -1 > .,._, n! (-n-1)! / ( zn-t) ! J tr "1T
2

n-1 

2n If E denotes 2n-dimensional Euclidean space, then by Stokes' 

theorem 

(A-25) 

Thus the integral of trFn over E2n is associated with the homotopy 

group n2n_ 1 (G). The case in which n=2 and G = SU(2) corresponds 

to the instanton. 

In the text, we encounter current divergence. To write this 

in form language, we need to introduce the dual * operation. If ¢ 

is a p-form constructed of a rank-p totally antisymmetric tensor 

in D-dimensional space, ¢ , then *¢ is the (D-p)-form 
\.ll\.l2•••\.lp 

\.lD-p+l"""\.lD 
constructed from the tensor £ ¢ Notice 

\.ll· ··\.lo-p··· J.lo 

the * operation refers explicitly to the dimensionality D. (It 
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requires the space to be equipped with a metric which can be used 

to lift the indices.) 

Let J be a 1-forrn. Then the operation d* evaluates the diver-

gence: 

--

(A-26) 
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APPENDIX B 

We will present the proof of eqs. (III-30) and (III-35) in 

detail. Before doing this we first give some useful formulas when 

we deal with symmetrized trace or product of a number of matrix 

forms. 

Recall the definitions of the symmetrized trace and product 

of n matrices A
1

, •.. ,An belonging to the Lie algebra 

(B-1) 

(B-2) 

where the sum is over all permutations (i1 ,i2 , .•. ,in) of (1,2, ... ,n). 

Suppose g is an element of the Lie group. Then 

(B-3) 

(B-4) 

If g is very close to the identity g = 1+8, where e takes values 

in the Lie algebra SU(N), then we have 

(B-5) 

i: P(i\,,···,t&,7qJ,···,/\l\.) = ( 9, P(:\,, .. ·,"A~1 (B-6) 

~=-· 
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Now we suppose Ai = ai 0 Ai are matrix forms (ai being forms of 

degree d.). Then 
~ 

(B-7) 

(B-8) 

If we want to have an expansion of Str(A 1 , •.• ,An) or P(A1 , ..• ,An) 

like eq. (B-1) or (B-2), we have to introduce an extra sign in 

each term arising from the conunutative properties of Ai as forms. 

In trying to generalize eqs. (B-5) and (B-6) to matrix forms, it 

is better to introduce the notation [A,B] for two matrix forms A 

and B as follows: 

where A= a 1 0 A1 , B = a 2 0 A2 and dA,dB are degrees of the form 

A (or a 1 ) and B (or a 2 ) respectively. When we discuss the Lie 

algebraic properties of [A,B], they are very similar to [A 1 ,A 2 ]. 

Now let us suppose ® is a d-form, then from eqs. (B-5) and (B-6) 

we have 

( B-1 0) 

( B-11) 
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The extra sign in each term accounts for the exchange of ® with 

J\1 o o o Ai-l o In particular, if @ is the potential 1-form A and 

the covariant derivative of the form J\. is defined as 
~ 

(B-12) 

then we have 

d.Str(A, ,~'',t\n) = 
= f (-/) J.,t,o·-tJ..t_, ~W(A., .. ", J>!l,·/ .. ·, !111.) 

-t=-1 
(B-13) 

l> P(/\, ,--··,A~) = 
~ J.-t .. ··td:-r = ~I (-I) p ( "I } .... 0

) "j) 11; ; . ·, A'") _,_ (B-14) 

Having been equipped with these formulas we turn to consider 

the nth Chern character, 

( B-15) 

where F = dA + A2 is the field strength 2-form. In order to find 

a (2n-l)-form w2n_ 1 (A) such that n2n = dw 2n-l' we use the following 

trick: introduce the following one-parameter family of potentials 

and strengths, ( o~t~ I) 

(B-16) 
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and consider, as in the text, 

tL ) - N- 5 rl - - ~-·'). 
tL t Stl.~CAt - '11"') lr1' 1 ett rt, t-t J 

= 'n- SiK{ olA-t2 tA,_, Ft~-')- = Th$t.{-:DtA J ft1t-'} 

(B-17) 

where DtA = dA + [At,A] is the covariant derivative with respect 

to At. Since the Bianchi identity gives DtFt = 0, we obtain from 

eq. (B-17) 

-- (B-18) 

upon using eq. (B-13). Integrating from t=O to t=l we get 

0 

Jl"l.~(A) = clwt-n.-• (A) 

w;..._,(A) = 11. )>t SiiY(A, CtciA+t"I.A~f'--t) 
(B-19) 

Under the gauge transformation (with v 0-form valued in the Lie 

algebra) 

(B- 2 0) 

the nth Chern character is gauge invariant by eq. (B-10): 
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(B-21) 

Therefore from eq. (B-19) it follows that 

~, cL t.J:...__, (A) :: cL o, w:~-· (A) = o (B-22) 

Poincare's lemma leads to the conclusion that there exists locally 

a (2n-2)-form w~n- 2 (v,A) such that 

(B-2 3) 

To find the expression for w~n- 2 (v,A) we use 

a,tiA =-(dA,vJ+(A,d1l] (B-24) 

o11 Ft =-[Ft,v]-tlt-t)(A,d.v] (B-25) 

Then from eq. (II-19) 

0-vW:.,._,(v, A) = 1'\-~:c.Ltf S'&(&rAXt-i)+(1't-1)~(A .Mi,ft~} 

= - n )~tit { Str (dv, Ft'l\-
1
)+(-n-1) t(t-1) $iy-( A .(A, dv J )::t~J} 

- 11. ~:d.t { $tv-((A,vJ,F;'-)+C-n-l) St--(A .1Jt.vJ;Ft_.,_)} . 
(B-26) 
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Upon using eq. (B-10) we see that the second integral, namely the 

term proportional to v, vanishes. Since according to eq. (B-23) 

ovw~n-l is locally exact we argue that in the first integral in 

eq. (B-26) we can immediately take the d operation outside the 

integral and obtain 

~,~.,_(,;-,A)= 

= -n r: dt{ $fy.(v; F-tnJ+trL-t)tlt-1 )$-&{A,(A,v-J,Ft?t-~)} (B-
27

) 

=-'h.):df ty(v { h7L-'+bt-i)f{t-I)(A,P{A,f.t'lt-~J}) <a-27 
• 1 

We can also conclude that the form in the curved bracket in eq. 

(B-27') is closed (as the action of don it gives zero). Exploit-

ing the latter statement, we can give a more compact formula for 

1 
w2n_ 2 (v,A) as follows: in fact, we have 

)! ttt Ft-' = ~: tlt ~ { ~r) t l1.tk-l P( (dAJ~t-1t-~ (A'-)b) 

1\.-f 

= 2: (~') 1 P( (dA)?t-R-I (A~)k) 
f~ R 1'LtR ) 

(B-28) 

('l'l--1) ~~ t.lt i (t-1) [A, P (A, Ftl.)] 

')\.-~ ' = ~ (-n-t )s. J-t (-n;; t'ltik-'ct-1)( A, P(A ,( dA)'It-R-~ r A,_)k)] 

(B-29) 

_ .. 
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2 By the formula (B-11) and [A,A ] = 0, we have 

iA, P(A, (dA)1\-R-~ (Al.)~)] = 

= 2 P( CdA}n-R-:(A"t)k-t')+ ln-k-2) P(A, dA~ (M)-n-k-~ (A,_l~) 
(B-29') 

Using 

(B- 30.) 

the sum of the (k+l)-th term in eq. (B-28) and the k-th term in 

eq. (B-29) gives us 

. --n.-\ (~_,_) { ( ?L+k _ 2 ) pffd..A)"'fl-k-2 (A"t) ~-t') 
(iti'R)(-ntR-1) ~ t:z:t I \~ ) 

- (1'1.-R-J.) P(A IdA\ {A1.)k,(dA)'Il-l<-3)} = 

= ')\,-k-2 ( 1t-t) J p (A (dA)-n.-k-3 (A')A-+1) 
(ntkH"h-t~+l) R.-tl ' ' J 

(B- 31) 

Therefore, the sum of eqs. (B-28) and (B-29) can be written as 
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't\.-2 z (?\.-I) 1t-R-l cl P( (d4 1\.-R-1 1. k) ~=o R (")t-tk) {'h-t-R-1) A' ) 1 (A ) 
1)\.-"l.. 

= ('n--l) z (~L.) I d.P(A (dA)~-R-l. (A)p_) 
R~ lz ('Ylt~)(?ttR-1) I ) 

r' J. ~~ -= ('l\.-r) ct )o ttt ( t-t) P(A~ ft ) (B-32) 

or 

(B- 3 3) 
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APPENDIX C 

1. Fujikawa's Path Integral Method 

We assume the reader is familiar with Fujikawa's derivation of 

18 chiral anomaly. His analysis may be generalized immediately to 

D = 2n dimensional space. Fujikawa observed that under the trans-

formation 

(C-1) 

while the Dirac Lagrangian transforms (for infinitesimal 6) as 

(C-2) 

There is also a Jacobian factor J for the transformation of the 

path-integral measure 

J = e-tp {-2-i ~ J.l>X e(x) ~ tp~(x) ~:P+I ¢.,._(x)} 

Here the basic functions ¢ (x) satisfy 
n 

i yP- ( df T ~) </>?\-= A-rt cp'n 

S rJ?x <f.! (y.) <f.,_ ex) = b.,,,WI. 

(C- 3) 

(C-4) 

(C-5) 
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The analysis is in compactified Euclidean spacee Regularizing the 

large eigenvalues by the factor exp(-A 2 /M2 ) and changing to plane 
n 

wave basis we evaluate the sum in the exponent in eq. (C-3) as 

follows: 

1 ._ ~ t v ~ ) I ' - "'+ y -(AM/M)~ -2ACx)-:::. ~ 't'-n. (x) 41H"I "f~lx = I"M-~ 'rn fx) lJJ>tl e y'h.(x) 
~ ~~")1. 

_ I, -r ) Rk v ei~x e-{j/M),.e-.tkx 
- J"WV t r 1. -~ D'J)Tt 
~00 ll:tt) . 

'""' - ,.(.. 1!.-... p t -
- _(_4-_TL-t,)~.,-?t-,- e J.lt ., F f·t-tl... .. . t-f{ln. .. ,J.J..J_,_ 

• 

(C-6) 

Note that in Euclidean space we have YD+l = (-i)ny1y 2 ···y0 _1Y0 

(D=2n). The anomalous Ward identifies can be represented by 

aW[Af-'w, FJ] 
a etx) &btl=- 0 

0 (C-7) 

where W[A ,8] is the chirally rotated w. Combining eqs. (C-1), 
).l 

(C-6) and (C-7) we obtain the anomalous divergence for J(D+l). 
).l 
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2. Feynman Diagrammatic l-1ethod 

We evaluate the Abelian anomaly in a U(l) gauge theory. In 

our approac~ (which is of course not new35 ) we insist that we deal 

at all times with well-defined finite quantities. We avoid 

manipulating potentially ill-defined (either in the ultra-violet 

or in the infra-red) Feynman integrals and talking of surface 

terms which appear upon subtracting one integral from another. 

Furthermore, the arithmetic turns out to be rather simple in this 

approach and we can evaluate the anomaly at once for D = 2n 

dimensional space. (Here, as elsewhere in the paper, we use the 

convention of Bjorken-Drell. In particular £ 01 2 
= +1.) . • • n 

Denote by T~ 1 ~ 2 ···~nA (k 1 ,k2 , ... ,kn) the Green's function 

corresponding to <OIT V (x1 ) ... V (x )A, (O)JO (where v and A 
~ 1 ~n n A l1 ~ 

denote the vector and axial current ~Y ~ and ~Y y ~ respec-
~ ~ D+l 

tively). Let the (incoming) momentum "carried" by V (x.) be 
~i ~ 

denoted by ki. The anomalous Ward identity reads 

(C-8) 
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We find it useful to introduce the notation 

(C-9) 

(C-10) 

and so forth. In our approach we restore the fermion mass m. 

Thus, P is the Fourier transform <OIT V (x1 ) .•. V (x )PIO> 
~l···~n ~1 ~n n 

where P is the pseudoscalar operator ~YD+l~. The term with co-

efficient en in eq. (t-8) indicates the presence of the Abelian 

chiral anomaly. The form of this term can be determined by general 

considerations. 36 

Our strategy involves expanding eq. (C-8) in powers of the 

external momenta k.. Noting that the anomaly is 0 (kn) vle need 
J 

only expand eq. (C-8) to O(kn) in order to determine c . 
n 

We write T , as a sum of Lorentz covariants. There are 
J.11• • ·J.lnl\ 

two possible types of covariants: 

( C-11) 

and 

(C-12) 

(There are many distinct invariants corresponding to each type, of 

course. In eq. (C-11) tr.e (n-1) distinct momenta k . are taken 
aJ 



-49-

from the set of n external momenta k 1 , ... ,kn.) We denote generi­

cally the Lorentz scalar functions associated with K as A 
f.11 ... fln A. 

\) 

and with Lfll•••flnA as B. (Thus, for D=2, Tf.lA = AEf.lA+ B£f.1Vk kA..) 

By power counting, the functions B are perfectly convergent 

and finite by two powers of momentum. On the other hand~ the 

functions A appear to be logarithmically divergent. However, 

conservation of vector current requires that 

= 0 
( C-13) 

This tells us that any of the A functions are determined in terms 

of the B functions. Thus, T ~ is perfectly finite. 
f.11 ... fln A 

The nice feature of this approach is that we can now forget 

about T 
fll···flnA· 

Consider expanding eq. (C-8) in powers of k. We 

can safely Taylor expand T 
fll···flnA 

and p in 
f.11 ... fln 

powers of k. 

Since the fermion mass m # 0 there is no potential infrared dif-

ficulty. The preceding analysis indicates that T , has a 
f.ll ... fln A 

Taylor expansion with the first term of O(kn+l). Thus the left-

hand side of eq. (C-8) is of O(kn+ 2 ) and is irrelevant for deter-

mining the coefficient c . 
n 

This entire discussion is to show that to calculate the 

anomaly we need only expand the perfectly convergent and finite 

quantity P to O(kn), which is in fact the order of its 
f.11 • • • f.ln 

leading term. The quantity P is represented by the Feynman 

integral 
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p ft···,u .. = (L.~)-n- (-I) -i ~-n+l f dl71.1. Nt·;·,y ... 

+ (nt-1) otttvrtvr~ bJ fe-Y~iA'~ (C-14) 

If we define p. : ~ k., we have the denominator 
J . 1 l. l.= 

(C-15) 

and the numerator 

(C-16) 

Here 

( C-1 7) 

In our convention, 

"l. 
y'l>fl = + 1 (C-18) 

By a simple chirality argument N has to be proportional to m. 

Taking a factor of m out, performing the trace, we find that N 

collapses to 
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(C-19) 

Thus N can be taken out of the integral and the resulting integral 

may be interpreted as a loop graph with a boson running around it. 

To the required order we can replace D by (~2 - m2 )n+l with 

-
, ( I )'l\:tl ~ -t - 1( -
~~ '})\ "l. (C-20) 

We obtain 

'?1. 

K~= 
-1. 

== -------------------~ . .'1\- I ")1, I 
2 TC ~. 

( c- 21 > 

The coefficient Kn is defined so that the divergence equation may 

be written as 

(C-22) 

We emphasize the remarkable arithmetical brevity of this 

calculation. In particular, we feel that it is rather less 

tedious than the calculation in refs. 22 and 24. 
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This calculation is closely related to a calculation using 

Pauli-Villars regularization. Suppose we regularize the one-loop 

diagram representing T , by a Pauli-Villars field with mass 
lll···llnA 

M. Then the regularized T , satisfies the "normal" Ward 
J.l1· •• J.lnA 

identity (compare with eq. (C-8)) 

(C-2 3) 

As M ~ oo, the second term on the right-hand side of eq. (C-23) 

reproduces the anomaly. The calculation is equivalent to that 

leading to eq. (C-22) since upon expanding, we have 

M Pf4o···~,.{M) IV M"l.f -kr I k,fto· ·· k.,~ .. ~ 

+ ~'~- O(k'IL+l.J -t - • • • · ·} ( c- 2 4) 

We personally prefer the Pauli-Villars approach to chiral 

anomaly since the method particularly emphasizes the physical 

origin of the anomaly. 

Our calculation was performed in an Abelian gauge theory. In 

a non-Abelian gauge theory we simply replace in eq. (C-22) F ~ 
].JV 

-ii..Fj and take the symmetrized trace Str. 
J ].JV 

For completeness we mention that other methods for calculating 

anomalies, such as Schwinger's split point technique 3 or Crewther's 

short distance operator product expansion approach, 8 should all be 

generalizable to higher dimensional spaces. 
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FOOTNOTES 

twe thank J. Schwarz for an instructive conversation 

on superstrings and 10-dimensional supersymmetric Yang-Mills 

theories . 

ttTake the standard instanton discussion as an example. In 

the physics literature, one notes that the finiteness of the 

-1 Euclidean action requires that A~ goes to a pure gauge g (x)a~g(x) 

and thus defines a mapping of the sphere "at infinity" s 3 = aE 4 

into the group G. In the mathematical literature, s 3 is taken to 

be a large but finite sphere. The portion of E4 inside this 

sphere is identified as a disk o4 = the northern hemisphere of s4 

with as4 = s3 = the equator. The portion of E4 outside the sphere 

s3 is identified with the southern hemisphere of s 4 = 54 . Thus, 

E4 is compactified to s4 . In other words, the mathematician iden­

tifies what the physicist loosely refers to as "infinity" as the 

southern hemisphere o4 . 

t~-~ 31 
· We know that this hypothesis is true in many cases, e.g., 

G = SU(N) with N > 0/2 as n0 (SU(N)) = 0. In the cases when it is 

not true, we can directly check the consistency condition in 

differential form, eq. (II-5). However, the integrated form has 

the advantage of avoiding a-functions which may give rise to some 

subtleties while checking it. 
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