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ABSTRACT 

The performance of biological sensory systems is shown to reach the quantum 

limits to measurement, this being true in spite of the high levels of thermal noise 

associated with operation at physiological temperatures. Theoretical issues associated 

with quantum-limited measurement at high temperatures are addressed and strategies 

for such measurements which make use of active filtering are formulated. Experimen­

tal and theoretical evidence supporting the existence of active filters in the sensors of 

the inner ear is discussed. 

Quantum-limited measurement requires that the internal dynamics of the primary 

sensory amplifier have a quantum mechanical "phase-memory" comparable to the 

time scale of the measurement, on the order of milliseconds for biological sensors. 

This millisecond coherence time invalidates conventional (and semi-classical) descrip­

tions of biological systems in terms of chemical kinetics, and demands an analysis of 

quantum effects in molecular dynamics. 

Simple model Hamiltonians are formulated which seem to describe the dynamics 

of biological molecules and field-theoretic techniques are developed to solve these 
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Hamiltonians in a variety of parameter regimes. Conditions for non-trivial quantum 

effects in these models are compared with experiments on the primary events of pho­

tosynthesis and the low-temperature behavior of heme proteins. Predicted quantum 

effects are observed and independent observations support the assignment of parame­

ters outside the regime where semi-classical approximations are valid. 

The same model Hamiltonians predict that molecular vibrations exhibit a super­

radiant instability in polymers where each subunit catalyzes a chemical reaction of 

sufficient speed. This instability results in macroscopic quantum coherence of the sort 

required to account for quantum-limited measurement in the sensory systems. Such 

"phonon super-radiance" provides a natural mechanism of amplification and active 

filtering, several features of which are irt accord with experiments in the sensory 

receptors of the inner ear. 

In each case considered, theoretical analysis demonstrates that quantum effects in 

biology are significant if not dominant, and this leads to fundamentally new intepreta­

tions of several biological processes. Detailed experiments are proposed which will 

provide quantitative tests of these new interpretations. 
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Chapter One 

Introduction 

... The physicist is familiar with the fact that the classical laws of physics are modified by 
the quantum theory, especially at low temperature. There are many instances of this. 
Life appears to be one of them, a particularly striking one .... The living organism seems to 
be a macroscopic system which in part of its behaviour approaches to that ... conduct to 
which all systems tend, as the temperature approaches the absolute zero and the molecular 
disorder is removed ... 

E. Schriidinger, 19441 

In the second half of the nineteenth century, the vitalist view of biology began to 

give way under pressure from developments in the physical sciences. Mayer and 

Helmholtz demonstrated conservation of energy in living systems, 2,3 Pasteur began to 

study what we now call the structural chemistry of biological molecules, and Volta and 

Helmholtz investigated the4 electrical basis of signal transmission along nerves. The 

problem of color perception played a major role in the discussions of Maxwell5 and 

others6 concerning the electromagnetic basis of optics, and Helmholtz 7 made use of 

classical mechanics and the new mathematical r(!sults of Fourier to understand the 

basis of hearing and the perception of harmony. 

These remarkable results from the golden age of classical physics still dominate 

our thinking about the basis of life. Quantitative studies of cellular and molecular 
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biology are based on thermodynamics and structural chemistry, and these concepts are 

supplemented by classical electromagnetism, optics and mechanics when they are 

applied to sensory and neural systems. At the same time, of course, there has been a 

revolution in the physical sciences with the rise of quantum theory. 

The most significant influence of quantum mechanics on biology has been 

through the rules of chemical bonding. In the 1930's, shortly after the development 

of quantum theory in its modern form, Slater, Pauling, London and others8 presented 

the now well known arguments regarding the quantum mechanical basis of molecular 

structure and chemical reactivity. Pauling went on to apply these results to the biolog­

ical problems of catalysis9 and immunology.10 His view that molecular structure deter­

mines biological function prevails to this day. 

The success of Pauling's "structure-function" view of life has led to the belief 

that quantum mechanics has no implications for biology beyond the rules of chemical 

bonding. This claim, although widely accepted, has been challenged many times since 

the inception of quantum theory. At the macroscopic scale, Lorentz 11,12 suggested in 

1916 that the quantization of the electromagnetic field may limit the sensitivity of 

vision, while Bohrl3 argued in 1933 that quantum limits to other biological sensory 

systems would be recognized once the corresponding physical principles were clarified. 

At the microscopic scale, a number of workers have proposed that quantum mechani­

cal effects such as resonance 14.15 and tunneling 16 may, contribute to or even dominate 

the interactions among biological macromolecules. In particular, the structure-function 

view met its first direct challenge in 1938, with a paper by P. Jordan.1 4 

Jordan suggested that the quantum mechanical resonance interaction between two 

biological molecules might be large, and that the specificity of this interaction--which 

depends on a near-degeneracy of states in the two molecules--could account for the 

observed specificity of biological processes. This idea was pursued by Jehle, 17· 18 who 

showed that the necessary specificity would occur if the vibrational spectra of the 
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molecules exhibited well-resolved lines. Pauling and Delbri.ickl9 responded by assert­

ing that macromolecules in solution could never possess well-resolved spectra, and 

offered a nearly modern version of the structure-function principle as an alternative 

explanation of biological specificity. 

Modern textbooks20,21 present molecular structure as the full explanation of 

specificity in biochemical processes·, and no mention is made of quantum mechanical 

effects as proposed. by Jordan and Jehle. In no system, however, has the observed 

specificity been accounted for quantitatively in terms of structural features, and one 

recent attempt to interpret inter-molecular binding energies in structural terms failed 

by many orders of magnitude.22 Thus although the structure-function view of biologi­

cal specificity dominates modern thinking on the subject, the evidence does not con­

vincingly exclude the possibility of quantum mechanical effects. 

The exchange among Jordan, Jehle, and Pauling and Delbri.ick marks the begin­

ning of a continuing conflict between structural and quantum mechanical interpreta­

tions of biological events; this conflict takes many forms. In photosynthesis, 23-26 for 

example, photon absorption by an "antenna" chlorophyll molecule raises this 

molecule to an excited electronic state. The energy of this excitation is transferred 

from molecule to molecule within the antenna until it reaches the specialized 

molecules of a "reaction center," where it drives an electron transfer reaction; the 

photon energy is stored in the resulting charge separation and ultimately used to syn­

thesize compounds useful to the plant or bacterium. In pioneering papers, Franck and 

Teller27 and J. R. Oppenheimer28 sought to understand the energy transfer processes 

in explicitly quantum mechanical terms, while the observation that the electron 

transfer reactions proceed at very low temperatures with temperature-independent 

rates29,30 suggested to many workersl6 that quantum mechanical tunneling contributes 

significantly to these processes. In spite of these efforts, the dominant concepts 

remain structural and thermodynamic, not quantum mechanical. 
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In the structural view, a molecule which participates in an electron transfer reac­

tion is expected to have structural features which allow the rate of this reaction to be 

controlled by the organism. Crystallographic studies of such molecules31,32 are inter­

preted in just this way, with only passing reference to tunneling and other quantum 

effects in molecular dynamics. Even those papers which focus on tunneling use this 

quantum effect to derive structural information, such as the width of the barrier to 

tunneling. 33 Similarly, studies of photosynthetic antennae34 center on the structural 

organization of the system--distances and orientations among molecules--rather than 

the quantum mechanical parameters which characterize this structure and its dynamics. 

From these examples it is clear that the question of quantum effects in biology 

remains unresolved. The consensus of the community, however, is that these effects 

are at most perturbations to an essentially classical system, so that biological events 

may be interpreted in terms of molecular structure and the rules of chemical bonding 

with little regard for quantum mechanics. The clearest challenge to this point of view 

comes from the possibility that quantum mechanics is essential for understanding at 

least some biological processes. 

In a 1944 monograph 1 What is Life?, Schrodinger presented a concerted attack on 

the view of life espoused by a "naive classical physicist." The classical physicist, 

Schrodinger explained, seeks order in the law of large numbers. The behavior of indi­

vidual molecules is chaotic, and we can return to determinism only by averaging the 

behavior of thousands or millions of molecules. Unfortunately, as had been shown 

convincingly by Delbrtick and co-workers, the evidence on this point is against the 

classical physicist: single-celled organisms carry their most precious possession, the 

genome, in a single molecule. 

Schrodinger pointed out that since classical physics cannot account for the stabil­

ity of atoms or molecules, the stability of genetic material stored in a single molecule 

must be viewed as a quantum mechanical phenomenon. Even a semi-classical 



-- 5 --

approximation to quantum mechanics, such as the Thomas-Fermi method, cannot 

account for the stability of molecules, 35 so that the stability of the gene as it passes 

from generation to generation is a quantum effect .of considerable subtlety. From this 

and other examples, Schrodinger concludes that it is only through quantum mechanics 

that life can be understood in a manner consistent with experimental evidence; his 

clearest statement is in the passage quoted at the beginning of this Chapter. While 

Schrodinger's book is renowned for having brought many physicists to biology, 36 not 

all of these physicists seem to share his enthusiasm for a quantum mechanical view of 

life. Instead many have embraced Pauling's view, which is a strict reductionist picture 

of the sciences: biology is based on chemistry, chemistry is based on physics, and 

there are no routes by which physical--in particular quantum mechanical--principles 

can directly influence biology. 

• The question of whether quantum mechanics directly affects the dynamics of bio­

logical systems has a very different meaning today than in 1944. Even the simplest of 

biological molecules is a complex interacting system with several thousand degrees of 

freedom, and at the time of Schrodinger's writing no such many-body problem had 

been solved; the issue which had been raised by Bohr regarding quantum limits to 

sensory systems other than vision had also not been resolved. Since the publication of 

Schrodinger's book powerful theoretical methods have been developed for describing 

the quantum mechanics of both microscopic many-body systems3 7-39 and macroscopic 

systems such as sensors and measuring devices. 40-42 Over the same period advances in . . 

experimental technique have provided more reliable information on the structure and 

dynamics of biomolecules43-45 as well as on the behavior of the individual cells that 

are responsible for sensory reception.46-48 I believe that these advances force a recon-

sideration of the role of quantum mechanics in biology; this dissertation provides such 

a reconsideration. 
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We may look for two distinct classes of quantum effect in biology. First is a 

macroscopic quantum effect, typified by the ability of a sensory system to detect sig­

nals near the quantum limits to measurement. Second is a microscopic quantum 

effect, in which the dynamics of individual biological macromolecules depart from the 

predictions of a semi-classical theory. Finally, if such quantum effects in fact occur, 

we must try to understand the macroscopic effects in terms of the microscopic, in the 

same sense that we understand the macroscopic quantum behavior of a superconduct­

ing device in terms of the microscopic behavior of the interacting electrons in the 

superconductor. These issues are addressed in the following chapters, and the main 

results are summarized here: 

[1] Quantum-limited measurement occurs in several biological sensory systems, 

including the displacement sensors of the inner ear. Quantum limits to detection are 

reached in the ear in spite of a seemingly insurmountable level of thermal noise. 

[2] In order to reach the quantum limit the receptor cells of the inner ear must pos­

sess amplifiers with noise performance approaching the limits42 imposed by the uncer­

tainty principle. Such "perfect" amplifiers cannot be described by any chemical kinetic 

model, nor by any quantum mechanical theory in which the random phase approxima­

tion is valid--the molecular dynamics of the amplifier must be such that quantum 

mechanical coherence is preserved for times comparable to the integration time of the 

detector. 

[3] The dynamics of biological molecules may be described by model Hamiltonians 

similar to those used in several problems of condensed matter theory, albeit in 

different parameter regimes. Methods are developed for solving these models, which 

consist of strongly coupled electronic and vibrational degrees of freedom, and condi­

tions for quantum effects on the molecular dynamics are identified. 

[4] Two major quantum effects in molecular dynamics--resonant dependence of 

electronic transition rates on vibrational frequencies and coherent evolution of the 
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electronic states for times comparable to vibrational relaxation times--are compared 

with· experimental studies on ligand binding in heme proteins and electron transfer in 

photosynthesis, respectively. Predicted consequences of the quantum effects are 

observed, and in the case of heme proteins a number of independent experiments are 

explained by the same model Hamiltonian, strongly supporting the identification of 

quantum effects in this system. 

[5] In systems with long vibrational relaxation times the phonon modes can be 

pumped by chemical reactions (transitions among electronic states), and this leads to a 

phonon instability. In the case of a polymer this instability is similar to super-radiant 

emission of photons by an ensemble of excited atoms, 49 and results in a coherent 

oscillation of the phonons throughout the polymer. Such macroscopic phase coher­

ence is precisely what we require to understand the existence of quantum-limited 

measurement (point [2] above), and the phonon instability can be used to construct 

an amplifier; several qualitative features of such an amplifier correlate quite well with 

experimental observations on responses of the receptor cells in the inner ear. 

Taken together these results provide convincing evidence that, as Schrodinger 

suggested, at least some phenomena of life can be understood only in terms of quan­

tum mechanics. This is, in spite of all the hints in the earlier literature, a surprising 

conclusion. For this reason I have sought to make the discussion as concrete as possi­

ble and to avoid the more philosophical issues which surround the application of quan­

tum mechanics to biology.l3 Instead I have confined my attention to a small number 

of systems where theory and experiment may be rigorously compared. In this way it 

may be seen that quantum mechanical effects are not merely embellishments on a 

nominally classical system; rather their existence forces essential changes in the way 

we think about the extant observations. While a focus on specific systems is essential 

for establishing the existence of quantum effects in biology, it is clear that once such 

effects are established our thinking about the molecular basis of all biological events 
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must be re-examined. I hope that the theoretical approaches developed in this work 

provide a useful starting point for such investigations. 
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Chapter Two 

Macroscopic quantum effects in biology: The evidence 

.. .. The most striking features are: first, the curious distribution of the cogs in a many-celled 
organism .... and secondly, the fact that the single cog is not of coarse human make, but is 
the finest masterpiece ever achieved along the lines of the Lord's quantum mechanics ... 

E. Schrodinger, 19441 

A. Photon counting in vision 

1. Lorentz' prediction and the Rose--de Vries law 

In 1916, eleven years after Einstein introduced the photon, Lorentz used the 

existing data on the visual threshold to estimate the minimum number of photons 

required at the cornea for a human subject to respond. He found that this number is 

on the order of one hundred or less. 2,3 Realizing that not all of these photons reach 

the retina, he suggested that the threshold of vision is limited by the quanta! nature of 

light. This suggestion may be the first formulation of a quantum limit to measure-

ment, and it certainly was the first application of quantum mechanics to biology. 

The quantization of light can influence the reliability of our perception even at 

light intensities well above the threshold of vision. Any attempt to distinguish 
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between two dim lights will be limited by the variations in the number of photons 

arriving at the retina, in addition to whatever sources of noise are contributed by the 

eye itself. Thus, if the photon statistics of the light source are Poisson, then an aver­

age of N photons absorbed by the retina is accompanied by a standard deviation of 

N'12 • This variance provides a limit to the discriminability of changes in the intensity 

of the source, and predicts that the threshold for intensity discrimination should grow 

as the square-root of the intensity. This square-root relation was first applied to vision 

by de Vries4 in 1943 and RoseS in 1948. 

The Rose--de Vries law must break down at both very high and very low intensi­

ties, as illustrated in Fig. Il-l. At very high intensities, fluctuations in the gain of the 

photoreceptors must dominate any fluctuations inherent in the signal, and will lead to 

"Weber's law," namely intensity discrimination thresholds proportional to intensity. 

At the very lowest intensities, the photon statistics variance will fall below the "dark 

noise" level of the photoreceptor, and the intensity discrimination performance will be 

limited only by this intensity-independent internal noise. Barlow6 has summarized the 

evidence that these three regions, dark-noise limited, photon statistics limited, and 

Weber's law, are indeed found in psychophysical data from human observers as well 

as in the firing patterns of single cells in the optic nerve of the cat. These studies 

strongly suggest that the statistics of photon arrival at the retina limit the reliability of 

our judgements of light intensity, as Lorentz had predicted. 

2. Photon statistics and the frequency of seeing 

In a series of psychophysical experiments, published in 1942, Hecht, Shlaer and 

Pirenne7 and (independently) van der Velden8 addressed the issue of photon statistics 

more directly. They showed that the detection of a weak visual stimulus by a human 

observer is a probabilistic event, and that the statistics of this event are dominated by 
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FIGURE 11-1 Intensity discrimination for visual stimuli, after Barlow.6 Note the three 
regions of the data, with the intermediate regime corresponding to the Rose­
de Vries law as described in the text. 

the statistics of photon arrivals at the retina. The data could be interpreted by assum-

ing that the observer "sees" the light whenever n photons arrive at his retina. Thus 

if the light has mean intensity I at the cornea, and the quantum efficiency from cornea 

to retina is a, then the probability of seeing is 

00 

P(k > n) = I. p(kial), (II.A.2.0) 
k-n 

where p (k Ia!) is the probability of k photons arriving given the mean number a/. 

For light sources obeying Poisson statistics, 

(II.A.2.0) 

The quantum efficiency a is unknown, but the shapes of the curves P(k > n) vs. log/ 

depend only on n, the "threshold" photon number, as shown in Fig. II-2. 
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FIGURE 11-2 Photon statistics and the frequency of seeing. 7 (a) The probability that 
more than n photons are absorbed by the retina given a flash of mean intensity I at 
the cornea. Note that curves for different values of n are very different, while 
changes in the quantum efficiency of the eye simply translate the curves from left to 
right. (b-d) Frequency of seeing curves for Hecht, Shlaer, and Pirrene, respectively, 
with fits to the curves of part (a). 

The excellent fits of the data to these curves allow an estimate of n, which was 

found to range from 2 to 8 depending on the reliability of the observer's judgement. 9 

Such "frequency of seeing curves" for Messrs. Hecht, Shlaer, and Pirenne are shown 

in Fig. 11-2. Note that although Hecht requires more photons at his cornea because of 

his greater age; the apparent number of photons required at his retina is no different 

( 
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from his younger colleagues. 

Two historical points about the frequency of seeing experiment should be noted. 

First, M.H. Pirenne, who participated in these experiments, was L. Rosenfeld's stu-

dent; we recall that Bohr and Rosenfeld were responsible for the first rigorous analysis 

of quantum limits to measurement of the electromagnetic field. Second, the idea of · 

using Poisson fluctuations to characterize a biological system was applied in the same 

years to a very different problem.lO Delbn1ck and Luria showed that the development 

of antibiotic resistance in bacteria resulted from spontaneous mutations, rather than 

adaptation, these two phenomena being distinguished by their effects on the statistics 

of a growing bacterial population. The fact that these spontaneous mutations occur on 

a reasonable time scale means that mutant bacteria can be selected in the same way as 

mutant strains of fruit flies; the Delbri.ick-Luria experiment thus marked the start of 

bacterial genetics, which formed the basis for the development of modern molecular 

biology. 
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AVERAGE NUMBER OF PHOTONS AT THE CORNEA 

FIGURE 11-3 Frequency of seeing curves, as in Fig. 11-2, but comparing the results 
of (left) Poisson and (right) non-Poisson light sources in the same subject; adapted 
from Teich et a/. (Refs. 11 and 12), with lines drawn to guide the eye. 

Although the agreement between the experimental frequency of seeing curves 

and the theory of photon statistics is impressive, it is possible that many more photons 

actually reach the retina than the apparent number measured by these experiments, 
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and hence that the visual threshold is limited by another source of fluctuation. This 

possibility was eliminated convincingly by the experiments of Teich et al., 11,12 pub­

lished in 1982, who repeated the frequency-of-seeing experiment with modulated laser 

light, a non-Poisson source. The results, summarized by the comparison of Poisson 

and non-Poisson curves in Fig. II-3, show that the light source with the greater vari­

ance in the photo-count distribution is less detectable for a given level of reliability, as 

we would expect if the statistics of photon arrivals at the retina were a major source of 

noise in the system. Further studies show that, for fixed mean intensity, the reliability 

of the visual observation declines as the variance of the photo-count distribution 

increases. Thus our ability to see a weak visual stimulus is indeed limited by the laws 

of quantum mechanics. 

3. Single photon signals from individual receptor cells 

·More recently, the psychophysical results have been confirmed qualitatively by 

recordings from individual photoreceptor cells.13 As illustrated in Fig. II-4, the electri­

cal current generated by these cells shows distinct "bumps" i~ the presence of dim 

light, and their occurrence follows the Poisson statistics expected if the each bump 

registers the arrival of an individual photon. By comparing the average single photon 

response with the spectrum of continuous current noise observed in the dark, 14 it is 

possible· to estimate the reliability of the single photon response, and in this way the 

relation between psychophysical and physiological results can be made quantitative. 

The calculational methods for making such reliability estimates are well 

known 15,16 but have not yet been applied to the photocurrent records from single 

receptor cells. In addition, many applications of these techniques to the sensory sys­

tems16 suffer from a lack of clarity in dealing with continuous time-dependent signals. 



FIGURE II-4 Single photon signals from in­
dividual receptor cells. This record shows 
the photocurrent generated by single rod 
outer segments in the retina of the toad, the 
stimulus being a sequence of dim flashes 
marked by ticks at the bottom of the 
figure.IJ Note that some flashes elicit no 
response, others a response == 1 pA, and still 
other a response twice this large. The statis­
tics of these null, unit, and double 
responses are consistent with the Poisson ar­
rival of photons at the cell, the unit 
response corresponding to one photon. The 
absolute cross-section for producing the 
single-photon response is also in agreement 
with the pigment content of the cell, as dis­
cussed in Ref. 13. 
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More generally, the issue of reliability in the response of a single cell has not been dis-

cussed as quantitatively as one might like, particularly in relation to the idea that sen-

sory systems possess a. "threshold" for their response; this important issue is dis-

cussed in Appendix A with reference to auditory receptors, while in the following 

paragraphs I will present explicit calculations for the case of photoreceptors. 

Imagine a record of the receptor cell current on the time interval 0 < t < T. Our 

task is to decide from this record whether or not a photon was absorbed at time t = 0. 

In order to make this decision we must know the probability distributions for the 

time-dependent function J(t) which describes the current record. A continuous 

record, however, is described by an infinite number of variables (e.g., the current at 

each instant of time) so that in integrating over the probability distribution we must 

integrate over an infinite number of variables, which amounts to evaluating a func­

tional integrat.l7 As suggested by Feynman 17 the functional integral, or path integral, 

thus provides a natural language for discussing problems in the theory of noise and 



stochastic processes. 

In the absence of photon absorption the current generated by the receptor cell 

exhibitsl 4 approximately Gaussian, 18 stationary fluctuations, and has a spectral density 

S(w). This means that each Fourier component of the current record, denoted J(w) 

such that 

1 . J(t) = -~e-tf.utJ(w) 
ft~ , 

w 

(II.A.3.1) 

is an independent Gaussian variable with a variance given by S (w). Thus if there was 

no photon absorption event, the probability distribution for the function J is just 

1
1 IJ(w)i 2

) 
P_[J] = Kexp -2~ S(w) , (II.A.3.2) 

where. K is a normalization constant. Similarly, if there was an event, the current 

record is chosen from another probability distribution 

(II.A.3.3) 

where J0(w) is the Fourier transform of the average single photon current response. 

A judgement of which probability distribution is more likely to have produced a given 

current record may be made by forming the "likelihood ratio"16 

IP+[J]) 
,\ = ln p _ [J] . (II.A.3.4) 

If the occurrence of an event has greater probability given the current record than the 

absence of an event, then ,\ is positive. 
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In the presence of an event the probability distribution for the likelihood ratio is 

(II.A.3.5) 

where J [dJ] denotes functional integration, while if the photon is not present the 

likelihood ratio is distributed according to 

p_(A) - f [dJ] +-In[;=~~~]} P _[J]. 

These integrals are Gaussian, and may be done exactly, 17 to give 

where 

so that 

_ "("' IJo(w) 12 

M- :- S(w) ' 

. (II.A.3.6) 

(II.A.3.7a) 

(II.A.3. 7b) 

(II.A.3.8) 

(II.A.3.9) 

Assuming that the a priori probability of photon arrival is one half, the probability of 

making a correct judgement is 

00 0 

Pc = 1hj dA..p+(A..) + 112 J dA..p_(A..) 
0 -oo 

(II.A.3.10) 
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= 0.5 + ; <I>(M312), (Il.A.3.11) 

X 

where <l>(x) is the probability integral <l>(x) = 7-- J dt e-12
• 

. v1T 0 

Using the data cited above we can evaluate M through Eq. (II.A.3.9) and deter-

mine the probability that an ideal observer could correctly distinguish between a single 

photon and noise by recording the current from a single photoreceptor cell. The value 

of M obtained in this way is of order ten or larger, corresponding to Pc ~ 0.99. In this 

precise sense, the visual system is capable of counting single photons. Details of the 

calculation of M, as well as some further issues regarding the reliability of the single 

photon response, are discussed in Appendix B. 

4. Models for quantum counting 

The time course of the current generated by vertebrate photoreceptor cells in 

response to the absorption of a single photon is quite slow and gradual, being 

described approximately byl9 

(II.A.4.1) 

This time course is what we would obtain if the absorption of a photon by rhodopsin 

triggered a sequence of chemical reactions such that the last reaction consisted of 

opening or closing the ion channels in the cell membrane which control the flow of 

current into the cell. Such a "chemical cascade" is schematized in Fig. II-5; several 

issues regarding these models have recently be~n reviewed in one volume. 20 Similar 

models have been proposed for amplification in those biological systems which sense 

the concentrations of various chemicals in the cellular environment, such as hor-

mones. 2l In each case, there is considerable experimental evidence to support the 

occurrence of a chemical cascade, although it may be argued that in no system have 
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the events of the cascade been shown to be the primary amplification steps in the sen-

sory process. Thus there is still controversy in the case of photoreceptors as to 

whether the time course of the chemical events is consistent with that of the photo-

current; and whether the chemical events are involved in the amplification itself or 

only in its regulation (cf. Ref. 20). -

Rh 

z,. 
.. 

• z,. 

A~ 

~CHANNEL OPEN~ 

k
5 

CHANNEL CLOSED 

FIGURE 11-5 A chemical amplifier in vision? A general version of the chemical cas­
cade model, in which photon absorption by the visual pigment rhodopsin initiate a 
sequence of reactions, each of which catalyzes the next; the last step in the sequence 
consists of closing ion channels in the receptor cell membrane. The n'h molecule in 
the cascade lives for an average time (kn')- 1 and catalyzes kn reactions per second, 
so that the average gain < gn > ""'kn/ kn '. 

Any theory of amplification in vision must account for how the receptor is able to 

detect single photons with such remarkable reliability. It has been suggested that the 

chemical cascade can provide a natural explanation of this phenomenon, since a single 

photo-isomerized rhodopsin at the beginning of the cascade will result in many 

( = 1 04) molecules being produced at the end of the cascade (cf. Ref. 20). This argu-

ment for large gain does not answer the question of reliable detection because it does 

not consider the statistical reliability of the gain itself. 

Somewhat fancifully we may consider a large room full of a gas which undergoes 

some highly exothermic chain reaction, and we imagine that this reaction can be 
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initiated by photon absorption. Such a room may explode after the absorption of a 

single photon, but it is difficult to know precisely how many photons caused this 

explosion. This implies, in particular, that such a detector does not provide reliable 

discrimination among one or two photons; equivalently we may say that the response 

to each photon has a large variance. In fact, vertebrate photoreceptors do allow reli-

able discrimination among single and double photon arrivals, with the variance in the 

single photon response being of orqer ten percent or less.13 Thus the exploding room, 

in spite of its sensitivity, does not constitute a good model for vision. 

The reliability of the gain provided by the chemical cascade may be calculated as 

follows. At the ich stage in the cascade, one molecule at the input is converted to gi 

molecules at· the output; in general the gi are random variables whose .statistics are 

determined by the detailed kinetics of the chemical events. The output of the entire 

n-stage cascade is therefore 

(II.A.4.2) 

output molecules per input photon. The relative variance in this gain is given by 

(II.A.4.3) 

assuming that ·the fluctuations in gain are independent at each stage. 

Consider first the case in which the gain at each stage varies according to the 

Poisson distribution. Thus we might im.agine that each stage of gain is achieved by an 

enzyme which is activated for a period of time T, during which it catalyzes some reac-

tions at a rate A. The probability that g reactions occur for each activated enzyme is 

then 
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( ) - ->. T (/. T)g 
P g - e ' , g. 

0I.A.4.4) 

so that 

(II.A.4.5) 

If we look at the fluct~ations in gain through the entire cascade we obtain from Eq. 

(II.A.4.3) 

(II.A.4.6) 

For fixed total gain G = II< gi >, the minimum fluctuations are obtained when all 

the < gi > are equal~ in this case 

(II.A.4.7) 

Two aspects of the Poisson model should be noted. First, the reliability of the 

gain decreases when it is spread over more stages~ the optimum device therefore con-

sists of a single stage of very high gain rather than many stages of intermediate gain. 

Second, the fluctuations in gain are much larger than might have been expected. 

Since we have assumed Poisson statistics, the expected result was that the relative 

variance in the gain is of order c-1• Equation (II.A.4. 7) shows that this obtains only 

in the case of a single stage. Because the fluctuations at each stage are not summed 

but multiplied by the cascade, the statistics of the whole cascade are very different from 

those of the individual stages. In particular, since the visual cascade is usually 

assumed to comprise four or more stages, 19 a gain of 104 results in a relative variance 

of greater than 0.4 and is thus inconsistent with the observations of relative variances 

of ten percent or less.l3 
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Actually the statistics of a chemical cascade are much worse than indicated by the 

Poisson model. Consider again an enzyme which is activated at time t = 0 and 

catalyzes a reaction at rate A. The deactivation of the enzyme is itself a chemical reac-

tion and is therefore statistical in nature. If the mean lifetime of the active ~nzyme is 

T, the probability that it will live for a tiine t is given by 

(II.A.4.8) 

assuming that the deactivation reaction occurs in a single step, as illustrated in Fig. II-

5. The probability that the active enzyme will catalyze g reactions in its lifetime is 

therefore not given by Eq. (II.A.4.4) but rather by 

p(g) = jdtp(t)p(git) = J dt e-r/T e-Ar (At)g 
T g! 

1 [ AT lg 
= l+AT l+AT 

(II.A.4.9) 

This exponential distribution of gain is contrasted with the Poisson distribution in Fig. 

11-6. The exponential distribution always has a variance equal to twice the square of 

the mean, 

(II.A.4.10) 

so that unlike the Poisson distribution the exponential distribution does not become 

relatively narrow for large means. 

A simple picture of chemical activation and deactivation in the cascade thus leads 

to exponential distributions for the gain at each stage, and from Eq. (II.A.4.3) this 

determines the relative variance of the cascaded gain to be 

a- 2 =in 
' 

(II.A.4.11) 
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FIGURE 11-6 Statistical aspects of a chemical amplifier. A comparison of Poisson and 
exponential distributions, with the same mean, illustrates why the gain of a chemical 
cascade is not reliable, even in the limit of large gain. 

in clear disagreement with experiment. Thus the most straightforward implementation 

of the chemical cascade is completely unreliable, much like the exploding room exam-

ple discussed previously, and cannot account for the quantum·limited performance 

observed in the visual system. This situation is analogous to that found in photomul­

tipliers, 22 where the individual electron multiplication events are Poisson, but the 

inhomogeneities of the· multiplier surfaces (here the distribution of enzyme lifetimes) 

can lead to highly non-Poisson, even exponential distributions for the photocurrent. 

The example of the chemical cascade provides the first suggestion that conven­

tional chemical mechanisms cannot describe quantum-limited behavior in biological 

systems. To determine whether or not this suggestion can be generalized--can any 

"chemical" model describe quantum phenomena in biological systems?--we must 

make more rigorous use of what has been learned in recent years about the quantum 

mechanics of macroscopic systems. 



-- 24 --

B. Modern views of macroscopic quantum mechanics 

1. Schrodinger 's equation for a ton of brass 

Consider a one ton brass bar. This system has many (:::::::: 1028) degrees of free-

dom. Of these, a few may be singled out as decidedly macroscopic, namely the lowest 

order modes of bending and sound propagation within the bar. Typically these modes 

are described by classical physics, which approximates them by harmonic oscillators 

with natural frequencies in the audible range. Nonetheless, there is no reason why we 

could not apply the principles of quantum mechanics to these normal modes, and 

quantize the classical oscillators if we wish. 

For simplicity let us consider not the vibrational modes of a bar, but a mass M 

on a spring of stiffness K. If we let the displacement of the mass from its equilibrium 

position be x and its momentum be p, then the Hamiltonian of the system is 

H = _l_p2 + _LKX2 
2M 2 ' 

(II.B.l.l) 

and we can write the time-dependent Schrodinger equation for the wave function 

1/1 (x)' 

(II.B.l.2) 

The important point is that the familiar quantum mechanics of a harmonic oscillator, 

usually applied to vibrations on the atomic and molecular scale, can be equally well 

applied to vibrations on the macroscopic scale. One way of understanding why this 

should work is to realize that the amplitude of a sound wave in a solid, for example, is 

a weighted sum of the displacements of the individual atoms in the solid. If we can 

apply quantum mechanics to the individual atoms we can apply it to the variables 

obtained simply by adding up the atomic variables. 
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More generally, the division into macroscopic and microscopic modes is arbitrary, 

and if it were not so cumbersome we could talk only about the motions of atoms, to 

which all agree quantum mechanics must be applied. If we did this, we would find that 

the equations of motion have solutions corresponding to sound waves, but of course 

since the whole approach is quantum mechanical these oscillations themselves would 

be quantized. Schrodinger's equation for the system will then have solutions 

corresponding to states of one, two, three, etc. quanta of sound waves, or phonons. 

The question we should be asking about the quantum mechanics of macroscopic sys-

terns is thus not "are quantum effects are possible?," but rather "when are they 

important?." That is, when will the results of a calculation using a quantum oscillator 

differ significantly from those using a classical oscillator? 

2. When is the Heisenberg uncertainty principle important? 

The uncertainty principle states that if we make repeated measurements of the 

position and momentum of a particle, we will find finite variances 0'; and 0' ~ for these 

two quantities, and that the variances must obey the inequality 

(II.B.2.1) 

As applied to an oscillator, this means that if we localize the particle to within O'x, so 

that . it has a potential energy V2KO' ;, it will have an uncertainty principle induced 

kinetic energy of 0' ]/2M ~· 1f2/8MO' ;. Thus the energy of the system is 

(II.B.2.2) 

The ground, or minimum energy state corresponds to 

0'.~ = < (Bx)o2> - __ 1f __ 
' 2(MK)'h' 

(II.B.2.3a) 
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(II.B.2.3b) 

Thus even if we cool the oscillator to absolute zero, so that it is in its ground state, 

the uncertainty principle dictates that it undergo spontaneous fluctuations in position-­

a sort of "quantum Brownian motion," termed zero-point motion. 23 In addition, the 

energy of the ground state is non-zero by amount proportional to 1r, and this is the 

familiar zero-point energy 1h1fw with the resonant frequency given by w= (K/m)'11 . 

The uncertainty principle is important whenever the amplitude of the zero-point 

motion is comparable to other motions in the system. We must apply quantum 

mechanics to molecules because (among other reasons) the atomic rearrangements 

which occur in chemical reactions may be only a few times larger than the zero.-point 

motions of the atoms. Similarly we must apply quantum mechanics to, for example, a 

displacement sensor which receives signals comparable to its zero-point motions. 

The case of the displacement sensor is particularly clear, and will be relevant to 

the sensory receptors of the inner ear to be discussed later. A "perfect" displacement 

sensor would provide a noiseless trace of position vs. time. By differentiating this trace 

with respect to time we can obtain the velocity of the particle, and hence its momen~ 

tum. Again assuming the initial trace was noiseless, these two records would provide 

infinitely accurate, continuous readouts of position and momentum, with no variance 

in either variable. Of course this cannot happen, since it would violate the uncertainty 

principle. We conclude that a continuous readout of position vs. time must be noisy, 

and in fact this noise is just the zero-point motion found above. 

In what sense is the quantum noise, corresponding in this case to zero-point 

motion, analogous to other physical noise sources, such as thermal noise (Brownian 

motion)? If we examine the probability distribution for the position of the oscillator, 

then in both cases--thermal and quantum--we find a Gaussian distribution. If we ask 
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for the variance of this Gaussian at finite temperature, where both thermal and quan-

tum noise contribute, we obtain 

(II.B.2.4) 

where the mean number of phonons 

- ( -1iw/ksT l)-1 v= e - . (II.B.2.5) 

This expression, the Planck formula, includes the zero-point motion at low tempera­

tures and the classical Brownian motion. ,at high temperatures, emphasizing that the 

two types of random motion should be viewed as aspects of the same phenomenon. 

Similar interpolation between classical (thermal) and quantum noise results in the gen­

eralization24 of the Nyquist theorem for the spectral density S v (w) of voltage fluctua-

tions across a resistance R. Classically, 

k8T 
Sv(w) = --R, 

1T 

while the full quantum result ·is 

S v(w) == 1rw [il(w) + 1h]R. 
1T 

. (II.B.2.6) 

(II.B.2.7) 

Recently it has been possible to directly test Eq. (II.B.2. 7) by measuring the noise in 

superconducting devices. 25,26 The results demonstrate convincingly that the voltage 

noise does not fall to zero at zero temperature, as predicted by classical statistical 

mechanics, and hence that quantum noise is a detectable macroscopic manifestation of 

the uncertainty principle. 

There is one important sense in which quantum noise is not like classical noise 

sources. The uncertainty principle only restricts measurements of pairs of 
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complementary variables, so that if we do not measure both elements of a comple-

mentary pair, there is no limitation; as an example we could imagine measuring only 

the momentum of a free particle. The idea of measuring only one element of the 

complementary pair is termed "quantum non-demolition," and such measurements in 

principle have no limits placed on them by non-relativistic quantum mechanics.27,28 

Thus the notion of quantum noise as equivalent to a classical noise source is not 

correct until we specify the nature of the measurement apparatus; related questions 

arise in the attempt to characterize quantum noise in amplifiers, as discussed in the 

following sectiori. 

Another example of how a displacement sensor must be noisy is provided by a 

simple free mass M. 28 If we localize this mass to a region Ax we impart to it a 

momentum uncertainty 1r/2Ax, or a velocity uncertainty A v = 1r/2lvf Ax. After a time 

t this velocity uncertainty has added to the initial position uncertainty by an amount 

t A v, so that the total uncertainty is 

Ax ( t) = Ax + 1f 1 

2AfAx· 

If we minimize this uncertainty by varying Ax we obtain 

rr;; 
Ax(t) ~ -v M' 

(II.B.2.8) 

(II.B.2.9) 

which is equivalent to a classical random walk with diffusion constant D.,11 = 'Zt· 
To put the scale of "quantum diffusion" into biological perspective, we recall that 

many organisms29 sense gravity and vibration with organs containing calcium car­

bonate crystals (otoconia) of dimension ===5J.Lm 3• Since the specific gravity of these 

crystals is =:::.5, their mass is ===2.5x10- 14 kg, so that Deff===4xl0-21 m2-s-1. Over a 
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period of one second, the otoconia will therefore diffuse by about one angstrom even 

if thermal noise (Brownian motion) is neglected. In fact, the otoconia! organs are sen-

sitive to sub-angstrom stimuli, as are other biological systems (cf. section II.C.l). 

Thus it seems as though the uncertainty principle, as manifested through quantum 

noise, is significant in these systems, although we shall have to look more closely to 

decide if this argument can be made more rigorous. 

The uncertainty principle applies not only to position and momentum, but to any 

pair of complementary variables, such as amplitude and phase. Again the argument is 

that if we make a precise measurement of the amplitude and phase of an oscillator, we 

can reconstruct its position and momentum, so that the uncertainty principle must res-

trict the accuracy of these measurements. If we measure amplitude in units N such 

that the average energy of the motion is N!rw, so that N is the number of phonons, 

then the amplitude-phase uncertainty relation is 

(II.B.2.1 0) 

If we make continuous measurements of amplitude and phase, which are equivalent to 

the continuous readout of position discussed previously, then we will find the "stan­

dard quantum limits" analogous to the zero-point motion27: 

(II.B.2.1la) 

N >> 1. (II.B.2.llb) 

Again it is important to put these relations in biological perspective, in this case 

by considering the electroreceptive ability exhibited by certain fish; many features of 

this unusual sensory system have been collected in recent reviews. 30,31 The "weakly 

electric" fish which live in the mountain lakes of South America and Africa generate 



small electric fields which take the form of pulse trains or, in some species, qvasi·· 

si~usoidal waveforms. The distortions in field pattern which result from objects in the 

environment, as well as the fields generated by other fish, are detected by an array of 

specialized electroreceptors distributed over their body surface. The fish measures 

both the amplitude and phase of the field, since it can distinguish objects in th.e 

environment based on the relative reactive and resistive components in their electrical 

impedances, rather than just the magnitude of the impedance or a single quadrature 

phase. 32 The accuracy of this simultaneous amplitude-and-phase measurement is 

impressive: fish can detect amplitude changes33 of= 10-7 V-cm- 1 and phase shifts of 

= 10-4 rad, the latter determined from the ability of the fish to phase-lock its oscilla­

tory electric discharge to that of another fish, 34 a process which involves feedback 

from the receptors to the discharge organ. 35 Given the volume over which the recep­

tors average and the bandwidths36,37 through which they filter the signal, the thres­

hold amplitude signal carries little more than k8 T of energy38.39; at a typical frequency 

of = 103 Hz this corresponds to N = 6 x 109. The standard quantum limit to phase 

accuracy is therefore 6.¢ = 10-5 rad, within an order of magnitude of the experimental 

result. 

As in the case of the otoconia! organs this argument is not rigorous, but the 

suggestion that biological sensors even approach the quantum limits to measurement 

is quite surprising. In the case of the displacement sensors of the inner ear, it is possi­

ble to present a rigorous argument; this will be done in Sections II.C below. In order 

to make such arguments, however, we must understand one more feature of macros­

copic quantum mechanics, namely the role of amplifiers in the measurement process. 

3. Bridging the gap between quantum and classical regimes: Amplifiers 

As long a signal is comparable to quantum noise, any observation of the detector 

will disturb it on account of the uncertainty principle. What we would like to do is 
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amplify the signal (and, inevitably, the quantum noise) to a level where it is above the 

intrinsic noise of the output device. Thus we might attach our detector to a meter 

whose needle moves in response to the signal, while in biological detectors the 

amplified signal is ultimately converted to a behavioral response such as the firing of a 

motor nerve. 

All amplifiers make a transformation from "input modes" to ''output modes." 

For example, we may have a harmonic oscillator which constitutes the detector and is 

the input mode, while the output mode may be the vibrations of the needle on the 

meter. To make these transformations precise, it is convenient to use the methods of 

second-quantization, so we recall some basic relations: 

The case of a mass on a spring described by Eq. (II.B.l.l) will serve as prototype. 

The classical variables p and x are replaced by quantum operators and these operators 

obey the canonical commutation relation [x, p] = iff. This relation implies the uncer­

tainty principle through the general theorem 

(II.B.3.1) 

where the operator variances are defined by 

(II.B.3.2) 

The creation and annihilation operators for quanta of the oscillator are defined by 

a'= (mw/21r)'12 (x-ip/mw), and 

a == (mw/21r)'12 (x + ip/ mw) 

(II.B.3.3a) 

(II.B.3.3b) 

respectively, and the number of quanta in the oscillator is represented by the operator 

N = a'a. (II.B.3.4) 
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The commutation relations obeyed by the creation and annihilation operators are 

[a,a'J = 1. (II.B.3.5) 

This commutation relation is the precise mathematical correlate of the uncertainty 

principle, since through Eq. (II.B.3.2) we see that the operator variances are bounded 

by the commutators. These relations must therefore apply not only to the input mode 

of the amplifier but also to the output mode, or else we could violate the uncertainty 

principle by observing the position and momentum of, for example, the meter needle. 

This suggests that we focus upon the commutation relations of the output mode, and 

the condition imposed on the amplifier by the requirement that they be the same as 

those of the input mode. This line of argument was developed by Caves40 who was 

able to settle the long-standing discussion abo4t the quantum limits to the perfor­

mance of linear amplifiers. 41-43 What follows is a presentation of the simplest version 

of his argument, and then an extension of the same type of argument to an example 

which demonstrates a strategy for quantum-limited measurement at finite temperature. 

By a linear device we mean one in which the coordinate of the output mode is · 

proportional to the coordinate of the input mode. In terms of the creation and annihi­

lation operators this means that 

(II.B.3.6a) 

(II.B.3.6b) 

where b t and b create and annihilate quanta of the output mode, the matrix M allows 

for the most general ·linear transformation between input and output amplitudes, and 

the operators N' and N describe whatever noise is added to the signal by the 

amplifier. The fact that b and b t, like a and at, are Hermitian conjugate to one 

c 
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another requires 

(II.B.3.7) 

These equations can be generalized to include multiple input and output modes.40 

Equations (II.B.3.6); although they seem simple, actually provide a rigorous 

quantum mechanical description of amplifiers. In particular, if we impose the con­

straint [b,bt] = [a,at] = 1, we obtain 

[N,Nt] = 1 - detM (II.B.3.8) 

From Eq. (II.B.,3.2), this means that the total noise variance added by the amplifier is 

(II.B.3.9) 

This result simplifies if we consider. phase-preserving amplifiers, which have 

M 12 = M 21 = 0 and cause phase shifts of the input to be mirrored as phase shifts of 

the output.44 In this case detM' is simply the gain G of the amplifier, measured as the 

number of output quanta per input quantum, so that the added noise is 

(II.B.3.10) 

But this added noise is measured at the output~ to refer it back to the input we simply 

divide by the gain, so that the added noise in terms of input quanta is given by 

(II.B.3.11) 

or A ~ 112 for a high gain amplifier. 

Thus a high gain phase-preserving amplifier must add an amount of noise which 

is equivalent to one-half quantum. But we have already seen that the incoming signal 

carries zero-point motion whose energy is one-half quantum [cf. Eq. (II.B.2.3) 1: the 
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amplifier doubles the quantum noise in the signal. There are (at least) two things· to 

be learned from this result. First, the quantum limit to amplitude and phase measure-

ment is a factor of two worse than one might have predicted from zero-point motion 

alone. Second, if we are making measurements near the quantum noise limit then we 

must be using an amplifier whose noise performance is no worse than quantum 

mechanics demands it to be. In this sense we can define "perfect" amplifiers as those 

which add only the quantum minimum noise of Eq. (II.B.3.11), and conclude that 

measurement near the quantum l~mit requires a "perfect" amplifier. 

The preceding analysis has concerned quantum-limited measurement in systems 

at absolute zero temperature, so that thermal noise may be neglected. Clearly this is 

not the case in biological systems, which are constrained to operate at or near 300K. 

Nonetheless, it is still possible to make quantum limited measurements. \Vhat follows 

is an analysis of one strategy for reducing the effects of thermal noise, together with a 

discussion of how quantum relations work their way into the problem and impose nn 

absolute limit on the detection of small signals. 

Imagine once again an oscillating mass on a spring, but this time being dragged 

through a viscous fluid so that it acquires ·a damping constant y. The equation of 

motion becomes 

m d
2
x(t) + dx(t) + KX(t) = F(t) + oF(t), 
dt2 'Y dt 

(II.B.3 .12) 

where F(t) is an external force applied to the system and oF(t) is the "Langevin 

force" which describes the effects of thermal noise. In the classical limit the Langevin 

force has a spectral density SF(O) = yk8 T/Tr, as may be shown from the fluctuation­

dissipation theorem. 24 Solving Eq. (Il.B.3.12) for the statistics of ox in the presence of 

oF one finds the spectral density of displacement 

e 



' 

(II.B.3.13) 

where the root-mean-square fluctuations in any narrow band D..f are given by 

8x,ms = (47TSxD..f) 112 and the total fluctuations are 

(II.B.3.14) 

as expected from the equipartition theorem. 

A sinusoidal force of amplitude I Fl applied at the resonant frequency 

w = (K/ m)v2 produces a displacement amplitude of lx(w) I = IFI/yw. If we make 

broad-band (or, equivalently, instantaneous) measurements of the displacement, then 

we see all of the displacement variance from Eq. (II.B.3.14), and the force will be reli­

ably detected only if I Fl ~ yw.J k8 T/ K. Since the· spectrum of force noise is fre-

quency independent, we can lower this threshold force by filtering. 

One way to implement the filtering is by feedback, which also allows us to shift 

the resonance frequency of the oscillator. A schematic of how this might occur is 

shown in Fig. II -7. The idea is that an amplifier can be connected to the system, so 

that its input mode is the oscillation of the detector itself, and then the output 

{perhaps phase-shifted) can be applied back as a force on the detector. From a classi-

cal view we might imagine that this "feedback force" is in phase with velocity, and so 

constitutes a negative damping element of magnitude TJ. The equation of motion 

becomes 

md
2
x(t) + ( - ) dx(t) + KX(t) = F(t) + 8F(t), 
dr2 'Y TJ dt 

(II.B.3.15) 

and the same arguments as given above show that the threshold force becomes 



The effective reduction in noise is then 

which is square root of the reduction in response bandwidth. 
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FIGURE 11-7 Active feedback in a mass-spring system. 

It would seem as if the reduction of noise by feedback has no limit, since we can 

narrow the bandwidth as far as we please, although we will pay for this in the time 

required for the detector to respond. We have, however, been considering an unreal-

istic model with no quantum noise and a noiseless amplifier. To give a consistent 

account of the quantum limits to noise reduction we must turn to a fully quantum 

treatment of the problem and keep in mind the following issues: 
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[1] Active feedback can be used to synthesize reactive components (e.g. an effective 

mass) and thereby change the resonant frequency of a detector. To which fre­

quency does the quantum noise (nominally =trw) correspond? 

[2] Active feedback can narrow the bandwidth of a detector and thereby reduce the 

effects of thermal noise, as outlined above; this may be described as lowering the 

effective temperature of the detector.45 In the limit that the effective temperature 

is lowered below trw/ k8 , do we recover the appropriate quantum noise? 

[3] If the gain of the amplifier is increased, the system becomes unstable and oscil­

lates. What are the quantum limits on the stability of these oscillations? 

None of these issues, which are essential in understanding the role of amplifiers 

in finite-temperature .measurements, could be resolved convincingly without using the 

· techniques for describing amplifiers which were reviewed above. In addition, to give a 

rigorous account of these issues we must include a quantum treatment of the damping 

constant y used in the classical analysis above. As will be described in more detail ln 

Section III.A.2, this may be done by separating the many coordinates of the real sys-

tern into the mode of interest and a "heat bath" to which the detector is coupled. 

Consider the model Hamiltonian 

0I.B.3.18) 

where Hhb is the Hamiltonian of a heat bath and r is a coordinate of the bath which 

couples to the oscillator. Perturbation theory on the oscillator-bath coupling leads to 

the equations of motion46 

da = - i wa - y a + oF 
dt 

dat -- = iwat- yat +oFt 
dt ' 

(II.B.3.19a) 

(II.B.3.19b) 
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where 5F and 8Ft are quantum Langevin operators47 with the properties 

(II.B.3 .20a) 

J dTeiilT<5F(t)8Ft(t- ·r) > = 2-y(v(fl) + 1), and (II.B.3.20b) 

< 5F(t)5F(t') > = < 8Ft(t)5Ft(t') > = 0, (II.B.3 .20c) 

where v(fl) = (enn/ksT -1)-1• If the output modes of the amplifier are created by b+ 

and annihilated by b, then to simulate active feedback we must add to the Hamil-

tonian a term 

Hfeedback = g(bta+afb), (II.B.3.21) 

while the dynamics of the amplifier itself are described by 

b(t) = J dt'lvl(t- t')a(t') + N(t) (II.B.3.22a) 

(II.B.3.22b) 

where N and Nt are the operators which express the added amplifier noise. From 

these equations, 

and 

da(t) = -iwa(t)- ya(t)- igjdt'M(t-t')a(t') 
dt 

+ 5F(t) - igN(t), 

dat(t) = iwat(r)- yat(t)- igJdr'Mt(t-t')at(t') 
dt 

(II.B.3.23a) 
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+ oFt(t) - igNt(t). (II.B.3.23b) 

We recall that the displacement q=[1r/2(mKr12f 12 (at+a), while an external 

force F adds a term HF =- Fq to the Hamiltonian. Then Eq's. (II.B.3.23) imply a 

response function 

q (!1) = l_ (mK)-Ifl I 1_ 
F(n) 2 . n +w+gM(fl)-iy 

I . ) 

(II.B.3.24) 

where q (!1) = J dt einr q (t), etc., while the Langevin terms. in Eq's. (II.B.3.23). 

correspond to an effective noise force with spectral density 

(II.B.3.25) 

The force noise in the absence of feedback is given by 

= 4y(mKr~:(2v(n) + 1), (II.B.3.26) 

again in accord with the fluctuation-dissipation theorem. 24 

The correlation functions < Nt(r) N (0) > may be bounded by applying the 

quantum mechanical consistency condition that the commutation relations of the input 

and output modes be identical: 

[bt(r),b(t')] = [af(t),a(t')]. (II.B.3.27) 
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Applying this constraint to Eq's. (II.B.3.22) is simplified by passing to the Fourier 

representation; in this representation one obtains 

rRtcn),N(n')] = [1- Mt(n)M(n')l [a tcn),a Cn')l. (II.B.3 .28) 

Because all the noise processes are stationary, we must have 

< [at(n),a(!l')] > = C(!l)2Tr~Hn- !l'). The function C(!l) will be peaked near 

resonances of the response function in Eq. (7), and will be concentrated in a range of 

frequencies about these resonances comparable to their bandwidths. C ( n) must also 

be normalized to J (d!l/2TT)C(!l) = 1 to preserve the equal time commutator 

[a (t),a f(t) 1 = 1. These relations, together with the generalized uncertainty principle 

of Eq. (II.B.3.2) imply that the spectral density of the amplifier noise N is 

sNCn);::.; ~II- Mt(n)M{n)IIC'Cn)l. (ILB.3.29) 

From Eq. (II.B.3.25) we .then obtain the effective spectral density of the force noise, 

(II.B.3 .30) 

In the limit of a high-gain amplifier CIMI >> 1), we find that the added noise is 

(II.B.3.31) 

This is a particularly simple result because, from Eq. (II.B.3.24), gM is the "self­

energy term" in the response function; that is, gM determines the change in the fre­

quency response of the system when the feedback is applied. We thus arrive at the 

central conclusion: the minimum noise added upon feedback from a high-gain amplifier is 

uniquely related to the change in frequency response achieved by the feedback. 
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We can now answer the three questions outlined at the outset: 

[1] If we want to shift the resonance frequency from w to w', then we must have 

IKMI = lw-w'l. If the bandwidth of the resonance is narrow in the presence of feed-

back, then we may approximate 

. 
(II.B.3.32) 

so that the frequency-integrated force noise, 

(II.B.3.33) 

Thus if feedback shifts the resonance down in frequency by a large amount, then the 

force noise added by the feedback amplifier becomes =1r(mK) 112w2 = K1r(K/m) 112
, 

independent of the resonance frequency in the presence of feedback. Had we tried to 

detect the signal at w' << w in the absence of feedback, there would have been a 

quantum displacement noise (zero-point motion) of (1r/2K)(K/m) 11
\ while a force Fat 

w' would produce a displacement F/K, for an effective force noise of (K1r/2)(K/m) 112
• 

Thus the amplifier noise "puts back" twice the quantum noise which was present 

before the feedback, and which was (nominally) removed by going to a much lower 

operating frequency. 

[2] If we want to narrow the bandwidth of the detector from y to y -TJ, then we 

must have IKMI = 11· The frequency-integrated force noise from the amplifier is 

therefore = (mK) v21rTJ2• Again we can compare this to the situation in the absence of 

feedback, where the effective quantum force noise for a signal at resonance is 

(mKrh(1ry 2/2), so that in the narrow band (TJ- y) limit the amplifier noise once 

again "puts back" twice the quantum noise which it filtered out. 
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[3] In the "bandwidth narrowing" configuration, instability results as soon as T/ ~ y. 

Beyond this point the system is not a filter but an oscillator, emitting some stable sig­

nal of frequency w and bandwidth ~w. The effective spectral density of the force 

noise contributed by the amplifier which powers the oscillator is then 

SF~ (1fy 2/~w)(mK) 112 • If the oscillator is consuming a power P, then it is as if there 

were a force Feff = ( y mP) lfl across the dissipative element which determines the 

bandwidth y in the absence of feedback. It is easy to see that ~w/w ::::: (SF~w) 111/ Feff' 

so that the quantum limit to oscillator stability is given by ~w/w ~ .J1fwy/ P. This 

result may be understood as follows: the energy E stored in the oscillator is dissipated 

in a mean time y-1, which means that E = P/y; thus the frequency stability is given 

by ~w/w ~ .J1fw/ E. But the frequency stability is just a measure of the phase noise, 

~w/w ::::: ~¢, so that we obtain ~¢ ~ N-lf\ where N is the number of quanta stored 

in the oscillator; this of course is precisely a factor of two more noise than the "stan­

dard quantum limit," ~¢ ~ 1hN- 112
• Once again the effect of the amplifier is simply to 

double the quantum noise, even when it serves to qualitatively change the dynamics 

of the system from small amplitude stability to instability. 

4. Cone/us ions: Quantum-limited measurement at finite temperature 

The physical picture which emerges from this analysis is straightforward. Active 

feedback can be used to manipulate the frequency response of a system, and thereby 

improve the ratio of signal to thermal noise. Nominally we expect, from a Langevin 

approach, that these changes in frequency response could also reduce the effects of 

quantum noise, but if this were true we could use active feedback to circumvent the 

quantum limits to measurement. In fact, the self-consistent inclusion of the quantum 

limit on amplifier noise corrects this error, and yields the same quantum limits as 

would be obtained if the amplifier followed the detector with no feedback. Thus the 

limits to measurement imposed by the need to amplify a quantum signal up to the 
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classical level are the same whether the amplifier is used in series with the detector or 

as an essential part of the detector (in feedback), and this is as it must be. 

Similarly, a Langevin approach suggests that, as the threshold of oscillation is 

approached and the bandwidth of the system narrows to zero, all the noise is filtered 

away and the frequency stability of the oscillation could be infinite. Again this 

conflicts with the uncertainty principle, which dictates a minimum phase noise, and 

again the ·self-consistent inclusion of the amplifier noise rectifies this error. 

These conclusions emphasize that, although quantum noise may sometimes be 

effectively described by a Langevin "force operator," one must be careful in applying 

this approach to the quantum noise of amplifiers. This is because the quantum noise 

of amplifiers arises from a consistency condition between input and output and the 

apparent Langevin force changes whenever either input or output mode dynamics are 

changed. This may be contrasted with the Langevin forces describing thermal noise, 

which arise from coupling between the system and the heat bath, and therefore change 

only if this coupling is changed. 

In practical terms, these results imply that amplifiers can be used in lieu of 

refrigerators--we can take many broad band detectors and apply feedback to synthesize 

narrow band detectors, thereby reducing the effects of thermal noise--but that, as in 

normal refrigerators, we can never freeze out the quantum fluctuations whose pres­

ence is dictated by the uncertainty principle. 

In summary, the existence of quantum limits to measurement is one manifesta­

tion of quantum mechanics on a macroscopic scale. The key element in a quantum­

limited device is the amplifier, and the use of amplifiers in feedback allows quantum 

limited measurements to be made even in the presence of large amounts of thermal 

noise. The validity of the uncertainty principle in such measurements is enforced by a 
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quantum limit on the performance of the amplifier itself, and only if this limiting per­

formance is achieved can we reach the limits to measurement. The following sections 

discuss the evidence for the achievement of these limits in a biological detector sys­

tem. 

C. Zero-point motion: Mechano-receptors of the inner ear 

1. Can we really hear sub-angstrom motions? 

In the 1930's, von Bekesy presented the first direct observations of motions in 

the inner ear, using stroboscopic microscopy of hearing organs (cochleae) dissected 

from cadavers. 48 In the same years, A utrum began the quantitative analysis of the 

mechanoreceptors on the legs of insects.49 Both investigators obtained results suggest­

ing that the threshold for a reliable response from the organism corresponds to dis· 

placements on the order of 10-12 m. Time and again, this suggestion has been chal­

lenged by experimenters and theoreticians alike. 50,51 This section is an attempt to 

decide once and for all whether we can hear these sub-angstrom motions of the inner 

ear structures. The following sections will interpret the results--that the threshold for 

reliable response of the organism is below 10-11 m--in terms of the quantum limits to 

measurement. 

The cochlea of mammals is a complicated affair, being a spiral shaped cavity in 

the temporal bone. This cavity is divided into two fluid filled compartments by the 

cochlear partition, which consists of the basilar membrane and a set of structures which 

rest on top of that membrane. Among these structures are the hair cells, which are 

the receptor cells, and their stereocilia. It is the motion of the micron-sized stereocilia 

which elicits an electrical response of the hair cell, 52 which in turn modulates the firing 

of the auditory nerve fibers. 



-- 45 --

Sounds incident on the eardrum result in motions of the middle ear bones, which 

are connected to one of the fluid compartments in the cochlea. Because the cochlea is 

much shorter than the wavelength of sound (A. = 1 m at 1 kHz, while the cochlea is 

= 35 mm) in the fluid, inward motion of the window to one fluid compartment is bal-

anced essentially instantaneously by outward motion of the window to other compart-

ment. These opposing motions on either side of the partition result in a pressure 

difference across the basilar membrane, and the basilar membrane therefore moves; it 

is the pattern of this motion which von Bekesy first observed.48 

If we are willing to neglect the spiral curvature of the cochlea the physics of the 

situation is apparently not too complicated. We have two compartments sharing a 

common wall, the cochlear partition. All walls other than this common wall are 

assumed to be rigid, and since the wavelength of sound is long we may take the fluid 

• itself to be incompressible. As long as the fluid motions are smaller than, for exam-

ple, = 10,um at 1kHz, the Navier-Stokes equations53 for the fluid motion are 

effectively linear; if we can assign the basilar membrane a point impedance then the 

entire problem becomes linear. Allowing for smooth spatial variations of the mem-

brane impedance, we obtain a wave-like solution traveling along the length of the 

cochlea, with a local wavelength which varies with the membrane impedance. In fact 

Bekesy had shown by direct measurement that the stiffness of the membrane is 

greatest at the entrance to the cochlea and smallest at the opposite end.48 From this 

fact alone one can show that the traveling wave envelope will peak near the cochlear 

entrance for high frequencies, and move further along the cochlea as the frequency 

decreases. Thus we expect a sorting of different frequencies to different cochlear loca­

tions, rather like ari "acoustic prism". 54 Some details of this simple class of models 

for the macroscopic mechanics of the inner ear are reviewed in Appendix C. 
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When von Bekesy looked through his stroboscopic microscope, he in fact 

observed such a traveling wave, 48 and the envelope of this wave exhibited the 

expected frequency sorting, which had first been predicted by Helmholtz. 55 Bekesy 

himself used scale models to predict the pattern of motion from his stiffness data, and 

was satisfied by the agreement48; later investigators56-58 showed that the same level of 

agreement could be obtained from model calculations. Although one could make 

sense out of all the mechanical data taken together, troubles began when one tried to 

compare the mechanical experiments with other measures of frequency sorting in the 

inner ear. In terms of the modern experiments on responses of the hair ceJ1s59 and 

auditory nerve60 it is clear that the frequency response at a point along the membrane 

is much broader in Bekesy's observations than it is at the receptor itself; it would 

seem that we need a "second filter".61 

The problem of the second filter, together with the' tiny estimates of threshold 

displacements derived from the early experiments, led in the last two decades to appli­

cation of modern experimental techniques to the measurement of basilar membrane 

displacement. Methods included Moss bauer probes, 62-67 capacitive probes, 68,69 and 

optical interferometry_70,71 The great advance came in the 1980's when it was realized 

that the pattern of basilar membrane motion is, like the responses of the receptor 

cells, extremely sensitive to the physiological condition of the animaJ.67,71 This result 

was presaged by differences between the pattern of motion in the same animal ante­

and post-mortem.51,72,73 Results on the pattern of motion under nearly ideaJ74 condi­

tions have now been reported in the cat 71 and the guinea pig. 67 Because far more data 

are available on the cat, I shall focus on these results in the attempt to determine the 

displacement at the threshold for a reliable response. 

Khanna and Leonard71 made interferometric measurements at the =20kHz 

place in the cat. They directly observed 10-10 m displacements of the basilar 



-- 47 -· 

membrane at a sound pressure of 23 dB re 2x w-s Nt--m-2 (23 dB SPL) at the ear­

drum. It is important to note that the sound pressure is actually measured by a probe 

microphone placed very close to the eardrum, since the length of the ear canal is 

greater than the wavelength of sound at these frequencies, making extrapolations from 

sound pressure at the driver unreliable. The threshold for a reliable behavioral 

response of the animal at these frequencies is75-78- 5 dB SPL at the eardrum, so that 

if we assume linearity the threshold displacement is 4x 10-12 m. A number of observa­

tions indicate that the 30 dB linear dynamic range required for the validity of this esti­

mate in fact exists for pure tones: 

[1] Receptor cells in the inner ear produce a sinusoidal electrical response to 

sinusoidal sound pressure at the eardrum; the amplitude of this response is linear in 

the amplitude of the stimulus over the range of extrapolation.59,79 The cells also pro­

duce a rectified DC potential in response to pure tones, and this rectified response 

grows as the square of the sound pressure. 80 This is consistent with ·linear growth of 

basilar membrane displacement driving a weakly non-linear transducer in the hair cell. 

[2] At low frequencies the sinusoidal response of the hair cell voltage is reflected in a 

sinusoidal modulation of firing probability at the auditory nerve. The amplitude of 

this modulation also grows linearly for nearly 30 dB above behavioral threshold. 8!,82 

[3]. Linear growth of the sound. pressure in the cochlear fluids near the place where 

Khanna and Leonard made their mea~'urements. 83,84 

It is important to note, as Lynch et a/. 78 emphasize, that the observation of combina­

tion tones and other two-tone interactions at these sound pressure levels is irrelevant 

to the question of linearity in the response to single tones. In fact the co-existence of 

single tone linearity and multi-tone non-linearity is one of the fundamental difficulties 

in understanding the non-linear behavior of the inner ear, and the evidence for pure 
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tone linearity should not be discarded in order to avoid this difficulty. 

In summary, the evidence for linear responses of the mammalian cochlea at 

intensities between the behavioral threshold and the interferometric measurements is 

quite good, leading to an estimate of threshold displacement below 10-11 m; the next 

generation of· experiments should verify this extrapolation. It can also be checked 

against observations in the inner ear organs of other species. 

Peake and Ling85 have studied the vibration of the basilar membrane in the alii-

. gator lizard Gerrhonotus multicarinatus using the Mossbauer effect. To assess the 

effects of the surgery and probe placement on the condition of the inner ear, neural 

measurements were made with the Mossbauer source in place, both before and after 

the mechanical experiments.86 The results of these experiments indicate that com­

pletely normal neural responses, both as regards frequency selectivity and threshold, 

can be obtaimid from the preparation used for the mechanical measurements. 

In contrast to the mammalian cochlea, the basilar membrane of the alligator 

lizard does not exhibit a sorting of different frequencies to different places, although 

such organization is observed in neural and intracellular recordings. 86 Linearity of 

basilar membrane motion was found between 40 dB SPL and the highest levels used 

(no measurements were reported below 40 dB), while the thresholds reported for 

detectable changes in the firing rate of single afferent neurons range from :::::::: 10 to 

40 dB SPL. 87 By comparing these data one estimates the basilar membrane displace­

ment at the "firing-rate threshold" to be (2.7±1.3)x10- 11 m, where this estimate is 

based on the thresholds of 13 neurons; no systematic trends are seen as a function of 

frequency (or, equivalently, papillar place). In the case of the turtle--the only reptile 

for which behavioral data are available--Crawford and Fettiplace88 have shown that the 

predominant neural response at behavioral threshold, for a range of frequencies that 

partially overlaps the sensitivity of the lizard, is a modulation of the neural firing 
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pattern and not a change in firing rate. Thus the behavioral threshold of the lizard is 

likely to be significantly lower (at least at some frequencies) than the firing-rate thres­

hold, and the basilar membrane displacement at behavioral threshold is therefore 

probably below w-11 m. 

Finally, we consider the responses of hair cells in the sacculus of frogs, which are 

sensitive to ground-borne vibrations. 29 In one species, clear changes in the firing pat­

tern of the saccular neurons are observed when the entire frog moves by one-tenth 

angstrom. 89 Although there has been no quantitative analysis of the statistical proper­

ties of this neural response, so that it impossible to define its reliability (cf. Appendix 

B), the general agreement with extrapolations from other inner ear organs is satisfy­

ing. We conclude that the vertebrate inner ear can detect displacements at or below 

1 o-Il m, as promised. 

2. The ear at T = 0: Quantum noise and the threshold of hearing 

The detector elements of the inner ear are the stereocilia, which are roughly 

cylindrical objects90,91 of length L = 4J.Lm and radius R =50 nm; they consist of a 

crosslinked bundle of actin filaments.92 From these facts we can estimate the mechani­

cal properties of the cilium to be expected if the system is mechanically passive. All 

proteins,93 including actin, have a density of p = 1.3 gm-cm-3 and a Young's 

modulus of Y ~ 2x 1010 Nt-m-2• Thus a single stereocilium will have a mass 

m=1rpR 2L = 4x10-17 kg. If the stereocilium is clamped at its base and free at its 

tip, then it will move in a cantilevered mode and have a stiffness 

K = 311' YR 4/16L 3 ~ w-3 Nt-m- 1• Indeed the cilia of many receptor cells are free­

standing, and hinging of the base will only decrease the stiffness, so that this estimate 

is certainly correct as an upper bound. 94 

From these estimates we can give a lower bound to the zero-point motion of the 

stereocilium, namely 
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(II.C.2.1) 

Thus if we made broad-band amplitude and phase measurements of stereocilium 

motion in a fictitious ear capable of operating at absolute zero, the smallest signals we 

could detect would be displacements larger than w-12 m. In fact real ears at physiolog-

ical temperatures do make amplitude and phase measurements, since the receptor cell 

produces a voltage which follows stereocilium displacement- continuously, 95 and we 

can detect signals which are smaller than 10-11 m. Thus there is not much difference 

between the lower bound on the quantum-limited signal and the upper bound on the 

threshold signal which is reliably detected. It is therefore certain that the inner ear 

makes· measurements in a regime where quantum noise is important, and hence that 

hearing is a macroscopic quantum phenomenon. 

The estimates presented in this section apply rigorously only to an ear in which 

thermal noise is somehow removed. In general we expect that the thermal noise is 

much larger than quantum noise in a room temperature device, so that an analysis of 

the quantum limits to hearing is not complete until we give an account of how this 

thermal noise is reduced and the quantum noise revealed. 

3. The ear at finite temperature 

The upper bound on the stiffness of a stereocilium determines the thermal noise 

displacements (Brownian motion) of the cilium which we would see if we made 

broad-band measurements of its motion. The result is that the mean-square displace-

ment <(cSx) 2> = k8 T/K. Thus 8x,ms = (k8 T/K) 112 ~ 2x10-9 m, which is 40 dB 

above the threshold displacements reported for the inner ear. 

To calculate the spectral density Sx of stereocilium Brownian motion, we need an 

estimate of its damping coefficient. An order of magnitude estimate may be obtained 

from the same hydrodynamic considerations ·which arise in the analysis of ciliary 
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beating.96 For an object with the dimensions in the preceding section, we obtain 

y == w-10 Nt-s-m- 1, assuming that the viscosity of the fluid surrounding the cilium 

is twice that of water.48 From Eq. (II.B.3.13) above, 

(II.CJ.l) 

and the root-mean-square fluctuations in a narrow bandwidth A/ are 

From the parameter estimates above, 

Bx,ms > 1.3 x 1 o-12 m (!lf I 1 Hz) 112 for frequencies in the normal auditory range. If we 

are to detect 10-11 m displacements of single stereocilia, then the hair cell must pos-

· sess a filter with a bandwidth of 50 Hz or less. 

It might be supposed that much larger detection bandwidths could be tolerated by 

averaging over the many stereocilia on each hair cell, but this is not the case. At, for 

example, 1 kHz, fluid motion extends around the stereocilium through a boundary 

layer53 of depth == 20/J.m (for the viscosity of water), and objects within this layer--

such as cilia on a single receptor cell, or even nearby cells--will be coupled through the 

viscosity of the fluid. Systems which are viscously coupled exhibit correlated 

Brownian motions, 24 and hence there will be little or no noise reduction produced by 

such spatial averaging. The fact that there is no significant noise reduction with spatial 

averaging predicts that the central nervous system needs to look only at a single audi-

tory nerve fiber in order to reliably detect the threshold signal, and as discussed in 

Appendix A this is indeed the case. 

If we cannot reduce the noise level by averaging perhaps we can raise the signal 

level by some means. Thus although the basilar membrane moves by only w- 11 m, 

the fluids in the immediate neighborhood of the stereocilia might move much more. 

possibly enough to overcome the thermal noise problem. The signal must create shear 
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in the fluid, however, and this takes power. In particular, maximum stimulation of 

the stereocilia will occur if the fluid near its tip moves at velocity wx11 and the fluid 

near the base is at rest. If we wish to stimulate one hair cell, the best we can do is to 

distribute this shear force over one boundary layer depth o. From this picture, the 

power dissipation will be 

(III.C.3.2) 

where 71 is the viscosity. The power which enters the cochlea at threshold can be cal­

culated from the sound pressures in the cochlear fluicts83,84 and the acoustic 

impedance78 of the organ; the result38 is that PD ~ 6x 10-19 W. With the parameters 

given above, this determines the fluid displacement in the neighborhood of the cilia to 

be x11 ~ 10-10 m at 1 kHz. This fluid displacement will result is a stereocilium dis-

placement x5 given by 

OII.C.3.3) 

for a broad-band signal-to-noise ratio of 

(III. C. 3.4) 

If the cilium were naturally resonant at w this signal-to-noise ratio would be max-

imized. In fact, from the estimates of m given above, which depend only on 

geometry and protein density, both of which are well known, values of K sufficiently 

small to generate a resonance at 1 kHz would result in Brownian motions of several 

microns. We must therefore reject a passive resonance model of the cilia by them-

selves. If we mass-load the cilia by attaching their tips to some other structure, we can 

I 
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lower the effective thermal noise in the cantilevered bending mode but not in the 

other modes of motion, as illustrated in Fig. II-8. Since the receptor cell appears to 

measure angular displacement of the cilium at its base95 these noise sources are 

equivalent, and they are also of comparable magnitude. 97 From these considerations, 

we may take mw2 << K hereafter, so that 

2 
ywxfl -

~ 2kaT- -50dB, (III.C.3.5) 

where the upper bound in the last equation is obtained by optimizing K. Thus, with 

fluid motion properly accounted for, the thermal noise problem actually becomes 

worse than first calculated. 

(a) 

FIGURE 11-8 Thermal noise and modes of stereocilium motion. The cantilevered 
mode (a) is that considered in the text. If the stereocilium were rigidly attached to 
the tectorial membrane which overlies 'it, the Brownian motion in the cantilevered 

· mode would be reduced dramatically, but there would still be random motion in the 
flexing modes, such as that shown in (b). The displacements in different modes can 
be compared by examing the equivalent bending angle at the base of the stereocili­
um, as indicated. 
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The reason for the greater seriousness of the problem in this calculation is that 

the cilium is severely impedance mismatched to its fluid environment. The first calcu­

lation assumed .that the cilium moved by 10-11 m, which is comparable to the fluid dis­

placement and therefore requires good impedance matching. But the high stiffness 

assumed in that calculation is inconsistent with such a good match; to improve the 

match we must make the cilium more compliant, so that it is resistance rather than 

stiffness dominated. We pay for this in increased Brownian motion, and there is an 

optimum which is calculated in Eq. (II.C.3.5). 

Consideration of the matching problem is of interest for two reasons. First it 

provides a better estimate of the magnitude of the thermal noise level, and hence of 

the difficulties which the ear faces. Second it shows that, for example, rigidly linking 

many stereocilia together to form a stiffer object cannot solve the noise problem-­

although the broad-band Brownian noise will be lowered, the poorer impedance match 

will more than compensate any gain in signal-to-noise. 

An alternative approach to overcoming stereocilium Brownian motion is by 

amplifying the motion of the basilar membrane. This will be disastrous if the 

Brownian motion of the membrane itself is significant. To estimate the Brownian 

motion of the membrane, we write the energy of the system in terms of the position 

and velocity of the membrane at each point in the cochlea, and then apply the 

Boltzmann distribution. 

In conventional models of membrane mechanics (cf. Appendix C), the energy 

consists of three components: the kinetic energy of the basilar membrane, the kinetic 

energy of the cochlear fluids, and the potential energy of the membrane. Considering 

the kinetic energy terms, the basilar membrane velocity v (x) at the point x along the 

cochlea has the spatial Fourier representation 



-· 55 -·· 

v(x) = J dk e'kx V(k) 
27T ' 

(1I.C.3.6) 

· so that the kinetic energy of the membrane 

K.E. (membrane) = (mb/2) J dxv 2(x) 

= (mb/2) J ::I V(k) 12, (II.C.3. 7) 

where m and b = lOO,um are the mass per unit area and width of the membrane, 

respectively. The kinetic energy of the fluid can be written 

K.E. (fluid) = (b/2) J :: pQ-1(k) I V(k) 12, (II.C.3.8) 

where p = 1 gm-cm-3 is the fluid density and Q (k) depends on the assumed 

geometry of the model (cf. Appendix C). Thus, if the fluid motion is primarily one­

dimensional, Q (k) == hk2, where h = 0.1 em is the effective height of the cochlear 

chambers, while if the motion is two-dimensional Q (k) = ktanh (kh). The total 

kinetic energy is therefore 

K.E. (total)= (b/2)J :: [m+pQ- 1(k)ll V(k)l 2• (II.C.3.9) 

According to the Boltzmann distribution, the probability of any particular configuration 

of the system is e -Elks r, where E is the energy of the configuration. Applying Eq. 

(II.C.3.9) for the energy, the V(k) are Gaussian random variables; the variances are 

given by 

so that 

k8 T8(k+k') < V(k) V(~') > = -=----­
b[m +pQ-1(k)]' 

(II.C.3.10) 
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< v2(x) > = (k8 T/ mb)J dk Q (k) 
217' Q (k) + p/ m · 

(II.C.3.11) 

For Q (k) given above the integral may be evaluated as 

ph << m, (II.C.3.12a) 

ph>> m. (II.C.3.12b) 

Current models98 often assume m = ph, so that the thermal fluctuations in basilar 

membrane velocity will be 

8 v,ms = (k8 T/ bh2p) 112 = 2x w-s cm-sec-1• (II.C.3.13) 

At a frequency of 1 kHz, these velocity fluctuations are equivalent to displacement 

fluctuations of = w-Io m, or more than 20 dB above threshold. It may be shown 

that the correlation length for these fluctuations is = h, so that no reasonable spatial 

averaging could reduce their effect. 

The same reasoning may be applied to the potential energy, which is 

P.E. (membrane) = ~ J dxC(x)z2(x), (II.C.3.14) 

where z (x) and C (x) are the displacement and stiffness per unit area of the mem-

brane, respectively. In analogy to Eq. (II.C.3.10), 

<z(x)z(x')> = k8 TC- 1(x)8(x-x'). (II.C.3.15) 

If we average over a region of length d, we will see displacement fluctuations of 

8x,ms = [k8 T/ bdC(x)Jll2, and C may be determined from the resonance condition 

wJm = C. Thus, at the position in the cochlea corresponding to w0 = 27T(l kHz), and 

with m = ph from above, a hair cell of diameter d = 10 J.Lm will "see" a basilar 
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membrane Brownian motion 8x,ms = 3xl0-10 m, or about 30 dB above threshold. 

Whether we measure displacement or velocity, the thermal noise at the basilar 

membrane is large--too large to allow significant amplification of the membrane 

motion without making a serious problem much worse. The need to reduce the 

effects of this noise argues strongly for a filtering process subsequent to basilar mem­

brane mechanics; essentially a "second filter" in the sense of Evans and Wilson.61 

Even assuming perfect coupling through the cochlea, so that all the power enter­

ing the cochlea is available to drive fluid motion near the stereocilia, we have found 

that the thermal noise of the stereocilia is at least 40 dB above the threshold signal. 

This problem cannot be resolved by loading the cilium with supporting structures, by 

spatial averaging, or by broadband amplification of the signal. The only possible 

mechanism of noise reduction is filtering, and this filter must reside within the hair 

cell itself rather than in auxiliary structures such. as the basilar membrane. The 

bandwidth of the filter calculated from the spectral density of displacement noise is 

!lf =50 Hz, and this agrees with the threshold power since 6x 10- 19 W = 4k8 T!lf . 

The most careful measurements of the receptor bandwidth also agree with this predic­

tion.88 

The filtering required for the rejection of thermal noise cannot be the result of a 

passive resonance of the stereocilia for the reasons discussed above. We could, in 

principle, perform the filtering electrically after the mechanical signal has been trans­

duced by the receptor cell, but this runs afoul of the transducer noise to be discussed 

in the following section. Thus the filtering must be done at the level of stereocilium 

mechanics, but not as the result of a passive resonance: we must have an active 

mechanical filter in the stereocilia. 
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At least one biological system is known to include an active mechanical filter, and 

this is the asynchronous insect flight muscle. In insects which have this type of flight 

muscle, the beating of the wing is not governed by the rhythm of neural impulses, but 

rather by an oscillation of the muscle itse1f.99 If we extract the muscle and "relax" it 

by manipulating its ionic environment, the muscle is very stiff, in contrast to the more 

familiar vertebrate striated muscle. This stiffness results from filaments which run the 

whole length of the muscle, and their mechanical properties are thus in parallel with 

whatever active component is generated when the muscle is activated.100 When the 

muscle is activated, the active component of the mechanical response has an amplitude 

which is roughly independent of frequency, but whose phase changes from "stiffness­

like" to "mass-like" as frequency is increased; at some point the mass-like term gen­

erates a resonance with the passive stiffness, and this determines the characteristic fre­

quency of the muscle.101,102 These features of muscle mechanics, which are exactly 

those expected from an active filter, are summarized in Figs·. 11-9 and 11-10. 

The flight muscle provides a biological precedent for the mechanism which we 

require to understand the reduction of thermal noise in the inner ear. In fact it may 

also provide a fruitful analogy, since the major protein components of muscle are 

found in the stereocilia and the adjacent structures of the receptor celJ.92,103-105 Thus 

we imagine each stereocilium to be a small piece of muscle, filtering the mechanical 

signals applied to it by way of its active mechanical response. The system acts to 

reduce the effects of thermal noise in exactly the way described in Section II.B.3., 

making use of feedback to both narrow the bandwidth and shift the resonance fre­

quency. 

The important point is that an active mechanical filter, whatever its internal 

mechanism, is required if we are to make sense of the threshold signals which the 

inner ear can detect. The active filter hypothesis does not give, however, a complete 

• 
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FIGURE 11-9 Active mechanical filtering in a biological system--Insect flight muscle. 
Resonant behavior of the muscle in the active state is contrasted with the approxi­
mately elastic behavior in the relaxed (passive) state; data from the work of Wilson 
and White.IOI,I02 

\ 

account of the problem. First, we have not explained how the signal gets to the 

stereocilia from the basilar membrane. Clearly these two mechanical systems must be 

tightly coupled, or else much of the signal will be lost; recall that all the calculations of 

thermal noise have been based on the assumption that no such loss occurs. If tight 

coupling occurs, however, we will "see" the active mechanical resonance of the 

stereocilia when we look at the basilar membrane. In this way, as discussed in Appen-

dix C, active filtering at the stereocilia will lead to a pattern of basilar membrane 

motion very different from that expected in a passive cochlea, and more in accord with 

modern experiments. 
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FIGURE 11-10 Flight muscle filters--A schematic decomposition. Following Wilson, 
White, and Thorson, 100-102 we consider the Nyquist plot of the muscle response, 
that isa graph of the real part of the muscle "stiffness" F(w)/x(w) against the im­
aginary part for each frequency w; frequency increases along the curves, in the 
direction of the- arrows. The net active response is the result of a parallel combina­
tion of the true active response and the passive mechanics of the muscle filaments. 
Measurement of the latter in relaxed muscles allows unambiguous separation of the 
two components, as shown. Note that the active element has an amplitude which is 
roughly frequency-independent, but a phase which shifts from "stiffness-like" to 
"mass-like" and ultimately to "damping-like" as the frequency is increased. It is 
this unusual phase-frequency behavior in the active element of the muscle which 
produces the active resonance of Fig. II-9. 

The second problem with the simple description of active filtering brings us back 

to quantum noise. If active filtering occurs in the inner ear, then since the signal 

being detected is comparable to the broad-band quantum noise of the passive system 

(cf. Section II.C.2) we know that the amplifier used in the feedback process must be 

quantum mechanically perfect (cf. section II.B.3). Thus the ear not only makes use of 

a novel mechanism to reduce its thermal noise, it possesses a device as noiseless as 

the uncertainty principle allows, and in this way it makes quantum-limited measure-

ments in spite of thermal noise. It is the presence of this device, a quantum limited 

amplifier, which makes the perception of sound a macroscopic quantum phenomenon. 
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4. Models for a linear ampiifier 

Many models for amplification processes in the sensory systems have been based 

on analogies to the behavior of nerve membrane. In this section I review these 

models and consider their noise performance in relation to the observation that the 

inner ear makes use of a quantum-limited amplifier. We shall see that the extant 

models cannot account for quantum-limited performance, and that this is a fundamen­

tal failure of any model which may be described in the conventional language of chem­

ical kinetics. Examination of how the "chemical amplifier" fails defines the conditions 

on the internal mechanism of the amplifier which must be met if the amplifier is to 

exhibit quantum-limiteq performance. 

The response of a patch of nerve membrane to small voltages is linear' and this 

linear response exhibits a resonance.I06 As the standing voltage across the membrane 

is stepped toward the threshold for initiation of an action potential, this resonance 

becomes sharper and sharper, approaching infinite sharpness and instability at the 

threshold itself; beyond threshold there is no stable small-signal response of the mem· 

brane. This resonant behavior is evidence of an apparent inductive component to the 

membrane impedance which, together with the intrinsic capacitance of the membrane, 

generates the observed resonance. 

·The apparent inductance of a biological membrane is believed to result from the 

presence of voltage-gated channels.I07 The simplest example of such a channel is a 

proteiri inserted in the cell membrane which can exist in two states, "open" and 

"closed." In the open state the channel allows ions to cross the membrane and contri­

butes a conductance g; in the closed state the channel allows no ions to pass and does 

not contribute to the membrane admittance. To have a voltage~gated channel, we 

assume that the rates for opening k+ and closing k_ of the. channel may depend on 

the trans-membrane voltage V. Thus if n denotes the number of open channels in 



-- 62 --

the membrane and N denotes the total number of channels, 

(II.C.4.1) 

The current through the channels is given by 

I= gn. (II.C.4.2) 

If we bias the membrane at a voltage V0 and consider the response of the chan­

nels to small changes 8 V, we obtain 

n = n0 + 8n, (II.C.4.3) 

where 

(II.C.4.4) 

and 

(II.C.4.5) 

where 

(II.C.4.6) 

on ok+ f)k_ 
- = r(-(1- k.T)- -k T] av av T av + 

(II.C.4. 7) 

Fourier transforming Eq. (II.C.4.5) allows us to find the apparent impedance of 

the voltage-gated channel. Thus 

8n(w) = ~~ (1- iwT)- 1, (II.C.4.8) 
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so that 

(II.C.4.9a) 

(II.C.4.9b) 

This corresponds to an effective impedance of 

(II.C.4.10) 

In parallel with the membrane capacitance C, this impedance generates a resonance at 

(II.C.4.11) 

The success of the gated channel interpretation of membrane impedancesl08 has 

led to the suggestion that sensory systems incorporate channels which are gated by 

their stimulus. Thus in electroreceptors we should have the same sorts of voltage­

gated channels found in nerve,36,109.110 while in the inner ear the hair cells should 

possess channels which are gated by motions of the stereocilia. These channels would 

act as amplifiers because the opening of a single channel will allow many ions to flow 

across the cell membrane, which nominally has a standing voltage of = 0.1 V. The fol-

lowing arguments are aimed at calculating the noise temperature of this amplifier using 

the theory of thermal fluctuations in coupled systems. 

As in the case of the voltage-gated channel, we imagine N channels in the hair 

cell membrane, each of which can exist in two states, and we denote by n the number 

of open channels. The analog of Eq. (II.C.4.5) is then 

d(an) ·= -(1/;)[an- (~)ax] 
dt ax (II.C.4.12) 
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where cSx is the displacement of the stereocilium. This describes a channel which 

"gates" in a time r in response to the stimulus; from the experiments of Corey and 

Hudspeth 111 we know that r = 40 p.s. 

The gated channel system has two generalized coordinates, cS n and Bx. 

Correspondingly there must be two generalized forces, of which one is obviously the 

force applied to the stereocilium; the other generalized force must be taken as the 

energy difference E between the two channel states, so that the product of forces and 

coordinates gives the energy of the system. The equilibrium number of open channels 

is determined by the energy difference E through the Boltzmann distribution, so that 

N no=-----
l+e-EikaT' 

(II.C.4.13) 

We also obtain the "compliance" of the generalized coordinate cSn with respect to its 

generalized force, 

an -. = a£ 
no(N- no) 

N 
(II.C.4.14) 

Considering the effects of the generalized force 8£ on Eq. (II.C.4.12), we obtain upon 

passing to the Fourier representation 

Bn(w) = (an/aE)cSE(w) + Cdn/ax)cSx(w) 
1- iwr 

(II.C.4.15) 

Because displacements of the stereocilium change the number of open channels, 

we expect that changes in the number of open channels should apply a (possibly 

frequency-dependent) force to the stereocilium. Thus, if the stereocilium were not 

coupled to the channels we would have 

cSx(w) = a(w)cSF(w), (II.C.4.16) 
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but with coupling we will have 

8x(w) = a(w)[8F(w) + ,8(w)8n(w)], (II.C.4.17) 

where ,8 (w) is the "back-coupling" from the channel chemistry to stereocilium 

mechanics. If we solve Eq's. (II.C.4.15) and (II.C.4.17) for 8n and ox, we obtain 

an (w) = U1n/oE)8E(w) + (fJn/fJx)a(w)8F(w) and 
1- iw-r- a(w),B(w)(fJn/fJx) 

Bx(w) = a(w)f3(w)(fJn/fJE)8E(w) + a(w)(l- iw-r)8F(w). 
1- iwT- a(w),B(w)(fJn/fJx) 

(II.C.4.18a) 

(II.C.4.18b) 

These equations have the standard form for two coupled systems, so that ,8 (w) is 

completely determined by the symmetry condition24 on the response matrix: 

,B(w) = (fJn/fJx)(fJn/fJE)-1• (II.C.4.19) 

Intuitively we know that a signal which is below the thermal noise of the stereoci-

Iium cannot deliver much energy to the cilium; in fact this energy will be less than 

k8 T. This energy is not sufficient to open very many channels unless the energy 

difference between open and closed states is very small, in which case spontaneous 

openings and closings should be rather frequent. This problem similar to that raised 

by de Vriesll2 with regard to the initiation of a nerve impulse, and the methods intro-

duced here make these considerations quantitative. 

If we look at the equations for the channel/cilium system in the limit of zero fre-

quency, we lind 

Bn (w = O) = K(on/fJ£)8£ + (fJn/fJx)8F 
· K- ,B(fJn/fJx) 

(II.C.4.20a) 
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(II.C.4.20b) 

where K = a- 1(0) is the stiffness of the stereocilium in the absence of coupling to the 

channels. The apparent stiffness of the cilium is thus 

Kef! = K - {3(on/ox). (II.C.4.21) 

We must have the stiffness be positive, however, or else the system will be unstable. 

Therefore 

f3(on/ox) ~ K, (II.C.4.22) 

or, from Eq. (II.C.4.19), 

~~ ~ [K(on/o£)] 112• (II.C.4.23) 

This equation provides a thermodynamic upper bound on the strength of coupling 

between the stereocilium and the channels, and hence on the sensitivity of the 

stimulus-gated channel transducer. 

From Eq. (II.C.4.18) we can calculate the spectral density of fluctuations in the 

number of open channels by applying the fluctuation-dissipation theorem to the cou­

pled system. The general result24 is that if set of coordinates xi respond to forces F, 

such that 

xi(w) = "f.au(w)fj(w), 
j 

then the spectral density of the fluctuations in the i 1h coordinate is 

) kaT , ( ) Si(w = --ai, w , 
1T'W 

(II.C.4.24) 

(II.C.4.25) 
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where a" denotes the imaginary part of a. To apply this theorem to Eq. (II.C.4.18), 

we may approximate a (w)::::::::: (K- iwy )-1, where the neglect of stereocilium mass fol-

lows from the discussion of Section II.C.3; we also know from that discussion that 

K >> yw at normal auditory frequencies. When all the dust clears, the spectral density 

of fluctuations in the number of open channels is given by 

s ::::::::: (k T/rr) (K 2-rHon/oE) + y(on/ox) 2 

n B (K- {3(on/ox)) 2 ' 
(Il.C.4.26) 

where I have substituted for f3 from Eq. (II.C.4.19). 

Noise in an amplifier is usually interpreted by referring it to the input. Thus we 

may view the fluctuations in channel number as being due to an effective level of 

noise at the stereocilium given by 

seff(w) = (on(ox)- 2 s (w) x n 

~ (ka T/rr) KT + y 
(K- f3{0n/ox)) 2 

k8 T L 
~ -- 2 (1 + K;/y). 

Tr K 
(II.C.4.27) 

Comparing this expression for the effective level of stereocilium noise in the 

stimulus gated channel with that for the Brownian motion of the isolated cilium [Eq. 

(II.C.3.1)], we find that the noise in the transducer is greater by a factor (1 + KT/y). 

This means that the system is behaving not as if it were at temperature T, but rather 

as if it were at the higher temperature T' = T + TK-r/y. The difference T' - T = ~v 

is called the "noise temperature" of the amplifier. 

With the parameters discussed above, the stimulus gated channel has a noise 

temperature of 12,000 K, or forty times room temperature.· This means that the noise 
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added by the transducer is forty times as large as the noise due to stereocilium 

Brownian motion. If we expected to detect the threshold signal after it has passed 

through such a device, we would have to build a filter not of 50 Hz bandwidth (cf. 

Section II.C.3), but of 1Hz bandwidth; such filtering is not observed. We conclude 

that the stimulus-gated channel is inadequate to transduce the threshold auditory sig­

nal without some prior amplification. In particular, the channel amplifier cannot 

explain how the receptor cell is able to reduce thermal noise until the quantum noise 

becomes limiting. As in the case of the visual system (Section II.A.4) we see that a 

simple chemical mechanism is incapable of accounting for the quantum-limited perfor­

mance of biological systems. 

The problem with chemical mechanisms is far more serious than even the com­

parison of noise temperatures implies. It is apparent from the discussion above that 

by appropriate choices of the parameters it is possible to reduce the noise temperature 

of the channel system arbitrarily. But the uncertainty principle dictates a minimum 

noise level independent of the amplification mechanism, so that the prediction of zero 

noise temperature as a limiting case of the channel model must be in error: the chan­

nel model is apparently inconsistent with the uncertainty principle. 

The basic principle of any amplifier which is described by chemical kinetics is that 

the incoming signal modulates the rate (s) of transition (s) among the states of the sys­

tem. Note that according to this definition a transistor amplifier is a "chemical" dev­

ice since the incoming voltage signal changes the rates of transition among the various 

electronic states on either side of the p-n junction. In order to understand the 

apparent violation of the uncertainty principle in such devices, we must look at the 

microscopic mechanism by which the signal can modulate the rate of a chemical reac­

tion. 
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Let us focus on one state of the system which has energy £ 0 in the absence of 

the signal; this state may be a chemical state such as "channel open" or a quantum 

state such as describes the electrons in the transistor. The signal x(t) is coupled to· 

the amplifier because the energy of the state depends on x ( t), 

·dE 
E(t) = E0 + dx x(t). (II.C.4.28) 

In quantum mechanical terms, the wave function for a system with time varying 

energy is given by 

t 

1/J(t) = exp[-iJ dt' E(t')], (II.B.4.29) 

so that with a sinusoidal signal x = A sin (wt + ¢) the wave function becomes the fre- · 

quency modulated waveform 

(II.B.4.30) 

where .\ = w-1(d£/dx). Frequency modulated waveforms can have very difl'erent 

appearances depending on how we observe them . 

. If the amplifier dynamics is characterized by very strong interactions with the heat 

bath, so that the relaxation times are very short, then the heat bath "observes" the 

wavefunction of the amplifier on a very short time scale. As a result, the bath can 

track the instantaneous frequency of the wavefunction, which implies that the 

amplifier will equilibrate such that the populations of the states are appropriate to their 

time-varying energies. In order for this to occur, the rates of transitions among the 

states must be related to the time variation of the signal, and we recover the standard 

kinetic description. 
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On the other hand, if the relaxation times are long the heat bath makes observa­

tions only on a much longer time scale, or equivalently samples the wavefunction 

through a very narrow bandwidth. A frequency modulated waveform, when examined 

by a narrow bandwidth analyzer, consists of a series of side bands spaced by the 

modulation frequency. In the case of a wavefunction this means that there are sub­

states of the system which differ in energy by integer multiples of 1rw, which is just 

the quantum of energy in the signal. If the amplifier we are considering achieves the 

quantum limit to its performance, then it must be capable of resolving these substates, 

and hence of resolving the sidebands in the modulated wavefunction. 

Each of the sidebands in the wavefunction has an amplitude and a phase. In 

order for a chemical kinetic picture to be approximately correct, the phases must be 

randomized, so that only the populations of the states are relevant. In the modulated 

wavefunction, however, it may be shown that the phase ¢ of the incoming signal 

affects only the phase of the wavefunction sidebands, not their amplitudes. Thus in 

the quantum-limited regime the phase of the signal is translated into the phase of the 

amplifier wavefunction, as is clearly true in Josephson junction devices, for example. 

Any system which rapidly randomizes the wavefunction phase will lose information 

regarding the phase of the signal and cannot function as a linear amplifier. This leads 

us to two results: 

[1] Kinetic descriptions of amplifier mechanisms are· inconsistent with quantum­

limited performance for a linear amplifier. 

[2] Quantum-limited linear amplifiers must exhibit a long memory for quantum 

mechanical phase--they must be coherent. 

D. Some conclusions 
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Every student of the sensory systems chooses some feature of their behavior at 

which to marvel. Whether it is our ability to resolve counterpuntal themes in a con­

certo or to perceive the beauty of simple visual patterns, our senses perform remark­

able tasks with ease. Even more remarkable is that they have apparently evolved to a 

sort of "physicist's perfection" that is, each of the systems which we have examined 

operates at or near to an absolute physical limit to its performance. 

It is perhaps not. so surprising that the eye can count single photons, since the 

energy of the absorbed photon is so much larger than k8 T. We have seen, however, 

that accounting for this performance is actually quite difficult (cf. Section II.A.4). In 

the mechano-receptors of the inner ear and electroreceptors of fish, the signal energy 

is comparable to k8 T, but quantum limits are nonetheless important. In the electrore­

ceptor the quantum limit arises because the fish makes astonishingly accurate meas­

urements of both amplitude and phase of the signal. In the inner ear, much like the 

antennae designed to detect gravitational radiation, 27 the signal is entirely classical but 

is incapable of delivering more than one vibrational quantum to the detector element, 

so that the driven motions of the detector are comparable to its zero-point motions. 

The observation that the threshold signals in the inner ear are comparable to 

zero-point motion implies--without further argument--that the ear is not a classical 

device. To appreciate the significance of this observation, however, we have to under­

stand the role of amplifiers in quantum-limited measurement, particularly at finite 

temperature, and we have to understand that quantum noise is not like the more fam­

iliar noise sources which can be "processed away" if we know what signal we are look­

ing for and have enough time to find it.ll3 What we have seen is that a description of 

quantum-limited measurement hinges on the existence of a quantum-limited amplifier; 

in the biological systems this amplifier must be used not only to bring the signal up to 

the classical level but also to synthesize a filter which can remove the thermal noise. 
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Very few quantum limited amplifiers have been built in the laboratory, supercon­

ducting devices, 25,26,114 masers 115,116 and parametric amplifiers 117 being essentially 

the only examples. Each of these systems is described by quantum mechanical states 

in which the individual particles exhibit mutual coherence over macroscopic distances, 

of order one micron in superconductors and larger in masers. This macroscopic 

coherence is consistent with the general conclusion derived above, namely that 

quantum-limited linear amplifiers must preserve phase for times comparable to the 

measurement. Such coherent behavior is inconsistent with any description of the sys­

tem in terms of chemical kinetics. We must conclude that no kinetic model of events 

in the sensory systems can account for their observed ability to reach the quantum 

limits to measurement. Instead these biological systems must be described in expli­

citly quantum mechanical terms, and their molecular dynamics must be such that 

quantum coherence is manifest on macroscopic scales of time and distance. To under­

stand these phenomena we must therefore turn to an analysis of the dynamics of bio­

logical molecules. 
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Chapter Three 

Molecular dynamics and macroscopic implications 

... nature works on a different plan. Her fundamental laws do not govern the world as it 
appears in our mental picture in any direct way, but instead they control a substratum of 
which we cannot form a mental picture without introducing irrelevancies .... 

P.A.M. Dirac, 19J01 

A. A general theoretical approach 

1. The experimental background 

In developing a theoretical picture of quantum effects in the dynamics of biologi-

cal molecules we must be guided to some extent by experiment. In particular, several 

experiments over the last two decades have prompted considerable theoretical interest 

in the possibility of quantum effects in biology. These experiments will therefore be 

reviewed not only because they introduce the relevant theoretical issues, but also 

because they form the body of data against which theory must ultimately be judged. 

Historically the key experiments are those of DeVault and Chance, 2,3 who stu-

died electron transfer in the photosynthetic bacterium Chromatium vinosum. Photon 

absorption by this system results in electron transfer from a donor molecule, denoted 

P870 . Some time after this transfer, the hole on P870 is filled by an electron from a 

cytochrome c molecule. DeVault and Chance studied the kinetics of this latter 
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reaction, and found, as illustrated in Fig. III-I, that its rate is independent of tempera-

ture below 100 K, but exhibits a more typical Arrhenius temperature-dependence 

above this point. The data may be summarized by three parameters: the low tempera­

ture rate k(T=0)=2.8x102 s-1, the infinite temperature rate k(T-oo)=7.8x108 s-1, 

and Ea =0.18 eV such that k(T ~ 150 K) = k(T-oo)e -EalksT. 

FIGURE 111-1 Temperature-dependent kinet­
ics of the DeVault-Chance reaction.3 Note 
the temperature independence of the reac­
tion rate below = 100 K, compared with the 
Arrhenius behavior above this temperature. 
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The temperature independence below 100 K was suggestive of a tunneling pro-

cess, as had been considered for at least some chemical reactions since the inception 

of quantum theory.4 Elementary textbook examples of tunneling5 involve a quasi-free 

particle approaching a barrier of height A.£ and width d. The probability of penetrat-

ing the barrier is then shown, by directly solving the Schrodinger equation, to be 

P =- e-d-hmtJ.E 111 , where m is the mass of the tunneling particle. If the particle 

encounters the barrier v times each second, then we have a temperature independent 

"reaction rate" 

k ( T = 0) = ve-d.J2mti£ /11 
tunnel · (liLA. I. I) 

On the other hand, at high temperatures, we expect the reaction rate to be given by 
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the usual results of activated complex theory, 6 which means that we identify " as the 

infinite temperature rate and tiE as the activation energy Ea. If we assume that it is 

the transferred electron which tunpels, then m = me, and we obtain d = 10 nm . . 

One of the molecules which participates in the DeVault-Chance reaction (cyto­

chrome c) is a member of a well studied class of proteins, and the three-dimensional 

structures of several members of the class have been solved crystallographically7 to 

high spatial resolution. It is known that they are medium size proteins, with diameters 

on the order of 1.5 nm. Thus if the naive tunneling model is correct, the transfer dis­

tance is much larger than the sizes of the molecules involved in the transfer--the elec­

tron is transferred through a large "space" between donor and acceptor--which is 

unreasonable. 

Fortunately, the naive tunneling picture is itself incorrect, as first shown by Gri­

gorov and Chernavskii. 8 Equations such as (III.A.l.l) are valid only when the densi­

ties of states on both sides of the barrier are smooth, so that a particle coming from 

one side can always find a state of appropriate energy on the other side. But molecular 

systems have (primarily) bound electronic states with discrete energies. The probabil­

ity that the energy levels of the two molecules will match is low, and we know that the 

final state differs from the initial state by nearly half an electron volt. Where does this 

energy go, and how is the "match" achieved? 

Grigorov and Chernavskii8 realized that this energy· disposal must proceed 

through the vibrations of the molecules involved in the reaction. This idea is analo­

gous to the description of dissipation of electronic energy in solids: the energy can be 

lost to collisions with other electrons (not relevant to a simple donor I acceptor pair), to 

photon emission (not observed), or to phonon emission. Because the phonons, or 

vibrational quanta, obey Bose-Einstein statistics, phonon emission can be either spon­

taneous or stimulated, as in the case of photons. At zero temperature there are no 

phonons present so that only the spontaneous process occurs, and this occurs at a 
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temperature-independent rate until the temperature is sufficiently high that the mean 

number of phonons is greater than one. Once this occurs, stimulated phonon emis­

sion takes over, and the rate of phonon emission continues to rise with temperature. 

This basic picture of the temperature dependence reflecting a cross-over from 

spontaneous to stimulated phonon emission is very different from the initial picture of 

electron tunneling. We have not made clear, however, how the electron transfer is 

coupled to the phonon emission. The nature of this coupling, together with the fre­

quencies and linewidths of phonons, will determine the scale of the transfer rate, 

although the interpretation of its temperature dependence in terms of phonon popula­

tions will be seen to be correct in light of more rigorous theories. 

Hopfield9 made use of a semi-classical theory to describe the coupling between 

electron and phonon degrees of freedom. The results of his analysis may be under­

stood in terms of a configuration-coordinate diagram such as Fig. III-2. In each of the 

two relevant electronic states we trace out the potential energy of the system as a 

function of some generalized coordinate (configuration) describing the positions of the 

atoms in the molecule. The equilibrium positions of the atoms and the vibrational fre­

quencies about these positions will be different in the two states, and there will be an 

energy gap between the states. The reaction we are trying to understand is a jump 

from one surface to the other under the influence of some matrix element V. 

Conservation of energy demands that the jump occur horizontally on the diagram 

of Fig. III-2. The Franck-Condon principle demands that the jump occur vertically, 

since the time scale for vibrational motion is much slower than that for electronic 

motion.IO These two requirements can be met simultaneously at only one point; 

namely at the intersection between the two surfaces. The rate of the reaction is there­

fore proportional to the probability of being in the neighborhood of this point, as well 

as to the square of the matrix element V, which follows from perturbation theory 

(Fermi's golden rule). 5 If we treat the molecular vibrations as simple harmonic 
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FIGURE 111-2 Semi-classical approach to electronic transitions. The problem is to 
calculate the transition rate from the upper to the lower surface, which differ by an 
energy gap E and a "reorganization energy" A. Application of the Franck-Condon 
principle and a semi-classical approximation lead to Eq. (III.A.1.2), as described in 
the text. 

oscillators, then the probability distributions for the coordinates are Gaussian with 

variances proportional to Teff = 1rwcoth (1rw/2k8 T), where w is the vibrational fre­

quency; note that Teff-T at large T and Teff- V21fw at small T. The probability of 

being at the intersection point is then easily calculated, and the rate constant becomes 

I 1
2 -(E- ) • ..)2/2>.. T 

W = (constant) V e •II, (III.A.1.2) 

where E is the energy gap and A is the reorganization energy defined in Fig. III-2. 

Two points should be noted about this semi-classical result. First, at large T we 

obtain W = W(oo)e-EalksT, where Ea is an apparent activation energy equal to the 

energy required to travel up to the intersection point. This prediction is very similar 

to the transition state, or activated complex view of chemical reactions.6 We thus iden-

tify the transition state picture as a semi-classical one, and this is consistent with 

modern work on gas-phase reaction theory.ll 
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Almost all biochemical processes have been interpreted in terms of transition 

state theory, and Pauling used this theory in his application of the structure-function 

principle to enzymatic catalysis.12 He suggested that an enzyme has a structure com­

plementary to the transition state of the reaction it must catalyze. As a result, the 

greatest stabilization of the enzyme-substrate complex would occur in the transition 

state, lowering the energy of the transition state relative to that of the reactants. This 

selective lowering of the transition state energy could then account for the acceleration 

of the reaction rate by the enzyme. 

Transition state stabilization remains the central feature of all modern discussions 

of catalytic mechanisms in biochemistry_l3,14 We see that this concept depends on two 

approximations: semi-classical behavior of the molecule and the high-temperature 

limit. Analysis of the DeVault-Chance and related reactions therefore gives us an 

opportunity to test the approximations which form the basis of one of the most widely 

applied theories in biochemistry. 

The second point about the semi-classical rate expression is that it is finite in the 

low-temperature limit. This arises from the possibility that the zero-point motion of 

the molecule will carry it to the transition state. The probability distribution for the 

zero-point motion extends outside the region which would be allowed to a classical 

particle with the zero-point energy, as shown in Fig. III-3. Thus the finite reaction 

rate at zero temperature is a manifestation of quantum mechanical tunneling of the 

vibrations rather than the electron. 

Jortner15 attempted to go beyond Hopfield's semi-classical treatment by borrow­

ing the theory of radiationless transitions which had been developed to describe F­

centers and other impurities in solid state systems.l6, 17 The basic idea is to fill in the 

quantum mechanical states of the molecular vibrations, as shown in Fig. III-4, and 

then apply the golden rule to calculate t.ransition rates among particular pairs of 

electronic/vibrational ("vibronic") states; the final rate expression is then obtained by 
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FIGURE 111-3 Vibrational tunneling and low-temperature reaction rates. Same prob­
lem as Fig. III-2, where the transition from one electronic state to the other can oc­
cur only at the intersection between the potential surfaces. At absolute zero, the 
probability of reaching this intersection point is determined by the statistics of zero­
point motion, whose probability distribution is shown. A classical particle with ener­
gy equal to the zero-point energy could not move into the "classically inaccessible 
regions," which include the intersection point, so that the reaction occurs only as a 
result of atomic tunneling. 

a thermal average over the initial vibrational states. In solid state systems this works 

quite well, since the vibrational modes of the lattice form a continuum so that there is 

always a nearly degenerate state into which the system can make a transition. Molecu-

lar systems, however, have discrete vibrational modes, and it is only through interac-

tions between the molecule and the solvent--vibrational relaxation--that a continuum 

can be generated. 

Jortner did not give a rigorous treatment of vibrational relaxation, and instead 

argued for "coarse-graining" on a scale fixed by typical frequencies of solvent 

modes. IS His rate expression in turn depends on this ill-defined frequency, which 

hampers any attempt to rigorously test the theory; without coarse-graining the transi-

tion probability diverges. In addition, Jortner's approach via vibronic state to vibronic 

state transitions is hard to generalize to more realistic Hamiltonians. An alternative 

approach, developed by Soules and Dukel8 to treat energy transfer among impurities 
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FIGURE 111-4 "State-to state" transition analysis. The transition from one electronic· 
state to the other is broken into the individual vibronic transitions, each of which is 
asigned a rate calculated from the Golden rule. 

in solids, writes the rate of electronic transitions as the spectral density of some uni-

tary operator which defines the transformation from the potential surface of the reac-

tants to that of the products. This method and variants upon it have been further 

developed by a number of investigators.l9-23 

None of these methods, however, take explicit account of vibrational relaxation. 

They would all predict infinitely sharp Raman or infrared spectra for the systems 

described, and all require some external postulates to guarantee irreversibility of the 

transition and convergence of the integrals which define the transition probability. For 

example, Kenkre, Knox and co-workers24,25 make use of a coarse-graining procedure, 

while Silbey and co-workers20-23 restrict their calculations to systems in which the 

-
vibrational modes form a natural continuum. 

In summary, qualitative consideration of the De Vault-Chance data suggests that 

the initial descriptions of electron tunneling are misleading. Instead we focus upon the 

coupling between electronic states and vibrational dynamics in the molecule, either 

intuitively in terms of spontaneous and stimulated phonon emission or semi-classically 
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in terms of the configuration-coordinate diagram. Both approaches lead to a partial 

understanding of the ·temperature dependence of the reaction rate, and the semi­

classical method supports the applicability of transition state theory as a high tempera­

ture approximation. To go beyond the semi-classical approximation, and hence test 

for true quantum effects, we must however take rigorous account of vibrational relax­

ation in the molecule; existing theoretical methods cannot do this. 

Many of the same theoretical issues which arise in the case of the De Vault­

Chance reaction are also significant in the case of the heme proteins and their interac­

tions with small ligands. Myoglobin _(Mb), for example, binds carbon monoxide (CO) 

by a covalent link to the active site iron atom; this bond can be photodissociated 

within one picosecond26 and with quantum yields near unity. As time passes, the pho­

todissociated ligand can make its way out of the protein matrix into the solvent or find 

its way back to the iron atom. The reappearance of the ligand at the iron atom can be 

monitored by changes in optical absorption which occur upon ligation. 

The rebinding reaction can be resolved into several stages.27 One involves cross­

ing the barrier that divides the interior of the protein from the bulk solution, and all 

other stages are true intramolecular processes. When the system is cooled below the 

freezing point of the solvent, the ligand cannot escape the protein interior, so that 

only the intramolecular processes are observed. These processes .occur with a non­

exponential time course; in fact, as illustrated in Fig. III-5, the time course is well 

approximated by a power-law decay n (t):::::: t-v over several orders of magnitude in 

time.27 By choosing some representative point, e.g. n = 0.75, it is possible to define the 

effective rate rQis of the process, and to examine the dependence of this rate on tem­

perature. The data exhibit the same pattern as observed by DeVault and Chance--the 

rate is temperature independent below approximately 20 K and shows classical 

Arrhenius behavior above this temperature. 28-31 
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FIGURE 111-5 Kinetics of ligand binding in 
heme proteins. Above, the time course of 

. rebinding of CO to Mb, shown on a 
double-logarithmic scale to emphasize the 
nearly power-law behavior over several ord­
ers of magnitude in time (after Ref. 27). 
Right, temperature dependence of the 
"average rate," measured as the inverse of 
the time t0.75 required for one-quarter of 
the molecules to rebind; data in this case 
refer to CO binding to isolated chains of 
hemoglobin, 28.30,31 but the pattern is similar 
in myoglobin. 
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The non-exponential time course of the reaction may be described as arising 

from a distribution of reaction rates over the ensemble of molecules studied in the 

experiment. This suggests that not all molecules of the sample are identical, and that 

the variations in reaction rate which result from the differences among molecules can 

· amount to several orders of magnitude. Clearly the intermolecular differences are 

subtle, and the challenge is to identify the critical variables which characterize these 

differences and then explain why the rate constant is so sensitive to these parameters. 

Recent experiments have shown that non-exponential decay at low temperatures 

can also be observed (under some conditions) for the charge-recombination reactions 
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of photosynthesis, 32 suggesting that myoglobin may not be so unusual. It remains to 

be seen whether comparably accurate experiments in other biological systems will pro-

vide further evidence of this effect. 

The heme protein reactions extend the temperature-dependence problem, which 

was first noticed in the De Vault-Chance reaction, by requiring not only a single reac-

tion rate with non-classical temperature dependence but a whole distribution of such 

rates. Another direction in which the theoretical issues can be extended is by con-

sidenition of reactions in the picosecond regime, where they can compete with the 

processes of vibrational relaxation. On this time scale we expect that the neglect of 

vibrational relaxation in current theories will be particularly serious. 

The advent of picosecond and sub-picosecond spectroscopies has allowed the pri-

mary events of a number of light induced biological processes to be directly 

observed.33,34 In particular, several intermediates in bacterial photosynthesis have 

been detected, 35 and in some cases the absorption spectra of these intermediates can 

be compared with those of species which have been trapped by chemical manipula­

tions.36 

Figure 111-6 shows the basic scheme for the primary processes of photosynthesis 

in the purple bacterium Rhodopsuedomonas sphaeroides. At least two reactions--

electron transfer out of the initial photoexcited state p• to the intermediate I and the 

subsequent transfer from I to QA --fall in the picosecond domain. -Both these reac-

tions have a peculiar temperature dependence. The P*I- p+ r transition37 occurs in 

about three picoseconds at helium temperatures and slows down by a factor of two as 

the temperature is raised to 300 K. The transition r QA - IQA- has a non-monotonic 
. . 

temperature dependence with a reaction rate maximum at 25 K; this non-monotonicity 

disappears if the solvent is deuterated.38 Thus the picosecond reactions, while exhibit-

ing large regions of temperature independent reaction rates which might be interpreted 

as tunneling, do not exhibit the simple pattern of the DeVault-Chance reaction. 
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FIGURE 111-6 Primary events of bacterial photosynthesis. This figure schematizes 
the light-induced electron transfer reactions which occur within the "reaction 
center." P, I, Q, etc. are all molecules bound in the reaction center which have 
been postively identified as electron carriers: P is a "pigment," most likely a dimer 
of bacteriochlorophylls; I is an "intermediate" electron acceptor, identified from 
optical and paramagnetic resonance spectra as a bacteriopheophytin; QA and Q8 are 
quinone molecules which interact magnetically with a single iron atom (Fe). Aster­
isk denotes an electronically excited state reached by photon ( h v) absorption, while 
+ and - denote cation and anion radical species, respectively; T denotes a triplet 
state for those states with two interacting unpaired spins. Time scales for transitions 
among the states of the system are given to an order of magnitude, and the coherent 
mixing among singlet and triplet radical pair states (w (H)) is dependent on the 
magnetic field strength, as indicated. Under physiological conditions the cycle of 
electron transfer in the reaction center is coupled to other cheical reactions, as 
shown, although these do not occur within the reaction center itself. 

In terms of configuration coordinate diagrams, it has been suggested39 that very 

fast reactions may be understood as shown in Fig. 111-7. For special values of the 

energy gap and configuration change from reactants to products, there is no activation 

energy for the forward reaction since the potential surfaces cross at the equilibrium 

position of the molecule in the reactant state. Furthermore, as the temperature 

increases; the molecule spends less time near its equilibrium position so that the 

• 
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reaction rate should decrease, as observed. This interpretation assumes, however, that 

the equilibrium distribution of molecular coordinates is achieved sufficiently rapidly to 

be relevant in the reaction. But some chlorophyll molecules require at least a few 

picoseconds to come to vibrational equilibrium, 40 so that the observed time scales for 

the reaction and vibrational relaxation· are comparable, and the interpretation of the 

kinetics becomes clouded. 
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FIGURE 111-7 Semi-classical analysis of picosecond transitions. This is the same as 
in Fig. III-2, but for a special choice of the reorganization energy .\. In this case, 
there is no "barier" in reaching the point where the surfaces intersect, and the reac­
tion rate thus has the maximum value consistent with the electronic matrix element. 

Almost all problems in condensed matter physics involve interactions among 

degrees of freedom with well separated relaxation times. When this is not the case, 

the theory becomes very difficult, because the dynamics of both sets of modes must 

be considered explicitly. In the present case, it is apparent that the equilibration of the 

electronic degree of freedom is not well separated in time from that of the vibrational 

degree of freedom. Thus a rigorous theory must be based on a careful treatment not 

only of electron-phonon interactions, but also of the vibrational relaxation processes 

which ultimately account for the approach of the system to thermal equilibrium. As 

noted above, such a treatment has not yet been given. 
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The problems of the picosecond regime may be more generally relevant, since 

some modes of_ vibration in biological macromolecules are observed to live for 

nanoseconds and longer, 41 suggesting that even "normal" reactions might not be well 

described by equilibrium theories. In particular, we shall see that in the non­

equilibrium regime there is no true irreversible chemical reaction, essentially because 

the molecules cannot "know" to what temperature they should be equilibrating. 

In summary, those biological systems which have been- studied over a wide range 

of temperatures and time scales do not exhibit the classical Arrhenius behavior across 

the full temperature range of the study. In particular, some exhibit regions of tem­

perature independence in the reaction rate. These temperature independent rates have 

been widely interpreted as evidence for quantum tunneling contributions to the reac­

tion rate. 

The theories on which these observations have been interpreted are not overly 

rigorous, and do not_ allow us to answer unambiguously the question of whether or 

not quantum effects are important. Theory fails completely in dealing with the 

picosecond reactions, which compete with the processes of vibrational relaxation, and 

thus ca:n be understood only be rigorous treatment of the relaxation process. 

Rigorous treatment of vibrational relaxation is also required to go beyond the semi­

classical approximation for- the slower reactions, and the following sections provide 

such a treatment. I begin by. developing a family of model Hamiltonians which can 

describe the dynamics of biological molecules, and then discuss the properties of these 

Hamiltonians and their predictions in both slow and fast regimes. 

2. Model Hamiltonians for biological molecules 

Each of the candidate systems for the observation of microscopic quantum effects 

in biology are, in a certain sense, rather simple: each has only a few relevant electronic 

states. In the electron transfer reactions of photosynthesis these few states are 

obvious--reactants and products correspond to electrons localized on physically distinct 
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sites. In myoglobin, the iron converts from high spin to low spin upon ligand binding, 

so that the change in ~lectronic state consists of a rearrangement of the populations of 

the iron d orbitals. 

Ideally we may imagine an experiment which probes the electronic state--and only 

the electronic state--of the system. In quantum mechanical terms this would mean 

that our instrument corresponds to a measurement operator whose eigenvalues .An 

label the electronic states I n >. In practice, as we shall see in the following sections, 

this is seldom the case in the experiment of interest. 

In general a measurement operator cannot encompass all of the degrees of free-

dom in a system. In particular, while we distinguish among electronic states, the 

states of motion of the nuclei have not been described. Thus if we write the energy of 

the system in each electronic state, it will be a function of the coordinates and 

momenta of all the nuclei in the molecule and the surrounding solvent. This con-

sideration leads us to the general Hamiltonian 

H = :EH/p,x)c/ci + r, Vu(Ji,x)c/c1. 
u 

OII.A.2.1) 

The operators c/ (c) create (annihilate) molecules in the electronic state i, and hence 

obey the fermion anti-commutation relations 

(III.A.2.2) 

while p and x denote the momenta and positions on the nuclei, respectively. The Hi 

define the ..energy of the nuclear motions in a fixed electronic state i, and the matrix 

elements V:1 define the amplitudes for transitions from j to i. 

The Hamiltonian of Eq. (III.A.2.1) contains no approximations; it is the most 

general model consistent with the enumeration of a countable set of electronic states. 

It is only when we make approximations to the terms in this Hamiltonian that we lose 

the exactness of the theory. To the extent that the forms of these terms can be 
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derived from independent experiments the theory can be made as detailed as the data 

allow. What we hope is that some physically motivated approximations will be borne 

out by such independent experiments. 

The first approximation is the division of the nuclear coordinates into two classes, 

the "quantum modes" and the "heat bath." The heat bath is defined as a set of 

degrees of freedom with the (collective) properties of infinite heat capacity and zero 

relaxation time to equilibrium. As a result the heat bath remains in thermodynamic 

equilibrium through any change in state of the "proper subsystem," namely the elec­

tronic states and the quantum modes, and in fact the heat bath serves to define the 

temperature of the system. The quantum modes are coupled to the heat bath, and 

this coupling allows them to relax to thermal equilibrium, but this relaxation process 

will occur only at some finite rate. An obvious candidate for the heat bath in a biolog­

ical system is the aqueous solvent or membrane matrix. 

The utility of the heat bath--quantum mode separation stems frorrt the work of 

Senitzky42,43 and others, 44,45 who showed that the coupling of a quantum system to a 

heat bath provides a consistent way of describing. the thermal equilibration of the 

quantum system. For example, we imagine a simple harmonic oscillator coupled to a 

heat bath through its momentum. The Hamiltonian is 

(Ill.A.2.3) 

where P and Q are the (dimensionless) momentum and position of the oscillator, 

respectively, r is some generalized coordinate of the heat bath, and Hhb is the Hamil­

tonian of the heat bath itself. Since the heat bath is assumed to have a large heat 

capacity and short relaxation time, the perturbation Pr will have a larger effect on the 

oscillator than on the heat bath; this suggests doing a perturbation calculation to 

second order for the oscillator but to first order for the bath. This seemingly incon­

sistent application of perturbation theory leads to very sensible results which, for less 
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general models, can be also obtained by more rigorous means. These results45 are 

that the creation and annihilation operators a = (P + iQ)/..Ji and at= (P- iQ)/..Ji 

obey the "quantum Langevin equations," 

.da : + ~F 1- = wa - t"~~a u 
dt I 

(III.A.2.4a) 

idat = -wat- i"~~at +aFt 
dt I ' 

(III.A.2.4b) 

where the operators aF and aFt have the properties 

(III.A.2.5a) 

(III.A.2.5b) 

<aF(t)BF(t')> = <aFt(r)BFt(r')> = 0, (III.A.2.5c) 

and ii(!l) = [e1fO/ksT -lr1

, where Tis the temperature of the heat bath. In these 

equations < ··· ··· > denotes an average over the degrees of freedom in the heat bath, 

a "thermal average." From these equations it may be shown that the average energy 

of the oscillator relaxes exponentially toward its equilibrium value (with time constant 

112,-1), and that the average equal-time commutator <[a t(r),a (r)] > is a constant of 

the motion, so that this description of dissipation is consistent with the uncertainty 

principle.46 

It may also be shown that the effective Langevin forces are Gaussian, in that 

their correlation functions always factor into products of the two-point correlation 

functions of Eq's. (III.A.2.5). Because Eq's. (III.A.2.4) are linear, this factorization is 

also true for the creation and annihilation operators of the oscillator. In field-theoretic 

terms, this means that the many-particle Green's functions of the oscillator can be 

written as products of the single"particle Green's function--a form of Wick's theorem 
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is valid. Thus th.e "heat bath method" for describing dissipation in a harmonic oscilla­

tor is quite simple: It results in simple exponential decays of the creation and annihila-

tion operators, and hence of the system energy, and preserves Wick's theorem. 

Therefore if the quantities of interest are reduced to functions of the oscillator 

Green's function, we simply replace the undamped zero-order function 

by the damped version 

n<o>(n) = __ I __ 
w- n + iy' 

(III.A.2.6) 

(III.A.2. 7) 

where T denotes time ordering, 71- o+, and for simplicity I consider the case of zero 

temperature. A II of the effects of the many heat bath coordinates have now been 

summarized in a single measurable parameter y. By explicitly considering damped 

oscillators from the beginning, we can avoid a number of problems in demonstrating 

that the coupled electron-phonon system comes to thermal equilibrium. 

Once we have singled out the coordinates of the quantum modes we can proceed 

quite directly. The Hamiltonian of the quantum modes in a particular electronic state 

may be written as a sum of kinetic and potential energy terms, the latter describing the 

adiabatic (in the Born-Oppenheimer sense) energy surface on which the system 

moves. This surface will have some absolute minimum, corresponding to the position 

of the 1-L rh atom qJJ. = 6.JJ.i in the i 1h electronic state. Expanding the potential energy 

around this minimum, the lowest order (quadratic) terms allow the definition of the 

usual vibrational normal modes, with the possibility that the frequencies and struc-

tures. of these modes depend upon the electronic state. 

The state-dependent normal modes may be described as follows. Ordinarily the 

annihilation operator for quanta (phonons) of the v 1h mode is given by (with 1f = 1 
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throughout) 

(III.A.2.8) 

where q ~o> is the equilibrium position of the J.L th atom, wv is the frequency of the v th 

normal mode, and the matrix A v,.,. expresses the particular combinations of atomic . 

coordinates which constitute the normal modes. To take account of the state-

dependence of each of these quantities, we introduce a new annihilation operator 

(III.A.2.9) 

(III.A.2.10) 

where wv is the average frequency of the .,rh mode, and Pvi is the frequency shift of 

this mode in the i 1h electronic state; the explicit dependence of the normal mode 

matrix A v,.,. on the electronic state is of the general form 

(III.A.2.11) 

Using these operators, we may write 

(III.A.2.12) 

where the vibrational Hamiltonian is 

Hvib == I:wv(a!av+'h) +damping, (III.A.2.13) 
v 

and damping denotes those terms involving the heat bath. 

The fact that the creation and annihilation operators for vibrational quanta in the 

molecule depend upon the electronic state implies a form of electron-phonon coupling; 
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this formalizes the notion that the atoms will try to readjust to new equilibrium posi-

tions and normal mode frequencies when the electronic state is changed. This cou-

piing allows for energy to flow from the electronic states into the vibrational states, 

and this energy transfer is completely reversible. Irreversibility is obtained only when 

we couple the vibrational system to the heat bath and allow for vibrational relaxation. 

To understand the effects of coupling between electronic and vibrational degrees 

of freedom in quantitative terms, we must estimate the strength of this coupling. One 

measure of the coupling strength is provided by the magnitude of the change in equili­

brium position of an atom when the electronic state is changed, ~ u (p.) = tiJ.L;- tiJ.Lj· 

To convert this change into a dimensionless coupling constant, we must compare it to 

the natural length scale given by the zero-point motion of the atom. 

Consider a segment of alpha-helical protein of length L. This structure can 

vibrate in a number of modes, of which we focus upon the lowest frequency uniform 

stretch. The properties of this mode can be understood47 by taking the helix as a uni­

form elastic rod of area A= 0.5 nm2, density p = l.Sx 103 kg-m-3, and Young's 

modulus Y = 2x 1010 Nt-m-2• The stretching motion is resisted by a stiffness 

K =- YA/ L, and involves the motion of a mass M =pAL, so that the vibrational fre-

quency is 

(III.A.2.14) 

or, in conventional units, 

(III.A.2.15) 

The (root-mean-square) zero-point motion is given by 

8x = (1f/2Mw)lf2 = 4x 10-12 m 
~~ ' (III.A.2.16) 

independent of helix length. Thus, since helix segments in proteins generally run 
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from a few to ten angstroms, we are dealing with vibrational frequencies from 20 to 

== 100 cm-1. The changes in equilibrium positions of atoms observed crystallographi­

cally are on the order of one-tenth angstrom, or == 2.5 times the zero-point motion. 

We shall see that the appropriate dimensionless coupling constant is the square of the 

displacement ratio, so. that we expect coupling constants of about five for these low­

frequency modes. 

The electron-phonon coupling constants in biological molecules are thus well out­

side the region where we expect perturbation theory to be successful, namely small 

relative to one. Furthermore, the modes to which large coupling is expected are in an 

interesting frequency range: as we raise the temperature above Tc = 1'fw/2k8 we begin 

to populate the excited vibrational states, while below this temperature we are trapped 

in the vibrational ground state. For the rnodes of interest here, the critical tempera­

tures will range from 15 to 100 K, which corresponds well with the ranges over which 

unusual temperature dependences are observed for biological rate processes. Thus it 

is possible that the electron-phonon coupling mediates these unusual temperature 

dependencies, and conversely that the observed temperature dependences probe the 

effects of the vibrational spectrum on the reaction rate. 

What we have done is to identify a class of relatively simple model Hamiltonians 

which may describe the dynamics of biological macromolecules. Already we see, how­

ever, that the physics of these Hamiltonians is quite rich, and can only be understood 

if we respect certain physical conditions, such as the non-perturbative character of the 

electron-phonon coupling. The following sections are devoted to the development of 

calculational methods which allow us to extract the interesting features of these 

models. 

3. Calculational methods 

To make progress in the analysis of the Hamiltonian in Eq. (III.A.2.1), it is useful 

to transform from state-dependent phonon operators to "true" phonon operators. 
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The "true" phonon Hamiltonian may be described as the Hamiltonian which governs 

the equilibrium state to which the phonons attempt to relax; clearly this state depends 

upon the average electronic state of the system, but cannot depend upon the detailed 

fluctuations in electronic state. If for example the transitions among electronic states 

were slow, and the model Hamiltonian is that of Eq. (III.A.2.12), then it is apparent 

that the phonons would be equilibrating with an adiabatically varying Hamiltonian 

given by 

H ph == l:cuv (a! a v + V2) + damping, (III.A.3.1) 
v 

where av is obtained from av by replacing c/ci with < c/c; >' and similarly with cu 

from w. The operators a 11 thus have simple properties, since their zero-order Hamil-

tonian is decoupled from the electronic degrees of freedom. The problem is to con­

struct the transformation from a to a and to define its action on the full model Ham-

iltonian, which is 

H =- ,tEic/c; + l:wv<a!av + V2) + damping + .1: Vi) (aJL;a:)c/c1. 
i v ij 

(III.A.3.2) 

The unitary operator U such that ua"ut = a 11 will commute with c/c; but not 

with c/c1 ~;. so that the transformed Hamiltonian may be written 

UHU'== ,t[E;+D;(av;a!)lc/ci + ,tcu 11 (a!a 11 + 1i2) +damping 
i v 

+ l:Vu(av;a!)Fuc/c1 -,tD1(av;a!)<c/c;>, 
ij 

(III.A.3.3) 

where ,tD1 [c/c1 - < c/c1 >] = UHvib ut- Hph· The effective matrix elements Vu 

have the same form as the Vu, but with a replaced by a. Throughout the rest of this 

work I shall make the Condon approximation, in which the Vu are c-numbers, 
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although the m~thods which follow can be extended to non-Condon models. Similarly 

I shall restrict my attention to the harmonic Hamiltonians of Eq. (III.A.3.3), although 

anharmonicities can be included perturbatively. 

The new elements in Eq. (III.A.3.3) are the Fu, which are defined by 

Fu = Uc/cj ut, so that, since U depends on c/c;, 

(III.A.3.4) 

The normally ordered form of Fu, denoted by :Fu:, may be found by evaluating the 

commutator ofF with each of the a11 and solving the equations45 

[. . 1 a:Fu: 
.Fu.,all = - t 

Ball 

Explicit results are 

and 

:Fu: = Ku:expj IJa: (R;11
1 (ij) -8p.)a 11 + 1i2('I_ TP.A (ij)Rx} (ij))a 11 

p.v A 

IV: f(~R-l(••)T ("")) t tR-1(••) ("') - 2al-' ~ /LA I) All I) all - al-L 1-£11 I) "'111 I) 
A 

. (III.A.3.5) 

(III.A.3.6) 

where the R~-' 11 (ij), T~-'11 (i}), and 1Jp.(iJ) are related to the parameters of Eq's. 

(III.A.2.9) by 

Rp.v(iJ) = l: A/LA ( < c/ck >)A~~ (c/c; -l;c/,:;Ck -0) 
ASCT 

(III.A.3. 7) 
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TJJ. 11 (ij)- RJ.£ 11 (ij;cosh-sinh), and (III.A.3.8) 

T/JL (ij) - wX2 
[ l:A JLII ( < c/ ck > )( < c/ ci > - < c/ cj > - 1)(~ 11 i- ~~~) 

II 

- 1: A~'11 ( < c/ck > )A;>_1 (c/ci -l;c/~ick -0) 
II ACT 

(III.A.3.9) 

The constant Ku may be determined from unitarity. 

A considerable simplification of these results obtains if the atoms only undergo 

changes in equilibrium position as the electronic states change; that is if their normal 

mode structures and vibrational frequencies remain the same. In this case it may be 

shown that the Di are zero, and the Fu become 

(III.A.3.10) 

where Ku - exp[- 1h l:TIJ(ij)] and 
II 

Till (ij) - (J)~2 l:A IIJL (~J.Li- ~JL). (Ili.A.3.11) 
JL 

It is clear that Fu is a displacement operator that moves the coordinates of the atoms 

. from one equilibrium position to the other when the electronic state changes from J to 

i. The general results of Eq. (III.A.3.6) not only account for this displacement but also 

provide a rediagonalization of the normal modes and a rescaling of the coordinates to 

take account of the frequency changes. 
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Summarizing all of these results, the general Hamiltonian can be written as 

H = Ho + Hini' (III.A.3.12) 

where the zero-order Hamiltonian consists of decoupled electron and phonon degrees 

of freedom, while the interaction Hamiltonian has the general form 

Him= !, Mucitc1, 
ij 

(III.A.3.13) 

where the ~J are functions of the phonon operators. In the special case where there 

are no frequency shifts or normal mode rediag6nalizations, the ~J are zero if i = ); 

there are no "diagonal" terms in the interaction. In the following paragraphs I 

present a general method for calculating the electron or phonon dynamics in systems 

described by this form of electron-phonon coupling. Before attempting the general 

treatment, it is useful to solve the simplest possible case, namely two electronic states 

coupled to a single phonon mode. 

A model Hamiltonian with two electronic states and a single phonon mode can be 

represented by the adiabatic potential surfaces of Fig. III-8. For every vibrational 

state of one electronic level there is a corresponding, nearly degenerate vibrational . . 

level of the other electronic state; all other levels are separated by at least 1rw, where 

w is the mode frequency. Unless the matrix element V is comparable to this separa-

tion, only the nearly degenerate levels are coupled by the interaction Hamiltonian. In 

the absence of vibrational relaxation, the system collapses to an infinite set of two 

level systems, which can be solved trivially. In particular, at zero temperature, if the 

system starts in the upper electronic state, only one of these two level systems is 

accessible, and the population simply oscillates back and forth between the two levels 

of interest. Dissipation may be included by noting, again at zero temperature, that 

vibrational relaxation serves only to irreversibly deplete the population of one of the 

states, as schematized in Fig. III-8. 
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FIGURE 111-8 Electronic transitions and vibrational-relaxation. The simplest exam­
ple of the model Hamiltonians considered in the text, with two electronic states and 
one phonon mode which is coupled only via a displacement shift between the two 
states, as shown. Each vibrational level is coupled coherently to its quasi-degenerate 
partner by the electronic matrix element, with the coupling being modified by a 
Franck-Condon overlap factor. Vibrational relaxation, which is an effectively ir­
reversible coupling of the vibrational modes to a heat bath, induces incoherent 
transtions among the vibrational levels of each electronic state. This picture, which 
emphasizes the interplay between coherent and dissipative processes should be con­
trasted with that of Fig. III-4. 

Figure 111-8 suggests that the amplitudes cp 1 and cJ> 2 for the system to be in the 

two states obey the equations 

(III.A.3.14a) 

(IILA.3.14b) 

where V is a matrix element and r is the vibrational relaxation rate which depletes the 

final state; I assume, for simplicity, exact degeneracy of the two states. The dynamics 

of the electronic states can be found from Green's functions such as (see below) 
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(III.A.3 .15) 

where 8(t) is the unit step function. By solving the initial value problem for Eq's. 

(III.A.3.14), it may be seen that 

n_ J 
n-n ' +· 

(III.A.3.16) 

where the eigenfrequencies, corresponding to poles of the Green's function, are given 

by 

(III.A.3.17) 

If the relaxation rate is small, r << v, this reduces to n ± = E ± V, so that the poles 

remain at real frequencies. As a result, the dynamics are purely oscillatory, or 

coherent; if we start the system in one state it oscillates back and forth to the other 

accessible state, as concluded above from an intuitive argument. On the other hand, 

if the relaxation rate is large, both poles are shifted off the real axis, one by the relaxa­

tion rate itself, and one by the apparent decay rate Ti1 = V2/f. The pole at the 

relaxation rate, however, has vanishing residue in this limit, as may be shown directly 

from Eq. (III.A.3.16), and therefore does not contribute to the electronic Green's 

function--in the slow regime, there are no dynamics of the electronic states on the 

time scale of vibrational relaxation. Note that the decay rate in the slow regime is just 

what we would obtain by applying the golden rule to the transition, as it must be. 

Thus we see that, as the relaxation rate varies, we expect a cross-over from purely real 

self-energies and oscillatory behavior of the populations to pure imaginary self-

energies and simple exponential decays whose rates are consistent _wi~h those calcu­

lated by naive perturbation theory. With these results in mind, let us turn to a more 

general approach. 
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As is well known, all of the experimental observables in the system can be 

related to Green's functions of the various operators in the model Hamiltonian.48 

Thus, if we wish to know the lifetime of the state created by c/, then we can calculate 

the Green's function49 

(III.A.3.18) 

where c ·denotes a Heisenberg picture operator, and examine its poles iri the complex 

n plane; the real part of the pole frequency is the energy of the excitation and the 

· imaginary part is the decay rate. 50 

Perturbation theory for the Green's functions is based on the fact that the aver-· 

ages of Heisenberg picture operators can be written in terms of interaction picture 

operators whose properties are calculated from the zero-order Hamiltonian. For 

example, 

G ( ) ·J .0 <T[Sc/(t)ci(t+T)]> ·· fi = -[ dT e1 T __ __,.:. _ __;_ ___ _ 

II <T[S]> , 
(III.A.3.19) 

(III.A.3.20) 

where in these equations, and throughout the remainder of this section, the time 

dependent operators c ,Hinl' etc., are in the interaction picture. 

The problem of calculating these Green's functions can be considerably simplified 

by a series of transformations which relate the quantities of interest to integrals over a 

generating functional. In this way we can make use of the functional integral methods 

of field theorySl-53 to derive both exact and perturbative results. To begin, we note 

that 

(III.A.3 .21) 
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where 8/BJ; (t) denotes functional differentiation, and the generating functional AG is 

< T[exp{-i J dt[H;nr(t) + 'L(J/(t)c;(t) + J;(t)c/(t) }1 > 
AG[J] == ---------..... ~-· --------­

<T[exp{-i J dt[H;nr(t)]}] > 

(III.A.3.22) 

This equation is not correct as it stands, since it will not reproduce the relations among 

higher-order Green's functions which are required by the anti-commutativity of c; and 

c/. This problem can be solved by taking the variables J and Jf themselves to anti­

commute, or be elements of a Grassman algebra. 52,53 This technique is well known in 

field theory, and is useful primarily because integration over a Gaussian function of 

Grassman variables is almost identical to the corresponding integral over real variables: 

where 71 and ' are vectors of complex Grassman numbers, Tit and ''are their Hermi­

tian conjugates, and M is a matrix of complex (ordinary) numbers. With this result, 

we can proceed without further difficulty. In particular, note that in Eq. (III.A.3.22) 

the denominator serves only to normalize the generating functional to A [J- 0] == 1, 

and may be discarded if this normalization is restored at the end of the calculation; I 

shall refer to the un-normalized functional as A'. 

The fact that we can integrate over Grassman variables means that we can apply 

some basic results from Fourier analysis. In particular, if have some functional x of 

the operators c; and c/, then 

where I have used the shorthand notation 

JJ.'" == J dt L [p. /(t )v; (t) + 1-L; (t )v /(t)], (III.A.3.24) 
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and I [d!J.] denotes functional integration over the variable 1J.. Thus the generating 

functional becomes 

(1II.A.3.25) 

where the phonon operators are still buried in the definition of H inr 

The functional <T(e-iv·c) > is clearly the same as AG, but with Hint-0. Thus 

this functional generates the electronic Green's functions in the absence of the interac-

tion Hamiltonian, or the zero-order Green's functions. By Wick's theorem the zero-

order Green's functions always factor into products of the single particle Green's func­

tion a<o>, so that their generating functional is Gaussian. Thus we must have 

where, by analogy with the notation introduced in Eq. (III.A.3.24), 

vt.a<o>.v =I dti dt'!.v/(t)GJ0>(t'-t)vj(t). 
ij 

(III.A.3.26) 

(III.A.3.27) 

Returing to Eq. (III.A.3.25), it is clear that the physics of the model Hamiltonian 

is contained in the functional 

(III.A.3.28) 

For the Hamiltonians of Eq. (1II.A.3.13), this becomes 

(III.A.3.29) 

where I adopt the summation convention for repeated indices i and ). The average 

over the phonon operators which remain in the Mu can be done by the cumulant 

expansion, 54 which will give us an exponential of a power series in V, where V 
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measures a typical electronic matrix element in Hint To lowest non-vanishing order55 

one obtains 

(III.A.3.30) 

The generating functional which we find upon combining all these results is clearly the 

same as would be obtained if the interaction Hamiltonian involved no phonons and 

were defined by 

f dtHeff(t) = ~ J dt J dt' L <T[M;j(t)Mkl(t')] > 
iJ,k,l 

(III.A.3.31) 

This Hamiltonian corresponds to an effective pairwise interaction among the quasi­

particles created by the c/. In: the usual pairwise interaction problems of many-body 

theory,48,56 the indices denote the spin states, and there is a spatial dependence which 

does not arise in the molecular problems treated here. The lack of spatial dependence 

means that the usual four-momentum integrals collapse to frequency integrals, b~t the 

(nominal) spin sums become non-trivial. With these differences in mind, the 

"momentum space" Feynman rules for the effective Hamiltonian of Eq. (III.A.3.31) 

are: 

[1] Draw all topologically distinct diagrams with n interaction lines, and hence 2n 

vertices; these diagrams represent the nrh order of perturbation theory. 

[2] Assign a directed frequency to both interaction and Green's function lines, and 

conserve frequency at each vertex. 
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[3] For each Green's function line, insert 

(III.A.3.32) 

where Ei and ni are the zero-order energy and ground-state occupancy of the 

state i, respectively, while a-o+ at the end of the calculation. 

Note that the ni are not completely determined by the E i since we have not specified 

the chemical potential of the system; this may vary depending on what we are trying 

to calculate. Thus to examine the decay rates out of the various electronic states, it is 

convenient (though not necessary) to assume that none of the states are populated 

and hence ni = 0 for all i. On the other hand, this is innappropriate if we are interested 

in the effects of the electronic coupling on the phonon Green's functions, or in the 

radiative intercations of the system, and in these cases we must use the more physical 

choice corresponding to unit population of the ground state. 

[4] For each interaction line insert 

(III.A.3.33) 

[5] Sum over all free indices; integrate over all free frequencies. Integration of a 

function Z(fl) over n is understood to mean J ~~ Z(fl). 

[6] Multiply by a factor in (-1)1, where f is the number of closed Green's function 

loops; these loops are to be interpreted as ei 00Gu(n), with a-o+. 

To calculate the single-particle Green's functions we make use of Dyson's equation, 

(III.A.3.34) 

where the lowest order contributions to the proper self energy !.1k are shown in Fig. 

111-9. These diagrams correspond to the analytic forms 



l: (la)(!l) =-if d!l' D (O)G (O) (!l')eifl'TJ and 
lk 27T /k-y8 y8 , 
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lk 27T ly8k y8 . . . • 
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(III.A.3.35a) 

(III.A.3.35b) 

n, L'1b) = (fi) 
lk 

FIGURE 111-9 Lowest-order contributions to the electronic self-energy, Eq's:· 
(III.A.3.35). 

Similarly, the two-particle Green's function 

(III.A.3 .36) 

is given by56 

(III.A.3.37) 

where r is the vertex part defined according to Fig. III-10. 
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FIGURE 111-10 Lowest-order contributions to the electronic vertex part. Top: Zero­
order term. Middle: First ladder correction. Bottom: First ring correction. 

In order to use these results we must have some way of computing a time-

ordered expectation value of the phonon operators such as <T[Mu(t)Mk1(t')] >.By 

analogy with what has been done to the electronic Green's functions we may make 

use of a generating function technique. The result is that 

(III.A.3.38) 
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where :F1: and :F2: are normally ordered functions of the phonon creation and 

annihilation operators a1 = a (t1), etc., the I and a are vectors of c-numbers, and the 

generating function is given by 

(III.A.3.39) 

These techniques can be illustrated by the simplest example of this family of 

Hamiltonians, consisting again of two electronic states coupled to a single phonon 

mode with no frequency shift. We are interested in the self-energy of the upper level, 

since at zero-temperature the ground state is infinitely long-lived. The interaction 

Hamiltonian in this case is simply 

(III.A.3.40) 

where c{ creates molecule in the upper level, c r creates molecules in the lower level, 

and from Eq. (III.A.3.10) the operator F is 

F = - 1/rr12• Tj(a- at) • e .e .. (III.A.3.41) 

It is clear that the only non-vanishing interaction terms are 

(III.A.3.42a) 

(III.A.3 .42b) 

(III.A.3.42c) 

(III.A.3.42d) 
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so 'that the self-energy term :r.J~a> :::::::: D22Y8 is identically zero: The remaining term is 

(III.A.3.43) 

When all the dust clears, this becomes 

(III.A.3.44) 

where S = 71 2, and e 1 is the energy of the lower state. By solving for the poles of the 

Green's function in the presence of this self-energy, it is possible to trace the "trajec-

tories" of these poles as the ratio V/y changes; an example of the behavior obtained 

in this way is shown in Fig. 111-11. It is clear that a cross-over from oscillatory to 

exponentially damped behavior is observed, as predicted previously, and it is possible 

to delineate from such plots the boundaries of the two regimes. 

The next point about the simplest model concerns the multi-particle Green's 

functions. In particular, the two particle Green's function with all indices equal 

describes the time course of the number of molecules in a given electronic state, 

G;;ii ( T) :::::::: < n; ( T) n; (0) >. This Green's function is given by the sum of its reducible 

part, which just a product of one-particle Green's functions, and its irreducible part, 

which is related to the vertex part as in Eq. (III.A.3.37). It is easy to show, however, 

that in this model the irreducible part is of order V2• This implies that, to lowest 

order in perturbation theory, the decay of the number operator occurs exactly twice as 

fast as the decay of the creation operator. Since the expectation value of the creation 

operator is a measure of the coherence between the upper and lower states, this 

implies that coherence decays at a rate one-half that describing the decay of the popu-

lation in the upper state. To understand the significance of this result, we must look 

at some of the basic features of two-level systems. 
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ny 

FIGURE 111-11 Coherent vs. incoherent behavior in a Green's function analysis of 
electronic transitions. "Nyquist plots" of the real vs. imaginary parts of the pole fre­
quencies for the Green's function G22, with the electronic matrix element as a 
parameter which increases in the direction of the arrows. For small values of the 
matrix element, the smaller pole frequency is pure imaginary and corresponds to the 
decay rate calculated from simple perturbation theory, while as the matrix element 
increases this pole moves off the imaginary axis, reflecting partially coherent 
behavior; different curves correspond to different values of the "detuning parame­
ter" E2 - E1 - nw, with the restriction that this parameter is postive, which simplifies 
the diagram. The larger pole also moves from being approximately imaginary and 
equal to the vibrational relaxation rate to being largely real, reflecting coherent evo­
lution of the electronic states. 

The theory of relaxation in two-level systems43,57 is based on a Hamiltonian of 

the form 

(III.A.3.45) 

where the u i are Pauli matrices such that the eigenstates of u z correspond to states 1 

and 2 defined above. The Hi (t) are stochastic functions of time, representing some 

random magnetic field to which the spin is· subject, and may be interpreted more 
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rigorously as analogous to the heat bath coordinate r in Eq. (III.A.2.3). If the heat 

bath remains in equilibrium throughout the change in electronic state, and if measure­

ments are made on a time scale long compared to the correlation times of the ~ (t), 

then the expectation values of the u operators obey the Bloch equations: 

(III.A.3 .46a) 

(III.A.3 .46b) 

(III.A.3 .46c) 

To lowest order in perturbation theory, 

(III.A.3.47a) 

(III.A.3.47b) 

~ E 

kii(E) == J d-r<~(t)~(t+-r)>e-r-:;i'r. (III.A.3.47c) 
-~ 

Note that T1 is the time constant for relaxation of the electronic populations, while T2 

is the time constant for the relaxation of the coherence between electronic states 

which is necessary to generate non-zero average "magnetization" in the x-y plane. 

From the Bloch equations it is apparent that the results derived above imply a 

relation between T2 and Tb namely T2 == 2 T1• This means that in our simple model, 

the only contributions to dephasing arise from lifetime broadening--there are no pure 

dephasing terms. But this conclusion, which is obtained here by field-theoretic 

methods and is independent of the time scale of the transitions among electronic 
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states, is exactly the same as obtained from the Bloch equations when there are no 

fluctuating fields in the z direction, which corresponds to terms diagonal in electron 

operators. Indeed there are no diagonal terms in the model Hamiltonian of Eq. 

(III.A.3.15), so that the Green's function method generalizes the results of the "slow 

regime," where the Bloch equations are valid, to all time regimes. 

In perturbation theory at least, the identification of pure dephasing with diagonal 

terms in the interaction Hamiltonian is independent of the time scale of the radiation­

less dynamics. Correspondingly perturbation theory predicts that coherence must last 

for the full time course of the electronic transition in the absence of such terms, or if 

these terms are small, as will be the case at low temperature. This corrspondence of 

results from the Bloch equations and field-theoretic methods suggests that the dynam­

icS of radiationless transitions may be calculated directly from relaxation theory, sub­

ject to the constraint that the. dynamics be slow compared to vibrational relaxation. 

Such calculations58 are described in Appendix D. 

Some more general results about the relations between dephasing and population 

decay can be obtained by interpreting the terms of the diagrammatic perturbation 

series. To lowest order we are only interested in the diagonal elements of the self­

energy matrix, since the zero-order Green's functions are themselves diagonal. In this 

case the. contribution from Eq. (III.A.3.35a) to the self-energy of state j is 

= Lk < M.iJMkk >, which is a measure of the fluctuations in energy of state j rela­

tive to the other states of the system. By analogy with the discussion of the Bloch 

equations, this is a pure dephasing term: it causes decay of the single-particle Green's 

function but does not arise from matrix elements which can cause transitions among 

states. The contribution of these terms to the dephasing rate is proportional to their 

spectral density at zero frequency, as was true also in the Bloch equation treatment. 

The term in Eq. (III.A.3.35b) is of the form Lk < M.ikMkJ >, and thus 

represents the effects of transitions between states j and k. The naive perturbation 
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theory result for the transition rate between these two states would be 

== ~k DJkk/e1 - ek), and this would also be the result of the Bloch equation treatment 

[cf. Eq. (III.A.3.47)]. The results of Eq's. (III.A.3.35) generalize the naive perturba-

tion theory to include processes which occur "off the mass shell," since the energies 

are not fixed to their zero-order values. To understand why this is the appropriate 

generalization, we must consider carefully the assumptions built into the Bloch equa-

tions. 

The Bloch equations are valid only on time scales long compared to the correla­

tion times for the fluctuating fields. If we make observations on such long time scales 

T, the energy uncertainties are very small, of order 1r/ T. If we start to speed up the 

observations, energy uncertainties increase, and we are no longer guaranteed that the 

energies of the intermediate phonons or electrons are equal to their zero-order ener-

gies. As a result, the off-shell contributions become significant and, as in the oscilla-

tory behavior derived above, can eventually dominate. 

Combining the two terms of Fig. III-9, we find that the single-particle Green's 

function decays at a rate related to both the natural lifetimes of the states and to the 

pure dephasing terms. The two-particle Green's function, for appropriate values of 

the indices, corresponds strictly to the decay of the number operators for the states, 

and should therefore have no contribution from the dephasing terms. If there were 

no vertex part the one-particle and two-particle Green's functions would be simply 

related and the populations would decay at rate dependent upon dephasing processes, 

which is of course incorrect. In fact, if there are significant diagonal terms in ~the 

-
interaction Hamiltonian which generate the dephasing, then the vertex term of Eq. 

(III.A.3.37) which causes the one- and two-particle Green's functions to differ also 

become significant. It is thus through the vertex part that dephasing and lifetime 

broadening are disentangled. 
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At first glance it does not appear that the disentangling will work. The vertex 

term in Eq. (III.A.3.37) is additive, so that the two-particle Green's function consists 

of its reducible part plus the vertex term; it is precisely this structure which enabled us 

to conclude above that the irreducible part is of order V2 in the simplest model. At 

best it thus would seem that we obtain two terms which will decay at different rates. 

The answer to this problem can be seen by examining a simple case in which all the 

DUkl are frequency independent. This means that the ~J have very short correlation 

times, and should therefore correspond well with the results of the Bloch. equations. 

The lowest order vertex term in the two particle Green's function with all indices 

equal becomes 

G <o> ( _ ) G <o> ( _ ' X ii 'T3 t3 ii 'T 4 t41. (III.A.3.48) 

For particular choices of the tn, this integral diverges. In fact it is but one of a family 

of terms, shown in Fig. 111-10, which diverge; these are the ladder diagrams. It is only 

when these diagrams are summed that we can get a sensible answer, and then the ver-

tex terms become of order unity and cancel the reducible parts just as they must. 

The need to sum ladder diagrams is familiar from both many-body and particle 

theory. In the many-body problem, they are significant whenever the interactions are 

of short range but potentially strong, as is the case in the nuclear matter and other 

"hard-core" systems.59 The analogy in the present problem is to the short correlation 

time of the- fluctuating fields. In particle theory, the ladder diagrams are important in 

determining the low-energy behavior of the effective interactions (cf. Ref. 52). The 

analogy now is that low energies correspond to long observation intervals, and "long" 

is relative to the time scales intrinsic to the problem, namely the correlation times. 
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One could imagine doing calculations in the opposite regime, for time scales short 

compared to the correlation times of the fluctuating fields. In this case the analogies 

with many-body theory suggest that the effective interaction is long-ranged, so that the 

ring diagrams (cf. Fig. 111-10) are the most strongly divergent.60 Indeed one may ver­

ify this using the Feynman rules given above but with Duk1(il) -a(n) rather than a 

constant. Again a proper disentangling of the dephasing and lifetime broadening 

requires summation of a class of terms to infinite order. 

What we have found is that there is no consistent first order treatment of pure 

dephasing terms in the multi-particle Green's functions. This is true in spite of the 

fact that the contributions to the single-particle self-energies are just the natural gen­

eralizations of the Bloch equation results, which are a first order theory. This apparent 

contradiction may be traced to the fact that the generating functionals for the elec­

tronic Green's functions are non-Gaussian, with the size of the non-Gaussian terms 

being related to the magnitude of the pure dephasing.61 

The non-Gaussian character of the generating functionals means that there is a 

non-linearity of the the response to external perturbations. In particular, if we ima­

gine using an external field to drive the system to a far from equilibrium state, the 

time course of relaxation to equilibrium will depend on the strength of external field, 

or equivalently on the state of the system. In contrast, the Bloch equations are linear, 

and hence predict a relaxation process which is independent of the initial state. Thus 

we must conclude that the Bloch equations are not rigorously applicable to systems 

with pure dephasing, that is with T2 ;: 2 T1• This conclusion is not restricted to the par­

ticular form of model Hamiltonian used in this work, and the inconsistencies between 

linear relaxation theory and the presence of pure dephasing may also be shown 

without the use of the Green's function techniques.62 

Aside from providing a rigorous (if surprising) approach to the problems of 

dephasing, the field theoretical methods used here provide a method for calculating 
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any quantity of interest to any desired order, subject only to the initial approximation 

of perturbation theory in the electronic matrix element; this assumption can itself be 

relaxed with some effort. The calculations at zero temperature can be readily general-

ized by the use of temperature Green's functions, and it is possible in some models to 

give comparably simple treatments of systems in non-equilibrium states. If we wish to 

analyze spectroscopic experiments we must add to the model Hamiltonian appropriate 

terms for the radiation field and its interaction with the system, but the basic generat­

ing functi~nal techniques still allow the derivation of an effective diagrammatic pertur­

bation theory, as described· in Appendix E. These methods allow us to extract several 

properties of the model Hamiltonians which have been overlooked or not treated 

rigorously by previous methods. The following section focuses on two such features 

of the theories, with an eye toward their biological significance. 

4. Some predicted features of biomolecular dynamics 

Two important features emerge from the calculations presented in the previous 

section. First, as may be seen from Eq. (III.A.3.44), the self-energy of an electronic 

state--and hence the rates of transitions between electronic states--exhibits a resonant 

dependence on the vibrational frequencies. Second, as illustrated in Fig. 11-11, for 

reactions which oecur on a. time scale comparable to the vibrational relaxation time the 

electronic states retain their quantum mechanical coherence. 

The resonance effect is quite easy to understand, and can be generalized at least 

qualitatively to systems with multiple vibrational modes. If we have an electronic tran-

sition which must give up an energy E then the probability of this transition occuring 

with the emission of nJJ. phonons at each frequency wJJ. is proportional to 

L'YJJ. 
w~------------~----------

(E- l:nJJ.wJJ.) 2 + (l:nJJ.yJJ.) 2
' 

(III.A.4.1) 

where 'Y JJ. is the natural linewidth of the J.L th mode; this result is essentially just the 
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density of states factor in the Golden rule expressionS for the transition rate. The rate 

is maximum at those energy gaps which can be written as integer combinations of the 

vibrational frequencies, which is a strictly quantum mechanical effect--the reaction 

must proceed by transferring energy in integer multiples of phonon energies. 

The conditions for observing the resonance effect--for resolving the rate 

maxima--may be derived as follows. Let us imagine that we have, among others, two 

modes separated in frequency by an amount w1 - w2 = Aw. Then the maximum at 

Ea = I, n~-'w~-' + n1w 1 + n2w2 
IJ. ;tC 1,2 

is separated from its nearest neighbor 

Eb = I, n~-'w~-' + (n 1 + Ow1 + (n 2 -l)w2 
IJ. ;tC 1,2 . 

(III.A.4.2) 

(III.A.4.3) 

by an amount Aw. Thus if Aw is a typical spacing between vibrational frequencies in 

the molecule, so that (Aw)-1 is a coarse-grained density of vibrational states, then the 

resonances in the reaction rate as a function of energy gap are separated on average by 

Aw. If the typical mode frequency is w and a typical linewidth is y, then we may 

approximate the widths of the resonances from Eq. (III.A.4.1) as 

r - I,n!J. i'IJ. :::::: :YI,nl-', 
1-' 1-' 

but since 

E - I,nl-'wl-' :::::: wi,niJ., 
1-' 1-' 

we obtain 

r - E == , -=-· 
(IJ 

(III.A.4.4) 

(III.A.4.5) 

(III.A.4.6) 
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Thus the condition for observing quantum resonances in the reaction rate is 

~w ~ y .:_,or 
w 

(III.A.4. 7) 

This condition for observing the resonance effect may be compared with experi­

ment in the case of the DeVault-Chance reaction. Goldstein63 has used the theory of 

Appendix D and Ref. 58 to show that the-lemperature dependent kinetics of this reac­

tion are consistent with coupling to modes of average frequency w = 220 cm-1; this 

conclusion is independent of whether one assumes that only one mode or a large 

number of modes are involved. The total coupling to these modes is strong, S = 6, 

and by the arguments of Section Ill.A.l this coupling constant is consistent with the 

0.01 nm motions observed crystallographically64 upon oxidation or reduction of cyto­

chrome c. This analysis of the data was confirmed by the measurement of a "charge-

transfer band,". which is a radiative transition between the same two electronic states 

ordinarily connected by a radiationless matrix element. As first predicted by 

Hopfield, 65 the parameters of this band can be used to independently test the model 

Hamiltonian used in the interpretation of the temperature-dependent kinetics. Gold­

stein63 and Goldstein and Bearden66 found that theory. and experiment agree both in 

the position and total cross-section (which is very small; a- = 10-23 cm2) of the 

charge-transfer absorption. 

The critical region of the vibrational spectrum in the case of the DeVault-Chance 

reaction thus appears to be w = 220 cm-1, while the energy gap for this reaction is 

known to be E = 0.46 e V. If we look at published Raman spectra of cytochrome c and 

other heme proteins, 67,68 this region consists of about one mode. every twenty to fifty 

wavenumbers, so that ~w = 30 cm-1• Thus the quantum resonances in the reaction 

rate would be resolved if the natural linewidth y ~ 2 cm-1, or equivalently if the 
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vibrational lifetimes were "v = 1/21T'Y ~ 2.5x 10-12 s, which is not unreasonable.69 

Qualitatively then, the parameters of the DeVault-Chance reaction are such that the 

quantum resonances should be just barely observable. 

The observability of the quantum resonances is, however, a delicate 

phenomenon. If there are many more modes coupled to the reaction than are visible 

in the resonance Raman spectrum then the effect will be significantly reduced. On the 

other hand, just as biological molecules are often assumed to have structures which 

are ideally suited to their tasks, it is likely that whatever effects the vibrational spec­

trum may have are also optimized in real biological systems. But what function could 

the quantum resonances serve? The answer to this question brings us back to the 

exchange among Jordan, 70 Jehle, 71,72 and Pauling and Delbruck73 which was men­

tioned in Chapter I. 

When two molecules participate in a reaction--whether the two molecules are 

electron donor and acceptor or enzyme and substrate--the modes to which the reaction 

is coupled involve both molecules. Because the molecules are bound, however, the 

vibrational modes of the donor/acceptor or enzyme/substrate complex are not simply 

those of the two molecules alone, but rather some new modes which take account of 

the coupling that occurs upon binding. To make this point concrete, consider a small 

substrate molecule with two relatively high frequency modes at n 1 and n 2 bound to 

an enzyme molecule with one low frequency mode at w. If In 1 - n21 ::::::: w, then 

small anharmonic terms in the Hamiltonian will cause large shifts in the vibrational 

frequencies of the enzyme-substrate complex, so that the frequencies will be very 

different depending on whether or not this resonance condition (or some higher order 

resonance condition I n1 n 1 - n2!l 21 == mw) is met. Under conditions where quantum 

resonances are observable in the reaction rate, this vibrational interaction between 

enzyme and substrate will lead to selective enhancement of the reaction rate for some 

substrate molecules over others, as illustrated in Fig. 111-12. 
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FIGURE 111-12 Quantum resonances and kinetic specificity. Above, the rate con­
stant as a function of energy gap for a substrate whose vibrational frequencies are 
not in resonance with those of the enzyme~ the rate maxima are spaced simply by 
the emyme frequency, and the actual energy gap corresponds to a minimum rate: 
the reaction is inhibited. Below, same as above but for a resonant substrate~ now 
the spacing among maxima reflects the vibrational frequency shifts which result 
from anharmonic coupling among the modes, and the rate is enhanced. 

If the coupling of electronic states to vibrational modes in biological molecules is 

not random--that is, if not all modes are equally strongly coupled or if there is some 

pattern to the frequencies of the coupled modes--then the quantum mechanical 
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resonance effect can, by the arguments of Fig. III-12, give rise to tremendous 

specificity in the rates of "correct" vs. "incorrect" reactions involving a given enzyme. 

This is a modern version of the effect first suggested by Jordan 70 and so clearly 

rejected by Pauling and Delbriick. 73 An important difference, however, is that the 

effect considered here is a kinetic one, while Jordan sought to understand an equili­

brium effect on binding energies. 

What we have seen is that the parameters of the De Vault-Chance reaction, as an 

example, are consistent with the occurence of the kinetic effect, while the possibility of 

equilibrium effects has not been addressed. If such kinetic effects indeed occur they 

will have widespread implications for our understanding of specificity in biological 

processes. Sections III.B.l-4 are concerned with demonstrating the existence of the 

resonance effect in the interactions of heme proteins with small ligands, a system exhi­

biting a number of anomalous kinetic features which may be interpreted as arising 

from the quantum resonances. 

The resonant dependence of the electronic self-energy on vibrational frequency is 

obtained whether the rate of the electronic transition is fast or slow compared to the 

vibrational relaxation rate. If the transition rate is fast compared to vibrational relaxa­

tion, however, a new quantum effect appears, namely electronic coherence. The 

method used here for describing, the approach of a quantum system to equilibrium is 

that the "proper subsystem," in this case the electrons and phonons taken together, is 

coupled to a heat bath. If the coupling to the bath did not occur, the electron-phonon 

system would evolve in a completely deterministic fashion and would obey conserva­

tion of energy. Furthermore, to the extent that the harmonic approximation is valid 

for the phonons, there would be no sharing of energy among the various vibrational 

modes of the system, so that the molecules would not even reach an internal "tem­

perature." In particular, in the absence of coupling to heat bath, if the system starts in 

a pure state it must stay in a pure state--there is no loss of quantum mechanical 
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coherence in the absence of vibrational relaxation. 

The fact that coherence is conserved on ~ time scale shott compared to vibra­

tional relaxation does not mean that the system will not appear to be evolving toward 

an equilibrium state. Consider again a model with two electronic states and one pho-

non mode, as illustrated in Fig. 111-8. We have already seen that this system collapses 

to an infinite set of two level systems, one for each vibrational state. If the wavefunc­

tions are labeled I ±;n > for the + or - electronic state and the nrh vibrational state, 

the time evolution of a system starting in state I+; n > is 

11/J(t)> == cos(VFnt)l+;n> + sin(VFnt)l-;n+e/w>, (III.A.4.8) 

where Fn is the matrix element I < n + e/ w I Fl n > I, and the operator F is defined in 

Eq. (III.A.3.42). If we start in a superposition of vibrational states, the wave function 

becomes 

II/J(t)> =- !,an(O)[cos(VFnt)l+;n> + sin(VFnt)l-;n+e/w>J. 
n 

(III.A.4.9) 

The time evolution of the electronic state population is therefore 

P +(t) = Trph I< +11/J(t) > 12 = !.I an (0) l2cos2( VFn t), (III.A.4.1 0) 
n 

wher Trph denotes a trace over phonon degrees of freedom. What we see is that, 

although the electronic degree of freedom is not in contact with the heat bath, it 

seems to exhibit a quasi-irreversible decay, since in general the many oscillation fre-

quencies VFn are incommensurate. This decay occurs at a "rate" roughly given by 

the width of the distribution of oscillation frequencies, which is proportional to V and 

dependent upon the initial distribution over vibrational states. 
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The dynamics of the electronic states for times comparable to or shorter than the 

vibrational relaxation time are therefore misleading. If we observe the predicted 

decay, we might be tempted to fit a rate constant to its time course and to interpret 

. this rate constant and its temperature dependence in terms of simple perturbation 

theory. We would then expect the rate to be proportional to V2 according to the Gol­

den rule; in fact the rate will be proportional to V. We might imagine that the 

apparent irreversibility is a manifestation of thermodynamic principles and the 

approach to equilibrium; in fact the decay is only a consequence of the ensemble in 

which the ·measurement was begun and would resolve itself into oscillations if we 

could monitor the individual vibronic states rather than just the average electronic 

population. 

It is important to understand that these results are not at all mysterious. By 

definition we have agreed that the temperature of the system and all its thermodynam­

ics are enforced by coupling of the vibrational modes to a heat bath formed, for exam­

ple, by the solvent. At sufficiently short times, the matrix elements which give rise to 

this coupling cannot have a significant influence on the dynamics of the system. As a 

result, the molecule does not "know" the temperature of the world, and cannot possi­

bly relax toward it. The rate of the reaction then does not depend on the temperature 

of the world, but on the initial ensemble in which the system was prepared, for exam­

ple by a short optical pulse; of course this pulse draws the molecules out of a thermal 

ensemble but leaves them in a non-thermal ensemble. The nature of the initial flash 

thus should influence the time course of the electronic dynamics, and experiments 

with different flash conditions can be compared only very carefully. These problems 

in interpreting experiments in the picosecond regime are the topic of Section III.C.l. 

As noted in Section III.A.l, the primary events of photosynthesis include at least 

one reaction which competes with vibrational relaxation. Consequently the coherence 

effects · predicted here should be observable, although their detection may prove 



-- 123 --

difficult. Sections iii.C.2-4 discuss the evidence that one consequence of quantum 

coherence has in fact been found in this biological system. Finally, there is evidence 

that in at ·least some biological polymers the vibrational relaxation times can b'e 

nanoseconds or more41; in these systems quantum coherence should be accessible 

even for "ordinary" reactions which are not triggered by photon absorption but rather 

by ligand binding or other chemical events. Sections III.D.l-3 consider the implica­

tions of such coherent behavior, and in particular the possibility that this effect can 

lead to macroscopic quantum effects as required to understand quantum-limited meas­

urement in the sensory systems. 

B. Resonance in the slow regime: Theory vs. experiment in myoglobin 

1. Vibrational lineshapes and non-exponential kinetics 

One of the central results of a rigorous quantum mechanical theory of molecular 

dynamics is the existence of resonances in the dependence of kinetic parameters on 

the vibrational frequencies of the molecules. Thus the rate of transition between two 

electronic states of a molecule is maximum whenever the energy difference between 

the two states corresponds to an, integer number of phonons, that is E = Nffw. This 

effect becomes less significant when a large number of modes are coupled to the elec­

tronic transition, but persists for the case of a few modes even at high temperatures 

(k8 T >> 1fw; cf. Appendix D). It is thus a true quantum effect which can exist even 

in the nominally semi-classical regime of large phonon occupation numbers. 

The existence of these resonances implies that a distribution of frequencies can 

lead to a broad distribution of transition rates. Thus if the rate is k (w) and the proba­

bility of a molecule having a frequency w is P(w), then the average time course of the 

transition from one electronic state to the other is given by 74 

F(t) == J dw P(w)e-k(w>t. (III.B.l.l) 
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We may approximate the resonant dependence of the reaction rate on frequency 

as a sum of Gaussians (cf. Appendix D); if one of these terms dominates, 

(III.B.1.2) 

Similarly, the inhomogeneous lineshape P(w) is generally Gaussian in form (see 

below), so that 

P( ) 1 [ (w- wo)
2

] 
w = [21T(Aw)2]'12 exp - _2_(_A_w-'"=)2:-- ' (III.B.l.3) 

where Aw is the inhomogeneous linewidth; for simplicity we may assume that the 

resonant frequency wr coincides with the center frequency w0• The time course F(t) 

now becomes 

F() f dw [ (w-wo) 2 

t = [21T(Aw) 2]'12 exp - _2_(_A_w-)2-

(Ill.B.l.4) 

The quantum resonances thus have a unique experimental signature: non-

exponential decay of the sort predicted by Eq. (III.B.l.4). These decays are presented 

in Fig. III-13 for various values of the critical parameter Aw/a-. In the long time 

(k0t >> 1) limit, the integral in Eq. (III.B.l.4) may be evaluated by a saddle-point 

approximation, giving 

-(~) 2 [1 +2ln(.iw/u)) (k t)-(u/tlw) 2 

F (t) ::::::: e tlw __ _;o;.__ ___ --,-

{2ln [k0 t (Awl a-)21} '12 ' 
(III.B.1.5) 

which is a power-law decay modified by a logarithmic term. 
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FIGURE 111-13 Non-exponential decays generated by quantum resonances. The time 
course of electronic transitions in the single-resonance approximation of Eq. 
(III.B.1.4). 

Power law decays have been observed in the ligand binding reactions of the heme 

proteins in frozen solution, 27 as described in Section III.A.l. The arguments of this 

and the following sections test the hypothesis that the observed non-exponential 

behavior in this biological systems in fact reflects the quantum mechanical resonance 

effect. 

The detailed spectroscopic and structural studies on myoglobin which have been 

I 

done in both the ligand bound ((Mb·CO)s_o) and photodissociated ((MbCO) "'s-2) 

states allow us to define, at least approximately, the critical vibrational modes which 

are coupled to the reaction and to estimate their coupling constants: 

[1] The Fe-C stretching mode75 (w::::::: 500 cm-1) changes frequency, since the Fe-C 

bond is broken upon photodissociation, and the equilibrium bond length chnages 

by76 8x ~ 0.005 nm upon ligand binding. 
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[2] The C-0 stretching mode (CtJ = 2000 cm-=-1) changes frequency77 by = 200 cm-1, 

and the equilibrium bond length may also change. 

[3] The Fe-His stretching mode78 (CtJ = 220 cm-1) changes length by76 

8x = 0.004±0.002 nm. 

All of these modes, however, have 1fCtJ >> k8 T throughout the temperature range of 

interest, and thus cannot contribute to the temperature dependence of the reaction 

time-course. Further, as discussed in Appendix D, the effect of these modes can be 

summarized as a renormalization of the matrix element and energy gap, and with this 

renormalization the high frequency modes need not be treated explicitly. 

[4] The "F" alpha helix in Mb appears to move in a collective mode, being rotated 

and possibly stretched when a ligand binds.79 An average atom in the F helix is 

diplaced by = 0.03 nm. 

From the analysis presented at the end of Sect. III.A.2, we expect that these collective 

modes have frequecies = 20 cm-1, since the F helix is = 1 nm long. Further, the 

rather small displacement of = 0.03 nm corresponds to a coupling constant of S = 50, 

again using the results of Section III.A.2. Brillouin scattering experiments on alpha­

helical polymers41 demonstrate that these collective modes have very small damping 

constants, 'Y = 109 s-1, or natural linewidths y/2Tr = 0.005 cm-1• These narrow 

linewidths suggest that the resonance effect in reactions coupled to the collective 

modes of an alpha helix will be very large, which is precisely what we require to 

account for the extreme non-exponentiality of the ligand binding reactions in myoglo­

bin. As a first approximation, I will therefore consider a very simple model, as in Fig. 

111-14, in which the ligand binding reaction is strongly coupled only to a single low fre­

quency, narrow linewidth vibrational mode. 

Calculation of the reaction time course in a single mode model requires estimates 

for six parameters: The mode frequency, naturallinewidth, and coupling constant; the 

energy gap E which separates the electronic states and the matrix element V which 
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FIGURE 111-14 A simple single-mode model Hamiltonian for carbon monoxide bind­
ing· in myoglobin; parameters such as the vibrational quantum and the energy gap 
are not shown to scale. 

connects them; and the inhomogeneous vibrational linewidth dw. Figure III-15 illus­

trates the rate constant as a function of frequency and temperature with the first three 

parameters chosen in accord with the estimates given above; the remaining parameters 

are chosen to match the experiments on the temperature-dependent time course of 

the ligand binding reaction, also shown in Fig. III-15 in comparison with the theory. 

The fit determines E::::: 0.3 e V, Which iS good agreement with the intepretation Of the 

kinetic data, 27 V::::: 10-4 e V, which is in accord with the estimates of Hopfield and co­

workers based on the magnetic properties of the heme iron, 80 and as noted below the 

model then requires only a small amount of inhomogeneous broadening to generate 

the extreme non-exponential behavior which is in fact observed. It is clear from Fig. 

III-15 that reasonable agreement is obtained even with this simplest model. 

One important consequence of the quantum resonances is the existence of 

anomalous isotope effects. The ligand binding reaction in heme proteins involves 

changes in the frequency of a number of high-frequency modes, as noted 
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FIGURE 111-15 Ligand binding in heme proteins--Theory. (a) Rate constant as a 
function of vibrational frequency; the variations in rate are more than three orders 
of magnitude for a frequency range of only one wavenumber. (b) Rate constant, for 
fixed energy gap and vibrational frequency, as a function of temperature; transition 
from temperature-independence to Arrhenius behavior at ::::: 30 K as observed ex­
perimentally (cf. Fig. III-5). (c) Reaction time course, calculated from Eq. 
(III.B.l.l), in comparsion with experiment; data as shwon in Fig. III-5. Detials of 
the calculations are given in Appendix D. 

~bove_75,77,78 Together, these frequency changes amount to a difference in zero-point 

energy of = 200 cm-1 between the two electronic states. When the carbon or oxygen 

atom is isotopically substituted, the effective mass associated with these modes 

changes by = 10%, so that the frequencies and energies change by 5% or = 10 cm-1• 
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This is close to the separation between resonances, so that isotopic substitution will 

move the system from one resonance to the next, resulting in a large change in the 

reaction rate. Further, this change will not depend in any simple way on the magni-

tude of the mass changes, and may even be non-monotonic if additional mass changes 

move the energy gap through the successive resonances. In fact, experiments in myo-

globin demonstrate that at very low temperatures such non-monotonic isotope effects 

do occur.81 As the temperature is increased, this effect becomes smaller, which is con-

sistent with the fact that the quantum resonances broaden at higher temperature. 

These anomalous isotope effects have previously been interpreted in terms of 

quantum mechanical tunneling of the Fe-CO system; the non-monotonicity was taken 

as evidence that internal motions of the CO, in addition to rigid motion toward the 

iron, occurs during the rebinding.81 It had been suggested earlier28,30 that the tern-

perature independent rebinding rate at low temperature reflects such tunneling 

processes, with the temperature-dependent rebinding at T > 30 K reflecting classical 

"over the barrier" motion. In this picture, the decrease in isotope effect with increas-

ing temperature measures the decrease in the contribution of tunneling relative to the 

classical motion. 81 Is this interpretation correct, or does the anomalous isotope effect 

provide evidence of quantum resonances, as suggested here? 

The cross-over from temperature independent reaction rates to activated behavior 
/ 

occurs as the thermal energy results in population of the excited vibrational states of 

the system. This is true whether we use a semi-classical approximation, an intuitive 

quantum analysis in terms of stimulated and spontaneous phonon emission, or a 

rigorous multi-phonon theory, as was emphasized in Section III.A.l. The fact that this 

cross-over occurs at =::: 30 K in myoglobin means that some molecular vibration of fre­

quency w =::: 20 cm-1 must be coupled to the reaction, and this is what we find for the 

fit shown in Fig. III-15. 
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In contrast, the local motions of the Fe-CO system have frequencies ranging 

from 200 cm-1 to :::::::2000 cm-1, so that all these modes are trapped in their ground 

states throughout the temperature range of interest. Indeed it may be shown that if, 

for example, the rocking motion of the CO molecule in the heme pocket had a fre­

quency of :::::::20 cm-1 then the zero-point motion associated with this mode alone 

would result in random rotations of the molecule by more than ninety degrees. Simi­

larly such a low frequency for the Fe-C stretching mode would result in zero-point 

motions on the order of several angstroms; both these numbers are in clear disagree­

ment with the observability of the CO molecule in a crystallographic analysis82 and 

with the existence of well-defined structure in the X-ray absorption spectrum of the 

iron atom. 76 Thus if we wish to associate the isotope effect with tunneling of the Fe­

CO system then we cannot possibly account for its temperature dependence. 

This argument may be carried further. Analysis of the X-ray absorption spectra 

before and after flash photolysis 76 demonstrates that the relative motion of the iron 

and carbon atoms is 0.005 nm or less. Knowing the frequency of the Fe-C stretching 

mode 75 and taking its mass as the reduced mass of the Fe atom and CO molecule, one 

can calculate the coupling constant S which corresponds to the observed displacement; 

the result is S ~ 1. At low temperatures, the requirement that the CO molecule tun­

nel through this distance supresses the reaction rate by the Franck-Condon factor e-s, 

and it is the relation S::::::: m 112 which accounts for the isotope effect on tunneling. But 

if S ~ 1, it is impossible to generate isotope effects of order twenty percent, as 

observed.8I In summary, the observed temperature-dependent anomalous isotope 

effects in the myoglobin-CO reaction cannot be accounted for in terms of molecular 

tunneling. At the same time, they have a natural explanation in terms of the same 

quantum resonances used here to account for the non-exponential kinetics, and thus 

provide excellent confirmation of this hypothesis. 
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The central feature of the description in terms of quantum resonances is the 

requirement for a very low frequency (:::::: 20 cm-:-1) narrow Iinewidth 

(y/2Tr:::::: 0.005 cm-1) mode with very strong (S:::::: 50) coupling to the reaction. The 

extreme non-exponential behavior observed experimentally can be then generated by . 

very small amounts (~w:::::: 1-10 cm-1) of inhomogeneous broadening. Several ques­

tions arise from these results: 

[1] Is there independent evidence for the narrow linewidth of the protein breathing 

mode? 

[2] Can we predict the conditions required for non-exponential decays to be 

observed? In particular, why is this behavior restricted to frozen solutions,27 

rather than simply low temperatures? 

[3] What is the mechanism for inhomogeneous broadening of the low-frequency 

mode? 

To approach these questions, or more generally to provide quantitative tests of the 

theory presented here, the parameters of the model Hamiltonian must be determined 

by independent experiments. 

2. Direct measures of vibrational lineshape 

In a perfect, regular crys~l, all vibrational modes are ·extended, in accord with 

Bloch's theorem. In a strongly disordered system, such as an amorphous solid or a 

large molecule, we expect the vibrational modes to be localized, 83 or non-propagating. 

This is not to say, however, that the modes are so strongly localized that they involve 

only motiops of a few atoins which are in van der Waals contact. Rather there is a 

whole spectrum of modes in a macromolecule, ranging from relatively high frequency 

modes associated with individual bonds to relatively low frequency modes associated 

with larger scale "breathing" motions in which large portions of the molecule partici­

pate. 
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The high frequency local modes and the low frequency breathing modes are very 

different in character. Individual interatomic bonds are highly anharmonic, being 

described approximately by the Morse potential. 84 For these modes, the first vibra­

tional excited state--which is reached by infrared absorption--is well above the energy 

range in which the potential surface can be considered parabolic. For the low fre­

quency modes, on the other hand, the stretching of any individual bond is very small, 

since the strain is distributed over the large number of bonds involved in the "breath­

ing". Thus, for the first few excited vibrational states (and possibly more) the low 

frequency modes can be treated as harmonic. 

The low and high frequency modes also differ in the extent of their coupling to 

the heat bath. We expect that the heat bath in the biological systems of interest here 

is formed mostly by the solvent. Highly localized motions of atoms in the interior of 

a macromolecule will therefore not couple very strongly to the bath, and can relax 

only by anharmonic coupling to other modes. The low frequency modes, on the other 

hand, will contribute to the motions of most of the atoms in the molecule, including 

those at the surface, and through these surface groups the low frequency modes can 

interact with, and be damped by, the solvent. 

When we dissolve a molecule in solution, the vibrational frequencies of the 

molecule shift relative to their gas-phase values. This solvent shift is exerted by the 

molecules in the "solvent shell," which for a protein like myoglobin consists of about 

fifty to one hundred water molecules which are ordered on the protein surface and 

hence visible crystallographically.82,85-87 Molecules will exchange between the solvent 

shell and the bulk solvent phase, however, so that the occupancy of the solvent shell 

and the magnitude of the solvent shift will be stochastic quantities. It is this stochastic 

occupancy of the solvent shell which gives rise to much of the inhomogeneous 

broadening of vibrational lines in solvated molecules. 69 
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The time scale for fluctuations in solvent shell occupancy are, at room tempera­

ture, 88 on the order of nanoseconds. This is long compared to vibrational relaxation, 

but short compared to most chemical reactions. Thus when one looks at the vibra­

tional spectrum with infrared or Raman spectroscopy--where the measurement time is 

set by the relaxation rate--we see an essentially static distribution of vibrational fre­

quencies; because a large number of solvent molecules contribute to this effect the 

distribution is approximately Gaussian. When one examines the time course of chem­

ical reactions, however, the measurement time is so much longer than the time scale 

of the frequency fluctuations that we see only an average reaction rate, and an 

exponential time course for the transition. 

When the solvent is frozen, the time required for exchange between the solvent 

shell and bulk phase becomes very long, and the distribution of frequencies is quite 

literally frozen on the chemical time scale. If the rate constant for a reaction is 

strongly dependent on vibrational frequency, as in the case of quantum resonances, 

this static distribution of frequencies is reflected as a static distribution of rate· con­

stants, and the theory of non-exponential decays proceeds as presented above. 

We thus arrive at the following physical picture of the origin of non-exponential 

behavior in the heme proteins: The mode which is most strongly coupled to the transi­

tions among electronic states is of very low frequency and therefore involves motions 

of a large fraction of the protein, including groups at the molecular surface. Through 

the surface groups the mode interacts with the solvent, giving rise both to vibrational 

relaxation and a stochastic solvent shift of the vibrational frequency. In frozen sol­

vents this stochastic shift is stationary on the time scale of the transition, so that we 

can observe the effects described in the previous section, namely a distribution of 

reaction rates resulting from the quantum resonances. 

The distribution of solvent shell occupancy, and hence of reaction rate, is not an 

equilibrium distribution in -the frozen state. As in the case of glasses, equilibration of 
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the solvent structure is blocked by solidification, so that the particular non-exponential 

time course of the transition must reflect the conditions of freezing and not simply the 

conditions of the measurement. Experiments on myoglobin in which both tempera­

ture and pressure were manipulated89 confirm this prediction. 

One critical test of this explanation of the non-exponential behavior is to directly 

observe the inhomogeneous broadening of the low-frequency mode, and if possible to 

demonstrate that the number of relevant modes is sufficiently small for the quantum 

resonances to be expressed. The spectrum of low frequency modes may be probed 

through their effect on the vibrational relaxation, and hence on the infrared spectra of 

a high frequency mode. In particular we can compare the theory to experi­

ments77,90,91 on the infrared spectrum of the stretching mode (:::::::: 2000 cm-1) of the 

carbon monoxide bound at the myoglobin active site. 

Consider a high frequency mode with normal coordinate Q and frequency n, 

and a low frequency mode with coordinate q and frequency w. In the absence of 

anharmonicity, the Hamiltonian has the form 

H _ 1(Q·2 0 2Q2) 1(.2 2 2) . 
harmonic - 2 + + 2 q + w q + f q + H hb, (III.B.2.1) 

where Hhb is the Hamiltonian of the heat bath and r is some generalized coordinate 

of the bath (cf. Section III.A.2); in accord with the discussion above, only the low fre-

quency mode is directly coupled to the heat bath. If we are interested in the infrared 

absorption band of the high frequency mode, we must add to the Hamiltonian a term 

(III.B.2.2) 

where H rad is the Hamiltonian of the radiation field alone, E is the electric field, and 

D is the dipole moment of the molecule. 
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The lowest order anharmonicity which can enter is a cubic function of the two 

normal coordinates and there are four such terms: 

[1] A pure cubic anharmonicity of the high frequency mode itself, 

Hm - ..E_Q3 
anharmonic - 3! · (III.B.2.3) 

[2) A pure cubic anharmonicity of the low frequency mode, 

H <2> _ )!_ 3 
anharmonic - 3! q · (III.B.2.4) 

[3) Anharmonic coupling between modes, linear in the high-frequency mode, 

H <3> _ c 2Q 
anharmonic - JT q • (III.B.2.5) 

[4] Anharmonic coupling between modes, linear in the low frequency mode, 

H<4> = d Q2 
anharmonic JT q · (III.B.2.6) 

We shall see that each of these terms has a distinct effect on the infrared spectrum of 

the molecule. In order to calculate these effects, I again transform to a second quan­

tized formulation. 

The infrared absorption process involves only two states of the high frequency 

vibration, the ground and first excited states, and we may use fermion annihilation 

and creation operators c0,cl ,chc{ for the two states, respectively. In terms of these 

operators the full Hamiltonian may be written as 
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_ l(o _d_ ) ( t _ t ) [ a cq2 
] ( t t ) - 2 + 3'0 q crcr coco + 3/2 + I/2 crco+cocr . 2(20) 3!(20) 

1(·2 2 2) r· H d b 3 + 2 q + w q + q + hb + 3! o q + T!q 

(III.B.2. 7) 

As discussed in Section III.A.3, we may introduce creation and annihilation operators 

for the low frequency mode which depend upon the state of the high-frequency mode: 

(III.B.2.8a) 

(III.B.2.8b) 

where 

(III.B.2.9) 

(III.B.2.1 0) 

With these definitions, the Hamiltonian becomes, up to an irrelevant .constant, 

+ b (- t+ -)3 [ a -3, a a + 3/2 . 2(20) 

(III.B.2.11) 
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Equation (III.B.2.11) has the same form as discussed in Section III.A.3: it represents a 

two-level system coupled to a damped oscillator. The radiative absorption cross­

section for this system can therefore be calculated using the methods of Appendix E. 

All of the essential physics in the problem can be understood in a model where 

b = c = 0. In the case the Hamiltonian reduces to the simple model whose radiation­

less dynamics was discussed in Eq. (III.A.3.40) et seq., and whose radiative interactions 

are discussed in detail in Appendix E. The two surviving anharmonic terms_, a and d, 

have very different effects on. the infrared spectrum. The term proportional to a 

results in a matrix element between the ground and first excited states of the high fre­

quency mode, and therefore allows for vibrational relaxation. The term proportional 

to d may be added to the harmonic terms in the Hamiltonian for the high-frequency 

mode to give 

(III.B.2.12) 

so that the low frequency mode gives rise to a frequency modulation of the high fre­

quency mode. In semi-classical terms, the spectrum of the high frequency mode will 

therefore be split into side bands spaced by the frequency of the lower mode. This 

result persists in a lowest or.der treatment of the full quantum problem, but the simple 

pattern of equal spacing is broken in higher order, as discussed in Appendix E. 

Finally, each of the sidebands will be broadened by inhomogeneous broadening of the 

low frequency mode. These qualitative features of the spectrum, which will be insen­

sitive to the details of the model Hamiltonian (e.g. the inclusion of higher-order 

anharmonic terms or a small number of other high frequency modes such as the Fe-C 

stretch) may be directly compared with the experiments cited above_77,90,91 

First, the spacing between absorption bands is still a rough indicator of the fre­

quency of the lower mode, which is apparently :::::::20 cm"'"" 1• This agrees with the 

interpretation of the kinetic data, which requires a mode of this frequency to be 
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strongly coupled to the motions (binding and unbinding) of the carbon monoxide as it 

sits in the Interior of the protein. 

Second, if a large number of protein vibrational modes were coupled to the 

motion of the carbon monoxide, we would not predict well resolved lines in the 

infrared spectrum but rather broad smears. This "washing out" of the sidebands is 

the same effect as the washing out of the resonances in the dependence of reaction 

rate on frequency. Thus the interpretation of non-exponential decays in terms of 

quantum resonances makes the unambiguous prediction that the results of anhar­

monic coupling will be multiple resolved lines rather than broad smears, and this pred­

iction is confirmed by experiment. 

Finally, the fact that the sidebands of the experimental spectrum are approxi-· 

mately Gaussian implies that the low frequency mode is inhomogeneously broadened. 

The existence of this broadening is essential to the interpretation of the non­

exponential kinetics presented here, and the magnitude of the broadening observed in 

the infrared spectrum is in agreement with that required in the fit to the kinetic data. 

The extant infrared spectra can thus be described by the same model Hamiltonian 

which describes the temperature dependence of the reaction rate and its distribution. 

Since this model Hamiltonian displays non-trivial quantum mechanicai behavior, the 

infrared spectra confirm that the conditions for such behavior are met in a biological 

system. It would be attractive, however, if we could give an independent experimen­

tal test of the theory used in interpreting the infrared spectrum. In particular, it has 

been suggested that the resolved bands of the infrared spectrum may arise from multi­

ple allowed conformations of the myoglobin-CO complex, 77,90 and this picture must 

be distinguished from that presented here. 

If the multiple conformation model is correct, then each conformation 

corresponds to a slightly different environment of the CO and hence a slightly 

different force constant k for the stretching vibration~ the effective mass of the mode, 
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however, will always be the reduced mass p. of the C and 0 atoms, independent of 

conformation. Thus this model predicts that the frequencies of all the bands must 

change in proportion to p. 112
• · In the anharmonic coupling model, the center frequency 

of the whole set of bands will be shifted by isotopic substitution, but the spacings 

among the bands (to first order) will not be affected. Thus the anharmonic coupling 

model predicts that isotopic substitution of the C or 0 atom will change the ratios of 

the band frequencies; the experiments 77 display changes of the sort predicted by the 

anharmonic coupling model, but these are not outside experimental error. 

In addition to high resolution spectra, the two models can be distinguished by the 

behavior of the infrared spectrum during the ligand binding reaction. In the theory 

presented here, each individual molecule possesses an infrared spectrum with all side­

bands present, and exhibits an exponential time course for the binding reaction. 

Different molecules have slightly different infrared spectra because of the inhomo­

geneous broadening, but drastically different reactions rates because of the resonance 

effect. Thus, as the reaction proceeds the shapes of the sidebands, as well as their 

integrated intensities, will change. The crucial point regarding the time dependence of 

the infrared spectrum is that it can be completely calculated within the framework of 

the present theory, and there is no need to introduce parameters beyond those used in 

the description of the static spectra. Experiments 77 ·show that the time course of the 

infrared spectrum is not simple, and displays a frequency dependence as predicted 

here, although this effect was interpreted by the ·experimenters in terms of the multi­

ple conformation model. The multiple conformation model can make no quantitative 

prediction of the effect, and instead uses its existence to determine the rates of transi­

tion among the various conformations; these rates themselves must apparently be dis­

tributed so as to simulate power law decay.77 Thus the conformational model, while 

giving an explanation of the extant experiments, is not tested by any of them. In 

addition, the conformational model does not predict any relations among the detailed 
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time course of the spectral changes and the origins of the non-exponential decay. In 

contrast the model Hamiltonian~ used here have already passed one test, in that the 

observable distributions of vibrational frequency and reaction rate have been quantita­

tively related, and further spectroscopic experiments, including the careful measure­

ment of the time-dependent infrared spectrum, promise more stringent tests of the 

theory. 

3. Vibrational spectra and intramolecular motions 

The vibrational spectrum of a protein can be probed not only by infrared spec­

troscopy, but also by techniques which are sensitive to atomic motions within the pro­

tein. Thus X-ray crystallographic De bye-Waller factors92 provide estimates of the 

mean-square displacements of each (non-hydrogen) atom, while 57Fe Mqssbauer spec­

troscopy provides a related measure for the iron atom alone. 93 The large body of these 

data on myoglobin94-99 have been interpreted almost exclusively in terms of a model 

illustrated in Fig. III-16a. In this picture the adiabatic potential surfaces of a single 

electronic state possess multiple minima, each corresponding to a "conformational 

substate" the dominant component of the protein dynamics is then hopping among 

these substates, rather than harmonic or near-harmonic vibrations as proposed here 

and schematized in Fig. III-16b. 

It has been suggested that the substates used in the interpretation of the crystal­

lographic data are related to the multiple allowed conformations postulated in relation 

to the infrared spectra, 77 and further that each substate has a different reaction rate, 

so that distribution over substates is responsible for the non-exponential kinetics.31 

The notion of conformational substates has now been used in the analysis of many 

other experimentslOO and appears to unify a large body of data. 

If the multiple substates picture is correct, then the whole program of describing 

biological molecules in terms of simple model Hamiltonians will fail. This section is 

therefore devoted to a critical analysis of the extant crystallographic and Mossbauer 
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FIGURE III-16 Two models of protein dynamics. Left (a), the conformational sub­
states model. Right (b)' the quasi-harmonic model presented here. 

experiments. I shall show that all of these data are in fact interpretable in terms of 

' near-harmonic vibrations. Furthermore, the near-harmonic Hamiltonians allow the 

parameters extracted from the Mossbauer data to be compared with other probes of 

molecular dynamics, such as Raman spectroscopy. This analys_is results in a "calibra­

tion" of the dimensionless coupling constants derived from the kinetic data against the 

actual atomic displacements in the protein. 

I begin wi.th the crystallographic data, which are unfortunately inconclusive. The 

standard De bye-Waller analysis of proteins86 assumes that the position of each atom in 

the protein fluctuates according to an independent Gaussian distribution. In general 

we expect the distribution of positions to be given (in the classical limit) by 

Boltzmann's principle as 

(III.B.3.1) 

where the partition function Z is a normalization constant. For the rippled potential 

functions V(x) which are predicted by the substates model, this distribution cannot be 

Gaussian. In the harmonic model, on the other hand, the independently fluctuating 
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quantities are not the atomic coordinates but rather the normal coordinates; as a result 

the atomic displacements are not independent and there are concerted motions which 

correspond to the low frequency vibrational modes. Thus on either model the 

Debye-Waller analysis is not rigorously correct, and the results of such an analysis can 

therefore not be used to argue for either model. This conclusion also extends to those 

studies which have been done over a wide range of temperatures, 94,95 but which are 

nonetheless based on the same data analysis techniques. 

The Debye-Waller factors do, however, provide a general scale for the mean­

square displacements, and in the substates picture they determine the average displace­

ment between adjacent substates94; this distance is d::::::: 0.001 nm. The other critical 

feature of the substates model is the magnitude of the barrier between states, which 

determines the temperature at which the states are "frozen in" this barrier has been 

estimated to be a::::::: 1 e V. 27 In order for the substates interpretation of the kinetic data 

to be consistent, it must not be possible for the molecule to tunnel from one substate 

to the next, or else the distribution over substates would not be static on the time 

scale of the rebinding reaction and exponential decays would be observed (compare 

the discussion of solvent shell fluctuations in Section III.B.1). The tunneling process 

is suppressed by the WKB factorS p ::::::: e-d.J2mfll1f, where m is the effective mass of 

the tunneling entity. Transitions among substates are assumed to involve relatively 

local motions, such as the diplacement of individual amino acid side chains,94 for 

which m::::::: 100 a.m.u. Thus the WKB factor is p::::::: 10-10. Although this is a small 

number, we require that tunneling be slow on a chemical time scale, which is 103 s at 

the lowest -temperature studied. 27 The tunneling rate is roughly the product of the 

WKB factor and an "attempt frequency" which we see must be less than 107 s-1• 

Since the attempt frequency is approximately given by the vibrational frequency in one 

of the substates, this is untenable. 
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The X-ray data alone do not allow a decisive choice between the harmonic and 

multiple, substate models. Taken together with the kinetic data, however, they cast 

considerable doubt on the viablity of a picture in which protein dynamics consist of 

"hopping" among states at high temperature but a frozen distribution over states at 

low temeparture. The magnitude of atomic motions in proteins, while perhaps larger 

than initially expected, is nonetheless so small that tunneling among substates would 

be significant at absolute zero. A corrolary of this conclusion is that the observed 

motions at low temperatures are consistent with the magnitude of quantum zero-point 

motion, since it this motion which would account for the tunneling proces (cf. Section 

III.A.l). In fact, we shall see below that this claim, which strongly supports the appli-

cability of the harmonic model, can be made quantitative. 

The problem of correlation among atomic motions can be avoided in metallopro-

teins such as myoglobin through the use of Mossbauer spectroscopy, which is sensitive 

only to the single iron atom of the molecule. The Mossbauer spectrum of a simple 

nucleus, centered at energy E0 and of natural linewidth r is given bylOl 

00 

/(E) = ~ J dTe -i(E-Ea)-'hrH < eik·x(T)e-;itx<O>>' 
-oo 

(III.B.3.2) 

where x(t) is the position of the nucleus, k is the wavevector of the Mossbauer radia­

tion, and 1f= 1; the spectrum is normalized such that if there is no motion of the 

nucleus I(E0 )=1. If the motion of the nucleus is dominated by a single normal mode 

(of frequency w and homogeneous linewidth 'Y), then by analogy with the generating 

function in-Eq. (III.A.3.39) we have 

(III.B.3.3) 

where S=k2<(8x)J>, with <(Bx)J> the mean-square magnitude of the zero-
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point motion in the direction of k, and v = (e1iw/ksT- 1)-l is the mean number of 

phonons. Substituting into Eq. (III.B.3.2), we find that /(£) has a number of com-

ponents separated by multiples of the frequency w. The component centered on E0 is 

the true "recoiless" Mossbauer line: 

(III.B.3.4) 

· Integrating over£, we obtain the recoil-free fraction, or Lamb-Mossbauer factor, 

(III.B.3.5) 

where I 0 is a modified Bessel function. In the limit T- 0 this becomes 

f'(T= 0) = e-s, (III.B.3.6) 

so that the recoil-free fraction measures the zero-point motion; with many modes it 

may be shown that this result generalizes to93 

-lnf'(T= 0) = k 2l: < (Bx~)J>, (III.B.3. 7) 
~ 

so that we can determine the total mean-square zero-point motion of the iron atom 

along the direction of k. 

Two problems arise in the measurement of zero-point motion by Mossbauer 

spectroscopy, at least in the case of myoglobin. First, the experiments were done on 

polycrystalline samples, so that rather than measuring f' the data give 

fapp = f d~f'(k), (Ili.B.3.8) 

where d~ is an element of solid angle measuring the relative orientation of k and 

some principal axis of the iron motion. This orientational averaging leads to an 

underestimate of the motion, since it includes orientations which are orthogonal to the 
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principal axis of the zero-point motion. 

More serious is the fact that the determination of f' requires the measurement of 

an absolute absorption cross-section for the Mossbauer radiation, with all the atten­

dant difficulties of absolute (as opposed to relative) measurements. Because of these 

difficulties, the series of papers which discuss the Mossbauer and crystallographic stu­

dies of myoglobin contain a most confusing discussion of the calibration prob­

lem.94,95,97,98 Essentially each of the published reports advocates a different calibra-

tion standard, and the results from different standards are quite disparate. Suggestions 

range from the assumption that the zero-point motion of the iron atom vanishes, 

which begs the question at hand, to comparisons between the Mossbauer results and 

the crystallographic Debye-Waller factors, which have been discredited above. 

These uncertaiilties suggest that the magnitude of the zero-point motion should 

be taken as being bounded from below by the most careful absolute measurements, 

anci that calibration schemes which are external to the Mossbauer experiment should 

be disregarded. Tiie data then determine the zero-point motion of the iron atom in 

myoglobin to be 

Bxz.p. (Fe) =;o 0.0063 nm. (III.B.3.9) 

In terms of the model Hamiltonians presented here, the displacement of the iron 

atom may be written 

. 
= 1flh "C' A (Fe) (aJA.+ aJ) . 

;- JA. (2wJ.I.) Vz ' 
(III.B.3.10) 

where a J and a JA. create and annihilate phonons of the p. th mode, and the A JA. (Fe) are 

a set of coefficients which transform. from the normal mode coordinates q JA. ·back to 
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atomic coordinates. The zero-point motion is therefore 

8xz~p. (Fe)= 1 ~A; (Fe)w;1• 
IJ. 

(III.B.3.11) 

The coefficient A P. (Fe) may be determined from the effects of isotopic substitution of 

the iron on the frequency of the p. rh mode.I02 This fact is central to the results which 

follow, and is therefore derived explicitly. 

The momentum of the iron atom is given by 

PFe- mFe ~AIJ.(Fe)q/J. = mFe ~AIJ.(Fe)p/J. 
IJ. IJ. 

(Ili.B.3.12) 

If we change the mass of the iron atom from mFe to mFe + ~mFe• we introduce a per-

turbation to the Hamiltonian 

:::::- ! ~mFe ~AP. (Fe)A"(Fe)(wp.w)
112

[a:a" + aP.a! 
IJ.V 

(III.B.3.13) 

To lowest order in perturbation theory, only those terms with p. = v contribute, and 

these give 

~H = -1 ~mFe ~A; (Fe)w/J. (a:aP. + V2). 
IJ. 

(III.B.3.14) 

This is equivalent to changes in frequency of each mode such that 
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(III.B.3.15) 

or 

(III.B.3.16) 

The coefficients required to determine the contribution of each normal mode to the 

motion of the iron atom can thus be determined by vibrational spectroscopy and isoto-

pic substitution, as promised. This approach is the opposite of the usual one in 

describing normal modes: rather than trying to determine the combinations of atomic 

motions which give rise to a particular normal mode, we are trying to find the combi-

nation of normal modes which gives rise to a particular atomic motion. 

Table Ill-1 shows the frequencies and frequency shifts for those modes which are 

found, by Raman spectroscopy, to change frequency with isotopic substitution of the 

iron atom in myoglobinJ8,103 These few Raman-visible modes determine a zero-point 

motion of the iron of 8xz.p. (Fe) = 0.0031 nm, which is half that determined from the 

Mossbauer spectra. There are no arbitrary parameters in the conversion from the 

Raman data to atomic displacements. 

Table III-1: Fe-sensitive modes in Myoglobin 
Frequency w 6.w! 6.mFe Reference 

501 em ·I 0.75 em '1/a.m.u. 103 
304em ·I 0.5 em "1/a.m.u. 78 
220 em ·I 1.0 em ·1/ a.m.u. 78 

If the harmonic model is correct, then the remainder of the iron zero-point 

motion is contributed by modes which are not resolved in the Raman spectra. It is 

unlikely that these modes are of very high frequency, since higher frequency modes 

must have very large frequency shifts (= 10 em-1) upon isotopic substitution in order 

to have a significant effect on the zero-point motion. Instead we focus on the low-
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frequency region, where the Raman spectra display only a broad smear. This region 

contains the "breathing" modes of the protein, which are critical to the interpretation 

of the data discussed in the preceding sections, as well as the acoustic modes of the 

crystal. 

The contribution from the acoustic modes of t.he crystal may be estimated from 

the De bye model, 104 which states that the zero-point motion of an element in a simple 

lattice (one molecule per unit cell) is 

8x2 = 91f2 
z.p. 4Mks8v' 

where M is the molecular mass and 9 D is the De bye temperature, 

- 1rs [ 6?T2]1/3 8v-- --
ks vc ' 

(III.B.3.17) 

(III.B.3.18) 

with s the speed of sound in the crystal and vc the volume of a unit cell. All of these 

parameters, except s, are known from the crystal structure of myoglobin 79,95 Since 

the crystal is largely made up of water, we take s::::: 103 m-s-1 as a first estimate. This 

yields 8 D ::::: 7.4 K and 8xz.p. ::::: 0.0029 nm. More generally we have 

(III.B.3.19) 

so that we must have s ~ 103 m-s-1 to be consistent with the Mossbauer data. In 

addition, the De bye model predicts that for T >> 9 D, 

(III.B.3.20) 

With the results for room temperature are 

< (8x) 2> ::::: 1.4x1o-3 nm2, which is a bit large to be consistent with the overall 

De bye-Waller factor of myoglobin measured79 crystallographically.lOS Thus we must 



-- 149 --

have s > 103 m--s-1 for consistency with, both the Mossbauer and crystallographic 

data. 

Previous discussions of motion in protein crystals have assumed that the contri­

butions from the lattice as a whole are dominated by a static translational disorder, 

while the calculations presented here suggest that the dynamic disorder contributed by 

the acoustic phonons may be significant. The possibility of such a contribution--which 

is necessarily temperature dependent--means that "corrections" for lattice disorder 

may be misleading, and that apparent mean-square displacements should be reported 

without such corrections. In particular the acoustic modes contribute to the apparent 

motions observed in both the crystallographic and Mossbauer experiments, so that 

attempts to separate lattice contributions by comparing the two experimental results 

are not valid. Much more quantitative discussions .could be given if the sound velocity 

in myoglobin crystals was measured directly, or if the acoustic modes could be 

detected by inelastic neutron scattering. For the present we can conclude only that the 

acoustic modes do not contribute all of the zero-point motion left after the Raman­

visible modes are accounted for. We therefore turn to a consideration of the protein 

breathing modes. 

The zero-point motion which we must account for has a magnitude of less than 

0.003 nm. In the notation of Eq. (III.B.3.3), this corresponds to 

S=k2< (8x) 2> =0.048, since for 57Fe k = (217"/0.0086) nm-1• From Eq. (III.B.3.4) 

it may be shown that the broad line components resulting from a mode of frequency 

w become significant at a temperature T such that 2Sk8 T = 1fw. Experimen­

tally,97,97,99 the broad line components become significant near T=200K, which 

determines w = 15 cm-1• Thus it seems that the zero-point motion of the iron atom 

observed by the Mossbauer effect may be interpreted in terms of a combination of 

vibrational modes: 
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[1] The intermediate frequency (:::::: 200-500 cm-1) modes, which most likely reflect 

vibrations of the bonds between the iron and its immediate neighbors. This con­

tribution is roughly half the total. 

[2] The acoustic modes of the entire crystal, which are intermolecular motions. This 

contribution is probably significantly less than half the total. 

[3] A small number (perhaps one) of very low frequency breathing modes of the 

protein. The frequency of this mode, :::::: 15 em-I, is very nearly that required to 

account for both the temperature-dependent reaction rate and the splittings 

observed in the infrared spectrum of the bound carbon monoxide, as discussed 

in the previous two sections. 

The low frequency mode is thus the essential link among the kinetic and spectroscopic 

data. 

All the critical features of the Mossbauer spectra observed in myoglobin can be 

understood by further consideration of the nature of low frequency vibrational modes 

in proteins. To make the discussion concrete, let us imagine the lowest frequency 

stretching mode of an alpha helix; in fact myoglobin consists of eight helical segments, 

the longest of which is :::::: 1.5 nm and by Eq. (III.A.2.15) will therefore have a vibra­

tional frequency of :::::: 15 cm-1, which just what we require. The regular positions of 

the amino acids along the helix constitute a quasi-one dimensional lattice. Above 

some critical temperature Tc this lattice melts and the helix denatures into a random 

coil configuration. In the random coil the fluctuations in the end-to-end length of the 

helix, which is the normal coordinate of the stretching mode, become comparable to 

the dimensions of the helix itself, in the same way that the thermal fluctuations in the 

atomic positions in a crystal become comparable to the lattice spacing as the melting 

point is approached. A strictly harmonic model of the helix motion cannot account for 

this transition, but a simple modification shown in Fig. III-17 can. This picture is bor­

rowed from the theory of melting in solids, 106 and the basic idea is that the stretching 
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mode is unstable against unraveling of the helix, but to "see" this instability requires 

some activation energy; this activation energy then determines the denaturation tern-

perature. The central result of this theoretical approach is that, as the denaturation 

temperature Tc is approached, the apparent frequency of the vibrational motion 

decreases as 

(III.B.3.21) 

so that at Tc the frequency goes to zero and the vibration becomes a quasi-free 

diffusion of the random coil. 

> 
C!l a: w 
z w 

HARMONIC 

HELIX LENGTH 

FIGURE 111-17 Anharmonicity in collective vibrational motions of a protein. A 
model potential surface describing the melting of an alpha helix. 

The variation of the effective frequency of motion with temperature is significant 

in many biological systems because macromolecular melting temperatures are not far 

above room temperature. Thus myoglobin denatures at T = 75 C or 350 K, so that 

the effective frequency declines by a factor of two as temperature is raised from 0 K to 
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250 K. With these parameters, it may be shown that the recoil-free fraction calculated 

from Eq. (III.B.3.15) will exhibit a precipitous decline above ::::: 220 K, in agreement 

with experiment. 96-99 

We can go further with this single-mode model and interpret the temperature 

dependence of the Mossbauer lineshape. The experimental spectra have been 

described as consisting of a temperature dependent mixture of two Lorenztian lines, 

each with temperature dependent widths, the broad line being approximately one hun­

dred times the width of the narrow line.97,99 Theoretically, it is clear from Eq. 

(III.B.3.4) that the spectra should be described by a more complex lineshape, although 

with experimental error two Lorentzians may be all that can be resolved. Whatever 

the lineshape, the broad components of the Moss bauer spectrum have a width ::::: 'Y, 

the natural linewidth of the vibrational mode. The Mossbauer experiments therefore 

determine 'Y::::: 109 s-1, which is in excellent agreement with the value of 'Y required to 

explain the non-exponential kinetics in the analysis of Sect. III.B.1 above .. 

If the series expansion of Eq. (III.B.3.4) is truncated at two terms, we obtain 

exactly a double Lorentzian lineshape. The narrow line has an integrated cross-section 

which falls monotonically with temperature, as observed, while the broader line first 

increases and then decreases, having a maximum cross-section at T::::: 200 K, again in 

agreement with experiment. If we now include the effects of the further terms in the 

series, the apparent linewidths of the two Lorentzians will seem to broaden, since the 

succesive terms of the series are increasingly broad; this broadening is also in agree­

ment with observation. More quantitative fits to the data--which might resolve, for 

example, a temperature dependence of the natural linewidth y--would be misleading 

because of the orientational averaging effect noted above. This qualitative agreement, 

however, reinforces the conclusion that these data can be understood in terms of sim­

ple model Hamiltonians, and that there is no evidence for the existence of conforma­

tional substates. 

( 

• 
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The central point regarding the interpretation of the Mossbauer data on the basis 

of a (nearly) harmonic model Hamiltonian is that the parameters of this Hamiltonian 

directly determine the observable quantities in independent experiments. In particu­

lar, a complete understanding of the Mossbauer experiments requires the existence of 

a low frequency mode of motion in the protein which has the same characteristics 

required by the analysis of both the kinetic data and the infrared spectra. Finally, the 

Mossbauer data provide independent evidence to demonstrate that the large coupling . 

constant (S ==50) for the breathing mode is in fact consistent with the very small 

atomic displacements (== 0.03 nm) observed upon ligand binding. 

Physically, low frequency modes involve concerted motions of large numbers of 

atoms, so that a large motion of the normal mode requires only a small motion of any 

particular atom. The fit to the Mossbauer data, which shows that this mode contri­

butes less than 0.003 nm to the zero-point motion of the iron atom, makes this argu­

ment quantitative. A coupling constant S corresponds to a displacement of S 112 times 

the zero-point motion, so that the combined analyses of the kinetic and Mossbauer 

data predict that the iron atom is displaced by less than 0.03 nm in the transition from 

bound to photodissociated ligand. This is in excellent agreement with experiment, 79 

and this agreement completes the argument that ail of the structural and spectroscopic 

data are consistent with a single set of parameters, the same set.of parameters required 

to account for the anomalous kinetic behavior of the molecule. 

4. Towards more detailed tests of the theory 

The preceding sections have shown that the observation of non-exponential decay 

in the ligand binding reactions of the heme proteins may be interpreted as a quantum 

mechanical effect in the dynamics of biological molecules, and that the parameters 

required by this interpretation are confirmed by independent experiments. In principle 

I could present this argument in the opposite direction: the extant structural and spec­

troscopic data determine certain parameters in a model Hamiltonian description of 
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heme protein dynamics, and calculations of the functional behavior of the molecule-­

the kinetics of ligand binding--from these parameters are in agreement with experi­

ment. 

In fact, an a priori calculation of the kinetics from the extant spectroscopic data is 

not possible because the data are at present too sparse. Nonetheless, the ability to do 

such a calculation, in addition to its intrinsic interest, would provide the most detailed 

test of the theory presented here. In particular, the fact that the myoglobin-CO 

interaction exhibits such unusual temperature dependent non-exponential kinetics and 

anomalous isotope effects means that calculations of the kinetic behavior could be 

compared against much more than simply a single rate constant or activation energy. 

Detailed tests of the theory will require a much larger body of data. In particular, 

attention should be paid to the following critical experiments: 

[1] High-resolution measurement of the CO stretching spectrum for all isotopic com-

binations of Fe, C, and 0 (twenty-seven in all). 

The low-frequency mode is expected, from the fit to the Mossbauer data, to shift by 

== 0.1 cm-"1 upon isotopic substitution of the iron, and the spacing of the infrared lines 

should shift by a comparable amount. Together with the anamolous isotope effects 

predicted from anharmonic coupling, this suggests that the desired spectral resolution 

is :::::::0.01 cm-1• 

[2] Similarly precise measurements, either in infrared or Raman spectra, of the Fe­

CO bond stretch and bending modes, 15 as well as the Fe-His mode.18 In each 

case the published spectral lineshapes exhibit broadening and asY,mmetries which 

probably reflect unresolved anharmonic couplings. 

One reason for the lack of resolution in the Raman technique may be the presence of 

multi-phonon effects due to the extreme low frequency mode, 107 but this effect may 

allow several properties of the low-frequency mode to be measured indirectly. Again 

extremely accurate measurements of isotopic frequency shifts are crucial because the 
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deviations of these shifts from their "naive" values (cf. Section III.B.2) provides a 

measure of coupling among low and high frequency modes. 

[3] Tests of the anharmonic model Hamiltonians by detection of vibrational over­

tones in the Raman spectrum. 

[4] Direct measures of anharmonic coupling by an "Infrared-Raman" method, in 

which the transition between ground and excited states of a high frequency mode 

is used to resonantly enhance inelastic scattering. The frequency shifts in the 

scattering then measure the frequencies of modes coupled to the high frequency 

mode. 

This effect, illustrated in Fig. III-18, has not (to my knowledge) been detected in any 

system, although the analogous effect in vibration-rotation coupling is a familiar 

feature of gas-phase molecular spectroscopy. The suggestion that the number of 

modes coupled to the CO stretch is quite small makes this system ideal for such a 

measurement. 

[5] Careful comparisons between the atomic motions predicted from isotopic fre­

quency shifts, in particular of the low-frequency modes detected by their effects 

in high-frequency infrared and Raman spectra, and those observed in Mossbauer 

spectra. 

Ideally these spectra should be taken from aligned single crystals so that motions in 

different directions can be resolved and the difficulties of orientational averaging (cf. 

Section III.B.3) can be avoided. Similarly it would be attractive if the other spectros­

copic data could be taken from crystalline specimens, so that there are no differences 

among samples used for different techniques. 

These and other experiments, when interpreted along the lines introduced in this 

Chapter, will provide a complete characterization of the vibrational potential surface in 

each of the accessible electronic states. The preliminary estimates presented above 

strongly suggest that the more detailed information accessible in these further 
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FIGURE 111-18 The "Infrared-Raman effect." 

experiments will allow successful calculations of reaction rates and their distributions 

as a function of temperature. This approach is a priori in that it involves a quantum 

mechanically rigorous calculation of the kinetic behavior from the dynamics of the 

· molecule, but it is empirical in that no attempt is made to account for the origin of the 

vibrational spectrum in terms of individual inter-atomic interactions. This intermedi-

ate level or description, which is so naturally formalized in simple model Hamiltoni­

ans, shows great promise to be the next major step in the road toward a quantitative 

understanding of the physical basis for the molecular events in biological systems. 

C. Coherence in the picosecond regime 

1. When is an intermediate an intermediate? 
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The second major quantum mechanical effect ~redicted in Section III.A.4 is that 

of coherence for transitions which occur on a time scale comparable to vibrational 

relaxation. As noted in Section III.A.l, the primary events of photosynthesis certainly 

fall into this regime. The following sections therefore address the possibility that the 

predicted coherence may be detected experimentally. 

The first step in any quantitative analysis of a system is to decide which states of 

the system are relevant. Thus in developing model Hamiltonians we must decide how 

many electronic states to include. It is attractive to identify the number of electronic 

states in the model Hamiltonian with the number of intermediate states observed in 

kinetic experiments, and essentially this is what has been done in previous work on 

biological systems.34 There are, however, significant problems about what we mean by 

"intermediate" and "state" on a picosecond time scale. 

Any spectroscopic experiment designed to follow a sequence of transitions makes 

the assumption that each state of the system has a unique spectrum. Thus if we .. plot 

the optical absorption as a function of time and frequency, lOS A (t;il), we should find 

that the spectrum consists of a superposition of spectra from the various states of the 

system, weighted by their populations: 

(III. C.l.l) 

The second conventional assumption is that the time course of the populations in each 

state can be written as a sum of exponentials, where the number of terms in the sum 

is one less than the number of states of the system: 

N -1 -X t 
Pi(t) = Pi(oo) + L Cue 1 • 

j-1 
(III.C.l.2) 

These interpretive postulates seem innocuous, but in fact· they are both in error once 

the transitions of interest begin to compete with vibrational relaxation. 
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To begin, we have seen in Section III.A.2 that the populations of electronic states 

are not expected to decay exponentially except in the slow regime. One way of under­

standing how and when exponential decay ceases to be a good approximation is to 

consider a highly averaged description of energy flow from electronic states to vibra­

tional states and ultimately to the heat bath. If there were no vibrational relaxation, 

the energy of the electronic and vibrational degrees of freedom taken together would 

be conserved. Thus if we use the Pauli matrices to describe the two electronic states 

of the system [cf. Eq. (III.A.3.45)], and v is the number of phonons of frequency w, 

we have 

d(1rwv + E<uz>) _____ __;:,_....;. = 0, 
dt 

(III.C.l.3) 

where E is the energy gap between the two states. Inclusion of vibrational relaxation 

at some rate i' to the equilibrium phonon population v yields 

dv - E d<uz> 
- = -y(v-v)-- . 
dt 1rw dt 

(III.C.l.4) 

But the time dependence of the electronic populations are given by 

(III.C.l.S) 

where the dependence of the relaxation time T1 on the phonon population has been 

written explicitly. 

Equations (III.C.l.4) and (III.C.l.S) describe the relaxation of the coupled 

electronic-vibrational system in the "effective temperature" approximation, in which it 

is assumed that the vibrational modes reach some temperature much more rapidly than 

they reach their equilibrium temperature; this approach is analogous to the spin tem­

perature approximation in magnetic systems.l09 These equations are non-linear, and 
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do not have exponential solutions. To gain some insight into the solutions they do 

possess, we can go to the high-temperature limit, in which v = k8 Te11/1rw and 

T11 == e -EalkaTett. Using these· expressions and expanding in Bv = v- v, one obtains 

(III.C.1.6a) 

+ _E __ 1_( < <7 > _ <7 (oo)) 
1rw Tl z z • 

(III.C.1.6b) 

We see that disaster--instability of the phonon populations--strikes as soon as 

y T1 < (E/ k8 THEa! k8 T). In order for the "slow" approximation to be valid, we 

must therefore have 

(III.C.l. 7) 

which is much more stringent than the naive condition y T1 >> 1. Given that this 

condition is met, an approximate solution for the time dependence of the electronic 

populations is 

(III.C.l.8) 

and 

This solution is shown in Fig. III-19 for various values of the parameter x, which 

measures the deviation from an exponential decay. 

The approximation developed here corresponds to a simple physical picture. As 

the reaction proceeds, energy is transferred from ~he electronic to the vibrational 
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FIGURE 111-19 Time course of picosecond electronic transitions--effective tempera­
ture approximation. The figure shows Eq. (III.C.1.8) for different values of the 
parameter x as indicated, with 

degrees of freedom. If the reaction becomes too fast, this energy cannot be com-

pletely dissipated to the heat bath, and the vibrations of the molecule heat up; as they 

heat up they change the reaction rate, leading to a reaction rate which varies in time--a 

non-exponential decay. As the reaction rate becomes still faster, this approximate 

view breaks down, and we must make use of the Green's function techniques 

developed previously in Section III.A.3. 

The second problem in dealing with picosecond events is that the spectrum asso­

ciated with occupancy of a single electronic state may itself be time-dependent. Even 

if the radiative interactions are independent of the vibrational state of the system, and 

therefore seem to probe only the electronic states, the strong electron-phonon cou­

pling in the Hamiltonian means that the details of the absorption spectrum will depend 

on both electronic and vibrational states. As applied to optical absorption, this is just a 
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restatement of the fact that the optical lineshape is affected by the vibrational modes. 

Although this fact is well known, two of its corollaries are not generally appreciated. 

To begin, the electron-phonon coupling means that the optical absorption spec-

trum depends on the distribution over phonon states. On the time scale of vibrational 

relaxation, this distribution is not stationary, so that a given electronic state cannot 

give rise to a definite absorption spectrum. In addition, the excitation pulse used to 

initiate the experiment will leave behind a non-equilibrium distribution over the pho-. . 

non states, and this perturbation to the distribution will be decaying. on the same time 

scale as the transitions we are trying to observe. These effects give rise to further 

complications in the time dependence of the absorption measured at a given fre-

quency, so that the apparent number of exponentials describing this time dependence 

can never be taken as the number of electronic states. 

The second corollary of the ~ibrational-dependence of optical lineshape is that in 

a strongly coupled system there.are no spectroscopic probes which are sensitive to elec­

tronic states alone. Perhaps the most surprising example of this is provided by mag­

netic resonance. Electron paramagnetic resonance spectroscopy makes use of radiation 

in the microwave region, where the energies are small and only the spin states should 

be involved. While this is true of the radiative interaction itself, it is not true of the 

radiationless interactions which give rise to the parameters describing the spin dynam-

ics. 

The primary charge separation reaction in photosynthesis proceeds from a singlet 

excited state of the donor, so that one electron of a spin-paired set is removed and 

transferred to the acceptor. As a result, the reaction produces two unpaired electrons, 

and the spins of the these electrons can interact with each other as well as with nuclear 

spins at the donor and acceptor sites. These interactions can be probed by looking at 

the polarization of the electron spins, 110 or by detecting the new states which can be 

reached once the spin system has evolved into the triplet state.111 
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The electrons localized on the photosynthetic donor and acceptor, like any elec­

trons localized on distinct sites, may exhibit a magnetic interaction mediated by virtual 

electron transfer; this interaction is termed superexchange. Anderson's112 original 

theory of superexchange described d or f electrons in poor conductors, such as the 

transition metal oxides. Recently, however, this theory has been applied36,113,114 to 

the case of photosynthesis, where we have seen that strong electron-phone~ coupling 

is essential to our understandjng of the electron transfer process. As discussed above, 

we suspect that any spectroscopic probe of such strongly coupled systems will be sensi­

tive to both electronic and vibrational spectra. To illustrate this point I give here an 

analysis of superexchange in a simple two-site model Hamiltonian, but with electron­

phonon coupling included according to the methods developed in Section III.A.3. The 

results show that electron-phonon couplings which promote rapid electron transfer 

quench the superexchange interaction. This result is opposite to the correlation 

between poor conduction and weak exchange found in the absence of vibronic cou­

pling, and provides a natural explanation of some of the experimental observations on 

photosynthetic systems, as will be seen below. 

Consider four states liS of a donor/acceptor pair: 

I<DA)S> = ll> 

I (DA) T> == 13> 

I (D+ A-)S > == 12> 

I<D+A-)T> = 14> 

where S and T denote singlet and triplet spin states, respectively. If the matrix ele­

ment V for electron transfer (DA-n+ A-) is spin independent, the general Hamil­

tonian is 

H = H 1("p,x)c(c 1 + Hlp,x)c{c2 + V(c(c2 + c{cl) 

+ H 3(p,x)c/c3 + H 4(p,x)c/c4 + V(c/c4 + c/c3), 
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(III.C.l.9) 

where (p,x) denotes the momenta and positions of the nuclei, respectively. By anal-

ogy with 'the discussion of Sections III.A.3, we can construct state-dependent phonon 

operators and then transform to phonon operators which depend on the expectation 

values of the electron operators~ when all this is done we obtain [compare Eq. 

(III.A.3.3)] 

UHU'= Hph + !,(Ei+Di({a.u,ai}))c/ci- !,Di({a.u,aiD<c/ci> 
i i 

(III.C.l.l 0) 

Again it is convenient to simplify to cases where the normal mode structure and fre-

quencies do not depend on the electronic states, so that Di = 0. 

The magnitude of the superexchange matrix element is the difference in energy 

between states 12> and 14> which arises from the perturbation V. If we apply stan­

dard time-independent perturbation theory, then all of the vibrational sub-states of the 

electronic states must be enumerated and all of the matrix elements of Fu (which are 

Franck-Condon factors) must be evaluated. To avoid these complexities, transform 

the Hamiltonian again, using the unitary operator S = eiW, with· W chosen such that 

Hint+ i[H0, W] = 0~ Hint denotes all the terms of Eq. (III.C.l.lO) which depend on V, 

and H0 denotes all the V-independent terms. If we expand the transformed Hamil­

tonhin to second order in V, terms linear in V do not appear and there is an added 

term, 11H = (i/2) [Hinn W]~ this term is the operator equivalent of the energy shifts 

resulting from second-order time-independent perturbation theory.101,116 W is deter­

mined explicitly by noting. that, in the interaction representation, dW/ dt = -Hint• so 

that 

I 

11H(t) =- ~ j dT[Hint(t),Hin/r)] 
. -oo 



00 

-- ~ f dT[Hint(t),Hinr(t-T)]. 
0 
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(III.C.l.ll) 

Evaluating this operator in states 12 > and 14 >, the superexchange element becomes 

(III.C.l.l2) 

The superexchange matrix element is an operator--because of its dependence on 

the phonon creation and annihilation operators--and hence, with· the vibrations held in 

thermal equilibrium, exhibits fluctuations in time. Even if there is no average 

superexchange interaction, there can be a finite spectral density to the fluctuations, 

which provides a new mechanism of spin dephasing in vibronically coupled systems. 

The result of Eq. (III.C.l.l2) may compared with the expressions, given in 

Appendix D, for the transition probabilities w;j among the states i and J in the slow 

regime: 

2 00 

W ( - ) LR I i(E;-Ejh F ( )F f( - ) ij Ei Ei - 2 eO dT e < ij t ij t T >. (III.C.l.l3) 

The average energy shifts calculated from Eq. (III.C.l.l2) and the decay rates in Eq. 

(III.C.l.l3) are, respectively, the real and imaginary parts of the self-energy functions, 

which are analytic functions of the energy gaps Ei- Ej. Thus there exists a dispersion 

relation 

(III.C.l.l4) 

In certain approximations, discussed in Appendix D, the decay rates exhibit Gaussian 
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dependences on the energy gap (the "energy-gap law"), 117 while if only a few phonon 

modes are coupled to the transition one obtains a sum of Gaussians. In either case 

the calculation of the energy shifts reduces to evaluating the Hilbert transform of a 

Gaussian, or the plasma dispersion function. liS For energy gaps at the peaks of the 

Gaussians, the energy shifts vanish, and hence the superexchange interaction is 

quenched. 

For the special case of a single harmonic phonon mode with no frequency shifts 

and an inhomogeneous linewidth 'Y, explicit results are: 

W .. == y2 ; (S-.. • T) -(E;-Ernw)
2/2u-;} 

I} _L. p n 1)' e ' (III.C.l.15) 
n--oo 

(III.C.l.16) 
n--co 

(III.C.l.17a) 

(III.C.l.l7b) 

where 

(III.C.l.18) 

(III.C.l.19) 
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-

and <Jeff> == !1£34 - !1£12; the w;1 are taken from Appendix D. The quenching of 

the superexchange interaction near the rate maxima E;-E1==nw is apparent. In the 

limit of no vibronic coupling, Su-o, the sum in Eq. (III.C.l.16) reduces to a single 

term, and this term reproduces Anderson's112 result. 

In the statistical limit of many harmonic modes with incommensurate frequen-

cies, 

(III.C.l.20) 

(III.C.l.21 a) 

(III.C.l.2lb) 

where 

(III.C.l.22) 

and the Su (p.), etc., ar:e the natural generalizations of the single mode definitions. 

The result -in Eq. (III.C.l.2lb) is essentially that obtained by usingll3,114 Anderson's 

theory and replacing the energy gap by the "vertical" energy gap in the vibronically 

coupled system; all other cases seem to be qualitatively different from what is seen in 

the absence of coupling. 



-- 167 --

A number of experimental studiesl10,111,119-121 of the "primary" donor/acceptor 

pair in reaction centers from photosynthetic bacteria (p+ and r in the notation of Fig. 

111-6) suggest that <Jeff> is very small, that the spin dephasing rates exceed those 

required by lifetime broadening, and that the spin interactions in the charge separated 

state are anisotropic. The small value of the exchange matrix element, when inter­

preted in terms of the Anderson112 theory, is inconsistent114 with the large values of 

the transfer matrix element required to account for the observed37,122 picosecond 

charge separation. To resolve this discrepancy a multi-site model was proposedl14; 

hopping among these sites then accounts for the excess spin dephasing. From the 

results presented here, there is no need to invoke the more complex model: the aver­

age superexchange element may be small because the energy gaps are adjusted to pro­

vide maximum rates for the charge separation reactions, which is plausible, and the 

spin ~ephasing can be generated by fluctuations in the exchange element due to 

vibronic coupling. Furthermore, the spin Hamiltonian of the intramolecular triplet 

state 13> is anisotropicllO so that the energy gap EJ- E4 is orientation-dependent in a 

magnetic field; through the strong energy gap dependence of the superexchange 

interaction near the quenching points this can lead to an apparent anisotropy in the 

charge separated states 12 > and 14 >. 

What are we to conclude from all this? Essentially no spectroscopic evidence for 

the existence of intermediate states on a picosecond time scale can be taken at face · 

value. Those states which can be trapped and studied on longer time scales certainly 

do exist, but the properties of these trapped states--such as equilibrium free energies 

and absorption spectra-~may be irrelevant to the quantitative analysis of picosecond 

events. On the positive side, these results imply, as in the example of the superex­

change interaction, that the complete model Hamiltonian required for understanding 

the system may be much simpler than indicated at first, although it will be necessary 

to treat this Hamiltonian rigorously. 
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The major results from the analysis of dynamics in the picosecond regime are 

also suggestive of further experiments. We have seen that no process which competes 

with vibrational relaxation can be rigorously exponential in its time course, and future 

picosecond studies should be aimed at detecting this departure from exponential 

behavior. Equation (Ili.C.l.8) provides an alternative time course which can be com­

pared with experiment for those transitions which are not competing too strongly with 

vibrational relaxation, and more general forms may be derived by the Green's func­

tion method presented above. 

Another approach to the problems of the picosecond regime is to search for an 

effect which is diagnostic of all those quantum mechanical features which make the 

convep.tional experiments so difficult to interpret. This is the subject of the following 

section. 

2. Long pulse vs. short pulse experiments 

If the photosynthetic system, or any biological system, operates in a regime 

where quantum coherence effects are significant, we must take care to interpret all 

observations strictly in terms of quantum measurement theory. In particular, systems 

which display quantum coherence may exhibit different dynamics depending on the 

time scale of the measurement, and the following arguments use this fact to predict a 

feature of the optical spectroscopy of the photosynthetic reaction center which is diag­

nostic of the coherence effects; this prediction is confirmed by experiment. 

If a system makes a transition from one state to another coherently, then on the 

time scale of the transition we have a quantum mechanical superposition of the two 

states. Thus the state vector at time t may be written 

(III.C.2.1) 

If we observe the system on this time scale, we collapse the wave function onto one of 

the two states and destroy the coherence. On the other hand, if we have two nearly 
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degenerate states coupled by a matrix element V, then on a time scale t >> 1'£/ V we 

can observe only two states (the symmetric and anti-symmetric combinations of II> 

and 12 >) separated in energy by 2 V. 

These considerations can be amplified to a three state model, in which the transi­

tion 0- I occurs by photon absorption and the mixing 1 - 2 occurs via a matrix ele­

ment V as before; this is illustrated in Fig. III-20. If we use an optical pulse short 

compared to 1f/ V, we can see the population of the state II > mix with that of state 

12 >. If the pulse is long, and hence of well defined energy, we can in principle 

resolve the energy difference 2 V between the states I+> and 1- > defined by 

I+>= ~[II>± 12>1. (III.C.2.2) 

On this scale the absorption process therefore carries the system from I 0 > to either 

I+> or 1-> depending on the frequency of the radiation. In particular, if we use 

white light123 so that different frequencies have no definite phase relations, the sym­

metric and anti-symmetric states are populated with no definite phase relations: long 

pulse experiments give rise to an incoherent mixture of I+> and 1->, whereas 

short pulse experiments lead to a particular coherent superposition of these two states, 

namely state II > . 

Although all the dynamics of radiative interactions on short and long time scales 

can be described within the Green's function formalism developed in Section III.A.3 

and Appendix E, these basic ideas about coherence are all that is necessary for the 

analysis that follows. The critical point is that long pulse excitation takes the system 

into both states II> and 12 >, even though the absorption matrix element only con­

nects the ground state with state II > . This may be understood by second order per­

turbation theory. We have a dipole matrix element D for the transition 0 -I and a 

radiationless matrix element V for the transition I- 2. The radiative cross-section for 

the overall process 0-2 is therefore 
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FIGURE 111-20 Coherence in a three-state system. Two states are coupled by a radi­
ative matrix element, and one of these states is coupled by a radiationless matrix 
elementto a third. On the left is the picture obtained from experiments on this sys­
tem using short pulses of light, which temporally resolve the radiationless transition. 
On the left is the picture appropriate to long-pulse experiments, which in principle 
can spectrally resolve the splitting due to the radiationless matrix element. 

u._,:: fbr. (III.C.2.3) 

where the energy denominator /l£ ::::::: r, the decay rate of the excited state, when the 

states are nearly degenerate. Thus the cross-section for reaching state 12 > is 

significant compared to that for reaching state It >, 

<To-t == ~r, (III.C.2.4) 

whenever the radiationless matrix elements are comparable to the decay rates of the · 

states, which is precisely the condition for the coherent behavior described above. 

To connect these ideas with the photosynthetic reaction center, we identify the 

three states with the ground state PI, the excited state of the donor p•J, and the 

charge separated state p+ 1-, as shown in Fig. 111-21. The treatment given above 

predicts that if the radiationless transition p•J- p+ 1- competes with vibrational relax­

ation, which it does (cf. Section III.A.l), then a long excitation pulse must directly 

populate the charge separated state, even though the dipole matrix element does not 

reach this state. Thus under normal light conditions the photosynthetic system may 
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proceed through the excited state of the primary donor only "virtually," and a portion 

of the optical absorption which drives photosynthetic charge separation does so directly 

without any intermediate iri the chemical sense. 

·-·-·j ·-·-· 

·-·-·-· 

FIGURE 111-21 Coherence in the primary events of photosynthesis. This figure is 
analogous to the left hand part of Fig. III-20--it shows how a particular photon fre­
quency choses three vibronic states of the reaction center to which the analysis of the 
text can be applied. 

The well known absorption band of the primary photosynthetic process may thus 

be viewed as having two components of roughly equal magnitude (at least in perturba­

tion theory), one of which corresponds to a direct transition to the charge separated 

state. The component which directly populates the state p+ r is associated with a 

large change in dipole moment, since it involve motion of an electron over several 

angstroms, an intennolecular rather than an intramolecular distance. Thus we expect 

that this absorption band will have an anomalously large Stark shift. In fact an 

anomalous Stark shift is, according to the present theory, the signature of any photo-

induced electron transfer reaction which competes with vibrational relaxation. 
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Experiments on the isolated photosynthetic reaction centers of the bacterium 

Rhodopsuedomonas sphaeroides demonstrate that the Stark effect of the absorption in 

the primary donor is nearly an order of magnitude larger than that of other pigmented 

components of the reaction center.l24 Thus experiment supports the central prediction 

of the theory. It is important to emphasize that the prediction of a large Stark effect is 

based strictly on the notion of quantum coherence in the primary charge separation 

step. 

3. Testing the theory 

By working out the theory of the anomalous Stark effect in more detail, it may be 

shown that the apparent dipole moment associated with the optical absorption is not 

constant across the full width of the absorption band. The theory thus predicts that 

the magnitude of the Stark shift will not be simply related to the absorption spectrum, 

as would be the case for a simple two-level system. More detailed observations of the 

Stark effect should be aimed at resolving these variations. 

The Stark effect can also form the basis of a much more ambitious test of the 

present theory. This is because the Stark effect provides an optical probe of all three 

states involved in the primary charge separation, rather than just two as would be true 

if coherent mixing did not occur. Thus if we can extract some parameters of the three 

states and compare them with independent experiments, we can put the hypothesis of 

coherent mixing to a stringent test. In particular, we would like to determine how the 

vibrational degrees of freedom are coupled to the changes in electronic state PI- P"'I 

and PI-p+ I-, since these coupling constants directly influence the rate of the charge 

separation reaction. 

The changes in vibrational coordinate associated with an optical transition 

between two electronic states determine the intensities of the lines in the resonance 

Raman spectrum associated with that transition)25 The Raman scattering process is a 

two-photon event, in which the system absorbs a photon of frequency n, reaching an 
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excited electronic/vibrational state, and then emits a photon of frequency n 1 by· 

returning to the electronic ground state but a different vibrational level than the one 

initially populated. Thus, as illustrated in Fig. III-22, the frequency shift n - n I must 

be an integer multiple of the vibrational frequencies of the molecule, while the inten­

sity of the inelastic scattering is related to the overlap of the vibrational states in the 

. ground and excited electronic states, or Franck-Condon factors. Some of the theoreti­

cal issues involved in a rigorous calculation of Raman spectra in strongly coupled 

electron-phonon systems are discussed in Appendix E; the basic point, however, is 

that the Raman spectrum allows the measurement of the vibrational frequencies, 

linewidths and coupling constants of those modes which are coupled to the electronic 

transition. As a test of this determination, the parameters obtained from the Raman 

data can be used to reconstruct the detailed shape of the absorption spectrum. ·. 

In the photosynthetic system we have two electronic transitions superposed, 

namely PI- P"'I and PI-p+ I-, but we can apply an electric field and use the Stark 

effect to shift the resulting absorption bands relative to one another. In the same way, 

the application of an electric field will shift the excitation profiles of the two com­

ponents in the Raman spectrum. In this way we can measure the coordinate changes 

and other electron-phonon couplings which are relevant in the transitions among all 

three of the states involved in the primary photosynthetic reaction. 

The "Raman Stark effect" proposed here, together with the interpretation of the 

magnetic interactions of the primary radical pair (cf. Section III.C.l), allows a com­

plete determination of the parameters in the model Hamiltonians which have been 

used here to describe biomolecular dynamics. This determination can be made 

entirely by spectroscopic techniques, and no three-dimensional structure is required to 

understand the results at this level. The extraction of these parameters makes possi­

ble, through the. theory presented in Sections III. A, a completely rigorous calculation 

of the time dependence of the electronic populations which will be observed in a 
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FIGURE UI-22 Raman scattering from the primary photosynthetic absorption band. 
Following the analysis of Fig. III-21, the Raman process may include a virtual transi­
tion to the charge separated state, as shown in this Feynman diagram. Because the 
energy levels of the charge separated state are strongly dependent on the strength of 
an applied electric field, this part of the Raman cross-section will exhibit a large 
Stark shift, allowing it to be ·distinguished from more conventional Raman processes. 
In this way the vibronic coupling parameters (electron-phonon coupling constants) 
of both the excited (p•[) and charge separated (p+ /-) states can be measured from 
the Raman intensities and resonance excitation profiles. 

picosecond experiment. As in the case of myoglobin (cf. Section III.B.4), such a cal-

culation allows the most rigorous possible test of the theory presented here. 

4. Some conclusions 

Sections III.B and III.C have been a search for two quantum effects in the 

dynamics of biologi~ molecules: resonances in the slow regime and coherence in the 

picosecond regime. The experimentally testable predictions from these two effects are 

non-exponential decay and an anomalous Stark effect in photo-induced. charge 

transfer. Both these predictions are confirmed by experiments, in myoglobin and pho­

tosynthetic reaction centers respectively. In the case of myoglobin independent exper-

iments demonstrate that the interpretation of the observations in terms of quantum 

effects is plausible. In this sense the search has been an unqualified success: at least 
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two systems display behavior which is consistently interpreted in terms of non-trivial 

quantum mechanical contributions to the dynamics of biological molecules. 

The arguments of this Chapter also demonstrate that the application of simple 

. model Hamiltonians to biological molecules is helpful in the design of further experi­

ments. In both of the systems considered, prospects appear quite good for a complete 

determination of the parameters of the model Hamiltonian using existing experimental 

techniques. Theory would then allow the direct calculation of biologically relevant 

quantities, namely the rates and quantum efficiencies of the reactions in which the 

molecules participate. No other theoretical approach has promised such a quantitative 

relation between the dynamics of biological molecules and their functional behavior, 

particularly in the ultra-fast time domain which characterizes the primary events of 

photosynthesis. Further, existing theories have had difficulty defining the experimen­

tal parameters which are critical to the understanding of biomolecular dynamics, as 

witnessed by the discussion at a recent symposium.126 

Both of the systems discussed here display behavior which cannot be interpreted 

in classical terms without introducing. great complexity. Thus the non-exponential 

decay in myoglobin may be described by assuming a distribution of molecular struc­

tures and assigning each structure a different reaction rate, 100 but this approach makes 

no prediction regarding the relations among the distribution of reaction rates and the 

distribution of vibrational frequencies observed by infrared spectroscopy. Nor does 

the structural model, which is an outgrowth of the structure-function hypothesis out­

lined at the beginning of this thesis, speak to the essential question of how the struc­

ture controls the rate. The approach taken here answers both these objections, albeit 

in quantum mechanical terms. Further, the present theory allows the identification of 

a new factor--the vibrational spectrum--in the array of molecular parameters which the 

organism can manipulate in its attempt to control its chemistry. 



Thus the theoretical machinery required to understand the quantum effects which 

occur in biological molecules is also useful for examining the mechanisms by which 

the biological system accomplishes its task of regulating the course of chemical events. 

Another task of the organism, which was explored in Chapter II, is that of making 

measurements on its environment. Remarkably, the organism accomplishes this task 

with a level of performance which approaches the limits imposed by quantum mechan-

ics. This ability is evidence of macroscopic quantum behavior, and this behavior can 

only be understood in terms of the microscopic quantum effects which occur at the 

level of individual biological molecules. Now that we have learned something about 

these effects, and developed a general theoretical approach to their description, we can 

return to the sensory systems. This is done in the following sections. 

D. Mechanisms for macroscopic quantum behavior in biological systems 

1. Phonon super-radiance 

We have seen that a sufficiently rapid transition between electronic states will 

result in a "heating" of the molecular vibrations and ultimately in an instability of 

these vibrational modes. This may be understood as follows: the electronic transition 

transfers energy to the vibrations, while the rate of the electronic transition increases 

with temperature or equivalently vibrational energy. As a result the "heating" of the 

phonons by a fast transition makes the transition still faster, and instability results. 

While this effect may be described classically such an approach obscures the fun-

damental quantum mechanical character of the phonon instability. The reason that the 

rate of an electronic transition depends on temperature is that the phonon emission 

which must accompany the transition is stimulated by those phonons which are ther-

mally excited, while the transition can still occur at zero temperature because of spon-

taneous phonon emission (cf. Section liLA. I). Thus the instability is similar to that 

which occurs in a laser: the electronic transition results in phonon emission and stimu-

lated phonon emission causes the transition to accelerate as it transfers more energy to 
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the phonons. The major difference from the stimulated emission of photons is that 

the electronic transition considered here is always multi-quantum; in contrast the cou­

pling of electrons to photons contains primarily single-photon terms, except in unusual 

circumstances. 

Let us imagine not a single molecule but rather a polymer, or one-dimensional 

lattice of molecules each with two electronic states, ground and excited. If all the 

molecules of the lattice are initially in their excited electronic states, the phonons emit­

ted by one molecule can propagate to another site on the lattice, stimulating the elec­

tronic transition and the resulting phonon emission. This process resembles the 

super-radiant127 emission of photons by a collection of excited atoms, and may be 

termed phonon super-radiance. Such an effect--because of its multi-quantum nature-­

has a number of interesting features which may be compared to ordinary super­

radiance. What is of interest here, however, is that super-radiance is a mechanism for 

generating a coherent phonon population throughout the entire polymer, or at least 

some macroscopic length of it. If it can occur within the model Hamiltonians which 

describe the dynamics of biological molecules, then phonon super-radiance provides a 

natural means of explaining the macroscopic qua11tum effects which we require in 

order to understand quantum-limited detection in the sensory systems. This and the 

following sections have the goal of making this connection between macroscopic and 

microscopic quantum behavior plausible. 

Again, the simplest model Hamiltonian can be used to demonstrate the 

phenomenon of phonon super-radiance. The lattice sites along the polymer are 

labeled n and each site has two electronic states, created by c/i and c/2 and one pho­

non mode with creation operator a/. The Hamiltonian of each individual lattice site is 

·then [compare Eq. (III.A.3.40)] . 
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(III. D .1.1) 

where 

(Ili.D.l.2) 

Coupling among adjacent molecules in the polymer creates a phonon band so that 

1 "k a = __ "'C'et na 
n .JNt b 

(Ill.D.l.3) 

and 

l:CJJa/an = LCJJ(k)a/ak. (III.D.l.4) 
n k 

The full Hamiltonian is thus 

H = Ho + Ve_.,
2 1: [c/1 cn2:exp{1)' 1: (e+ikn ak- e-ikn a/)}: + H. C.], 

n k 

(Ili.D .1. 5) 

Ho = El:{c,!icn2- c/1cn1) + l:CJJ(k)a/ak +damping. (III.D.l.6) 
n k 

The phenomenon of phonon super-radiance can be studied in several ways. ·One 

is the transient method, in which we try to solve the equations of motion for the cou-

pled electron and phonon operators starting from some initial condition where the 

electronic populations are "inverted." Another method is to explicitly couple the elec-

tronic subsystem to a "pump" which replenishes the excited state and maintains the 

inversion; it is this steady-state version of the problem which we expect to be relevant 

to amplification mechanisms in the sensory systems. Both these approaches involve 
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the solution of an explicitly non-equilibrium problem, with all of the attendant 

difficulties. 

The essential features of phonon superradiance can in fact be understood by 

mearis of a zero-temperature, equilibrium Green's function analysis. To begin, we 

note that the energy of the electronic excitation is generally much larger than thermal 

energies, so that if significant "heating" of the vibrational modes occurs then essen-

tially all of the phonon energy is non-thermal in origin; this allows us to consider the 

limiting case of zero temperature. For field-theoretic perturbation theory, however, 

the only special feature of the zero-temperature case is that the ground state is non-

degenerate, so that the Gell-Mann and Low theorem is valid and may be used to 

prove cancellation of disconnected diagrams and other useful points. 48,56 All of these 

properties are shared by the "pseudo-ground state" corresponding to all molecules in 

the upper of their two electronic states. This pseudo-ground state is a zero-

temperature state provided that the temperature T-o- rather than the usual T-o+; 

fot a discussion of negative absolute temperatures in two-level systems see Ref. 109. 

Thus we can study the interaction of a phonon system with an inverted electronic 

population by the same T = 0 methods developed for the normal case in Section 

III.A.3; the only difference is that in Eq. (III.A.3.32) the electronic state populations fi; 

must be chosen appropriately. 

Using these results we can proceed directly. The quantities of interest are the 

phonon Green's functions in the interacting system, .which are obtained from the 

(un-normalized) generating functional analogous to that for the electronic Green's 

functions in Eq. (III.A.3.22): 

A'[J] = < T[exp{ -i J dtH 1~1(t) 

- l!,J dt(J/(t)ak (t) + Jk (t)a/(t))} 1 >. (III.D.l.7) 
k 
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The electron operators which appear in H;nr may be replaced by dummy variables, as 

in Eq. (III.A.3.25), and a similar trick may be used for the phonon operators [cf. Eq. 

(III.A.3.38)]. For th~ interaction Hamiltonian of Eq. (111.0.1.5), all of the integrals 

over electronic variables are Gaussian and may be done exactly. The remaining 

integrals may be expanded in powers of the matrix element V and the terms of the 

expansion rearranged to form the phonon self-energy. This procedure is straightfor-

ward if tedious, and when all the dust clears, the phonon self-energy is independent of 

k and is given in the time domain by 

(111.0.1.8) 

where 'Y k is the damping constant of the ~rh mode in the absence of coupling to the 

electronic states. To simplify matters, I assume that the phonons form a narrow band, 

so that 'w(k) ==co and 'Yk == y, and further that E = nw. Then the transformation to 

the frequency domain is straightforward, and 

!(!l) ... _ in (n -1)-l 

1+i(!l-w) 
(n -l)y 

v2 -s sn 
4-e -

'Y n!' 

where S =- rP. Comparing this result with the zero-order Green's function 

(III.D.l.9) 

(111.0.1.10) 

it is clear that the sign of the self-energy corresponds to a negative damping constant, 

so that for sufficiently large self-energy (rapid transitions among the electronic states) 

instability will result, as promised. 

The instability of the phonons, as measured by the fact that the poles of the 

Green's function cross the real axis, is analogous to other instabilities in many-body 
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systems. An example of this is provided by superconductivity, 56 in which the attrac­

tive interaction between electrons leads to an unstable pole in the two-particle Green's 

function. This indicates that the initial choice of the ground state is actually an 

unstable state, and this error must be remedied by self-consistent determination of the 

new ground state and the Green's functions which describe excitations above this 

state. 

For the electronic instability of superconductors one must introduce new Green's 

functions <c(t)c(t')> and <cf(t)cf(t')> in addition to the usual <ct(t)c(t')>; 

the magnitude of the anomalous Green's function then becomes an order parameter 

in the sense of Landau theory of phase transitions. In the phonon instability the 

anomalous Green's functions are similarly <a (t)a (t') > and <a f(t)a t(t') >. The 

fact that these Green's functions are non-zero means that the phonons, rather than 

being in the ground state or even an excited state of definite phonon number, are in a 

coherent statel28 Ia > such that a Ia > = a Ia >. The amplitude of the coherent 

state now becomes the order parameter of the system, being zero for conditions of 

stability and non-zero once instability takes over. The fact that a has a definite phase 

while the effective Hamiltonian is symmetric under the transformation a- ei<ba 

implies that the state reached through the super-radiant instability is a broken­

symmetry state, also as in the case of the superconductor. These analogies between 

the instabilities of a polymer and those of the electron gas in a superconductor are 

essentially the same as those considered by Haken45 for the case of a laser and its 

transition from incoherent to coherent emission as the pump power is increased. 

These arguments demonstrate that, if each subunit catalyzes a chemical reaction 

of sufficient rate, the phonon band can exhibit a super-radiant instability, and through 

this instability some phonon · modes acquire a coherent oscillation amplitude 

throughout the polymer. The condition for the super-radiant instability is roughly that 

noted in Eq. (III.C.l.7), namely a vibrational relaxation rate I' << ReEaf(k8 T) 2, 
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where R is the rate of the "pump" reaction, Ea is its activation energy, and E is the 

energy gap for this reaction. Typical energy-yielding reactions in biology, such as the 

hydrolysis of adenosine triphosphate (A TP) have129 E = 0.5 e V, and individual steps in 

the reaction pathway will have Ea = 1.0 e V, which means that near room temperature 

the rate of the reaction changes by a factor of three for a ten degree increase in the 

temperature.l30 Experimental estimates of phonon lifetimes in biological polymers, 

obtained from the widths of spectral lines observed in Brillouin scattering, 41 are 

'Y = 109 s-1, which requires a reaction rate of R ~ 1.2x 106 s-1 if phonon super-

radiance is to occur. Reaction rates on the microsecond time scale are observed for 

enzyme-catalyzed and energy-converting reactions in biology, 13 so that the occurrence 

ofsuper-radiance, however surprising; is actually· quite plausible. 

2. Building the perfect amplifier 

Can the macr9scopic coherence which results from the super-radiant instability 

help us to understand the approach to quantum-limited noise performance in sensory 

amplification? In particular, we would like to address the problem in the inner ear, 

where the most rigorous argument for quantum-limited detection has been made (cf. 

Sections II.C.2-4). In this case, the signals which must be amplified are mechanical in 

origin and range in frequency from = 10Hz to = 105 Hz in bats and porpoises.131 

Clearly the phonons participating in the super-radiant instability must have frequencies 

much higher than these signal frequencies, so some sort of parametric amplification is 

indicated. 

To see how the "high" (on the audible scale; low on the molecular scale) fre-

quency phonons in a polymer can couple to mechanical signals, consider the phonon 

Hamiltonian in the presence of a strain xn between the subunits at sites n and n + 1: 

(III.D.2.1) 
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where A is the coupling amplitude between adjacent subunits. Passing to k states as 

above, 

H = H (0) + aA ~ a ta .(e+ik' + e-ik)~ei(k-k')ri X 
ph ph ax L. k k L. n. 

k,k' n 
(III.D.2.2) 

If we consider some normal mode of polymer motion with generalized coordinate q, 

then xn = fn q, so that the Hamiltonian which determines the interaction between the 

phonons and the macroscopic motion is 

where 

f(k) = ~ l:e-iknfn· 
vN n 

This result may be rewritten more simply as 

Hint= l:g(k;k')a/ak·q. 
k,k' 

(III.D.2.3) 

(III.D.2.4) 

(III.D.2.5) 

But since q = q0(bt +b), where q0 is the zero-point motion and bt creates the vibra-

tional quanta of the macroscopic motion, we obtain 

Hint= qo l: g(k;k')a/ ak·(bt +b). (III.D.2.6) 
k,k' 

This is precisely the Hamiltonian of a parametric amplifier. The "para-amp" is one of 

the few devices known to achieve the quantum limit to amplifier performance, pro-

vided that one of the modes is driven to a large amplitude by an external 

source.l32,133 Thus, to the extent that phonon super-radiance drives at least one pho-

non mode into a large amplitude coherent state, the polymer will behave as a perfect 

amplifier, with the macroscopic motion as the input mode and the internal phonon 
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modes as the output modes. As shown above, such coherent oscillation is indeed the 

limiting case of the super-radiant instability. 

Consider that some phonon mode k 0 acquires a coherent amplitude 

a 0(t) = a 0e -iwot as a result of the super-radiant instability. If this amplitude is 

sufficiently large, the Hamiltonian can be approximated as 

Him(t) = qo!)aQK(k;ko)a/e -iwot + a 0 g(k0;k)ake +iwo'](bt +b), 
k 

(111.0.2. 7) 

which describes a device in which motion of the polymer at frequency w results in the 

generation of phonons at frequencies w0 ± w in the polymer: parametric up­

conversion. In addition, these high-frequency phonons will act back on the macros­

copic motion, applying an apparent force Fapp = qQK(k;k0)a/a0e -iwot. The effect of 

this feedback will be to change the response of the polymer to external forces, as 

described in Section II.B.3. In the simplified model of Eq. (111.0.2.7), this change in 

response may be calculated straightforwardly because the interaction Hamiltonian is 

quadratic in boson operators; recall that a 0 is so large that the k 0 mode behaves classi-

cally. The result is that 

q (0) no+ l:(il) 
.... _..:.=~ = 2qJ ....,-----~_..:;..----:----....,.-..,-
F(il) (0 0 - n- if~(n + 0 0 + if)- 20 01:(0)' 

(111.0.2.8) 

where n 0 and r are the resonance frequency and damping constant of the macros-

copic motion in the absence of feedback, while the self-energy term is 

(111.0.2.9) 

where "Y k is the effective damping constant of the k 1
h phonon mode in the presence of 

the super-radiant instability. 



As expected from the description of parametric up-conversion, the self-energy 

has a pole whenever the signal frequency is close to being a difference between two 

phonon frequencies. This function thus has very different behavior depending on 

whether or not the spacing between adjacent modes--which is. the in verse of the time 

required to from one end of the polymer to the other--is comparable to the signal fre­

quency. This point may be seen by writing 

w(k) =:::: w0 + ~~ (k- k0), (III.D.2.10) 

where, sincelOl k = 1r n/ L (L is the length of the lattice and n is an integer smaller 

than the number of lattice points), 

But ow/ok = c, the phonon propagation velocity, so that 

w(k) ""'w0 + .!!.. ~n, 
'T 

where T = L/ c is the propagation time. The self-energy therefore becomes 

In this expression the resonant structure is apparent. 

(III.D.2.11) 

(III.D.2.12) 

(III.D.2.13) 

If the resonant structure of the self-energy is observable, then the length of the 

polymer determines the resonant frequency of the detector. This is an attractive 

hypothesis, particularly in the case of the inner ear where we have seen (cf. Section 

II.C.3) that no passive mechanical features of the detector can provide a resonance. 

Since typical signal frequencies are one kilohertz, while typical polymer lengths are one 

micron, such a resonance effect is significant if the phonon velocity is = 10-3 m-s-1, 
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which seems quite slow. Acoustic modes in a linear polymer have c = (Y/p)'h where 

Y is the Young's modulus and p is the density; for actin and other proteins this 

implies (cf. Section II.C.2 for parameters estimates) c ::::::: 4 x 103 m-s-1• On the other 

hand, the optical phonons of the polymer have very small propagation velocities, so 

that the dispersion relations appear as in Fig. III-23. If the vibrational modes of the 
I 

individual subunits are in the 10-50 cm-1 range then the acous~ic and optical modes 

have dispersion relations ·that cross. Near this crossing the two modes will mix, and 

the resulting two modes can have arbitrarily small velocities. The dynamics of biologi-

cal molecules are apparently such as to cause the resonant character of the parametric 

amplification and feedback to be significant. 

The arguments presented here demonstrate that the phenomenon of phonon 

super-radiance in polymers is a viable mechanism for generating macroscopic coher-

ence in a biological system, and further that such coherence forms the basis for a per-

feet amplifier together with its feedback to the mechanics of polymer movement. This 

perfect amplifier with feedback is exactly what we found to be necessary in order to 

understand the detection of sub-angstrom displacements by the stereocilia in the inner 

ear. It is therefore tempting to identify the quasi-crystalline actin polymers which 

make up the stereocilium135,136 and its supporting structures within the receptor 

cell137,138 as the polymers which participate in the transition to super-radiance. 

As discussed in Section III.C.3, the stereocilium is not naturally resonant in the 

audible range. Indeed typical signal frequencies n are much less than either n 0 or r, 

so that if Eq. (III.D.2.8) describes the stereocilium it may be approximated as 

q(n)· = 
2 2 n 0 + I(n) 

.F(n) Qo n [- 2n 0I(n)' 
(III.D.2.14) 

where n[ = nJ + f 2• With Eq. (III.D.2.13) for the self-energy, this expression not 

only determines a single resonance frequency, it determines a whole family of possible 
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FIGURE 111-23 Phonon dispersion in a biological polymer. The parameters given are 
chosen to be approximately those expected for the actin filaments of the stereocilia 
in the inner ear. The lattice spacing is known form diffraction measurements, 134 

while the helical structure of the lattice implies that the dominant interactions are 
between second nearest neighbors along the lattice; this will give rise to the peaked 
structure in the optical mode dispersion. Note that at relatively high wavenumber 
the optical and acoustic modes cross with opposite slopes in their dispersion rela­
tions, so that the coupled modes have short wavelengths but very small group velo­
cities as indicated. 

resonance frequencies given by the poles of the response function: 

(III.D.2.15) 

Of all these resonances, one will in general dominate the others, leading to a response 

function as shown in Fig. III-24. The index n of the dominant resonance depends on 

the magnitude of a 0, which is controlled by the strength of the pump driving the 
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n, 
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FIGURE 111-24 Multiple resonances predicted in the active filters of the inner ear 
stereocilia--a schematic rendering of Eq. (III.D.2.14). 

super-radiance, and on the variation of i' n with n, which also depends on the charac-

teristics of the pump. In addition, the resonance frequency can be shifted slightly by 

variations in gn, which is related to the distribution of strain through the polymer and 

hence to the packing geometry of the polymer array. The critical point, however, is 

that the possible resonance frequencies of the detector are determined by the length of 

the polymer, n n == n 1r c I L. 

3. Amplifier dynamics and experiments in the inner ear 

The analysis of phonon super-radiance, together with the resulting amplification 

and mechanical feedback, leads us finally to a consistent physical picture of quantum-

limited detection in the inner ear: 

[1] Enzymatic reactions within the stereocilium drive a phonon instability in the poly-

mers which comprise that structure; this instability results in a macroscopic 

coherence of the phonon amplitude throughout the polymer. 
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[2] Coupling between macroscopic motion of the stereocilium and internal phonon 

modes leads to parametric amplification of the mechanical signal and mechanical 

feedback. This amplification is quantum-mechanically "perfect," achieving the 

limiting noise performance allowed by the uncertainty principle. 

[3] The feedback synthesizes a narrow-band mechanical response for the stereoci­

lium~ the resonant frequency being controlled by the length of the polymers and 

the chemistry of the pump. 

[4] The active filter removes the thermal noise of the stereocilium, amplifies the sig­

nal so that is above the transducer noise (cf. Section II.C.4), and is limited only 

by the quantum noise in the amplifier, as described in Section II.B.3. 

Each of these phenomena can occur within reasonable models for the dynamics of bio­

logical molecules, as has been shown in the previous two sections. In addition, some­

thing like these phenomena must occur if we are to understand quantum-limited detec­

tion; this was the major conclusion of Chapter II. The question which remains is 

whether there is any direct experimental test of these ideas. 

In principle, the phonon instability could be directly observed by examing the 

Stokes-to-anti-Stokes ratio of Raman scattering from the polymers. This ratio meas­

uresl39 an average phonon "temperature" which will be higher than the ambient tem­

perature if phonon super-radiance occurs. In practice, Raman spectra of biological 

samples are very weak unless they are resonantly enhanced, and there is no obvious 

chromophore in the actin polymer. It has recently proven. possible, however, to 

record Raman spectra from "uncolored" proteins using the resonant enhancement 

which results from the ultraviolet absorption bands of aromatic amino acids.l 40 If such 

a "Raman label" can be found in the stereocilium, then the high effective concentra­

tion of polymer should allow for measurement of the phonon temperature, although 

this will be by no means an easy experiment. 
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More accessible tests of the present theory are to be found in detailed measure­

ments of the frequency response of the receptor cell. In particular, the peculiar 

characteristics of the feedback from the internal phonons to the macroscopic motion 

results in a pattern of multiple resonances, all of which are related to the length of the 

polymer. These effects may be understood qualitatively by imagining that local strain 

of the stereocilium injects (or depletes) phonons which then propagate up and down 

the polymer. When these phonons return to the point which was strained, they pro­

duce a feedback force, but this feedback is delayed by the propagation time. The sys­

tem thus mimics feedback through a delay-line, which of course produces a sequence 

of resonances at frequencies such that the delay (propagation time) is an integer multi­

ple ·of the signal period. 

In fact, a number of experimental studies of frequency responses in inner ear 

organs display fine-structural features which may be interpreted as the secondary reso­

nances which result from finite-delay feedback. These studies, some of which are 

illustrated in Fig. III-25, include both the responses of single cells to pure tones141,142 

and the frequency-dependence of multi-tone interactions, 141,143 and have been done 

on species ranging from frogs to humans (using acoustic and psychophysical tech­

niques). These experiments are, however, only suggestive, and more detailed meas­

urements will be required to define the precise relations among primary and secondary 

resonances. 

The second critical feature of the theory is the relation between resonance fre­

quency and polymer length. It is important to emphasize that this relation is not pos­

tulated, but rather is a consequence of the quantum dynamics of phonon super­

radiance and hence of the quantum-limited amplification process which must occur if 

we are to understand quantum-limited detection. Again, a number of experiments 

support this prediction. In the alligator lizard, 145 the spiny granite lizard, 146 the chick, 

147 and the chinchilla, 148 it has been found that receptor cells which are tuned to 
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FIGURE 111-25 Multiple resonances in the filters of the inner ear--experiment. (a) 
Extracellular receptor potential in the bat Chilonycteris parnelli parne11i.l44 Sound 
pressure level required to elicit a fixed voltage response to a pure tone, as a function 
of frequency. (b) Single neuron recordings in the alligator lizard Gerrhonotus multi­
carinatus.141 Sound pressure level required to produce a fixed change in the rate of 
neural firing, as a function of frequency for a sinusoidal sound pressure at the ear­
drum. \c) Sound pressure in the ear canal of a cat.143 Intensity of the combination 
tone 2/1-/2 as a function of the frequency ratio / 1//2 of the two primary tones at 
/ 1 and / 2; in general different results are obtained for different primary intensities 
and primary frequencies, but the qualitative features, including multiple resonances, 
remain fixed. (d) Single neuron recordings from the frog sacculus.142 Change in in­
stantaneous neural firing rate per unit acceleration of the whole frog as a function of 
frequency for sinusoidal accelerations. In each case, "secondary resonances" are 
marked by arrows. 



-- 192 --

lower characteristic frequencies possess longer stereocilia. In the alligator lizard .it is 

known that this receptor cell tuning does not reflect tuning of the basilar membrane, 

which moves with a frequency response essentially the same as that of the middle ear 

bones.149 In the alligator lizard, and in the spiny granite lizard as well, the stereocilia 

stand freely in the fluid over a large portion of the organ, so that tuning is not related 

to the mechanics of auxiliary structures but to the stereocilia and receptor _cells them­

selves. 

In contrast to the interpretation presented here, the correlation between cilium 

length and resonance frequency has previously been taken as evidence for a simple 

passive mechanical resonance of the stereocilia, perhaps in concert with auxiliary struc­

tures in those organs where such.are present.l45 We have seen, however, that such an 

interpretation is untenable--the small mass of the stereociliary bundle requires a very 

small stiffness to generate a resonance in the audible range artd this small stiffness 

leads to enormous levels of Brownian motion. Furthermore, the Brownian motion of 

a passively resonant stereocilium would be concentrated in a narrow band of frequen­

cies around resonance, and the reduction of this noise to tolerable levels would there~ 

fore require unreasonably long integration times in the receptor cell or central nervous 

system. Finally, the evidence that the stereocilium is hinged at its base136,150 implies 

that, even if an effective mass is synthesized by some feedback process within the 

cell--perhaps coupled to electrical events at the cell membrane, as suggested151-153 by 

several authors--the cilium stiffness will not depend significantly on polymer length, so 

that the relation between resonance frequency and cilium length could not be under­

stood even in terms of a classical feedback model. In contrast, the quantum mechani­

cal theory presented here provides a natural explanation of this correlation, albeit 

perhaps not an immediately obvious one. 

A second problem in understanding the correlation between cilium length and 

char~cteristic frequency has been the small range of variation observed for the former, 
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particularly in mammals. The extreme example is that the stereocilia in the cochleae 

of bats are not terribly different from those in "normal" mammals, 154 although the 

resonance frequencies may differ by an order of magnitude; similar discrepancies exist 

regarding the variations within one anima1)48 Again these discrepancies argue against 

a simple interpretation in terms of passive mechanical resonances, which would vary as 

some small power of the cilium length. 

In the theory presented here, the resonance frequency of the stereocilium is not 

completely determined by polymer length. Rather the polymer length defines a set of 

possible resonance frequencies, from which a dominant resonance is chosen by the 

strength of the chemical pump within the receptor cell. The same length stereocilium, 

simply by expending more energy, can therefore be tuned to much higher resonance 

frequencies, corresponding to higher index n in the resonance condition of Eq. 

(III.D .2.15). 

The notion that, for example, receptor cells in the bat are distinguished from 

those in ordinary mammals by the value of n has two predictions. First, the large 

value of n implies that the secondary resonances will be closely spaced, since they are 

separated by :::::::: n ,/ n, with n, the dominant resonance. Second, the phenomenologi-
) 

cal model of feedback with a propagation delay leads to the prediction that the slopes 

of the resonance curves, expressed as dB/ octave, will be proportional to n, 

S:::::::: 20n dB/octave; this sharper response for larger n is analogous to the increased 

sharpness of interference patterns in the presence of, multiple reflections, e.g. in a 

Fabry-Perot interferometer.155 Thus there is an approximate relation between the 

spacing of the secondary resonances and the tuning slopes, which should be observed 

most dramatically in very high frequency cells with large values of n. Indeed, the fre­

quency responses of bat auditory neurons are almost unmeasurably sharp, having been 

estimated to be :::::::: 3000 dB/ octave. 156 This suggests that secondary resonances will be 

very closely spaced in the bat, and this is confirmed at least qualitatively by the 
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experiments shown in Fig. III-25. 

Several aspects of the quantum mechanical theory proposed here are thus in good 

agreement with experiment, and further studies of these effects should provide more 

detailed tests of the theory. In addition, it possible to directly test the hypothesis that 

the mechanics of the stereocilium include feedback from some amplification mechan­

ism, independent of the nature of the amplifier. Any mechanical system which is near 

to equilibrium will exhibit thermal noise spectra which are related to the response 

functions by the fluctuation-dissipation theorem.157 In the presence of an amplifier-­

which drives the system away from equilibrium by virtue of its power supply--this 

theorem will not be obeyed. In effect the thermal noise which results from the equili­

brium exchange of energy between the system and the heat bath is amplified, as 

shown in Fig. III-26, and this leads to the violation of the fluctuation-dissipation 

theorem. 

If the displacement of the stereocilium can be measured both in response to con­

trolled forces and thermal noise (spontaneous random displacements), then the com­

parison of these two measurements allows an unambiguous separation of active and 

passive components in the mechanical response. This method, although it separates 

the two components of the response, does not require any external perturbation of the 

system, for example metabolic poisons to remove the energy supply which drives the 

active response. Such direct measurements of stereocilium displacement and thermal 

noise should be accessible to the next generation of optical instrumentation for inner 

ear experiments, as are now being constructed in Berkeley and elsewhere. 

The thermal noise of the stereocilium, and hence the contribution of active filter­

ing to stereocilium mechanics, can be measured indirectly by· its reflection in the firing 

pattern of single neurons or the voltage noise of individual receptor cells. Preliminary 

results of such analyses158 are promising, but again systematic experiments will have 

to be undertaken to decide the issues. In particular it will be important to study the 
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FIGURE 111-26 Thermal !lOise and energy flow in active and passive systems, as 
described in the text. 

variations with temperature and (if possible) fluid viscosity which these various meas­

ures of stereocilium noise exhibit, since it is only by such variations that the contribu-

tion of mechanical (as opposed to electrical, for example) noise sources can be 

identified unambiguously. 
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Finally, the contribution of active filtering to the mechanics of the inner ear may 

be detected by its behavior under pathological conditions. In any system with feed­

back through an amplifier, an increase in gain of the amplifier beyond some critical 

level can result in an instability of the system. Thus in a mechanical system such as 

the insect flight muscle and wing, activation of the muscle beyond a certain point 

results in spontaneous beating of the wing.159 We expect that, under normal com;li­

tions, the amplifier within the stereocilium is biased away from such an instability, but 

since the gain of the amplifier is controlled by the internal chemistry of the receptor 

cell disorders of this chemistry can result in the transition to instability. Under these 

circumstances we should observe spontaneous "beating" of the stereocilium at a fre­

quency close· to its resonance when stable, and this beating will be reflected as sound 

emitted by the ear; the idea that sound emission by the ear could arise from instabili­

ties of an active filter was first proposed in 1948 by Gold)52 

Indeed a number of observations in several species, including humans, confirm 

the existence of such acoustic emissions)60-163 Perhaps the most significant observa­

tion is that of Palmer and Wilson, 163 namely that such emissions occur from the inner 

ear of the frog at frequencies which correspond to the sensitivity of the basilar papilla, 

an organ where the stereocilia stand freely in the fluid. Thus, if acoustic emissions do 

reflect the instability of an active filter, then this filter must reside in the stereocilia 

themselves and not in auxiliary structures such as the basilar membrane; this is in 

·accord with the conclusions drawn in Section II.C.3 from the analysis of thermal noise, 

and in contrast to models proposed by other workers.153,164 

Although many features of the acoustic emissions, such as their phase-locking to 

external small amplitude stimuli165 and their abrupt suppression by ·stronger 

stimuli, 160,166 are in accord with predictions from a model of an unstable active 

filter, 167 none of the existing experiments provide a decisive test of such a model. 

For example, the emission could reflect some extraneous (non-thermal) source of 
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noise which is filtered by the ear and thus appears as a narrow-band emission. Insta-

bility, which is indicative of an active element in the inner ear, can be distinguished 

statistically even if its average behavior can be simulated by a stable system. Thus, 

although the power spectrum of the acoustic emission may not allow us to distinguish 

an unstable filter from a stable filtered noise source, the probability distributions for 

·the emission amplitude will be very different in the two cases. 

In a system where zero amplitude is a stable point, the probability distribution for 

the amplitude must have a local maximum at this point, and will generally be roughly 

Gaussian. In contrast, a system for which zero amplitude is an unstable point will 

have a local minimum in the probability distribution at zero, and thet:_e will be two 

local maxima at ±A, where A is the average amplitude of the emission. These 
., 
' differences, which are analogous to the change in probability distribution of an order 

parameter above and below the critical temperature157 (stable and unstable, respec­

tively) for a phase transition, are illustrated in Fig. III-27 . .Direct measurements of the 

probability distribution of acoustic emissions from either the frog or human ear are 

feasible, and these should provide clear evidence for or against the active filter 

hypothesis. 

In summary, the explicitly quantum mechanical theory of the detector mechan-

ism of the inner ear which I present here appears to be in accord with experiment 

wherever meaningful comparisons are possible. Most importantly, this mechanism is 

testable in detail by conventional anatomical, physiological, and mechanical experi­

ments, in spite of the fact that its basic postulates are at the molecular scale and are 
-

expressed in a model Hamiltonian for the polymers which make up the stereocilium. 

Ideally, we imagine the following sequence of experiments: 

[1 1 Analysis of neural firing patterns and statistical behavior of acoustic emissions are 

used to find evidence for active components in the mechanical response of the 

stereocilium. 
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FIGURE 111-27 Probability distributions for amplitude fluctuations in stable (e.g. a 
very narrow-band active filter) and unstable (e.g. an active filter with excessively 
high gain in its amplifier--an oscillator) systems. 

[2] The active and passive components in stereocilium mechanics are separated by 

testing for violations of the fluctuation-dissipation theorem in direct measure-

ments of ciliary motion. 

[3] The "self-energy function" which characterizes the active component of stereoci-

lium mechanics is examined for the resonant structure predicted from the proper-

ties of phonon super-radiance. 

[4] Variations in self-energy among receptor cells with different length stereocilia are 

compared with theory.168 

The extant evidence strongly points to positive results in each case, although the most 

convincing possible studies have not yet been done. If all these tests can be passed, 
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there will be little doubt that the theory proposed here is correct at least in outline. 

For the present, the most significant conclusion is that an explicitly quantum mechani­

cal theory of this macroscopic biological phenomenon of hearing--which is necessary if 

we are to make sense of the sub-angstrom motions which are detected at threshold--is 

subject to decisive experimental test with existing techniques. 
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Chapter Four 

Concluding remarks: Where do we stand? 

... It is a trite saying that 'analogies cannot be pushed too far' ... 

W. Heisenberg, 19301 

I 

The realization that biological systems are subject to the same laws of physics and 

chemistry as inanimate objects marked a major step in the development of scientific 

thought. In the hundred years since this step was taken, analogies between biological 

and non-biological systems have been central to the understanding of molecular events 

in biology: small synthetic molecules are used to model the structures and spectros­

copic features associated with active sites in biological macromolecules, 2 and the 

empirical rules of organic and inorganic chemistry are used to evaluate the contribu­

tions of various factors to the rates and specificities of biochemical reactions. 3,4 The 

central assumption in this approach is that the physical _properties of a biological 

molecule are determined strictly by the chemical interactions of its constituent atoms 

and can thus be understood by analogy with the simpler molecules of the non­

biological world. The work reported in this thesis is intended as a constructive attack 

on .this point of view, in the hope of convincing the reader that, like all analogies, the 

attempt to understand biological molecules in terms of conventional chemical concepts 
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has its limits. In addition, I believe that my analysis of these issues leads to at least an 

outline for a new point of view on the physics of biological systems, particularly on the 

role of quantum mechanics in the dynamics of these systems. 

One salient fact about life as we know it is that it exists in the condensed phase. 

Cells are surrounded by a quasi-solid membrane matrix in which various protein com­

ponents are inserted, the interior of a cell consists of a concentrated, probably non­

ideal solution, and even the individual molecules in this solution are so large as to 

resemble small samples of an amorphous solid, possessing ==:= 104 atoms. In the past 

several years a number of investigators5 have therefore applied the methods of con­

densed matter theory to biological systems, and the results of Chapter III are a major 

extension of this approach. Perhaps the most surprising result is that relatively simple 

families of model Hamiltonians provide a quantitative description of bio-molecular 

dynamics in a wide variety of systems and parameter regimes, both on macroscopic 

and microscopic scales. 

The model Hamiltonians which describe biological molecules involve a small 

number of electronic states strongly coupled to the molecular vibrations. The vibra­

tional modes are, to a reasonable approximation, harmonic, and they are damped by 

their interactions with the surrounding solvent or membrane. These model Hamil­

tonians are very different from the classic electron-phonon interaction problem in 

metals, described by the Bardeen-Pines Hamiltonian. 6 The Bardeen-Pines Hamiltonian 

contains only terms corresponding to single phonon processes; that is, to lowest order 

.in perturbation theory, a change in electronic state is accompanied by the emission or 

absorption of a single phonon. Furthermore, the coupling constant describing the pro­

bability of this process is in a certain sense small: Migdal7 has shown that the exact 

vertex part for the electron-phonon interaction, which represents .an effective coupling 

constant modified by corrections from higher orders in perturbation theory, differs 

from the "bare" coupling constant by terms of order (m/ M)V\ where m and M are 



the electron and ion masses, respectively. Thus the significance of multi-phonon 

processes is small by the same factor wq.ich determines the validity of the Born­

Oppenheimer approximation. In contrast, we have seen th~t electronic transitions-­

chemical reactions--in biological molecules are essentially multi-phonon processes. 

Several problems in condensed matter theory do, however, involve strong 

electron-phonon coupling. Among these are the motion of electrons in polar8 and 

molecular9 crystals, as well as the transfer of electrons and energy among impurity 

sites in metals and semiconductors.IO In recent years, theoretical interest in systems 

with strong electron-phonon coupling has been stimulated by the observation that 

such systems can support collective excitations, 11 and more generally by the applica­

tion of modern field-theoretical techniques to otherwise intractable problems.1~,13 In 

this spirit, Chapter III presented a functional integral method for multi-phonon elec­

tronic transitions and used this method to construct an effective diagrammatic pertur­

bation theory which is at each order exact in the electron-phonon coupling, using the 

electronic matrix elements as the expansion parameters. 

The theoretical techniques developed in Chapter III allowed the eluCidation of 

several essential quantum effects which arise in biological molecules, as well as 

defining the conditions under which these effects will be observed. The two major 

effects are a resonant dependence of reaction rates on the vibrational spectrum of the 

molecule and the persistence of electronic coherence in reactions which compete with 

vibrational relaxation,l4 and experiments on ligand binding in heme proteins15,16 and 

the photo-induced electron transfer reactions in photosynthesis17 were shown to pro­

vide strong evidence for these effects. From the analysis of the~e specific ,cases we 

may draw some general conclusions: 

[1] The kinetic behavior of biological molecules depends not only on electronic fac­

tors (matrix elements and energy gaps) and the structures of reactant, product, 

and "transition" states, but also on the vibrational spectrum of the molecule. 
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Small changes in the spectrum can change the reaction rate by many orders of 

magnitude. 

This is strictly a quantum mechanical effect; we have seen (cf. Section III.A.l) that a 

semi-classical treatment reproduces the essential results of transition state theory, so 

that there is no critical dependence on the vibrational spectrum. In the case of myo­

globin the critical vibrational modes are of very low frequency (::::=:: 20 cm-1), 

corresponding to "breathing" motions of a large portion of the macromolecule. This 

means that the essential features of the kinetic behavior cannot be reproduced by a 

small molecule model compound, simply because the spectrum of the small molecule 

does not extend to such low frequencies. Because the relevant vibrations involve 

large portions of the molecule, their spectrum can be effected by structural changes-­

such as the binding of other ligands--at points well removed (by ::::=:: 1 nm in the case of 

myoglobin) from the active site. 

The ability of ligand binding at one point on an enzyme to affect catalytic activity 

at another point is one of the central aspects of enzymatic regulation, 18 and thermo­

dynamic evidence suggests that such ligand binding reactions induce large changes in 

the dynamics of the protein, 19 as required for the "vibrational regulation" mechanism 

to operate. Further evidence for the contribution of vibrational factors to the control 

of reaction rates comes from the bacterial enzyme Streptomyces gresius protease A 

· (SGPA). High resolution crystallographic studies20,21 of this molecule demonstrate 

that two substrates, differing only by a hydroxyl group, result in structures of the 

enzyme-substrate complex which are identical to within ± 0.005 nm. Nonetheless, 

these two complexes differ in their vibrational dynamics, as measured (qualitatively) 

by the large differences in the De bye-Waller factors between the two complexes, and 

the catalytic rates for the two substrates differ by a factor of two.21 

The case of SGPA is not unique; essentially all enzymes which have been studied 

at high resolution exhibit relatively small changes in structure as they proceed through 
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their catalytic cycle, 22,23 while where data are available it appears that the vibrational 

dynamics change significantly.24 While these considerations are qualitative, the exam­

ple of myoglobin demonstrates that if quantitative data are available on the dynamics 

of the molecule then the reaction rate can be interpreted in quantitative detail, perhaps 

even to the point of a priori calculation. The development of Raman25,26 and 

infrared27 techniques to study the vibrational modes of critical atoms in the active sites 

of enzymes thus holds great promise for providing the sort of data which we require 

to reach a quantitative understanding of the relations between molecular dynamics and 

biological function. The central point of the work presented here is that the theoreti­

cal framework within which this data is analyzed must be explicitly quantum mechani­

cal if we are to reproduce the essential features of the biological system. 

[2] The behavior of biological molecules is not always described by a collection of 

states and rate constants for transitions among these states. Under certain condi­

tions quantum coherence 'is long lived and invalidates the semi-classical kinetic 

approach. 

·A general quantum statistical system is described by its density matrix; the diagonal 

components of this matrix measure the populations of the states while the off-diagonal 

components measure the coherence among pairs of states. When the coherence is 

destroyed rapidly on the time scale of interest only the diagonal components of the 

density matrix need be retained, and we recover a description in terms of populations 

and rate constants for transitions among states, but if the coherence is long lived no 

such reduced formulation is valid. The. example of the primary electron transfer 

events in photosynthesis demonstrates both that this coherent regime is accessible to 

biological systems and that experimental consequences of quantum coherence are 

detectable. Further, theoretical arguments show that the conditions for coherent 

behavior are much less stringent than previously realized, so that many biological sys­

tems may operate in this regime. 
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One consequence of coherent dynamics in biological systems is thus that a 

description in terms of chemical rate constants is incomplete. It has previously been 

asserted28 that, by including a sufficiently large number of states and kinetic parame­

ters any biological system can be described with complete rigor and as thoroughly as 

the extant data allow. My results clearly demonstrate that this is not the case: kinetic 

descriptions require rapid randomization of quantum mechanical phases, and the 

dynamics of electron transfer in photosynthesis are simply not consistent with this ran­

dom phase approximation. 

The failure of the random phase approximation may admittedly not be important 

in very many biological' systems; the existing evidence does not allow us to decide this 

issue. The theoretical situation is, however, quite clear: coherent dynamics are acces­

sible to biological molecules, and this fact forces us to describe biological systems in 

terms of explicitly quantum mechanical models, with careful attention to the interplay 

between coherent and dissipative processes. The most important consequence of 

coherent dynamics in biological systems is that it allows quantum mechanical effects to 

be expressed not only in the kinetic behavior of individual molecules but also in the· 

macroscopic behavior of molecular aggregates. 

The evidence for macroscopic quantum effects in biology was discussed in 

Chapter II. Again we may generalize the results: 

[3] Sensory systems which make amplitude and phase measurements reach the limits 

to measurement imposed by the uncertainty principle. Quantum-limited meas­

urement is accompl~shed in spite of a much larger amount of thermal noise. 

This fact in and of itself demonstrates that the sensory systems operate in a regime 

where the uncertainty principle is not negligible; we are not permitted to let 1f-0. 

Equivalently we may say that the sensory systems are not semi-classical systems, in 

spite of their macroscopic dimensions. It is this macroscopic quantum behavior which 

invalidates all previous models for the dynamics of these systems, and it is this 
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behavior which forces us to describe the sensory process in explicitly quantum 

mechanical terms. 

Even if the sensory systems did not reach the quantum limits, some mechanisms 

would be required to reduce thermal noise to tolerable levels. In the case of the inner 

ear, and also in other cases, 29 the only. viable mechanism appears to be some form of 

active filtering. The phenomenon of frequency selectivity, which has long been the 

focus of research on hearing30,31 and more recently other senses as well, 32 is thus 

seen to be essential not only in analyzing the incoming signal, but simply in detecting it 

against the ever-present background of thermal noise. 

The fact that thermal and quantum limits to measurement are reached in the sen­

sory systems provides a tremendous constraint on theories of the sensory detection 

process. When one measures the frequency response of a receptor in the inner ear, 

for example, one can always account for the results by postulating some effective 

mechanical or electrical properties for the various structures of that organ. Even if 

such a model is confirmed by direct measurement of these properties the question of 

their molecular origin need not be addressed. On the other hand, the noise level in 

the receptor will depend critically on the molecular basis of the filtering and detection, 

as illustrated by the example of the stimulus gated channel (Section II.C.4). In a 

sense the magnitude of the noise provides an absolute scale against which the con­

sistency of any theory may be judged; this is particularly true in the case of quantum 

noise. 1 

[4] The approach to quantum-limited measurement requires a linear amplifier which 

reaches the optimum noise performance allowed by the unc~rtainty principle. 

Such devices must have microscopic mechanisms in which quantum coherence 

lives for a time comparable to the measurement time, on the order of one mil­

lisecond. 
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It is this result which completes the evidence in favor of Schrodinger's view of life as 

a macroscopic quantum phenomenon. There is simply no way to understand the 

detection of sub-angstrom displacements in the inner ear without postulating a molec-

ular mechanism in which quantum coherence is manifest on macroscopic scales of 

time and distance. It is also this result which brings together the analysis of micros­

copic and macroscopic quantum effects in biology. 

· It is quite remarkable that a consistent understanding of a decidedly macroscopic 

phenomenon such as the perception of sound must necessarily involve a discussion of 

molecular processes. Even more surprising is the fact that these molecular processes 

cannot be described by the conventional language of chemical kinetics which has been 

so widely applied in biology. Thus on the one hand these results force closer links 

between the macroscopic and molecular events in biology, while on the other hand 

they force us to abandon some long-held notions about how the molecular events are 

to be analyzed. The resolution of this conflict lies in the detailed interpretation of 
. . 

macroscopic events in terms of quantum mechanical models for molecular dynamics, 

and I have presented a first step toward this goal in Section III.D.3. 

After all this, where do we stand? I believe that my results leave no doubt as to 

the importance of quantum mechanics in the dynamics of biological systems. In 

extreme cases, such as quantum-limited detection in the sensory systems or the non-

exponential kinetics of the heme proteins, quantum effects dominate to such an extent 

that classical approximations are useless and simple quantum mechanical models are 

much better starting points. It is difficult at this writing to know where on the scale 

from quantum to classical we shall find the "average" biological system, but the tacit 

assumption of classical behavior is clearly no longer warranted. 

In each of the cases examined in this work, a rigorous quantum mechanical 

analysis has led not only to a consistent qualitative understanding of the biological 

facts but also to a series of quantitative predictions which may be tested by future 
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experiments. These analyses often demonstrate that seemingly obvious experimental 

results are subject to widely varying interpretations, but at the same time they define 

the new experiments which must be done to distinguish among the different possibili­

ties. I hope that these results will stimulate a new generation of experiments which 

specifically test the existence of quantum mechanical effects in biological systems, and 

some suggestions for such experiments have been presented in the preceding sections. 
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Appendices 

A. The sensory "threshold" 

Many . of the arguments in Chapter II are based on the comparison of some 

experimental estimate of the threshold signal with theoretical estimates of noise levels. 

While it is obvious that higher noise levels should correspond to higher thresholds, 

their quantitative relation is not obvious. For the special case of detecting a continu­

ous signal in a continuous background of Gaussian noise, however, the theory of sig­

nal detectabilityl provides a rigorous interpretation of the threshold and its relation to 

the noise level. 

Application of signal detection theory to behavioral and psychophysical experi­

ments results in a measure of the sensory threshold which is unbiased and free of 

arbitrary assumptions regarding the strategy which the subject uses in detecting the 

stimulus.2 The subject in a psychophysical experiment is viewed as making observa­

tions on a set of variables (e.g. the function describing sound pressure vs. time at the 

eardrum, or some quantity calculated from this function) which are drawn from one 

of two probability distributions, depending on whether the signal is present or not. 

"Noise" is represented by the fact. that these probability distributions have non-zero 

variances; if the variances were zero, corresponding to no noise at all, arbitarily small 

signals could be detected: there is no classical "threshold" below which the signal can 

never be detected. Furthermore, even with the noise arbitrarily small signals can be 

detected if the observer is willing to make frequent errors (confusing signal and no­

signal trials), while for fixed error rate trades can be made between the frequency of 
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"missing" signals and of falsely identifying no-signal trials as containing the signal 

("false alarms") . 

By controlling these aspects of the observer's detection strategy, the experimenter 

can define threshold as the signal level required to reach a criterion level of reliability 

in the discrimination of signal from no-signal (noise). The threshold defined in this 

manner is such that the signal is equal in magnitude to the standard deviation of the 

noise for the conventional criterion of 76% correct. Behavioral thresholds thus meas­

ure the noise level directly: a behavioral threshold sound pressure P implies that the 

noise level in the auditory receptor is equal to the signal level produced by a tone of 

amplitude P. 

Physiological experiments at the level of the receptor cell support the signal­

detectability interpretation of the sensory threshold. The intracellular voltage response 

of the receptor to pure tones is either proportional to or quadratically dependent upon 

the sound pressure at the eardrum, 3,4 so that arbitrarily small signals will produce arbi­

trarily small responses: again, there is no classical "threshold." 

In the case of the turtle, 3 where the intracellular voltage noise has been analyzed 

in detail, the threshold for reliable detection in one receptor cell is within a few dB of 

the behavioral threshold of the animal. Thus the threshold signal can be reliably 

detected by examining the response of only one cell. 

Beyond the receptor cell, the sensory signal is carried by a pattern of discrete 

events (neural impulses). This discrete character implies that the conventional results 

of signal detection theory, which are restricted to continuous signals, cannot be applied 

to the neuron. Unfortunately, the existence of discrete neural events is suggestive of 

the classical "threshold" concept, according to which we would identify the threshold 

signal as that required to produce one extra impulse above the background of spon­

taneous activity. While this "extra spike" criterion provides a convenient experimen­

tal measure of neural sensitivity, it has nothing to do with the threshold for reliable 



·- 211 --

detection or the noise level in the receptor cell. 

To give a rigorous definition of threshold at the sensory neuron, we must pro­

vide a statistical characterization of neural firing. The firing is in fact a stochastic pro­

cess, being approximately Poisson5,6; acoustic stimuli modulate the instantaneous rate 

r(t) of this process. For small amplitude signals with frequencies w/2'TT below 

== 6 kHz in cat, the firing rate can be written 

r(t) = r0[l+Scos(wt+cf>)}, (A.l) 

where r 0 is the mean firing rate in the absence of a signal and the pha5e-locking 

coefficient S is proportional to sound pressure from the smallest signals studied up to 

== 30 dB above the behavioral threshold. 7,8 As in the case of the recepto~ cell, we see 

that arbitrarily small signals produce arbitrarily small responses, so that in spite of the 

discrete nature of neural firing there is no classical ''threshold.'' 

The threshold for reliable discrimination of signal from noise in the neuron may 

be calculated as follows. We consider the observation of a single neuron over the time 

interval 0 < t < T. The results of one such observation are completely described by 

the set of times { t;} at which neural impulses occurred; we refer to each set { t;} as a 

realization of the stochastic process whose statistics are determined by the instantane-

ous firing rate r(t). Assuming that the Poisson approximation is valid, the probability 

of observing n events in the time interval 0 < t < T is given by 

where 

P(n· T) =e-O~ 
' I ' 

T 

Q = J dt r(t). 
0 

n. 
(A.2) 

(A.3) 

Given that n events occurred, the conditional probability of observing the particular 



realization {t1 ,t2, · · · ,tn} is 

n 
P(tl>t2, · · · ,tn I n;T) = Q-niJr(t;). 

i-1 
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(A.4) 

Having observed the realization { ti}, our task is to decide whether it arose from 

the application of a stimulus or simply from the random spontaneous firing. The two 

possible conditions--signal and no signal (noise)--are described by the instantaneous 

firing rates r +(t) and r _(t), respectively; each instantaneous rate function determines 

different probability distributions P ± (n; T) and P ± (t1 ,t2, · · · ,tn I n; T). From these 

distributions we can form a "likelihood ratio"2 which measures the relative probability 

that a given realization { ti} arose from signal or noise: 

(A.S) 

n 
= Q_- Q+ + l:In[r+(t;)/r_(t)J. (A.6) 

i.:.l 

Note that X ranges from - oo to + oo, and that X > 0 corresponds to signal being more 

likely than noise. 

To determine the reliability of discriminating signal from noise, we require the 

probability distributions P ±(X) for the likelihood ratio in both signal and noise condi­

tions2 To obtain these distributions, we must sum over all possible numbers of events 

n, while for each n we must integrate over all possible realizations {t1 ,t2, · · · ,tn}, but 

these integrations must be constrained to include only those realizations which 

correspond to a particular value of X. Thus we obtain 

~ T T T 

P ± (X) = L P ± ( n; T) J dt 1J dt 2 · · · J dt n P ± ( t 1 , t 2 , · · · , t n I n; T) 
n-O 0 0 0 · 

(A.7) 
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n 
x8(A- Q_ +Q+- l:ln[r+(t)/r_(t)D. (A.8) 

i-1 

This expression can be simplified by using the Fourier representation of the delta 

function, 

8(s) = J dx eixs 
21T ' 

where x is a dummy variable. Substituting into Eq. (A. 7), it may be shown that the 

multiple integrals over t 1 ,t2 , · • · ,tn reduce to n independent identical integrals, which 

allows the sum to be done exactly. The result is 

(A.9) 

where 

T 

'±(x) = J dtr±(t)e-ixln[r+(t)/r_(r)J. 

0 
(A.lO) 

Given experimental measures of the instantaneous firing rate for the two stimulus 

conditions these equations allow us to directly compute the probability distributions 

for the likelihood ratio; after which the standard results of signal detection theory2 

may be applied to calculate the reliability of the discrimination between the two condi­

tions. Note that the discrete nature of the neural signal~ which prevented the straight-

forward application of detection theory, has been eliminated in favor the continuous 

variable A. 

For the particular case of detecting a small amplitude pure tone, where r + is 

given by Eq. (A.l), we find the simple results 
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(A.lla) 

(A. lib) 

Thus the likelihood ratio is a Gaussian random variable of variance cr2 = 2r0 TS2, and 

its mean changes by 2r0 TS2 when we apply the signal. The ratio of the change in 

mean to the standard deviation of the "noise" measures the detectability d' of the sig-

nal (cf. Ref. 2), so that in this case d' = S (2r0 T) lfl. The behavior of the detectability 

is quite reasonable: it increases in direct proportion to the the synchronization 

coefficient S and in proportion to the square root of the mean number of impulses 

r 0 T in the observation interval. Finally, a signal-to-noise ratio of unity requires9 

S = (2r0T)- 112
• 

We apply these results to the cat cochlear nerve fiber tuned to 800 Hz which was 

studied by Johnson. 8 This cell had r0 = 60 s-1, while the behavioral integration time 10 

at this frequency in the cat is T ~ 140 ms. The threshold for reliable detection is there-

fore S :::::: 0.24, and Johnson's data demonstrate that this level of synchronization is 

achieved for sound pressures below - 5 dB SfL at the eardrum, which is essentially 

equal to the behavioral threshold of the animal as calculated 11 from the data of Miller 

et a/.12 and Wiener et a/ .. 13 As in the case of single receptor cells in the turtle, we con­

clude that the threshold signal may be reliably detected by examing the responses of 

only one nerve fiber, as promised in the text. 

B. Further comments on photon counting 

In the absence of light, the current generated by vertebrate photoreceptors exhi­

bits two types of fluctuation.14 One is a Gaussian noise with spectral density 

S(w) = S(O) 
(1 + (w'T )2)2' 

(B.l) 

while the other consists of spontaneous photon-like events with time course 
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(B.2) 

where for any particular cell the value of T determined from noise analysis is the same 

as that characterizing the single-photon response. 

To calculate the delectability of single photons, we begin by determining the 

discriminability of discrete photon-like events from the continuous noise background. 

As described in Section II.A.3, this calculation reduces to evaluating 

(B.3) 

Noting that 

00 

f dt eiwt l.o(t) = 6A T 

o (1- iwT ) 4 ' 
(B.4) 

we see that 

(B.S) 

Typical parameter values are given in the papers of Baylor and co-workers, 14,15 from 

which we find M:::::: 10 promised in the text, so that the probability of reliably discrim-

inating a photon-like event from continuous background noise is essentially one. 

Given that photon-like events are reliably discriminable from the continuous 

noise, the detection problem reduces to deciding whether a given event was spontane-

ous or the result of photon absorption. In the absence of light the spontaneous events 

occur at some rate I 0• When we have a light of intensity such that the receptor 

absorbs I photons per second, the events still occur in a Poisson stream (assuming 

that the light source has Poisson statistics), but at a new rate I 0 +I. · The problem of 

discriminating between these two Poisson sequences can be solved using the methods 
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of the, preceding Appendix, the result being that a signal-to-noise ratio of unity is 

achieved· when I :::::: ~; where T is the integration time. 

Given that the occurrence of spontaneous photon-like events is limiting at low 

intensities, it is of some interest to determine the origin of these events. One una-

voidable source of noise is the ever-present blackbody radiation. Thus at frequency 

n, a unit volume at temperature T contains 

(B.6) 

photons in a unit bandwidth d n, where c is the velocity of light. If the visual pig­

ments of a receptor cell have an absorption cross-section (j ( n), then the rate at which 

blackbody quanta will be detected is 

R = c f dO (j(O)n (0). (B.7) 

As a simple approximation, consider a Gaussian form for (j(O), 

(B.8) 

We know that Oo >> kB T/1f for visible light, so that the dominant contribution to 

h · 1 · E (B 7) f f · h - lh( n <I~ n > 
2 w· h h · t e mtegra m q. . comes rom requenctes w ere (j:::::: (joe . 1t t ts 

approximation, which underestimates R, we obtain 

R _ k8 T -~Mn<f~n)2 1 (k T/1f )2 - --e --(jo B c . 
1f 61T2 

(B.9) 

For rod cells in the toad retina,l5,16 (]"0 :::::: 10 (p.m) 2 for the whole cell, and 

c/0 0 ::::500nm, while the observed value of R for these cells isl4 ::::::0.02s-1• In 

order for the blackbody contribution of Eq. (B.9) to be smaller than the total, we 

require 110/00 < 0.13, which amounts to an absorption bandwidth of:::::: 70 nm, very 

near to what is found experimentally. IS 
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From these calculations we conclude that a single vertebrate photoreceptor cell is 

capable of counting individual photons, and that the reliability of this counting is lim­

ited only by thermal noise due io blackbody radiation. 

C. Mechanics of the cochlea · 

The treatment given in this Appendix follows portions of a review by Lewis, 

Leverenz, and the author17; other excellent reviews are available.lS-20 We idealize the 

cochlea as consisting of two straight chambers each of height (measured in the direc­

tion y) h. The two chambers are separated by the basilar membrane, which is 

assumed to be thin and thus serves only as a boundary condition at y = 0. The mem­

brane is characterized by a mechanical impedance per unit area (pressure/point velo­

city) Z8M(x;w) which varies smoothly with position x along the cochlea, and the 

details of fluid motion in the remaining z direction are neglected (two-dimensional 

approximation). Other than basilar membrane, all walls of the cochlea are rigid and 

hence stationary; all dimensions of the cochlea are small compared to the wavelengths 

of sound in the fluid at normal auditory frequences, so that the fluid may be assumed 

incompressible. With these considerations in mind, the equations of motion for the 

system are as follows: 

[1] The Navier-Stokes equations for the fluid: 

p[ :, + V·ll]v- -17 p + 71\l'v, and 

~·v=O 
' 

(C.l) 

(C.2) 

where p is the fluid density, v is the fluid point velocity, p is the pressure, and 'T1 

is the fluid viscosity. 

[2) The boundary conditions at the chamber walls: 

v(x,y =h)= v(x,y =-h)= 0. (C.3) 
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[3] The boundary conditions at the basilar membrane: 

v(x,y =0) = yVBM• and (C.4) 

(C.S) 

where V8M is the basilar membrane velocity. 

The non-linear term in the these equations, v· f{j ·v, is small as long as the amplitude 

of fluid motion is small in comparison to its wavelength~ this is always true in the 

cochlea at comfortable sound intensities. Once the equations are linearized in this 

way, we may define new variables p±(x,y) = p(x,y) ± p(x,-y) and similarly for v±. 

It is clear that only p_ and v_ couple to the basilar membrane, and the remaining vari-

abies may be discarded. 

The linear partial differential equations which relate p_, v_, and V8M may be for-

malty solved and converted to an integral equation which involves only the basilar 

membrane velocity~ following de Boer21 this may be termed the Siebert22 equation: 

where 

VsM(x~w) = 
2 

z 1 ( . ) J dk J dx' eik(x-x')Q (k~w) V8M(x'~w), (C.6) 
7r BM X,W 

Q(k~w) =- (2if3pw/k) 

x e.Bh [(.B- k)e-kh + ({3 + k)e+kh] - e-.Bh [({3 + k)e-kh + ({3- k)e+kh] 

({3 + k) 2 [ 1 - cosh ( ({3 + k) h) 1 - ({3 - k) 2 [ 1 - cosh ( ({3 - k) h) 1 

(C.7) 

(C.8) 

with v = TJI p being the kinematic viscosity. 
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If the membrane impedance did not depend on position, these equations would 

be solved by running waves V8M == e±ikx, where the wavenumber k (w) is a solution 

of 

Q(k;w) == ZBM(w). (C.9) 

In the spirit of the WKB approximation, we may extend this .solution to define a local 
·,_ 

wavenumber k(x;w) by 

Q[k(x;w);w] == Z8M(x;w). (C.lO) 

At the entrance to the cochlea, the basilar membrane is very stiff and therefore 

present a large pure imaginary impedance. Large impedances correspond to small 

wavenumbers, as may be shown from Eq. (C.7); small wavenumbers correspond to 

allowing v -0 in Eq. (C.8). Thus we begin by considering the long-wavelength, invis-

cid limit, where 

2( . ) 2ipw 
k x,w -- hZ ( . ) . BM X,w 

(C.ll) 

For the case where Z is dominated by a stiffness K (x), this becomes 

k(x;w) == w[2p/hK(x)f12 • (C.12) 

Thus, energy flow into the cochlea begins with a non-dispersive wave whose 

wavelength shortens as it travels, since K (x) decreases. Careful analysis of the WKB 

prefactor23 demonstrates that as the wavelength shortens the amplitude of basilar 

membrane motion increases, albeit slowly. 

Eventually this simple pattern of propagation is terminated, as the membrane 

impedance crosses over to being resistance- and perhaps ultimately mass-dominated. 

The resulting attenuation of the traveling wave, which may be calculated from the 

imaginary part of k, can be quite large, so that energy of the wave does not propagate 
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very far past the cross-over point. The hydrodynamics of the cochlea thus serve to 

pull energy out of the- fluid and onto the membrane, where it is dissipated in a small 

region; for detailed analyses of energy flow see the recent work of Lighthi1120 and de 

Boer.21 

Some footnotes to this brief discussion: 

[1 1 The function Q determines the relation between fluid velocity and membrane 

velocity. For the analysis of basilar membrane thermal noise via equipartition (Sect. 

II.C.3) we require this function in the inviscid limit, where it is independent of w. 

[2] It is unlikely that the basilar membrane impedance is dominated by the mechan­

ics of the basilar membrane itself. If, for example, the damping elements simply arose 

from internal viscosity of the membrane or interaction with the surrounding fluids, 

then all of the power in the incoming signal would be lost, and none of it delivered to 

the stereocilia. Since the threshold power is essentially equal to the thermal noise 

power in the experimentally observed detection bandwidths (cf. Sect. II.C.3), this is an 

impossible situation. 

Consider instead that the local displacement of the membrane z8M is coupled to 

the displacement of the stereocilia x5 . Then we will have 

(C.13) 

where as is the stereocilium response function to forces F5 applied directly to the 

cilium and r is a coupling strength; similarly, by reciprocity, 

(C.14) 

Solving these equations it may be shown that, in the absence of forces directly applied 

to the cilium, the membrane responds to applied forces with an effective impedance 
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Z~(w) = ZaM (w) + (iw)-l 1 + f~~)~s (w) . (C.15) 

In the limit of strong coupling (f- oo), we see that the basilar membrane directly 

reflects the impedance of the cilia, so that if the latter exhibit an active resonance, so 

will the apparent impedance of the membrane, as promised in the text. 

D. Radiationless transitions via the Bloch equations 

In the case of a two-state system, the model Hamiltonian can be written either in 

terms of fermion creation and annihilation operators or in terms of Pauli spin 

matrices, subject to the following identifications: 

(0.1a) 

cr+ = c(c2 (0.1b) 

The Hamiltonian of Eq. (III.A.3.40) therefore becomes 

(0.2) 

where e = e 1- e2 and similarly for D. Comparing this equation with Eq. (III.A.3.45), 

the stochastic coefficients of spin relaxation theory can be identified. From these 

identifications we obtain, 24 with e' = e + 2 < D >, the two time constants which 

characterize the time course of the electronic dynamics: 

00 E'' 

Ti1 = 2 ~2 J d-re-;ti., <F(t)Ff(O) + Ft(-r)F(O)> 
1f -oo . 

00 . 

Ti1 = ~ j dT[<D(-r)D(O)>-<D> 2
] + V2T1'1 • 

1f -oo 

(0.3) 

(0.4) 

To evaluate these formulae we require a method of computing correlation functions, 

such as V2 < Ff( -r) F (0) >. By analogy with the time-ordered generating function of 

Eq. (III.A.3.39), we have 
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where a 1 = a (t1), etc, and 

For the harmonic approximation, this method is sufficient to cast the calculation 

of relevant correlation functions into two c-number Gaussian integrals over N four-

dimensional variables, where N is the number of vibrational modes (recall that F is a 

Gaussian function of a and a f). The Gaussian character of the generating functions 

stems from the harmonic approximation. If anharmonic effects are to be incorporated, 

higher-order Green's functions contribute higher cumulants to the generating func-

tions. It should be stressed, however, that the only modification needed in the above 

method is in the generating function. In particular, the calculation of F need not be 

changed, although it may be convenient to do so. 

When a system contains a only single vibrational mode and the frequency shift, 

p/ w', is small, then in the harmonic approximation we find: 

Ti1 == 2 ~2 j d-r expl-i (E/1r+(li+lf2)p)T + 7]
2(x+y-21i-l)l 

1'£ -oo 

{3 = If2lnl!!!:::1!...1 
w+p 

(D.7) 

(D.8) 

(D.9) 

\. 
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(D.lO) 

(D.ll) 

(D.12) 

Before proceeding with the calculations, some interesting qualitative points may 

be noted. Loss of vibrational coherence (y), and electronic coherence (T2) occur on 

different time scales, and there is no general rule governing their relation. In the 

absence of vibrational-frequency changes between the two electronic states, T2 = 2 Th 

so that electronic coherence persists for the full time ~curse of the radiationless transi-

tion. Frequency changes can reduce T2 considerably, but we always have T2 = 2T1 in 

the low temperature limit, as may be seen from Eq. (D.8) This result, in conjunction 

with the condition for validity of perturbation theory given below, shows that 

T2 V/1r>> 1. Thus, at low temperature or when frequency changes are very small, 

electronic coherence persists for many cycles of the "exchange time," 1f/ V; this result 

is independent of other feature~ of the model, and is in agreement with experiment. 25 

Returning to the details, the integral in Eq. (D. 7) is calculated by power series 

expanding in x and y, and directly integrating the resulting exponentials in T to obtain 

a sum of Lorentzians. If the effective energy gape'= e+(v + 1h)p1f is an integer mul-

tiple of 1f w', we can use a Bessel function identity to sum the dominant terms: 

(D.13) 

where S=712, I is a modified Bessel function, and z is a dummy variable.26 
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To obtain the rate constant when the vibrational line is inhomogeneously 

broadened on a time scale faster than Th Eq. (D.7) must be convolved with the vibra-

tional lineshape; if this is Gaussian, the following result obtains, neglecting terms in 

(D.l4) 

where y' >> y is the inhomogeneous linewidth. 

These results cannot be extended analytically to non-integral values of e'/1fw', 

00 

because J de'Ti1 (e') calculated from Eq. (D.l3) would differ from the same quantity 
-oo 

correctly calculated from Eq. (D.7). This limitation can be overcome by the following 

stratagem. Viewed as a function of e', Ti1 is a sum of Lorentzians, whose peak posi-

tions are integral multiples of 1rw', and whose widths depend on y. We approximate 

the sum of all Lorentzians with fixed peak position as a Gaussian whose variance will 

be determined such that J Ti1de' = 41T V2/1r, as can be directly calculated from Eq. 

(D.7). For example, in the inhomogeneous case, 

(D.l5) 

where cr is the standard deviation of the Gaussian. We find, 

cr = 2-y'/ S . (D.l6) 

These results may be generalized to the consideration of one low frequency mode 

and several high frequency modes. Consider a set of high-frequency modes with 
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frequencies n P. and coupling constants S P.; all these modes have v =0 since 

nP. >> k8 T/1r. If in addition there is one low-frequency mode with w and S, it may 

be shown that 

2[y(n + m) + L'Yp.np.] 
X p. 

(E- l:nP.wP.- nw) 2 + (ny + .LnP. 'Y P-) 2 ' 
(D.l7) 

where the 'Y P. are damping constants for the high-frequency modes. This complicated 

expression may be simplified by considering a term with fixed nw Then for appropri­

ate definitions off, e, and V', we have 

r-1 (n) = (2 V'/1r)2L (Sv)n(S(v+l))m 2(yn+f) 
1 

P. m,n m!n! (e-nw) 2 +(yv+f) 2 '. 

(D.l8) 

which is just the result for transitions with coupling to a single phonon mode, but with 

new energy gap and matrix element, as well as a finite natural lifetime r-1 for the 

electronic state; if we take the term with nP. = 0 then only the matrix element is 

modified. 

To a reasonable approximation, we imagine that one of the terms in the sum 

over nP. will dominate. Evidently this term has the same form as that for a single­

mode model, but with renormalized parameters, as promised in the text. 

The results simplify once again in the limit that there are a large number of 

independent vibrational modes, so that integrand in Eq. (D.3) factors into a product of 

correlation functions, one for each mode: 
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(0.19) 

If the modes have incommensurate frequencies, T1 can be evaluated by the central 

limit theorem. 27 The result is Gaussian, with a mean and variance given by the sum of 

means and sum of variances, respectively, of the Fourier transforms of the individual 

correlation functions. Thus, 

-1 41T V2 
' { (E'/1r- M) 2 I 

Tl = 1f2~ exp 2s (0.20) 

and (0.21) 

Within the Condon and harmonic approximations, the central limit theorem can 

still be applied even if the modes are not independent. From above, the correlation 

function can be written as an integral over N dummy variables, with N proportional to 

the number of modes; in th~ harmonic and Condon. approximations this integral is 

Gaussian. It is always possible to bring an N-dimensional Gaussian integral into a pro-

duct of N Gaussian integrals by a change of variables, and in these new variables the 

correlation-function factors as in Eq. (0.19). Thus the above method still applies. 

The Gaussian dependence of the reaction rate on the energy. gap is called the energy 

gap law.28,29 A number of workers28,30-32 have found that, in some approximation, 

the energy gap law is valid, and this result is the basis for the interpretation of a large 

body of data on radiationless transitions. 33 

In the case of a single vibrational mode, however, Eq. (0.15) demonstrates that 

the energy-gap dependence of the transition rate has considerable structure, and is not 

well approximated by a Gaussian. This structure arises from resonances between the 

electronic energy gap and integer multiples of the vibrational frequency, and is not an 

interference effect as may occur with several modes. 34 Abram and Silbey35 have noted 
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the existence of these resonances, but a proper treatment must involve explicit con-

sideration of vibrational relaxation, as given here. 

All of the considerations presented here are based on perturbation theory in the 

electronic matrix element, V. The condition that a perturbation series converge is that 

the ratio of successive terms. be much smaller than unity. For the "slow-regime" 

theory of this Appendix, a rough argument is as follows. The first term in the reac­

tion rate expansion is the product of ( V/1r) 2 and an single integral over a two-time 

correlation function. This results in ( V/1r) 2 times a characteristic correlation time, T c, 

and in the limit of first-order perturbation theory, represents the reaction rate, T}1 • 

The second term is the product of ( V/1r) 4 and a triple integral over a four-time corre­

lation function, resulting approximately in ( V/1r) 4
T ;. Thus the expansion parameter is 

( V/1rh C' and the validity condition is 1 >> ( V/1rh c• or 1 << T1 V/1r . Given T1, the 

application of perturbation theory therefore requires V to be greaier than a minimum 

value 1r/T1• 

With these results in mind, we proceed to some considerations which are specific 

to the case of myoglobin treated in Sect. IILB. We are interested in a single mode 

model, for which Eq. (D.7) may be explicitly evaluated as 

T}l =k(w)== 4V
2

2 !,!, (Sv~m (S(v+1))n 
1r m n

'· m-On-O · 

x y(n+m) 
(E- (n-:- m)w) 2 + y 2(n + m) 2 · 

(D.22) 

The resonances as a function of w correspond to w N = E/ N, where N is an integer; 

the spacing between the N1h resonance and its neighbors is given approximately by 

wN/ N, so that for large E/w the resonances are quite closely spaced. In the case of 

myoglobin and c~rbon monoxide, the kinetic data36 indicate E == 0.3 e V, while the 

arguments of the text suggest w == 20 cm-1• This implies that E/w::::::: 120, so that 
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resonances are spaced by== 0.15 cm-1, which is very small indeed. 

The close spacing of the resonances has two implications. First, it may be seen 

from Eq. (D.22) that the range of rate constants between a resonance and "half-way 

off'' the resonance is == (t:&{J)/y) 2, where t:,.{J) is the frequency shift in moving half-way 

to the next resonance, or == 0.075 cm-1 in the present case. To achieve the three 

order-of-magnitude range reflected in the extreme non-exponential time course of the 

ligand binding reaction therefore requires 'Y == 0.005 cm-1, which is exactly what we 

found in examining Brillouin scattering and Mossbauer data, as described in the text. 

Second, the close spacing of the resonances implies that even a small amount of 

inhomogeneous broadening is sufficient to distribute molecules over several reso-

nances, invalidating the single resonance approximation of Fig. III-13. We may make 

an alternative approximation, namely that the few resonances under the inhomogene­

ous lineshape are roughly identical and that all values of frequency from one reso-

nance to the next are equally likely. This approach makes some small errors at the 

beginning and end of the time course, since extreme values of the rate constant are 

contributed by small variations from resonance to resonance, but should be sufficient 

for the rough agreement sought here. 

Thus if we measure frequency in units of the resonance spacing, then for 

Lorentzian resonances of width t:,. and peak k0, the time course of the reaction is 

k 0t k 0t 
F(t) = dxex - -1 { ) ~ P 1 + (x/ t:&) 2 1 + (x/ t:,.- 1/ t:,.) 2 ' 

. (C.23) 

where the second term indicates the effect of a the neighboring resonance. The 

effective Lorentzian width can be obtained from Eq. (D.22) by finding the dominant 

term of the series, and k 0 is given by Eq. (D.13). It is this approximation which was 

used to generate Fig. III-15. 
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E. Radiative interactions in strongly coupled systems 

Almost all our information of the dynamics of biological molecules is derived 

from the interaction of these molecules with electromagnetic radiation. In some sys­

tems, such as vision and photosynthesis, these radiative interactions have functional 

significance. As in the case of radiationless transitions between the electronic states of 

biological molecules, we expect that the radiative interactions will be accompanied by 

the absorption or emission of several vibrational quanta--the interactions are "multi­

phonon." 

The theory of multi-phonon radiative processes is somewhat more subtle than 

the theory of the corresponding radiationless processes. Some of these subtleties do 

not seem to have been noticed in the literature, and this provided the motivation to 

develop the techniques presented here. As an example, consider the absorption of 

light by a two-level system strongly coupled to a single phonon mode; the absorption 

band consists of a sequence of "vibronic lines" separated by the phonon frequency. 

Each of these lines arises from specific vibronic state to vibronic state transitions, and 

each final state has a different radiative lifetime, so that the widths of the various 

absorption lines may be quite different. In practice, radiative damping has been 

included in existing theories only phenomenologically, as an apparent lifetime for the 

electronic state independent of the vibrational modes. 37 

Problems such as that of radiation damping can be avoided in a full Green's 

function approach such as that outlined here. I shall give a bare-bones version of a 

theory which is very rich and complex, and admittedly not completely worked out. 

The limited goal of this Appendix is to derive qualitative results for the absorption 

band of a coupled system which may be applied to the vibrational spectra discussed in 

Sect. III.B.2. 

I begin with the simplest case, that in which the only matrix elements among 

electronic states are radiative in origin. If this is true, then the interaction 
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H;nr= :r,:r,[g[" (ij)ak.\ + gk.\(ij)a["]c/c1F;1, 
ij k.\ 
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(E.l) 

where the Fu arise from the canonical transformation of Eq. (III.A.3.3), with the pro­

viso that F;; -1, the a[" create photons of wave-vector k and polarization A., and the 

gk.\ (ij) are a set of coupling constants. We are interested in the photons Green's 

functions, since these can ultimately be related to the scattering and absorption cross­

sections. These functions are generated by the (un-normalized) generating functional 

A'[J] = <T[exp{-iJdtH;nr(t)- iJ(t)·a(t))}]>, 

where as before J(t)·a(t) = :r,J dt [J[" (t)ak-'(t) + H.C.]. 
k.\ 

(E.2) 

Following the manipulations of Sect. III.A.3, we may write this generating func-

tiona! in a functional integral representation: 

x <T[e-i~·a] > <T[e-iv-'] > <Texp{-i :r,J dt [g[" (ij)ak.\ (t) 
kA 

+ H. C.] Fu (t)~J.((t)!J. J (t)} >. (E.3) 

Y'\J 

We recall that <T[e-iv·c] > generates the non-interacting electron Green's func-

tions, and is therefore Gaussian, by Wick's theorem. This implies that all the integrals 

over IL and v are Gaussian and may be done exactly. The result, up to an irrelevant 

normalization constant, is 

(E.4) 

where the operator E is defined by 
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2u(t,t') = 8u8(t- t') 

+ !,!,G}0>(t-r')[g[~. (lj)ak>.(t') + H.C.]Fu(t'). 
k>. I 
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(E.5) 

Schematically we can expand Tr In 2 in powers of the coupling constants, 

Tr 1n 2 = I + II + III + IV + · · · , (E.6) 

where I= g, II = g2, etc.. To evaluate the time ordered expectation value, we may 

use the cumulant expansion, 38 which gives (again schematically) 

The first term is linear in both g and a. When substituted into Eq. (E.4) this yields 

essentially a constant offset for the variable a~ physically this corresponds to the elec-

tric field acquiring a constant mean value in response to the mean polarization .the 

electronic states, which is an uninteresting effect from the point of view of spectros-

copy. 

The second term in Eq. (E.4) is quadratic in both g and a, and therefore changes 

the photon Green's function without introducing non-Gaussian terms in the generat-

ing functional~ this change endows each photon with a finite lifetime, corresponding to 

decay of the photon via absorption. Higher order terms related to III and IV (not 

shown) correspond to effective photon-photon interactions (non~Gaussian generating 

functional), and are responsible for the conversion of one photon into another (e.g. in 

Rap1an scattering). 

The above considerations demonstrate that, so long as we are interested in 

lowest-order results for the photon self-energy, all that need be done is to evaluate 

some Gaussian functional integrals and, as it turns out, keep track of a considerable 
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number of indices. When all the dust clears, the self-energy of a photon of wavevec-

tor k and polarization A. is given to lowest order in the coupling constants by 

l:(kA.;!l) = i LKk>..(ij)g[>.. (/m)ZJ~(!l), (E.8) 
ijlm 

where 

z_(o>(n) = fd-remTIG·<O>(-r)Gw>(--r)<T[F.(-r)F (0)]> 1)/m ;I m1 IJ lm 

To obtain the absorption cross-section, we consider the photon decay rate--which is 

given by the imaginary part of the self-energy--and multiply by VIc, where V is the 

volume of the world; since the coupling constants g ~ v-'12 , this gives a finite result. 

Thus far we have considered only the radiative interactions as a perturbation to 

the zero-order Hamiltonian. If we include the radiationless transitions things in princi-

ple become much more complex, but fortunately there are some simple approxima-

tions. We saw in Sect. III.A.3 that, if frequency shifts are zero, then the vertex part 

for the electrons is small and the generating functional for the electronic Green's func-

tions remains Gaussian. In this case, we simply replace the zero-order electronic gen-

erating functional in Eq. (E.3) by the exact generating Junctional subject to the radia-

tionless interactions, and the derivation proceeds as before; the result is that the zero-

order Green's functions in Z are replaced by exact (radiationless) Green's functions. 

Equation (E.8) predicts that for a single vibrational mode the absorption spec-

trum will consist of a .. sequence of lines spaced by the vibrational frequency. If we 

include the radiationless self-energy of the electronic Green's functions, then ifwe are 

in the "slow regime" each of these vibronic lines simply acquires an excess natural 

linewidth equal to the electronic state decay rate. On the other hand, if the electronic 
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dynamics are in the extreme coherent regime, the simple pattern of vibronic lines will 

be further split by the radiationless matrix elements, since the poles of the electronic 

Green's functions are displaced from their zero-order values by real rather than ima-

ginary quantities. Of course the whole range of intermediate situations exists, and 

inhomogeneous broadening will blur the finer splittings, so that in general we expect 

the spectrum to consist of lines which are almost, but not quite, equally spaced. 

The deviation from equal spacing is especially significant when we consider not 

electronic absorption but vibrational absorption, as in Sect. III.B.2. Here the time scale 

for relaxation of the (high-frequency) mode probed by the infrared radiation (analo­

gous to the electronic degree of freedom in this discussion) is expected to be 

picoseconds, while that of the low frequency mode to which it anharmonically coupled 

. ' is of order nanoseconds. While. this may be an unusual situation, we never expect the 

relaxation of low-frequency modes to be much faster than that of high~frequency 

modes, so that the anharmonic coupling problem should always reside in at least the 

partially coherent regime where the absorption spectrum is not quite the simple pat­

tern of vibronic lines predicted by the elementary theory. 
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