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ABSTRACT 

Heavy ion beams used in biomedical studies suffer a substantial amount of 

nuclear reactions (fragmentation) as they traverse matter. Since it has been 

demonstrated that dose and linear energy transfer (LET) are not a sufficient 

description of a beam for the purpose of understanding its biological effects, 

it is necessary to be able to separate the components of a complex beam so that 

their individual effects can be analyzed. 

A simple and small assembly consisting of a thin silicon LET detector, in 

time coincidence with a thick germanium residual energy detector has been used 

in measurements of the components of Ne-20 and Si-28 high energy ion beams. 

The detector system can be placed at any experimental area without difficulty 

and it can carry out a beam analysis in a few minutes, making it very appro­

priate for fast on-line measurements and verification of beam characteristics. 

LET values measured by the silicon detector agree well with results of the 

Bethe stopping power calculations, and the dose measured for the beam compon­

ents can be used to obtain Bragg curves that are in good agreement with those 

obtained by ionization chamber measurements. The numbers and LET distribution 

of primaries and fragments at different positions of the Bragg curves, as well 

as fractional dose contributed by the different components are determined di­

rectly from the experimental data. Particle velocity distributions can be 

obtained for the higher Z fragments. Limitations and advantages of the simple 

measurement technique are discussed. 
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I. INTRODUCTION 

Heavy ions are being used in a variety of basic and applied biomedical 

studies, including cell, tissue and organ radiobiology, cancer diagnosis 

(radiography), and therapy at the Lawrence Berkeley Laboratory. In the 

majority of cases, the pure heavy-ion beams delivered by the Bevalac accel­

erator do not have the characteri st i cs of penetrat i on depth, cross-sect iona 1 

width, or Bragg peak width that are desired for a specific application. Metal 

foils, rotating or fixed ridge filters, and/or variable depth absorbers are 

then interposed between the beam delivery port and the subject of irradiation, 

generating a substantial number of fragment nuclei in the beam. 

Fragmentat ion events are quite common for the part i c 1 es and energ i es of 

interest in biomedical applications. Four types of fragmentation events are 

shown in Figure 1, which are photomicrographs of tracks in photographic 

emulsion: (a) A pure prOjectile fragmentation in which two heavy fragments 

(dense tracks) and two protons were produced; these are very rare events. (b) A 

pure projectile fragmentation in which multiple light fragments are generated; 

this type of event is more common. (c) Projectile fragmentation with target 

breakup. A 2 GeV/nucleon argon particle strikes a small nucleus and both 

breakup. This is an excellent example of transverse momentum transfer in a 

collision, with the projectile fragments undergoing a drastic collective 

deflection. The scale bar corresponds to 50 micrometers. Finally, (d) shows 

the catastrophic destr~ction of prOjectile and target nuclei. This is most 

inc i dent high energy argon part i c 1 e. 
_1 

The scale bar corresponds to 100 ~m 

This kind of event would be very rare in soft tissues. In water, events of the 

second type and those in which one nucleus fragments into one particle which is 

still heavy and a number of light fragments are the most common reactions, as 

our measurements show below. 
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~igure 1 
eavy lon fragmentation effects . Four kinds of pro jecti le and target frag -

mentation event s : (a) and (b) are pure projectile fragmentation cases in wh ic h 
the beam parti c le break s up into lighter particles; cases (c) and (d) show 
events in which a targe t nu cleus also breaks up. (XBB 819 -B965A ) 
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Although we obtain reliable informationr:outinely about the dose delivered 

to a subject under all the irradiation conditions encountered, there is no ex-

perimental detailed knowledge of which particles generate the delivered dose 

and the contribution by each type of fragment. Chatterjee et al. 2 have 

described the general characteristics of the complex beams that can be used for 

biomedical applications based on information obtained frof(1 cosmic-ray data. 

Studies by Blakely et a1. 3 make use of calculated data for complex beams in 

order to understand the inactivation of human kidney cells in 'vitro by heavy-

ion beams. These studies show that dose and LET alone are not sufficient 

descriptions of a beam for the purpose of understanding its biological effects. 

It is, therefore, necessary to be able to separate the components of a beam and 

its fragments so that the possibly different biological ~ffectS of each compo-

nent can be accounted for. 

Because the process of nuclear fragmentat ion becomes cons iderab ly more 

complex as the atomic number of the ion increases, it is not possible to cal-

culate theoretically all the involved parameters. Although simplified theore­

tical calculations have been reported 4 which explain the shapes of measured 

Bragg curves in an approximate manner, the need for measurements of particle 

fragmentation is evident. 

The analysis of particle tracks in photographic emulsion is an accurate 

way to study fragmentation. Jain showed in 1959 5 how heavy ions from cosmic 

radiation and their fragments could be identified in terms of the results of 

their interaction with the emulsion material. The technique has since been 

refined considerably6,7 and that author is now carrying out the analysis of 

Bevalac heavy ion beams similar to the ones whose characterjstics will be 
8 

reported here. Plastic detectors can also be used for the characterization of 

heavy ion beams in terms of LET and measurement of particle numbers vs. depth 
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of penetration 9 ,lO,11 although the method does not allow a distinction between 

particles of different atomic charge if they have similar LET. 

Characterization measurements of Bevalac beams with plastic detectors have 

recently been completed by Benton,12 with results in the LET 

distributions in good agreement with the ones reported here. Although the emul­

sion method can give complete information about beam structure, it may take 

severa 1 days to process enough events to characteri ze one set of beam 

conditions. The more limited information obtainable from plastics can be made 

available to a beam user within several hours. 

An extensive program exists at the Lawrence Berkeley Laboratory to provide 

detailed and accurate information on the fundamental nuclear processes occur­

ring in the ion beams of biomedical interest 13 ,14 using time-of-flight methods 

and multidetector telescopes. The measurements carried out in that project 

require a dedicated beam line and a long processing time. We feel that a 

practical measurement method that can be used routinely in support of a bio­

medical research program should involve processing times of a few minutes and 

provide a biologist or a physician with reasonably accurate information about 

particle composition and dose contributed by each different nucleus in any of 

the large number of experimental configurations that can be set-up. The infor­

mation does not need to separate different isotopes of a same element, for 

example, but it should be reliable and reproducible. 

During investigations of the possible use of solid-state detectors for 

heavy-ion radiography and tomographylS it became evident that detector 

configurations similar to the ones that were useful for those tasks were also 

applicable to beam quality analysis and could fulfill the requirements of speed 

indicated above. Fundamentally, a thin solid state detector (a few hundred 

micrometers of silicon), which can be considered to behave like a dense small 
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ionization chamber, measures the LET of traversing particles. A second thick 

detector (several centimeters of germanium) can then be used to measure the 

residual energy of particles. Knowledge of those two parameters can result in 

the identification of a particle's atomic charge. Although the process is not 

as precise as that of more complex detector arrangements, it appears possible 

to sacrifice some accuracy in favor of simplicity and ease of obtaining useful 

information. This paper will describe the detector and electronics configura­

t ion used for beam characteri zat ion experiments, di scuss the methods of data 

analysis, and show the results of measurements with Ne-20 and Si-28 ion beams. 

A critical review of the data presented indicates both the advantages and 

disadvantages of the technique. 

II. DETECTOR CHARACTERISTICS AND CONFIGURATION 

Solid-state detectors exhibit three distinct characteristics which make 

them suitable for the purpose on hand: linearity, stability, and ease of 

calibration. The charge generated by ionizing radiation in the depletion 

region of a solid state detector is obtained from the expression 

Q = E(eV) x 1.6 x 10-19 (coul)/€ (eV) ( 1) 

where E is the energy depos ited in the dep 1 et i on reg i on, and € is the 

average ionization energy needed to create one electron-hole pair. The 

value of € for silicon detectors at room temperature is 3.65 eV, and that 

of germanium at 77 K is 2.98 eV. These values depend principally on the 

band gap potential of the semiconductor material, which changes only by a 

few parts in 104 per °c of temperature change. The near constancy of € 
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with changes in temperature accounts for the stabil ity of sol id-state 

detectors. 

The value of £ is not totally independent of the rate of energy loss 

of the ionizing radiation in the detector material. For dense ionization 

tracks, as in the case of alpha particles, the effective values of £ are 

somewhat increased from the values given, due to recombination in the dense 

electron-hole plasma of the tracks. No definitive measurements of the 

dependence of £ with atomic charge Z and particle velocity have been car­

ried out to date with heavy ions at the energies of interest for biomedical 

work. From work carried out for ions from neon to gold between energies of 

5 to 160 MeV, stopping fully in a silicon surface barrier detector,16' it is 

clear that a "pulse height defect" exists in those detectors. For Z=14, 

for example, the effect can be described by an increase in £ of 0.6%; we do 

not expect the magnitude of such variations to be important for our pur­

poses until we measure ions much heavier than silicon. 

The basic calibration procedure for solid state detectors is simple in 

principle. If a voltage step of magnitude Vcal is fed through a cal ibra­

tion capacitor Ccal to the input of a charge integrating amplifier, the 

charge delivered is 

(2 ) 

provided that Ccal is much smaller than the input capacitance of the 

integrating amplifier. It is, therefore, possible. to simulate particles 

that would deposit a given energy E into a depletion region of a detector 

by equating Equations (1) and (2), solving for Vcal ' and delivering a 

voltage step of the correct magnitude to the Ccal of the preampl ifier 
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circuits. In practice, a number of small cumulative errors in the 

procedure require that a reference source of ionizing radiation be used to 

establish an absolute calibration for a detector system. 

We use the primary beam particles at the "plateau" region of their 

Bragg curve for that purpose. From their range, measured by ionization 

chambers and a variable water column absorber, we can calculate the energy 

and the rate of energy loss expected using standard methods. We can then 

establish a practical calibration for a particular beam. We consistently 

find differences between the "basic" and practical calibrations of less 

than 10%. We also need to change the calibration factors for a given beam 

at different ranges (different water absorber lengths) by a few percent in 

order for the calculated rates of energy loss for primary particles and the 

measured ones to coincide. A detailed analysis of those effects is beyond 

the scope of the present work. 

Figure 2 shows schematically a typical measurement setup in one of the 

Bevatron experimental areas. A 0.44 cm water equivalent plastic 

scintillator is located near the beam port to count all the beam particles 

delivered during a measurement. We call this detector the upstream counter 

(UC). After the beam modifying equipment, the detector system is placed 

with the silicon detector at the position where the beam quality needs to 

be established. The inset of Figure 2 shows some details of the windows 

and detector configuration. The germanium detector is operated in vacuum, 

at liquid nitrogen temperature, while the silicon detector is in air, just 

outside the cryostat. 

Figure 3 shows schematically the basic configuration of detectors and 

preamplifiers used in the experiments. The dE/dx (LET) detector consists 

of a 300 11m (approximately 586 11m water equivalent) thick silicon p-n 
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~i ~ure 2 
c ematTc drawing of the experimental setup used in the measurements reported 

in this paper. The inset describes the detector system. with the windows for 
1 i ght and vacuum tightness. The german i um detector is kept in a cryostat. at 
liquid nitrogen temperature (770K). (XBL 808-3609) 
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;ifiure 3 
c ematTc description of the silicon-germanium detector system for beam charac-

terization. A thin silicon dE/dx detector measures LET and is followed by a 
th ick germanium detector which measures res idua 1 energy. The two parameters 
can identify the atomic number of a particle in most cases. An anticoincidence 
guard ring in the silicon detector defines the active region and prevents 
pile-up of signals in the germanium detector. (XBL 8211-7470) 
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junction of 0.75 cm diameter surrounded by a silicon guard ring on the same 

wafer of 2.2 cm outer diameter. The center region is the active detector 

whose ch arge is co 11 ected by the dEl dx pre amp 1 if i er, and after su it ab 1 e 

pulse processing is digitized and stored as an LET value. The guard ring 

fulfills two functions: it defines the active central region wih high 

accuracy and it provides signals that can be used to veto a detected 

part icle event if two or more particles would arrive at the germanium 

residual energy detector too close in time to be unambiguously separated by 

the pulse processing electronics. 

The average energy deposited in the thickness of the LET detector can 

be calculated by the standard Bethe stopping power formula l7 : 

-dEldx 2 4 2 2 2 = (4wz e Imc 2e2 )NZ{ln[2mc 2e II(l-e )]-a + correction terms} (3 ) 

where: z = the charge of the incident particle; 

NZ = the number of electrons per unit volume in the 

medium; 

e = the velocity of the incident particle in units 

of the velocity of light, c; 

1 = the mean excitation potential of the medium; 

e = the electronic charge; 

The Bethe formula is generally understood to be correct to within 2 or 3%. 

This sets the limit of accuracy in our LET calibration procedure. 

The energy deposited by a charged particle in a thin detector follows a 

probability distribution given by the well known Vavilov distribution. IS In 

addition, electronic noise in the detector system, a spread in particle 
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incidence angles, range straggling in absorbers, and the presence of fragments 

with the same atomic number Z as the primary particles (but with deficiency of 

one or more neutrons), can broaden the measured primary spectrum. In the 

measurements reported here, the electronic noise contribution is negligible and 

the other effects will dominate the width of the observed spectra. 

Figures 4a,b, and c show LET spectra obtained by the silicon detector for 

a Ne-20 beam with a residual range of 32.3 cm in water after passing through a 

thin Pb upstream scatterer (0.08 cm), several foils in the beam line for 

monitoring equipment, 1.25 cm thick plastic walls of the variable water column 

(we) and 0,13.61 and 31.9 cm of water absorber, respectively. The primary 

peaks appear prominently at the right of the figures. 

Figure 4a shows some particles with lower LET than the primaries. They 

have been generated by fragmentation in the various absorbers indicated above. 

In Figure 4b distinct peaks caused principally by fragmentation in the water 

absorber are observable. Peaks corresponding to fragments down to Z=5 are 

separable. For Z=4 and below, the peaks have coalesced in this simple 

histogram. The Vavi10v distribution has a high energy tail that is most 

prominent when the detector is relatively thin. For the present case with 

heavy ions, a 300 micrometer silicon detector in the plateau region of the 
18 

Bragg curve is not too thin (parameter K = 2.5) that the distribution is 

nearly Gaussian, as in Figures 4a and b. The calculated full width at half 

maximum (FWHM) of the Vavi10v distribution for the case of Figure 4b is 3.35 

keV/~m of water, which is essentially the FWHM of the measured peak. 

As the width of the water absorber is increased, the shape of the Vavi10v 

distribution for the primary LET peak should become more Gaussian-like than 

that of Figure 4b, but for monoenergetic particles, the calculated FWHM of the 

distribution should remain nearly equal to that case. The experimental 
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lstributions for a 670 Ne-20 beam after passing through 0.08 cm Pb 

scatterer far upstream, several thin foils, and 1.25 cm plastic (water column 
walls). (a) water column = 0 cm. Some fragments are apparent in addition to 
the main LET peak from the primaries. (b) we = 13.61 cm. Fragments from F to 
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The primary peak, at 30.3 keV/\IITI, is found to follow the Landau-Vavilov 
distribution with the correct FWHM. (c) we = 31.9 cm (residual range = 
0.4 cm). The primary peak has been broadened considerably by range straggling 
and the presence of Ne-19 (long tail). The Vavilov value for FWHM of a mono­
energetic beam is shown in the figure. (XBL 837-10786) 
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resu lts, Fi gure 4c, show a primary peak that broadens cons iderab ly as the 

Bragg peak is approached, indicating the dominance of the range straggl ing 

effects, the presence of Ne-19 fragments, and possibly a wider spread in 

incidence angle of the particles. The theoretical FWHM of the corresponding 

Vavilov distribution for a monoenergetic beam is indicated in the figure. 

Because of the large number of low LET particles near the Bragg peak, the low 

LET cutoff for Figure-4c was set high (12.5 keV/~m water) in order to allow the 

display of the" primary peak in a reasonable vertical scale. 

The residual energy detector consists of two prisms of ultra high purity 

germanium forming p-n junctions of 1.5 x 1.5 cm cross section, and a total 

length of 5.5 centimeters or (18.7 cm water equivalent). The signals from both 

detectors are added at the preamp 1 if i er input, and the proces sed sign ali s 

proportional to the residual energy of a particle if it stops fully in the 

detector, or to the integral of the individual particle Bragg curve between the 

entrance and exit surfaces of the detector for those particles that do not stop 

in the germanium detectors. The proportionality between residual energy of a 

Ne-20 and the signal from a germanium detector has been demonstrated. lS 

Fragmentation of particles can occur in the detectors, with effects that 

are most important in the germanium detector. The lateral dimensions of the 

germanium detector were made twice the diameter of the central region of the 

dE/dx detector in an attempt to catch as many of the fragments generated in the 

germanium detector as possible. Also, the beam composition near the Bragg peak 

may contain particles that travel at substantial angles with respect to the 

original beam direction. The larger germanium detector dimensions are intended 

to help identify those particles. For that same reason, the distance between 

the silicon and the germanium detectors has been kept as small as possible, 

approximately 0.5 cm. 
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III. ELECTRONICS AND SYSTEM CHARACTERISTICS 

The signals from the dE/dx and E detectors are integrated by charge 

sensitive amplifiers and further processed by pseudo-Gaussian shaping 

amplifiers. An event is recorded whenever a particle arrives at the central 

reg i on of the dEl dx detector and is not preceded or fo 11 owed too c lose 1 y by 

another particle in the same region or in the guard region of the same 

detector, thus avoiding an erroneous result due to pile-up in the silicon 

and/or the german i urn detector channels. The two regi ons of the s i 1 icon 

detector are also used together to count all the particles that deposit energy 

above a certain threshold. We call that function of the silicon detector the 

downstream counter (DC). 

A calculation of the energy that a single fast proton would leave in the 

LET detector, and that of a heavy ion near the Bragg peak, ind i cates that the 

dynamic range of the measurement attempted is of the order of 1:2000. The 

operation of readily available event discriminator circuits at dynamic ranges 

larger than approximately 1:200 has not been possible. For that reason, the 

measurements reported in this paper have been carried out with event 

discriminators set at the relatively high LET values of approximately 1.0 

keV/].Jm of water. The effect of the discriminator settings is to neglect very 

low LET particles in the analysis. They appear to have a strong contribution 

to the number of particles found at regions near and past the Bragg peak, but 

only represents a small contribution to the dose. Discriminator circuits are 

now under development at the Lawrence Berkeley Laboratory which will allow us 

to correct in great part the above deficiency. 

The pile-up rejection circuit considers any events occurring within 300 

nsec as a single event. The width of this time interval is determined by the 

characteristics of amplifiers needed to implement large dynamic range event 
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discriminations, as discussed above. Experiments are carr1ed out at particle 

fluences sufficiently low (104 particles per cm2 per beam pulse lasting 

approximately 0.6 seconds) to make it highly unlikely that two primary 

particles will deposit energy in the central region of the silicon detector 

within such a short time. When a primary particle fragments in an absorber 

prior to arriving at the detector, however, all the fragments that move forward 

in a tight cone may strike the detector within that time interval and will, 

therefore, be recorded as one event. If the fragmentation consists of one high 

Z particle and one or' several low Z particles, the resulting detected event 

will be, in all appearances, one with the single high Z particle because LET is 

proportional to Z2. The existence of the low Z particles then results in some 

broadening of the obtained spectra. The sum of the LET values of all the 

particles in a cluster is recorded, although their individual contribution 

cannot be estab 1 i shed. I n order to avo i d th i s amb i gu i ty, subn anosecond 

measurement capabilities are required as in Reference 14 which uses 

time-of -f 1 i ght methods. Our requirement for simplicity and portability 

precludes the use of such techniques. 

Particle events that pass the timing tests described above are accepted, 

digitized, and stored in a 33 megaword disk through a CAMAC interface on a PDP 

11/34 computer. Pul~e processing time for the signals is approximately 2 ~sec 

for the detector electronics, 80 ~sec for digitizing, and approximately 35 ~sec 

for read and storage operations. A maximum acquisition rate of approximately 

32,000 words per second was demonstrated for the computer data acqui s it ion 

system, grouping six words per event. The relatively slow speed of the 

digitizing operation is a reasonable match for the read, transfer, and storage 

characteristics of the computer and disk system. 
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During data acquisition, or off-line at a later time, the data stream is 

analyzed by the PDP 11/34 computer with the assistance of a fast array 

processor. A two-dimensional histogram of dE/dx vs E is generated with data 

that meet a certain number of criteria, e.g., minimum and/or maximum energy in 

any 'of the variables, data that belong to a specific beam pulse of the Bevalac. 

The processor completes the tests and histograms of 20,000 events in a few 

seconds. The histogram is displayed in a 128 x 128 color or b/w video display. 

Analysis programs then take over the task of identifying the particles 

corresponding to each element of atomic number Z in the two-dimensional 

histogram and to carry out desired calculations. 

IV. TWO-DIMENSIONAL DATA ANLAYSIS 

The technique of particle identification from the time-coincident dE/dx 

and E signals was used with heavy-ion beams of biomedical interest at the 

Lawrence Berkeley Laboratory by Maccabee 19 and Maccabee and Ritter20. 

Goulding and Harvey21 reviewed the field of particle identification, and 

contributed important algorithms and circuits to the art. Schimmerling and 

Curtis22 made time-of-f1ight measurements with 3.5 GeV nitrogen ions. 

Schimmerling et al,14 used an identification algorithm developed by Greiner23 

based on a least-squares method. There is, in addition, a large number of 

examples in the literature of the use of dE/dx vs. E and time-of-flight 

information for particle identification. 

We have encountered substantial problems, however, in attempting to 

analyze our data by methods that are usually intended for particle 

identification after thin absorbers. In the interest of data analysis speed, 

we have also rejected particle-by-particle "analysis methods, and have 
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concentrated our effort in analysis methods that could work globally on a 

two-dimensional hystogram of all the data acquired. 

The most valuable option we have found is based on a calculation of the 

loci of dE/dx vs. E for the different particles that can be found as a result 

of an experiment from first principles, from the detector calibration 

parameters, and the known thickness of the detectors. With very minor 

corrections to the calibration parameters, we invariably find that the detected 

particles cluster around the calculated loci. 

Figure Sa shows a two-dimensional histogram of dE/dx (or LET) vs. E for a 

Ne-20 beam with a residual range of 1.4 cm after passing through a water column 

of 31.9 cm. Figure Sb shows the calculated loci overlaying the experimental 

results~ Fragments that appear at the high E side (right) in a particular 

locus are those that are generated in the upstream side of the absorber, while 

those appearing towards the low E side have been generated nearer the detector .. 

The analysis procedure assigns every cell of the two-dimensional histogram to a 

particular value of Z depending on its distance to the individual calculated 

loci. In this manner the components of a beam can be rapidly separated 

automatically and individual two-dimensional histograms corresponding to each 

value of Z can be obtained for further analysis. 

Fragmentation of particles with high residual energy in the long germanium 

detector presents only minor difficulties in the analysis, since the par~icles 

leave their correct value of LET in the silicon detector and their 

identification is not complicated by the curved loci of the low residual energy 

particles. Figure 6 shows a two-dimensional histogram for the same Ne-20 beam 

as in Figure S, but with a total of approximately 1.S cm water equivalent 

absorber on 1 y. Particles along the horizontal line are the result of 
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E(MeV) 

b) 
~irTe 5 a wo-=dimensiona1 histogram of LET (ordinate) vs. residual energy (abcissa) 
for a 670 MeV/n (Bevatron extraction energy) Ne-20 beam, after passing through 
a 0.08 cm. Pb scattering foil far upstream, and a 31.9 cm water absorber. The 
lighter locus at the top left· corresponds to the surviving primaries, with each 
gray 1 i ne correspond i ng to fragment s of decreas i ng atomi c number by l. At 
bot tom left one can observe numerous 1 i ght fragment s. Br i ghter pi xe 1 s cor­
respond to higher number of particles of the corresponding LET and residual 
energy. (b) Theoretical loci corresponding to the various values of Z 
calculated form first principles and the detector cal ibrat ion parameters 
superimposed on experimental results. Only minor adjustments (a few percent) 
are needed to secure the fi t between theory and exper iment. The theoret i cal 
loci are used in assigning pixels in the histogram to specific values of Z for 
analysis. (XBB 837-6241A) 
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~igude 6 . 
wo- lmensional histogram with superimposed theoretical loci (points' or lines) 

for the same 670 Ne-20 beam of Figure 3, but with 1.5 cm water absorber. The 
bright large spot corresponds to unfragmented primaries not stopping in the 
thick germanium detector. The "tai 1" to the left is due to fragmentat ion in 
the germanium detector. (XBB 837-6243A) 
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fragmentation in the germanium detector, but are unambiguously identified as 

primary neon. 

Particles of identical Z, but different A cannot be separated in our 

measurement. The stat i st ica 1 fl uctuat ions in the energy depos ited by the 

particles in the detectors (Vavilov distribution) are of sufficient magnitude 

to make that fine distinction impossible. 

The water equivalent length of the germanium detector is not sufficient to 

stop all the particles in many cases. The loci of dE/dx vs. E then do not 

consist of simple curves, but they exhibit folding into the locus of a 

neighbouring Z, as in the case of Figure 5 for Z=6 and below. When this effect 

occurs, it is not possible to assign particles to the different values of Z 

unambiguously. For that reason the data presented in this paper for low Z 

particles are usually presented in groups. This is a necessary limitation of 

the simplicity of the detector -system. It could be corrected, in part, by 

making a longer germanium detector. 

V. MEASUREMENT OF INDIVIDUAL PARTICLE LET 

The first measurements of average LET (track average) to be reported here 

correspond to Ne-20 and Si-28 beams of 670 Mev/nucleon nominal energy (Bevalac 

extract ion energy), in standard irradi at ion setups. The Bragg curves measured 

for the central 1 cm diameter region of the beams by ionization chambers are 

shown by solid lines in Figures 7a and 7b. The thickness of the upstream Pb 

scatterers was 0.32 and 0.27 cm, respectively. The depths of the water column 

for which measurements are reported appear as solid circles in the same 

figures. 
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Average LET for individual values of Z has been calculated from 

projections onto the vertical axis of two-dimensional spectra like those of 

Figures 5 and 6 in which the individual components have previously been 

separated. The quantity measured directly is energy deposited in the silicon 

detector, which is converted to stopping power by dividing by the detector 

thickness_ The stopping power in water is obtained from that in silicon by 

dividing by 1.95, a factor that remains essentially constant at all the 

energies of interest. The fitting of the experimental results in 

two-dimensions at different water column absorber settings by the theoretical 

particle loci for component separation has sometimes required small adjustments 

(typically 2 to 5%) in the calibration factors of the detector electronics, as 

i nd i cated above. 

Figures 8a and 8b show the calculated values of average LET in water for 

the primary particles Ne-20 and Si-28 (solid lines) obtained from Equation 1. 

The experimental track averages for the same primaries at different water 

absorber set t i ngs used are also shown. The agreement imp 1 i es that with i n the 

small corrections that we sometimes apply to the calibration factors, the 

measurements agree .with theory. 

Figure 8a also shows the measured track average LET for individual 

fragments with atomic numbers 6 to 9_ LET values for fragments with values of 

Z(5 have been grouped into one single curve because the individual components 

are difficult to separate. Figure 8b shows similar results for the 5i-28 

measurements. Average LET for fragments with Z=9 have been presented in a one 

curve. 

An estimate of the statistical errors in the measuremen.t of average LET 

has been done in a simplified manner by noting that the individual particle LET 

spectra at different points of the Bragg curve is roughly Gaussian, with the 
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largest departures at points near the Bragg peak. For a sampled Gaussian 

distribution in which the number of counts in each sample bin is Poisson 

distributed (our case), determination of the centroid by the simple method of 

finding the first moment and dividing by the number of particles yields a 

standard error which is proportional to the standard deviation of the Gaussian 

shape divided by the square root of the total number of counts in the Gaussian. 

The proportionality constant is dependent on the actual shape, but can be 

expected to be near unity24. 

With the number of particles accepted at each point of the experiments 

(10,000 or 20,000), we find that the largest standard errors in the values 

plotted for individual values of Z in Figures 8a and 8b are approximately 

keV/~m, which correspond to the case of the very broad distribution in LET of 

Z=13 particles (A1) in the Si-28 beam near the Bragg peak. This corresponds to 

less than 1% standard error in that particular case. At most other points the 

statistical errors are substantially smaller. For that reason, no error bars 

have been included in Figures 8a and 8b; forcing the average primary LET to 

fit the results of Equation 1 can result in errors of + 2 or 3% at any point in 

the graphs. 

VI. MEASUREMENT OF BEAM COMPOSITION 

The determination of the numbers of particles of each individual atomic 

number existing in a complex beam has been approached in two steps: 

(1) Finding the probability that a primary particle being delivered by the 

accelerator will arrive at the LET detector in any form (as an unfragmented 

primary, as a single secondary, or as a cluster of secondaries), and 

(2) finding an unbiased probability distribution that a detected particle will 
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consist of an ion of atomic number Z (which could be accompanied by lighter 

ions, as discussed above). 

The first probability, which we call transmission, T, is obtained by 

dividing the number of counts in the downstream counter (DC) by the number of 

counts in the upstream counter (UC). When normalized by the ratio obtained at 

zero water absorber, the values of T for a given beam delivery configuration 

are an indication of the appearance or disappearance of particles in the area 

covered by the LET detector as the amount of absorber is increased. The DC 

functions at high speed, undeterred by the digitizing time of ADCs or computer 

storage delays. 

The second probability is obtained from the dE/dx vs. E histograms. Since 

the data acquisition system requires the same amount of time to process an 

event, regardless of the magnitude of any parameters, the two-dimensional 

histogram is unbiased, i.e., the probability of an event being recognized by 

the computer system for digitization is independent of the magnitude of the 

parameters of the previous event or of itself. After a two-dimensional 

histogram has been acquired and the different components separated by the 

analysis process described above, a division by the total number of events 

recorded yields the desired probability distribution, p(Z). 

The product T x p(Z) is then the probability P(Z) that a primary ion being 

de 1 i vered by the acce 1 er ator arr i ves at the LET detector as an i on of atomi c 

number Z or as an ion cluster with one of them having a high atomic number Z, 

the rest being of low atomic number. Again, we cannot distinguish between the 

two cases. 

Speci al care has to be taken in measurements of T with a guard ring 

silicon detector. If one were to use only the center region of the detector as 

DC, large signals in the guard region will result in a small signal fed to the 
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center region through the capacitance between the two regions. That signal 

will trigger the counter, resulting in erroneous values of T (too high) at 

regions near the Bragg peak (where signals from primaries are large). We use 

the two regions of the silicon detector together to avoid the problem.' Also, 

the discriminator settings for the DC have to be low enough so that, as we 

approach the Bragg peak, the observed 1 arge number of 1 i ght fragments is 

properly recorded by the DC. Otherwise, too low values of T are obtained. 

With the approximately 1 keVl!.Im setting of the discriminator, we have been able 

to measure T and p(z) sufficiently well to reconstruct the Bragg curves for 

neon and silicon beams with reasonable accuracy. T remains close to unity 

until the vicinity of the Bragg peak, where it starts dropping. Figures 7a and 

7b show with solid circles the Bragg curve points reconstructed from our data. 

We are probably still missing a substantial number of low LET particles, as the 

reconstructed points past the Bragg peak are somewhat low. 

Figures 9a and 9b show the probabilities P(Z) that a primary delivered by 

the Bevatron reaches the LET detector as a particle of atomic number Z. P(Z) 

for the primaries is less than unity at 0 cm absorber because of the presence 

of upstream lead absorber, water column windows, and ion chambers in the beam 

line. The data presented for each value of Z, including the primary particles, 

include the isotope with one neutron less than the stable isotope of the same 

Z. The primaries exhibit a mean free path of 19.83 cm for the Ne and 15.50 cm 

for silicon. It is interesting to compare this value with other experimental 

and theoretical results. Lindstrom et a1.25 measured absorption cross sections 

(j for C-12, 0-16 and Ar-40 beams at near 2 GeV/n for a number of targets 

between Hand U. They found that (j can be expressed as: 

(j = 2 1/3 1/3 2 
~ ro (AB + AT - b ) ( 4) 
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with errors less than 10% for all the particles studied, where AB'T are the 

atomic numbers of the beams and target particles, b is an overlap parameter 

which depends on the particles, and ro = 1.29 x 10-13 cm. The cross sections 

obtained from equation (4) are in excellent agreement with the theoretical 

calculations of Townsend et a1. 26 at 2 GeV. For the range of energies of our 

measurements, the theory predicts a decrease in cross sections of approximately 

20% for a Ne-20 beam and 10% for A-27 (close to Si-28). With those cor­

rections, the predicted mean free· paths for our beams are 18.55 cm and 14.35, 

respectively, which are reasonably close to our measurements. The differences 

could be due to the inclusion of Ne-19 and Si-27 fragments with the primary 

particles. 

Individual values of P{Z) are also shown in Figure 9a for values of Z from 

6 to 9. The separation of particles below Z=6 cannot be carried out with 

accuracy. We present, therefore, one curve indicating P{Z) for atomic numbers 

of 5 and below. The large number of particles in that curve is due principally 

to the lightest measurable fragments. 

Figure 9b shows corresponding results of P{Z) for the silicon primary 

beam. Individual curves for Z = 10 to 13 are shown, as well as one curve for Z 

(9. The low energy threshold of the measurement was not low enough to detect 

individual protons. 

The calculation of statistical errors in the particle numbers follows in a 
27 

straightforward manner from considerations relative to Monte Carlo methods. 

A measured probability P{l) that a primary particle ends up with a particular 

value of Z will be correct to + E with 95% confidence when: 

E = 21/[N/P{1-P)] (5) 
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where N = total number of primary particles measured, and P is approximated by 

MIN, M being the number of primaries found to have fragmented to the given Z. 

Error bars corresponding to 95% confidence in the values of Figures 9a and b 

would extend to approximately! 10% of the plotted results for all individual 

secondary curve~, to approximately! 5% for primaries and to approximately! 1% 

for the low Z groups. 

VII. FRACTION OF DOSE DUE TO FRAGMENTS 

The two-dimensional histograms of dEldx vs. E obtained at different points 

in the Bragg curve of a heavy ion beam contain all the information needed to 

calculate a number of parameters of interest to radiobiologists and therapist? 

The simplest cases correspond to calculations of track and dose average LETs of 

the complete beam, of individual components or of groups of components. During 

the process of breaking down a two-dimensional histogram into its components of 

different Z, the data processing programs calculate the first and second 

moments of the LET histograms for each value of Z. 

Track average LET for a group of particles with values of Z from Zi to Zj 

is calculated from: 

Z. (InNn x LET n) Zk J 

LETt = L: (In Nn)Z (6) 
k 

Zk=Zi 

where N is the number of particles in one bin for the LET histogram of n 

particles Zk' LETn is the LET of that bin, and the summation over n is over all 

the bins in the histogram. 
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The dose average LET is obtained from: 

Z. 
1 2 

L: 
(I N x (LET n) ) Zk 

LETd 
n = n (7) 
(I Nn x LET) 

Zk = Zi 
n n Zk 

As an example of a whole beam LET and dose distribution, Figure lOa shows the 

LET distribution for the 670 Mev/nucleon Si-28 beam at a residual range of 1 

cm. The large number of very low LET particles results in a graph in which the 

primaries and high Z secondaries appear very depressed. Figure lOb shows the 

corresponding dose histogram (number of particles in a channel x its LET, i.e., 

the first moment). The contribution of the primaries is now quite prominent. 

The integral of the dose distribution is also shown. Approximtely 64% of the 

dose is delivered by the primary particles at that point in the Bragg curve. 

The cumulative dose contribution by particles up to and including a 

certain value of Z is shown in Figures 7a and b. The curve for Z=9 in the case 

of Ne-20 and that for Z=13 in Si -28 correspond to the fract ion of dose 

de 1 i vered by all measured fragments. The shape of. the fragment dose 

contribution agrees reasonably well with the calculations of Lyman (Ref. 4), as 

well as the observation that at the Bragg peak position, the fraction of dose 

due to secondaries is 40 to 45% of the total dose. (Lyman's calculations were 

for a 557 MeV/nucleon Ne-20 beam, which is approximately equivalent to our 670 

Mev extraction energy beam.) 

Finally, Figures lla and b show track and dose average LETs for the 

complete beams of Ne-20 and Si-28 described in this paper. The values of track 

averaged LET, obtained from the two-dimensional histograms alone, follow very 

closely the Bragg curves of Figures 7, which is expected with values of T near 

unity. The estimates of errors in Figure 11, shown only for the dose averaged 
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LETs at 95% confidence level, have been obtained principally from the 

statistical errors in the numbers of primaries. 

VIII. VELOCITY DISTRIBUTIONS 

One of the ideas that shows promise in understanding and predicting the 

inactivation of cells by high LET radiation 3 is based on the assumption that 

particle track structure is one of the important characteristics defining the 

behavior of a beam. Three variables for each component of a beam are then 

required to describe it: fluence, particle velocity and charge. 

Fluence and charge can be obtained for a beam analyzed by the methods 

described above. Particle velocity is not measured directly by our detector 

assembly, but an approximate value of velocity can be calculated for particles 

that stop in the germanium detector. If we assume that the mass number A of a 

fragment characterized by a particular atomic number Z is only the one for the 

stable isotope, we can rescale the individual histograms for each value of Z 

obtained from the two-dimensional histogram of dE/dx vs. E (total kinetic 

energy) by making individual plots of dE/dx vs. E' (in Mev/nucleon) and then 

adding them. In the new histogram, particles in a vertical column have the 

same velocity, which can be calculated from: 

2 
B = 

2 
[1 + (E ' /931)] - 1 

2 
[1 + (E'/931)] 

(8) 

Figure l2a shows a two-dimensional histogram obtained from the 670 Mev/n 

Ne-20 beam described above, at a residual range of 0.9 cm. The primary 

particles and secondaries down to Z=6 appear to stop fully in the germanium 

detector, although there is some question about the Z=6 case. A rescaling for 

particles between Z=6 and lOis shown in Figure l2b. The abcissa is now 
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presented in MeV/nucleon. There are no fragments that are slower than the 

surviving primary particles, as one would expect if fragmentation events create 

secondaries with the same velocity as the primary at the point of collision. 

Figure l3a shows the distribution of primary particles as a function of 

energy in MeV/nucleon. Figure l3b shows the corresponding distribution for 

Z=9. Note the sharp cutoff at the low energy end, coinciding with the low 

energy cutoff of the primaries. Figure l3c shows the distribution Z=8, with a 

shape that is characteri s it ic of intermedi ate val ues of Z; Figure l3d shows 

the distribution for Z=6. The sharp cutoff at the higher energy end is caused 

by the finite length of the germanium detector. Carbon particles generated far 

upstream do not stop in the detector. The missing part of the spectrum is 

actually folded up about the high energy cut off. 

It is interesting to note that the lowest value of Z for which velocity 

can be calculated depends only on initial energy and depth of the water 

absorber. For 670 MeV /n, near the Bragg peak, Z=6 is the 1 imit, both for a 

Ne-20 and a Si-28 beam. Clearly as we lower the atomic number of the fragment, 

the first ion that will not stop fully in the residual energy detector will be 

an ion generated far upstream in the absorber, regardless of how many nucleons 

the primary ion had to loose in order to generate it. 

IX. CONCLUSION 

The development of the simple two-detector system described in this paper 

opens the possibility of measuring rapidly and with useful accuracy a number of 

beam parameters which are of importance to radiobiologists and therapists. The 

LET measurements, particle identification, dose calculations, and the 

determination of velocity distributions will be useful in studies of 

radiobiological efficiency and oxygen enhancement ratio of heavy ion beams, 
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supplementing previous theoretical calculations, and assisting in improving 

them, and in the assessment of the validity of various models for cell 

inactivation and mutation. The measurement technique will also be useful in 

absolute and comparative measurements of beam quality with new beam delivery 

systems at the Bevatron intended to minimize effects of fragmentation and beam 

nonuniformity, and for establishing the consistency of beam characteristics in 

day-to-day radiation therapy. Measurements of fragmentation in different kinds 

of tissues can also be undertaken. The detector system still needs more 

development before it can be used routinely: It will be important to increase 

the dynamic range of the event discriminators so that fragments lighter than 

the ones observed at present can be measured. We should be testing new 

circuits for that purpose in the near future. 
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