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INTRODUCTION 

The scientists and engineers of the Earth Sciences Division conduct research 
on a wide variety of geologic topics relevant to the nation's energy programs. 
This report summarizes the activities for 1983 and illustrates the breadth and 
relevance of scientific investigations appropriate to a National Laboratory 
research organization. The Earth Sciences Division has developed unique 
expertise in several of the research areas reported here and utilizes the special 
facilities available at the Lawrence Berkeley Laboratory in specific project appli­
cations. 

Although University faculty members, graduate students, and visiting scien­
tists participate with Laborat0ry staff in many investigations, the scientific 
results could not have been realized without the technical, computational, and 
managerial resources of the Laboratory. For example, the comprehensive 
analysis of the Cerro Prieto geothermal field rests heavily on data aquired in 
highly technical field investigations in the areas of reservoir engineering, geol­
ogy, and geophysics. The numerical modeling codes applied to that study 
represent a long development process in an environment of accessible comput­
ing resources. Instrumentation for borehole geophysical measurements and for 
deep electromagnetic surveys must be fabricated by a competent and profes­
sional staff. Modern computational tools and data base management systems, 
including real-time processing systems, crucial for effective geoscience investiga­
tions, can be supported in the Laboratory environment. In addition, inter­
laboratory research cooperation, joining of unique strengths, provides an 
unmatched national resource that can be brought to bear on the most complex 
problems. 

This annual report presents the research activities conducted within the prin­
cipal disciplines of the Earth Sciences Division: Reservoir Engineering and 
Hydrogeology, Geomechanics, Geophysics, and Geochemistry. We are proud 
to be able to bring you this summary of research highlights from the Division, 
and we hope in this report to convey a sense of enthusiasm and excitement for 
coming discoveries. 
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RESERVOIR ENGINEERING 
AND HYDROGEOLOGY 

The research effort of the Reservoir Engineering and Hydrogeology group is 
concerned primarily with the movement of mass and energy through rocks. 
One commonly finds that rock masses are fractured or faulted, and thus it is 
necessary to analyze the flow phenomena within both the fractures and the 
matrix. More recently, it has become clear that we must also address the prob­
lems of the complex coupling between aspects of the thermal, hydraulic, 
mechanical, and geochemical behavior of rocks. 

The topics that are summarized in this section present the results of research 
in a number of related areas within the broad fields of reservoir engineering 
and hydrogeology. Flow has been investigated in fractured porous media, in 
single fractures, and in networks of fractures under isothermal and nonisother­
mal conditions. Systems that are saturated/unsaturated and that involve the 
complexities of multiphase, multicomponent flows must be considered to 
enable a realistic handling of practical field situations. 

A significant amount of this work is concerned with theoretical studies, but 
various examples of results from field studies are also included to demonstrate 
applicability. These studies have revealed the importance of expanding the 
overail research program to include certain experimental investigations on two­
phase flow in permeable rocks. 
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HYDROLOGIC TESTING IN THE 
KLAMATH FALLS, OREGON, 
GEOTHERMAL SYSTEM 

S.M. Benson and R.D. Solbau 

The city .of Klamath Falls, in southern Oregon, is 
underlain by a shallow, near-boiling-temperature 
geothermal resource. Although the city is located oh 
the edge of the Cascade Range, the geothermal sys­
tem is characteristic of the Basin and Range Pro­
vince, which lies to the east. Hot water upwells 
along a steeply dipping normal fault and spreads 
laterally into permeable rock units near the surface. 
The subsurface lithology is extremely complex; rock 
units are faulted, fractured, and thermally altered, 
and sedimentary rocks of lacustrine and pyroclastic 
origin are interspersed with basaltic flows. 

The geothermal resource has been used since the 
1920s for space heating, domestic hot water, and 
small industrial applications. At present, over 400 
wells are being used. In 1979, the city of Klamath 
Falls established a Heating District, drilled several 
wells, and constructed a piping network through the 
city center in order to provide hot water for heating 
14 buildings. Concern over the long-term effects of 
pumping hot water from these wells resulted in a 
scientific program to assess the resource potential. 
The assessment program, coordinated by the USGS, 
consisted of geochemical studies, tracer tests, exten­
sive hydrologic testing, and long-term monitoring. 
The hydrologic tests will be discussed here. 

The hydrologic testing included a multiwell pres­
sure interference test, downhole temperature moni­
toring, an injection test, and injection well logging. 
The tests began in June 1983 and were completed by 
September 1983. 

INTERFERENCE TESTING 

In order to evaluate the hydrologic parameters of 
the geothermal aquifer and determine the impact of 
pumping and reinjection on the water levels of the 
many wells already in use, a 9-week interference test 
was conducted. This included 1 week of background 
monitoring, 3 weeks of pumping a well at a rate of 
720 gpm, 4 weeks of pumping at 690 gpm with con­
current reinjection, and 1 week of recovery monitor­
ing. During this time, 12 wells within a 1/2-mile 
radius of the pumped well were monitored for pres­
sure and temperature changes with a highly sensitive 
downhole pressure and temperature measurement 
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system designed and fabricated at Lawrence Berkeley 
Laboratory (Solbau et aI., 1981). The data from each 
of the 12 wells were transmitted to one of two cen­
tral locations for processing and recording. This 
allowed synchronous data collection and digital 
recording, which enhanced the data quality. 

Data from two of the observation wells are 
shown in Figs. I and 2. The Head well (Fig. 1) was 
located approximately 320 m from the pumped well 
and 640 m from the injection well. During the first 
3 weeks of the test, when no reinjection was taking 
place, the Head well drew down approximately 
1.2 m. Once reinjection began, the water rose to 
within 0.3 m of its pretest level. When both the 
injection well and the production well were shut in, 
the water quickly rose to its pretest level. Similar 
behavior is seen in the Page well (Fig. 2); since it is 
closer to the injection well, the water level rose 
above the pretest level once injection began. 

Because of the highly heterogeneous character of 
the reservoir, data were analyzed using a double­
porosity model (Benson, 1983). Figure 3 shows one 
of the type curve matches obtained. The shape of 
the curve is characteristic of the pressure transients 
in a double-porosity medium in which the flow 
between the matrix and fractures may be described 
by a pseudo-steady-state model. On the basis of this 
type curve match, we calculate a 'permeability­
thickness of 1.4 X 106 mdarcy-ft and a storativity of 
7.7 X 10-3 ftjpsi. It is also possible to estimate the 
parameters A and w, which quantify the distribution 
of permeability and storage capacity between the 
fractures and the matrix. However, the values may 
not be unique, as was determined from the data. 

Measurement of downhole temperatures in the 
observation wells indicated no systematic variations. 
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Figure 1. Interference data from the Head well. [XBL 
8311-4014Yj 
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Figure 2. Interference data from the Page well. [XBL 
8312-4898] 

This was consistent with the constant temperature of 
the water pumped from the production well. It can 
be inferred that pumping the system for 7 weeks did 
not have a thermal impact on the reservoir in the 
vicinity of the pumped and observation wells. 

INJECTION TESTING AND LOGGING 

During the injection test, several temperature 
profiles and a spinner survey were run. Synthesis of 
the data shown in Fig. 4 indicate that two intervals 
were accepting most of the injected fluid, one 
between 143 m and 158.5 m and a second between 
310m and 330 m. The discrete nature of the perine­
able zones is consistent with the double-porosity 
model of the reservoir. 

A pressure falloff test was conducted when the 
injection well was shut in. Analysis of the data 
shown in Fig. 5 reveals that the permeability­
thickness of the formations penetrated by the well is 
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Figure 3. Type curve match of the Page well interference 
data. [XBL 8312-2405] 
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1.3 X 106 mdarcy-ft and that the well has a large 
positive skin factor. The large skin factor indicates 
that the rocks immediately adjacent to the well bore 
are less permeable than the reservoir rocks. Large 
positive skin factors are usually indicative of near­
well-bore formation damage caused by invasion of 
drilling mud. However, there are alternative expla­
nations: a turbulent flow regime in the near-bore 
fractures or a gradual permeability reduction due to 
particulate or bacterial plugging in the formation will 
give the same result. 
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SUMMARY' 

Hydrologic tests conducted in the Klamath Falls 
hydrothermal resource indicate that the fracture sys­
tem is highly permeable and that significant quanti­
ties of hot water are stored in the less-permeable 
matrix blocks. Overall, the system behaves in a 
hydrologically uniform manner. Our evaluation of 
the test data enables us to predict with confidence 
the impact of resource utilization. By carefully con­
sidering the impact of one user upon another and 
weighing the drawbacks and benefits of alternative 
development schemes, it is possible to optimize utili­
zation of the resource. 

Regardless of the resource development scheme 
chosen, it is now clear that reinjection of pumped 
fluid will minimize drawdown associated with 
pumping and prevent long-term depletion of the 
resource. However, reinjection sites should be 
chosen to minimize thermal degradation of the reser-

REVIEW OF STUDIES CARRIED 
OUT ON THE CERRO PRIETO 
GEOTHERMAL FIELD, MEXICO 

M.J. Lippmann, N.E. Goldstein, S.E. Halfman, and 
P.A. Witherspoon 

The Cerro Prieto geothermal field is located in 
the Mexicali Valley, Baja California, Mexico, about 
30 km south of the U.S. border (Fig. 1). It has been 
in production since 1973, when it became the first 
liquid-dominated geothermal system in North Amer­
ica from which significant electrical power was pro­
duced. 

The general geologic similarity between Cerro' 
Prieto and the geothermal fields of the neighboring 
Imperial Valley (southern California) and the experi­
ence gained by the Comisi6n Federal de Electricidad 
of Mexico (CFE) in locating and developing the 
resource were the main factors that led to the sign­
ing, in 1977, of a 5-year agreement between CFE and 
the U.S. Energy Research and Development 
Administration, now the U.S. Department of Energy 
(DOE), to conduct a cooperative study of Cerro 
Prieto (Witherspoon et aI., 1978). The Lawrence 
Berkeley Laboratory coordinated U.S. technical 
activities carried out under the agreement. Because 
of the success of this cooperative program, discus-
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voir and interference with the natural hydrodynamic 
system. Reinjection wells located on the periphery 
of the geothermal system will provide the required 
pressure support and minimize thermal degradation 
of the resource. 
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sions are being held to sign a new DOE/CFE agree­
ment to study Cerro Prieto and other geothermal 
areas in Mexico. 

Exploration for geothermal energy in the Cerro 
Prieto area began in the late 1950s, and the first deep 
exploration wells were drilled in 1960/61 over the 
thermal anomaly. By early 1983, about 120 deep 
wells (up to 3550 m in depth) had been drilled, del­
ineating a good portion of the geothermal reservoir 
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Figure 1. Regional geology of the Salton Trough and 
location of the Cerro Prieto field. [XBL 801-6718A] 



(Fig. 2). Today, 180 MW of electricity is being gen­
erated; CFE, which manages and operates Cerro 
Prieto, is building two new power plants that will 
increase the output to 620 MWe by mid-1985. 

Over the years, a vast amount of data on the 
subsurface of the area and on the characteristics of 
the producing wells has been gathered, making Cerro 
Prieto one of the more thoroughly documented and 
best understood geothermal systems. 

The exploration effort that led first to the 
discovery of the field, then to the delineation of the 
resource, and finally to the definition of the subsur­
face fluid and heat circulation was reviewed during 
this year (Lippmann et aI., 1983). The studies that 
resulted in the identification of the heat and mass 
sources at Cerro Prieto, the fluid flow paths, and the 
phenomena occurring in the field in its natural state 
and under exploitation were also summarized 
(Lippmann, 1983). 

EXPLORATION AND DEVELOPMENT 
STUDIES 

The Cerro Prieto case study has demonstrated 
the value of a multidisciplinary effort for exploring 
and developing a geothermal field. 

CERRO PRIETO GEOTHERMAL FIELD 
WELL LOCATIONS 
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Figure 2. Location of geothermal wells in the Cerro 
Prieto field. [XBL 835-1804A] 
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There was no problem in recognizing the geoth­
ermal potential of the Cerro Prieto area because of 
the many obvious surface manifestations. However, 
the delineation of the geothermal reservoir at depth 
was not so straightforward. The first wells drilled 
near the abundant surface manifestations produced 
only fluids of relatively low enthalpy. Later it was 
determined that these zones of high heat loss 
corresponded to discharge areas where faults and 
fractures allowed thermal fluids to leak to the sur­
face, and not to the main geothermal reservoir. 

The early gravity and seismic refraction surveys 
provided important information on the general struc­
ture of the area. Unaware of the existence of a 
higher-density zone of hydrothermally altered sedi­
ments capping the geothermal reservoir, CFE inter­
preted the gravity data as indicating the existence of 
a basement horst in the western part of the field and 
hypothesized that the bounding faults were control­
ling the upward flow of thermal fluids. Attempting 
to penetrate the sedimentary column to reach the 
"basement horst," CFE discovered the a geothermal 
reservoir (in well M-5). The continuation of the 
geothermal aquifer (actually the {3 reservoir) east of 
the original well field was later confirmed by a deep 
exploration well (M-53). 

The experience at Cerro Prieto has shown the 
importance of chemical ratios-and geothermome­
ters in general-in establishing the subsurface tem­
peratures and fluid flow patterns. Fluid chemical 
and isotopic compositions have also been helpful in 
determining the origin of the fluids, the fluid­
production mechanisms, and the production-induced 
effects on the reservoir. 

Mineralogic and petrographic studies of well cut­
tings and cores have established that the hydrother­
mal alteration of the sediments is due to 
temperature-dependent rock-fluid interactions. The 
mineral zonation and isotopic ratios in the rocks 
helped to define the shape of the reservoir, the 
preproduction fluid flow patterns in the system, and 
its thermal history. The appearance of key 
hydrothermal minerals reflecting high subsurface 
temperatures was important in the design of new 
wells. Interpretation of temperature, geophysical, 
and lithologic well logs allowed CFE to improve the 
completion of Cerro Prieto geothermal wells. The 
analyses of these logs were also very useful in the 
development of a hydrogeologic model of the geoth­
ermal system. Well tests and reservoir modeling stu­
dies determined reservoir parameters and helped to 
define the role of certain geologic features in the 
transport and recharge of heat and mass in the geoth­
ermal system. 



Resistivity, gravity, and magnetic field surveys 
were used extensively to help define anomalies in the 
region. Although these data permitted simple initial 
interpretations, it was generally found that they con­
tained flaws. Experience at Cerro Prieto showed that 
the analyses of electrical resistivity (dipole-dipole 
and magnetotelluric) data were useful in defining the 
(resistivity) structure of the field and the location of 
faults and fronts of waters of different properties. 
These studies indicated that the reservoir region had 
higher resistivity than the surroundings because of 
the hydrothermal alteration of the shales in the reser­
voir area. The low-resistivity zone associated with 
the field was shown to be due to highly conductive 
near-surface sediments, particularly in the discharge 
areas. 

Self-potential surveys were useful for identifying 
a permeable zone that allowed the upflow of geother­
mal fluids. Gravimetry seems better than magne­
tometry to define the zone of hydrothermal 
alteration/metamorphism associated with the geoth­
ermal field. Cuttings and cores have shown mag­
netite and only sparse pyrrhotite, which explains the 
lack of a magnetic anomaly coincident with the 
reservoirs. 

The occurrence of chaotic seismic reflections 
coincident with the hydrothermal alteration zone 
suggests that seismic reflection can be a useful 
exploration method. However, other geophysical 
data will be necessary to eliminate alternate sources 
of reflection-poor zones. 

Self-potential, dc resistivity, and magnetotelluric 
surveys were useful for locating the reservoir regions, 
but the full significance of these data was not appre­
ciated until they could be compared to seismic reflec­
tion, gravity, and geophysical and geologic well log­
ging results. After the first wells had been com­
pleted, fluid geochemistry, mineralogy of cuttings 
and cores, geophysical well logs, and reservoir 
engineering studies played important roles in under­
standing the nature of the geothermal system, such 
as origin of the geofluids, fluid circulation, dilution, 
and location of the heat source. 

THE FIELD IN ITS NATURAL STATE 

The list below summarizes the present model for 
the natural (pre-exploitation) circulation of geother­
mal fluids in Cerro Prieto. 

L Mixtures of Colorado River water and sea 
water penetrate deeply into the sedimentary fill of 
the Mexicali Valley. 

2. These fluids are heated by a thermal source 
consisting of diabase dikes and gabbroic cummulates 
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presumed to have intruded the eastern part of the 
field 103-104 years ago. Magmatic injection at 
10-12 km depth may be occurring at present. 

3. In response to pressure gradients and buoy­
ancy effects, the hot fluids move westward through a 
sandy unit ({3 Reservoir) overlain by a thick shaly 
layer. 

4. The geothermal fluids hydrothermally alter 
the sedimentary rocks, decreasing their primary 
porosity. In sandstones, some of this effect is offset 
by the removal by solution of unstable grains and 
cements (Lyons and van de Kamp, 1980). 

5. During circulation, the composition of the 
fluids is extensively altered by high-temperature reac­
tions with reservoir rocks. 

6. As they move westward toward the present 
production area, the geothermal fluids tend to flow 
upward through faults and permeable gaps in the 
overlying shaly layers. Because of pressure reduction 
during the ascent, some boiling and mineral deposi­
tion occurs. 

7. In the general area of well M-I0, where a 
major sandy gap interrupts the lateral continuity of 
the shaly materials, some of the geothermal fluids 
mix with colder waters at shallower depths, causing 
secondary mineral precipitation and porosity reduc­
tion. However, most of the hot fluids move into the 
a and {3 reservoirs in the western part of Cerro 
Prieto. 

8. Along the western edge of the field, colder 
groundwaters are in lateral contact and mix with the 
geothermal fluids; precipitation of minerals occurs. 

9. Some of the hot fluids, in the western areas 
of the field ascend to shallower depths through fault 
zones, eventually reaching ground level. This is evi­
denced by the abundant surface manifestations 
observed along the western edges of the producing 
area. 

THE RESPONSE OF THE FIELD TO 
EXPLOITATION 

A general decrease of pressure and temperature 
has been observed in the reservoir since fluid pro­
duction began in 1973. However, because of the 
open nature of the reservoir, only localized boiling 
has occurred near the wells. An extensive two-phase 
zone does not develop, as there is ample recharge of 
colder, less saline waters from shallower layers and 
from the western edges. The near-well boiling causes 
enthalpy excesses in the produced fluids that 
decrease or disappear with time as the boiling front 
stabilizes. The boiling results in silica deficiencies in 
the produced fluids and deposition of quartz near the 
wells (Grant et aI., 1984). Other changes in the 



characteristics of the produced fluids and interfer­
ence effects between wells have also been detected 
(Truesdell et aI., 1984). 

The usefulness of fluid geochemistry and reser­
voir engineering studies, as well as electrical resis­
tivity, passive seismic, precision gravity, and 
ground-surface deformation surveys, for monitoring 
the behavior of the Cerro Prieto geothermal field 
under production has been discussed by Lippmann 
et aI. (1983). 

SUMMARY 

Great advances have been made toward under­
standing Cerro Prieto. We hope that many of the 
studies initiated under the 1977-1982 DOE/CFE 
agreement will continue and add important new 
information as the field is expanded. For example, 
more needs to be known about the hydraulic proper­
ties of the sandy and shaly layers; the hydrogeologic 
model should be updated as new results and field 
data become available; and the general monitoring of 
the behavior of the field should continue, especially 
as new areas corne under production. 

REFERENCES 

Grant, M.A., Truesdell, A.H., and Manon, M., A., 
1984. Production induced boiling and cold 
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GEOLOGIC SETTING AND RECENT 
HISTORY OF THE AREA 

The Mexicali Valley is part of the Salton Trough, 
an actively developing structural depression that 
resulted from tectonic activity that has created a 
series of spreading centers and transform faults that 
link the East Pacific Rise to the San Andreas fault 
system. The Cerro Prieto field is associated with one 
of these spreading centers, where the crust is being 
pulled apart by right-lateral stike-siip movement 
along the Cerro Prieto and Imperial Faults (Lomnitz 
et aI., 1970; Elders et aI., 1972). 

During the early Pliocene (about 5 Ma b.p.), the 
present configuration of the Gulf of California began 
to develop by major crustal extension, splitting Baja 
California from the Mexican mainland (Saunders et 
ai., 1982). At that time, the waters of the Gulf 
extended northward to about. the present Salton Sea 
area. The propagation of the Colorado River delta 
into the Cerro Prieto area began in mid- to late 
Pliocene (Ingle, 1980). 



By late "Pliocene, the southwesterly advance of 
the delta was essentially complete, resulting in the 
conversion of the Salton basin to a nonmarine depo­
sitional basin (Lyons and van de Kamp, 1980). By 
mid-Pleistocene time, the marine connection 
between the Gulf of California to the south and the 
Imperial Valley to the north was severed (Ingle, 
1980). 

GEOLOGIC AND HYDROGEOLOGIC 
MODELS OF THE CERRO PRIETO 

Halfman et al. (1984a) have developed five geo­
logic cross sections for Cerro Prieto (e.g., Figs. 1 and 
2) showing the distribution of sandstone, sandy­
shale, and shale lithofacies. After superimposing 
temperature profiles and well production intervals 
on these cross sections, they were able to identify 
two geologic units that largely controlled the subsur­
face flow of the geothermal fluids: Shale Unit ° and 
Sand Unit Z. Shale Unit ° is a thick, relatively 
impermeable, low-porosity body that locally forms a 
cap rock for the geothermal reservoir. This unit is 
classified mainly as a shale lithofacies group. Sand 

. Unit Z, underlying Shale Unit 0, contains thick, 
permeable, high-porosity sandstone beds that allow 
fluid circulation; it is the main stratigraphic unit of 
the geothermal reservoir. 

Figure I.' Schematic paleoenvironmental map for the 
deeper part of the Cerro Prieto section. Location of wells 
and cross section A-A'. [XBL 835-1804C] 

Figure 2. Lithofacies cross section A-A', showing well locations, lithofacies groups, faults, temperature 
profiles, producing intervals, AlB contacts, Shale Unit 0, Sand Unit Z, and arrows indicating direction of 
fluid flow. On the temperature profiles, the points corresponding to 300°C are placed under the location 
of the respective wells. The parts of the temperature profiles shown by heavy lines indicate temperatures 
of 300°C or greater. [XBL 828-10945A] 
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The hydrogeologic model discussed by Halfman 
et ai. (1984a) shows that under natural conditions 
the geothermal fluids enter the Cerro Prieto field 
from the east at depths greater than 3000 m through 
Sand Unit Z. The fluids move westward through 
this unit, rising to shallower depths through fault 
zones and sandy gaps in overlying Shale Unit O. In 
the thick sandstones along the western margin of the 
producing field (west of well M-9), the geothermal 
fluids either mix with cold ground waters or discharge 
to the surface as hot springs, mud volcanoes, and 
fumaroles. 

DEPOSITIONAL ENVIRONMENT OF 
CERRO PRIETO RESERVOIR ROCKS 

Critical to understanding the nature and charac­
teristics of the geologic units governing to a large 
extent the flow of geothermal fluids in the reservoir, 
in particular Sand Unit Z and Shale Unit 0, is an 
understanding of the depositional environment of 
these rock units. This environment controls largely 
the overall lithology of the units and the continuity, 
thickness, and intercalation of their sandstone and 
shale beds, all of which determine the hydraulic pro­
perties of the units. 

Most researchers have first attempted to inter­
pret the depositional environment of the unusually 
thick sandstones (> 900 m) penetrated by wells M-
96, M-3, M-6, and S-262 drilled along the western 
margin of the field (Manon) et aI., 1977; Prian, 1978; 
and Lyons and van de Kamp, 1980). 

A careful analysis of available dipmeter logs 
from 26 wells showed that the depositional environ­
ment of the thick sandstones, Shale Unit 0, and 
Sand Unit Z was once part of a coastal system (Half­
man et aI., 1984b). Along a west-to-east line, one 
would find, in succession, longshore current, shore­
line, and protected embayment deposits (Fig. 1). 
The significant sandstone thicknesses penetrated in 
the western part of the field are associated with 
northward-flowing longshore currents in an actively 
subsiding basin. The subsidence of this basin prob­
ably continues today, as Cerro Prieto is located on 
an active spreading center, mentioned earlier (Lom­
nitz et aI., 1970; Elders et aI., 1972). Lyons and van 
de Kamp (1980) have shown from petrographic stu­
dies that the thick sandstones were derived from 
Colorado River sediments. Therefore, longshore 
currents must have been carrying sediments north­
ward to the Cerro Prieto area from an ancient 
Colorado River delta located to the south of the 
field. 

Interpretation of the dipmeter logs shows that at 
Cerro Prieto many of the deposits associated with 

12 

the longshore currents were formed in flood-and-ebb 
tidal deltas. The dipmeter patterns corresponding to 
those deltaic deposits are similar to the distributary 
front patterns described by Gilreath and Stephens 
(1975). The dip patterns characteristically show 
high-angle dips decreasing to lower ones (about a 
10-20· span) over a depth interval of about 
15-30 m. A good example of an ebb-tidal deltaic 
deposit is shown between 1143 and 1150 m in the 
dipmeter log for well M-96 (Fig. 3). The long axis of 
this deposit is oriented in a west-northwest direction. 
The general direction of the longshore currents is to 
the north, as evidenced by the northward dip pat­
terns between 1128 and 1143 m and between 1173 
and 1211 m (Fig. 3). Also shown in this figure are 
tidal flat deposits between 1158 and 1173 m. Other 
types of dipmeter patterns for these thick sandstones 
indicate shallow water (Gilreath et aI., 1969) and 
river deposits (Schlumberger Limited, 1981) associ­
ated with a longshore current environment. 

Once the depositional environment for the thick 
sandstones found in the western region of the field 
was established, it became easier to identify the 
environment of deposition of the sediments of Shale 
Unit O. The dipmeter log for well M-150 from 1524 
to 1859 m illustrates some of the typical patterns for 
Shale Unit 0 (Fig. 4). These dips show a repeating 
pattern of high- to lower-angle dips, indicative of 
foreset bedding resulting from southwest- to 
northeast-flowing currents. The very orderly pattern 
shows that little if any reworking of the sediments 
occurred. To preserve the foreset beds, rapid deposi­
tion and burial must have occurred. The gamma-ray 
log for Shale Unit 0 indicates typical thin 
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Figure 3. Dipmeter log for well M-96, representing an 
ebb-tidal delta (1143-1150 m), tidal flat (1158-1173 m), 
and longshore current (1128-1143 m and 1173-1212 m) 
deposits. [XBL 842-9592] 
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Figure 4. Dipmeter log for well M-150, representing foreset beds from 1524 to 1859 m. [XBL 842-
9595] 

interbedded sandstone and shale layers. Considering 
that this unit was deposited in an area between the 
longshore currents to the west and the mainland to 
the east and that its thin interbedded sandstone and 
shale layers were laid down in a very quiet and 
undisturbed environment, it can be inferred that the 
sediments were probably deposited in a protected 
embayment, as shown in Fig. 1. 

Sand Unit Z is also composed mostly of foreset 
beds deposited in a protected embayment. However, 
the sandstone and shale beds of the upper portion of 
Sand Unit Z are generally much thicker than the 
beds of the lower portion of Shale Unit O. The 
source of sediments for both units was the Colorado 
River (Lyons and van de Kamp, 1980). Moreover, 
the dipmeter patterns of both units indicate that the 
energy of the currents transporting the sediments 
into the protected embayment must have been simi­
lar. Therefore, the greater thickness of the sandstone 
and shale beds may be due to alternating high and 
low energy conditions of the Colorado River over 
longer periods of time and/or to erosion by the 
Colorado River through thicker sandstone and shale 
source rocks. 

By establishing the characteristics of the coastal 
environment of deposition of the sedimentary rocks 
forming the Cerro Prieto geothermal reservoir and 
its (discontinuous or local) cap rock, it is easy to 
explain the sandier nature and eventual disappear­
ance of Shale Unit 0 in the western part of the field. 
The sandier western portion of Shale Unit 0 (from 
well M-1O to M-9) represents the beginning of a tran­
sition from protected embayment deposits (to the 
east) to longshore current deposits (to the west). The 
sandy-shale group within Shale Unit 0 (between 
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wells M-5 and M-29) is permeable enough to allow 
some geothermal fluids to flow westward through it. 

The thick and highly permeable deposits associ­
ated with longshore currents bounding the reservoir 
to the west lets westward-moving hot fluids mix with 
(colder) groundwaters, thus limiting the horizontal 
extent of the geothermal reservoir. Therefore, new 
wells should be drilled east to these thick sandy 
deposits, preferably south and southwest of NL-1, 
which is near the geothermal heat source. 
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THE KRAFLA GEOTHERMAL 
FIELD, ICELAND: A MODELING 
CASE STUDY 

G.S. Bodvarsson, * K. Pruess, V. SteJansson, 
and E. T. Eliassont 

Lawrence Berkeley Laboratory, in cooperation 
with the State Electric Power Works of Iceland 
(SEPW) and the Icelandic National Energy Authority 
(NEA), conducted a comprehensive modeling study 
of the Krafla geothermal field in Iceland. The study 
consisted of four tasks: analyzing the well-test data, 
modeling the reservoir system in its natural (unex­
ploited) state, determining the generating capacity of 
the different reservoir regions, and modeling the well 
performance on the basis of different exploitation 
schemes. 

For detailed modeling of a geothermal system, 
one must know or estimate many parameters that 
characterize the system. One of the most important 
parameters is the transmissivity, kH, of the reservoir, 
which represents the relative ease of fluid movement 
within the reservoir. The existing well-test data from 
Krafla wells were analyzed to yield the transmissivity 
distribution in the reservoir. A modeling study of 
the natural state of Krafla reservoir was undertaken, 

·Icelandic National Energy Authority, Reykjavik, Iceland. 
tState Electric Power Works of Iceland, Reykjavik, Iceland. 
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because this can provide important constraints on 
reservoir parameters. 

The final two tasks deal with the generating 
capacity of the reservoir and the well performance. 
We develop a simple lumped-parameter model for 
approximate estimation of the generating capacity of 
the field, which allows for ,natural recharge and rein­
jection. Numerical methods are then employed in a 
two-dimensional areal simulation of the Krafla sys­
tem. Finally, a quasi-three-dimensional model is 
developed in which all wells are represented indivi­
dually. The model achieves an approximate match 
of past production rates and,enthalpies of the wells. 
It is then used to predict future well behavior (flow 
rates and fluid enthalpy) and overall reservoir deple­
tion under various reservoir management schemes. 

The present article gives a rather brief summary 
of the modeling work; a more complete description 
is given in Bodvarsson et al. (1983a). 

THE KRAFLA GEOTHERMAL FIELD 

The Krafla geothermal field. is located in the neo­
volcanic zone in northeastern Iceland. The zone is 
characterized by fissure swarms and central 
volcanoes. The Krafla field is located in a caldera (8 
X 10 km) with a large central volcano, named 
Krafla. The field has been under development for 
the past decade. At present, 23 wells have been 
drilled at the Krafla field (Fig .. 1). In the "old" well­
field (west of the Hver~gil gully), the wells have 
encountered two major reservoirs (Fig. 2); the upper 
reservoir (200-1000 m depth) contains single-phase 



Figure 1. Well locations. Wells 21-23 (not shown) are 
located approximately 2 km south of the power 
plant. [XBL 812-2598A] 

liquid water with a mean temperature of 205°C. The 
deeper reservoir is two phase, with temperatures and 
pressures following the boiling curve with depth. 
The two reservoirs are separated by a thin 
(200-500 m) low-permeability layer, but seem to be 
connected near the Hveragil gully. In the new well­
field (east of Hveragil; wells 14 and 16-20), the two­
phase liquid-dominated reservoir extends close to the 
ground surface. 

The production characteristics of the various 
reservoir zones at Krafla are vastly different. The 
low temperature of the fluids in the upper reservoir 
in the "old" wellfield makes it unfavorable for the 
production of high-pressure steam. Consequently, in 
most of the wells in the old well field, the upper zone 
is cased off. In the lower zone, the temperature of 
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Figure 2. Conceptual model of the Krafla field. [XBL 
837-1923] 
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the reservoir fluids is high (300-400°C), but silica 
scaling and iron deposits hamper effective utilization 
of the fluids. In the new wellfield, the chemical 
composition of the reservoir fluids is more favorable, 
and scaling problems are minimal. A detailed 
description of the Krafla system is given by Stefans­
son (1981). 

WELL-TEST DATA ANALYSIS 

Most of the Krafla well-test data have been 
obtained from injection tests performed following 
well completion. The purpose of the injection test is 
twofold: (I) to attempt to stimulate the well, i.e., 
increase the water losses, and (2) to obtain data that 
can be analyzed to yield the transmissivity of the for­
mation. The injection-test data are complicated by 
well-bore storage effects, nonisothermal and two­
phase effects, and the fractured nature of the Krafla 
reservoir system. 

T)1e injection-test data from other Krafla wells 
were analyzed on the basis of some theoretical work. 
The results show that the Krafla reservoir has a low 
average transmissivity (2.0 darcy-m), with values for 
most wells falling within the range 1.5-2.5 darcy-m. 
The data also give a high storativity value, which 
probably reflects the two-phase condition of the 
lower reservoir. A detailed description of this work 
is given by Bodvarsson et al. (1983b). 

MODELING OF THE NATURAL STATE OF 
THE KRAFLA FIELD 

Using the conceptual model of the Krafla reser­
voirs (Fig. 2), we developed a two-dimensional 
natural-state model for the Krafla field. The 
natural-state modeling quantifies natural mass and 
heat flows in the reservoir and establishes mass and 
heat recharge to the system (boundary conditions), 
providing valuable constraints for modeling field 
behavior under exploitation. A vertical cross­
sectional model was considered adequate, since the 
equipotential lines in the upper reservoir indicate 
that the main fluid flow is in the E-W direction. 
Several models were developed using the numerical 
simulator MULKOM (Pruess, 1983) and a trial-and­
error process. 

The best model obtained agrees very well with 
all field data from the Krafla field. The calculated 
temperature profiles in both wellfields generally agree 
with the field data to within a few degrees. Simi­
larly, the pressure profiles in the old and new well­
fields agree to within 1-2 bars at all depths. Steam 
losses predicted by the model for the surface man­
ifestations in Hveragil and the new wellfield agree 



very well with estimated values (Armannsson and 
Gislason, personal communication, 1982). 

The primary conclusions from the natural-state 
modeling are as follows. Fluids from an upflow zone 
recharge the reservoir in the new wellfield at a rate of 
0.010 kg/s per meter of reservoir width. The fluids 
flow laterally along a high-permeability fracture zone 
at a depth of about 1 km and mix with fluids rising 
from the lower reservoir. The fluids mix in a ratio 
of about 3:2, with a higher mass flow coming from 
the lower reservoir in the old wellfield. The natural 
fluid flows are highest in the Hveragil fault :z;one, 
where about 0.008 kg/m-s of high-enthalpy steam is 
discharged to surface springs; the remainder (about 
0.013 kg/m-s) recharges the upper reservoir in the 
old wellfield. In the Hveragil fault zone, extensive 
boiling takes place, reducing the temperature of 
waters feeding the upper reservoir. The tempera­
tures in other parts of the reservoirs are high, about 
300°C at a depth of 1000 m and 345°C at a depth of 
2000 m. 

The heat losses through the cap rock are 
estimated to be 1 W/m2 (26 HFU) and the heat flux 
from the bottom to be 2.0 W/m2. A detailed 
description of the natural-state modeling is given in 
Bodvarsson et aI. (1983c). 

THE GENERATING CAPACITY OF 
KRAFLA RESERVOIRS 

This section discusses the lumped-parameter 
model of the old wellfield and the distributed­
parameter models of the different reservoir regions at 
Krafla. 

Lumped-Parameter Model 

The general lumped-parameter model developed 
for geothermal reservoirs (Bodvarsson et aI., 1983d) 
considers the mass and energy depletion of a well­
field with specified mass recharge (natural or artifi­
cial) from surrounding regions. The model can give 
rough-and-ready estimates of the generating capacity 
of a given field in MW -years. In general, the results 
obtained with the lu~ped-parameter model show 
that: (1) if (natural or ,artificial) recharge is limited, 
the reservoir will be depleted of fluids rather than 
heat, and the generating capacity will depend greatly 
on the porosity; (2) when the recharge factor exceeds 
60%, the field in general will be depleted of energy, 
and the generating capacity will be independent of 
porosity and the enthalpy of the produced fluids. 
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Areal Distributed-Parameter Models 

As shown in the previous section, fluid recharge 
is an important factor controlling the generating 
capacity of a field. In order to study the rate of 
natural recharge to the Krafla reservoir system, we 
developed several two-dimensional areal models. 
The transmissivity values used were those deter­
mined from analysis of injection-test data. The 
mesh design and boundary conditions assigned were 
based on results from the natural-state modeling 
study. 

Figure 3 shows the pressure decline in the whole 
wellfield vs time when fluids equivalent to 60 MW 
are produced. In this case, we assumed an averag~ 
reservoir porosity of 5%, which seems reasonable on 
the basis of core data (H. Kristmannsdottir, personal 
communication, 1980). The two curves shown in 
Fig. 3 represent two rather extreme cases; the broken 
line represents the case of no fluid recharge from 
depth to the new wellfield, and the solid line 
corresponds to 16.7 kg/s recharge from depth to the 
new wellfield. Note that the natural-state modeling 
studies ,>howed that 10 kg/s of fluids from depth 
recharge the new wellfield. The results shown in 
Fig. 3 indicate that it is questionable whether 60 
MWe (the designed capacity of the power plant) can 
be produced from the existing well fields for 30 years. 
These results are supported by the conclusions of the 
other areal models of the individual wellfields. The 
best assessment to date is that for a 30-year period 
the old wellfield can supply steam for 30 MW and 
the new wellfield 20 MWe, suggesting that stea~ pro-
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duction from other areas is necessary to utilize the 
full capacity of the power plant. 

A detailed description of the lumped-parameter 
model and the areal models for the Krafla reservoir 
is given by Bodvarsson et al. (1983d). 

WELL-BY-WELL MODELING 

We developed a quasi-three-dimensional model 
of the Krafla reservoir in which all producing wells 
are represented individually. The main objectives of 
this work are to match well histories (flow rates and 
enthalpies) of all producing wells, predict their future 
performance, and study the overall reservoir deple­
tion under various reservoir management schemes. 
This provides the field operator with data that can 
be used to determine the number of make-up wells 
required and help select the proper exploitation plan 
for the Krafla reservoir system. 

In the reservoir model used, the upper and lower 
reservoir zones are each represented by single hor­
izontal layers. Vertical flow within and between the 
layers is neglected. 

The chief parameters adjusted in developing a 
detailed history match for well performance are 
reservoir porosities and permeabilities and produc­
tivity indices for wells. The permeabilities in the 
vicinity of wells are known from analysis of the 
short-term injection tests. Permeabilities farther 
away, especially in the two-phase zone, as well as the 
effects of major fractures and faults, are uncertain. 
Natural recharge through the system as established 
by the natural-state modeling is included in the 
modeling. 

After many iterations, a reasonable history 
match with observed flow rates and enthalpies of all 
producing wells in the new and old wellfields was 
achieved. In all, 23 values of the rock properties 
were necessary for the match obtained. In the upper 
reservoir, six porosity-transmissivity combinations 
were sufficient. Several fluid flow barriers (faults) 
were necessary to obtain a reasonable match with 
both flow rates and enthalpies of wells. In general, 
the history match showed that pressure and vapor 
saturation changes are quite slow in the Krafla reser­
voir system because of the large compressibility of 
the two-phase fluids. The time constant for well-to­
well interference is about a year, but the long-term 
effects can be quite substantial. Some of the flow 
barriers inferred from the history match can be 
related to known faults, whereas others may be 
nonexistent. 

Using different reservoir management criteria, 
the future performance of the Krafla wells was 
predicted. In general, the model predicts a very 
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small decline in the flow rates of the Krafla wells in 
the future, or 1-4% annually for the no-injection 
cases. When. injection is considered, the flow rates 
of the nearby wells increase drastically, but the 
enthalpy of the produced fluids declines similarly. 
These two effects tend to offset each other, yielding 
small net effects on the steam rate at the separators. 
This is in agreement with injection data from the 
field (Stefansson et aI., 1982) as well as recent 
theoretical work by Bodvarsson et al. (l983e). 

The simulation studies show that during the next 
decade a steam zone of substantial volume will 
develop in the Krafla field. The steam zone will 
grow rapidly if injection is not employed (Pruess et 
aI., 1983). 

The interference effects between wells show that 
some additional wells may be drilled in the existing 
wellfields. These additional wells will decrease 
somewhat the energy output of the existing wells, but 
the total output will be increased. 
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A MODELING STUDY OF THE 
NATURAL STATE OF THE 
HEBER GEOTHERMAL FIELD, 
CALIFORNIA 

M.J. Lippmann and G.S. Bodvarsson 

The Heber geothermal system is located in the 
southern part of the Imperial Valley, California, 
about 7 km north of the Mexican border (Fig. I). 
The Heber geothermal anomaly is a circular-shaped, 
moderate-temperature, low-salinity, liquid-domi­
nated system that is characterized by high heat flow, 
an electrical resistivity low, and a positive gravity 
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Figure 1. Regional geology of the Salton Trough and 
location of the Heber field, southeast of EI Centro, 
California. [XBL 801-6718B] 
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anomaly (Tansev and Wasserman, 1978). There are 
no surface manifestations in the area. The explora­
tion and development of Heber has been summar­
ized by Salveson and Cooper (1979). 

A coarse model of the natural state of the Heber 
field has been developed. Because the field was 
assumed to be under steady-state conditions in its 
natural (pre-exploitation) state, the gradual cooling of 
the reservoir as indicated by mineralogic studies 
(Browne, 1977) was neglected. The Lawrence Berke­
ley Laboratory computer code PT (Bodvarsson, 
1982) was used to calculate steady-state mass and 
heat flow conditions for various models. The result­
ing thermodynamic conditions (temperature and 
pressure) in the reservoir system were then compared 
with field observations. Using a two-dimensional 
radial model, it was possible to match temperature 
and pressure data from the field reasonably well. 
The main differences between the observed pressures 
and temperatures and the calculated ones were due 
to the two-dimensional approximations used. 

The modeling of a geothermal system in its 
natural state is a necessary step before simulating 
field performance under exploitation. This type of 
modeling effort is time consuming, as many itera­
tions are needed before a reasonable match with 
observed data is achieved. However, the informa­
tion contained in the natural thermodynamic condi­
tions of a field can, if properly analyzed, help deter­
mine the permeability distribution in the field and 
the natural mass and heat recharge-parameters that 
can greatly affect the response of the geothermal sys­
tem to full-scale exploitation. 

A V AILABLE DATA 

Relatively little information has been published 
on the subsurface characteristics of the Heber sys­
tem. Tansev and Wasserman (1978) describe the 
Heber field as part of the Colorado River deltaic 
envir()nment, which consists of interbedded sand-



stones and shales. The shales are thick and predom­
in~nt to about 610 m depth; below that, relatively 
thIck sandstone layers prevail, and shale layers 
become thinner. From about 2400 to 3000 m, sand­
stones are predominant with minor interbeds of 
shale. The continuity of several sandstone layers has 
been confirmed by well tests. A few faults have been 
identified, but according to these authors, any faults 
present in the more sandy section would not signifi­
cantly hamper fluid flow. Measurements in Heber 
wells indicate that the pressure gradient in the reser­
voi~ i~ approximately 95.01 bar/km (0.42 psi/ft), 
WhICh IS the hydrostatic pressure gradient for 170°C 
liquid water. As the temperatures in the main ther­
mal anomaly at Heber are close to 190°C, this indi­
cates upflow from depth in the center of the ano­
maly. 

Salveson and Cooper (1979) show that tempera­
ture data from Heber wells outline a convective 
~l~me of hot water of 190°C temperature, or higher, 
nsmg from depths below 3000 m. Above 1350 m 
horizontal fluid flow shifts the plume northerly. Th~ 
hot plume centers near well Nowlin #1 at about 
600 m but shifts about 800 m toward the south at 
1200 m depth. These authors state that the cap rock 
(predominantly shales) at Heber extends down to a 
depth of 600 m and that heat flow in the cap rock is 
predominantly conductive. Sandstones dominate 
(50-80%) below 600 m, with intergranular porosities 
of 15-30%. To our knowledge, no other values of 
reservoir parameters at Heber have been published. 

The heat source at Heber has not been identified. 
One well (Holtz #1, about 900 m southwest of J.D. 
Jackson #1) penetrated a diabase dike or sill of prob­
able Pleistocene age at a depth of 1335-1366 m. 
However, such a small rock body could not be the 
heat source for the present Heber geothermal ano­
maly (Browne, 1977). It can be postulated that at 
the Heber field, as in the East Mesa field (Goyal and 
Kassoy, 1981), mass and heat are recharged through 
a more permeable zone, associated perhaps with one 
of the identified faults or with an intersection of 
these faults. However, it is difficult to confirm this 
hypothesis, since a fault map for the system has not 
been published. 

Mineralogic studies of well cuttings (Browne 
1977) indicate that temperatures have changed in th~ 
field during its evolution. Fluid inclusion data indi­
cate that, at least locally, the reservoir has been cool­
ing at an undetermined rate from a maximum tem­
perature of 240°C and that there have been at least 
two significant pulses of hot fluids. 
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DESCRIPTION OF THE MODEL 

The model used in the simulation was radially 
symmetric. The outer boundary, 10 km from the 
axis, was assumed to be open to heat and mass flow 
and to have constant temperatures and pressures. 
The temperatures at the outer boundary were 
assumed to increase linearly with depth with a gra­
dient of 50°C/km. The pressures used at the outer 
boundary were hydrostatic for the assumed tempera­
ture distribution. 

The top boundary was considered open only to 
heat flow; it was kept at a constant temperature of 
22°C (about the mean annual temperature in the 
area). The bottom boundary, at 4950 m depth, was 
assumed to have a constant temperature of 269SC, 
computed from the assumed geothermal gradient 
and surface temperature. An upflow zone feeding 
hot water to the reservoir system was assumed to 
exist over a 1000-m radius at the bottom of the 
reservoir system. The amount and temperature of 
the fluids recharging the system through the upflow 
zone were varied during the simulations. The 
remainder of the bottom boundary was closed to 
fluid flow. 

The model was divided into five zones with dif­
ferent rock properties, primarily different permeabil­
ity values (Fig. 2). Zones 1 and 2 are 550 m thick 
an~ represent the cap rock. Zone 3, representing a 
cyhnder of 1000 m radius, is the hot water upflow 
zone. Zones 4 and 5 correspond to the outer regions 
of the field. 

The single most important reservoir parameter 
controlling steady-state distribution of temperature 
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Figure 2. Different zones used in the model. [XBL 
835-306] 



and pressure in the system is the permeability. The 
permeability values were changed for the different 
cases studied, and it was found that the best match 
between computer and observed temperature values 
was obtained when the permeability anisotropy 
(khor / k vert ) in zones 1, 3, and 5 was kept at 10 and in 
zones 2 and 4 at 100. 

The anisotropic nature of the permeability of the 
different regions seems reasonable when one consid­
ers the general intercalation of sandstones and shales 
in the lithologic column at Heber. The lower aniso­
tropy of zones 1 and 3 could be due to a higher den­
sity of vertical fractures/faults, perhaps the faults 
postulated with the upflow region. On the other 
hand, in zone 5, below the bottom of the deepest 
wells at Heber, the lower anisotropy could be related 
to a larger percentage of sandstone. This is con­
sistent with an apparent increase of sandstone abun­
dance with depth reported by Tansev and Wasser­
man (1978). 

The thermal conductivity of the materials is 
another important parameter that greatly affects the 
steady-state thermodynamic conditions computed. 
Since no values of thermal conductivity of the vari­
ous formations at Heber are available, we assumed a 
value of 2 W/m-°C. This value seems reasonable for 
sandstone and shale. However, for the materials in 
zones 1 and 2 (shallow layers), a lower value was 
assigned (1.088 W/m-°C) on the basis of the average 
thermal conductivity reported by Combs (1971) for 
40 samples from 150-m-deep wells drilled in the 
Imperial Valley. It should be emphasized that the 
thermal conductivity values assigned to the shallow 
zones (zones 1 and 2) are much more important than 
those assigned to deeper reservoir zones because of 
the predominantly conductive heat losses to the sur­
face. 

RESULTS 

Several cases were studied (Lippmann and Bod­
varsson, 1983), but only the model that best matched 
the observed values is discussed here. The various 
cases· differed in the permeability distribution used, 
boundary conditions, and strength of the heat source. 

The best match between observed and computed 
values was obtained when the following parameters 
were used. 

1. The cap rock (zones 1 and 2, Fig. 2) has a 
horizontal permeability of 5 mdarcies; the upflow 
zone (zone 3), 125 mdarcies; the upper outer region 
(zone 4), 10 mdarcies; and the lower outer region 
(zone 5), 115 mdarcies. As mentioned earlier, a ther­
mal conductivity of 2.0 W/m-oC was used every-
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where, except in zones 1 and 2, where a value of 1.1 
W/m-oC was used. 

2. The recharge rate from below into the 
upflow zone (zone 3) is 14.6 kg/s of 244.5°C water, 
or equivalent to 15 MW (thermal). 

The computed temperature distribution in the 
system is shown in Fig. 3 (only half of the cross sec­
tion is depicted because of the radial symmetry of 
the model). The figure shows the typical mushroom 
shape due to the outward flow of hot fluids in the 
upper part of the reservoir system and the inflow of 
colder fluids below. Consequently, one finds large 
temperature inversions in wells drilled outside the 
main upflow zone. 

The comparison between observed and calcu­
lated temperatures is shown in the cross section 
given in Fig. 4. The match obtained is reasonable 
when one considers the radial model used in the 
simulations. The calculated isotherms are symmetri­
cal, whereas the observed data show some nonsym­
metrical behavior, probably due to regional ground­
water flow and variations in the permeability distri­
bution in the various reservoir regions. Figure 4 
shows that the calculated isotherms spread too far to 
the southeast in the upper regions of the reservoir 
but not far enough to the northwest. Similarly, the 
calculated temperature inversions are too large in the 
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Figure 3. Best model. Computed steady-state tempera­
ture distribution. Hatched layer represents the cap rock 
(zones I and 2, see Fig. 2). [XBL 835-311] 
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Figure 4. Best model. Comparison between observed 
and computed temperature distributions. [XBL 835-304] 

lower part of the reservoir to the southeast but are 
less than those observed to the northwest. Overall, 
the calculated temperatures are close· to those 
observed, hence the actual energy input into the sys­
tem must be close to that used in the simulation. 

The mushroom shape of the isotherms is the 
result of hot water from the convective heat source 
ascending through the central upflow zone (zone 3) 
and spreading laterally outward in .the upper part of 
the system. Simultaneously, the colder water sur­
rounding the geothermal anomaly flows toward the 
upflow zone because of its higher density. This cold 
water inflow is slowed significantly by the relatively 
low permeability of the upper outer region (zone 4). 

Figure 5 shows the comparison between 
observed shallow temperatures (146 m depth) 
reported by Salveson and Cooper (1979) and the cal-

Figure S. Best model. Comparison between observed 
temperatures at 146 m depth (from Salveson and Cooper, 
1979) and computed steady-state temperatures at 150 
m. [XBL 835-305] 
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culated values. The agreement is reasonable, indicat­
ing that heat losses to the surface are adequately 
modeled. 

The computed pressure distribution in the upper 
3000 m of the upflow zone is shown in Fig. 6. The 
match with the observed pressure gradient (95.01 
bar/km) is good. 

The model indicates that the so-called cap rock 
(zones 1 and 2) is quite permeable (5 mdarcies). If 
its permeability is decreased significantly, the shal­
low temperatures (150 m depth) would drop below 
those reported by Salveson and Cooper (1979). This 
drop could be lessened by further decreasing the 
thermal conductivity of zones 1 and 2. For the cap 
rock, however, a thermal conductivity value below 1 
W /m-°C seems unrealistic. 

The horizontal permeability of the upper outer 
regions of the field (zone 4) seems very low (10 
mdarcies) when one considers the relatively high 
horizontal permeability in the upflow zone (125 
mdarcies). However, if we use a significantly larger 
permeability in this zone, the inflow of cooler fluids 
from the outside floods the system and causes much 
greater temperature reversals than those observed. 
The low permeability of this predominantly sandy 
zone could be explained either by the precipitation of 
silica in the rock pores as the geothermal waters flow 
outward and cool or by the precipitation of car­
bonates from the heating of cold water during the 
evolution of the system. 
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CONCLUSIONS 

The simulation studies of the natural state of the 
Heber geothermal field indicate that 

1. The upflow zone at Heber is a region of rela­
tively high permeability with an anisotropy of 
approximately 10. In this zone, hot waters upwell 
from depth and ascend to, shallower layers where 
they spread laterally. At depth, colder waters move 
laterally into this zone and mix with the hot, 
recharged waters. 

2. The strength of the convective heat source is 
equivalent to about 15 MW (thermal). No specula­
tions can be made on the nature of this heat source 
before more field data become available. 

3. Outside the central upflow zone, temperature 
reversals should be encountered by deeper wells. 

4. The cap rock is quite permeable (approxi­
mately 5 mdarcies), at least in the lower part. The 
high temperatures between 150 and 600 m depth 
cannot be explained by conduction alone. 

5. The upper part of the outer region has a rela­
tively low permeability (about 10 mdarcies). This 
low-permeability zone could be the result of mineral 
precipitation in the pores of the rock matrix. 
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HIGH-TEMPERATURE 
GEOTHERMAL DOWNHOLE 
FLOWMETER 

R.D. Solbau and S.M. Benson 

Downhole flowmeters (spinners) have been used 
by the petroleum industry for many years to del­
ineate the rock strata that contribute to well produc­
tivity. The high temperatures, corrosive brines, and 
very high fluid velocities encountered in geothermal 
wells have prohibited the use of conventional 
downhole' flowmeters. At Lawrence Berkeley 
Laboratory (LBL), a very simple design concept 
using a minimum of downhole electronic com­
ponents has produced a reliable high-temperature 
(300°C) downhole flowmeter (Figs. 1 and 2). The 
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availability of such an instrument gives the geother­
mal reservoir engineer a powerful tool for evaluating 
reservoir formations and studying well-bore dynam­
ics. The LBL flowmeter has been successfully used 
in numerous geothermal wells at temperatures as 
high as 270°C and depths as great as 3960 m and has 
demonstrated its utility for several purposes: 

1. Locating production and injection zones. 
2. Indicating changes in production and injec­

tion zones resulting from acidizing or fracturing. 
3. Locating the flash point or bubble point in a 

well bore. 
4. Reflecting scale buildup, casing damage, 

plugged perforations, or thief zones. 

The basic concept of the LBL spinner is that the 
fluid flowing up or down a well bore and passing 
through the flow passage of the instrument will 
rotate the impeller inside the flowmeter at a rate that 



Figure 1. The downhole flowmeter. [CBB 796-8435A] 

is proportional to the fluid velocity. The impeller, in 
turn, rotates a magnet assembly. The rotating mag­
net opens and closes a reed switch, thus generating a 
frequency signal that is recorded electronically at the 
surface. The frequency signal is proportional to the 
spin rate of the impeller, which rotates at approxi­
mately 150 rpm for each foot per second of fluid 
velocity (for liquid water). The volumetric flow rate 
is calculated by multiplying the measured fluid velo­
city by the cross-sectional area of the bore. 

COMPONENTS 

Downhole geothermal environments are particu­
larly harsh on instruments. High temperatures, cor-

Electrical leads for connection 
high temperature logging cable 

Upper Bearing (Inside 

Fluted Bearing and Shaft ><O"o;nn_--" 

Bull Nose 

Instrument connection 
to cablehead 

Centralizer 

Reed S"";tch Assembly 

Drive Magnet 

LO\AJE!r Bearing (Inside Housing) 

Oil Retainer 

Titanium Impeller 

Figure 2. Schematic view of the downhole flowmeter. 
The total length of the instrument is 2 ft, and its max­
imum outside diameter is 2 in. without the centralizer. 
The flowmeter makes a pressure-tight connection to a 
high-temperature cablehead with the aid of metal-to-metal 
seals and high-temperature elastometer O-ring seals. 
[XBL 8311-719] 
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rosive liquids and gases, scale formation, sand 
production, and very high fluid velocities in the flash 
zones all take their toll. 

To design and fabricate a high-temperature flow­
meter that will function reliably under these condi­
tions, several design criteria must be met. First, the 
downhole electronics should be simple and should 
function reliably at high temperatures. Second, the 
bearings must be shock resistant, have a high operat­
ing temperature, and be protected from the geother­
mal brine. Third, all components exposed to the 
brine must be corrosion and abrasion resistant in the 
operating environment. 

The first objective was accomplished by using a 
reed switch to sense the rotation of the impeller. 
This simple device eliminates the need for any active 
downhole electronics such as voltage regulators, 
voltage-to-frequency converters, or signal amplifiers, 
which may be temperature sensitive. 

Reliable bearing performance was achieved by 
using two precision ball bearings, one close to the 
impeller and the other near the top of the shaft. 
These bearings let the l/8-in. diameter impeller shaft 
rotate freely. An oil bath reservoir protects the bear­
ings from the corrosive well-bore fluid. The oil is 
prevented from leaving the enclosure at the lower 
bearing by capillary action resulting from the close 
fit of the impeller shaft and the shaft exit port 
located below the bottom bearing. After the flow­
meter is lowered into a well, the higher specific grav­
ity and the pressure of the brine prevent the turbine 
oil from leaving the enclosure. 

To protect the instrument from the corrosive 
and abrasive downhole environments in geothermal 
wells, the body was fabricated of type 304 stainless 
steel. Titanium was used to fabricate the impeller 
because of its very highstrength-to-weight ratio and 
high resistance to corrosion in geothermal brines. 
The aluminum and plastic impellers used in most 
other downhole flowineters are usually destroyed 
within a short time by the brines and high tempera­
tures. The critical components and the maximum 
temperatures at which they will operate are listed in 
Table 1. 



Table 1. Spinner components and temperature ratings. 

Temperature 
Component Type Rating 

Bearings Shielded precision ball bearings 480°C 
(many manufacturers) 

Reed switch Hermetically sealed 300°Ca 

(many manufacturers) 

Lubricating oil High-temperature turbine oil 3000 e 
(Union 32 or equivalent) 

Magnet Alnico 5 or Alnico 8 400°C 

aNo temperature rating given. This value was determined experi­
mentally; the true value may be significantly higher. The only 
reed switch tested at LBL is manufactured by the Calectro Com­
pany. 

Development and use of the LBL flowmeter has 
demonstrated the utility of such instruments in 
geothermal well testing, formation evaluation, and 
well-bore dynamics. 

IMPERIAL VALLEY, CALIFORNIA: WELL I 

The permeability distribution of wells completed 
in sandstone formations may be evenly distributed 
over the bore length or may be concentrated in 
discrete intervals. Wells in the Imperial Valley may 
have open intervals of up to several thousand feet. 
Detailed reservoir engineering studies and well work­
overs require knowledge of the permeability distribu­
tion in the formation(s) penetrated. Correlation of 
geophysical borehole logs can be used for this pur­
pose but rarely with sufficient confidence. Spinner 
surveys provide a direct method of determining the 
distribution of well productivity over the borehole 
length. Comparison of the productivity distribution 
with cuttings and borehole log analyses can be used 
to infer both the formation permeability and near­
bore permeability damage. 

Figures 3 and 4 depict the information obtained 
from a typical spinner survey of such a well. The 
well completion is shown in Fig. 5. Figure 3 shows 
the casing profile. At the very top of the well, the 
fluid velocity is relatively high (reflected by the rota­
tion rate of over 300 rpm). At 250 ft, the fluid velo­
city drops to zero. This reflects the transition from 
the flashed to the un flashed brine in the well bore 
(the flash depth). From 250 ft to 1750 ft, the fluid 
velocity is below the starting velocity of the spinner, 
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so that no fluid velocity is registered. From 1750 ft 
to the bottom of the casing (4700 ft), the fluid velo­
city remains nearly constant (with the exception of 
the higher velocities at the casing shoe). 

Figure 4 shows data from the spinner survey in 
the slotted liner. Analysis of the data indicates that 
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Figure 3; Casing spinner survey from well 87-6, Imperial 
Valley, California. [XBL 8010-2246] 
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two intervals produce at least 73% of the fluid. The 
upper zone, located between 4700 ft and 4720 ft, 
produces approximately 18% of the total flow. The 
lower zone, between 4720 ft and 4980 ft, produces 
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only 7% of the total flow. The second major produc­
tive interval lies between 4980 ft and 5100 ft. At 
least 55% of the flow is produced from this interval). 
Because of the low fluid velocity below 5100 ft, it is 
not possible to determine if any fluid is being pro­
duced. Approximately 20% of the total fluid may be 
produced from below this depth. 

This is a good example of a conventional spinner 
log interpretation, and several key points are illus­
trated. First, the spinner easily detected the flash 
depth in the well. Second, the low flow rate 
(250 gpm) at which the survey was conducted 
created a relatively large uncertainty in the quantity 
of flow that was coming from below 5100 ft (20% 
uncertainty). Therefore, it would seem desirable to 
conduct the survey at a higher flow rate. However, 
there is a disadvantage to this, in that the flow 
regime in the vicinity of the perforations may 
become erratic at higher production rates, resulting 
in a further ambiguity in the interpretation of the 
survey. 

The velocity of the fluid moving up the well bore 
is inversely proportional to the square of the bore 
radius. Therefore, even small changes in the radius 
can result in large changes in the fluid velocity. 
Since the downhole flowmeter is very sensitive to 
changes in well-bore velocities, it can be used as a 
production-mode borehole caliper. This has the 
advantage in that scale buildup or casing problems 
can be diagnosed without shutting in the well. 

CONCLUSION 
Existing technology has been used to construct a 

high-temperature (300°C) downhole flowmeter. In 
addition to the conventional uses, the LBL flow­
meter can be used for locating the flash point in a 
well and as' a very sensitive production-mode 
borehole caliper. Careful analysis is required to 
avoid erroneous interpretation of the data and to 
extract the maximum amount of information from 
the survey. 

The following guidelines should be used to 
obtain spinner data of high quality. 

1. Ensure that the instrument is adequately 
centralized during the survey. 

2. Use a combination of logging at constant 
line speed and with regular stops throughout the 
regions of interest to provide the most accurate 
record. 

3. Conduct the survey at the maximum flow 
rate possible without developing a highly erratic flow 
regime around the perforations. 

4. Expect to spend a fair .amount of time on the 
analysis of the data. 



INJECfION IN FRACfURED 
RESERVOIRS 

K. Pruess and G.s. Bodvarsson 

At present, reinjection of spent geothermal brines 
is either employed or being considered as a method 
of waste disposal at most high-temperature geother­
mal fields in operation or under development. The 
majority of fields suitable for electric power genera­
tion are situated in fractured volcanic rocks. Fluid 
flow paths in fractured country can be very complex, 
and present understanding of injection effects is 
rather limited. Some of the questions addressed in 
our research are: 

1. How will injection affect flow rates and 
enthalpies of the production wells? 

2. Can injection increase the short-term usable 
energy output of wells? 
. 3. What are the long-term effects of injection? 

4. How does energy recovery in production­
injection systems depend upon such factors as well 
spacing and fracture spacing? 

5. What is the potential for thermal interfer­
ence along short-circuiting flow paths, such as major 
vertical fractures? 

6. Can thermal interference be predicted from 
tracer tests or pressure-transient tests? 

ENERGY RECOVERY 

We consider a production-injection system . like 
the one schematically depicted in Fig. 1. Two-phase 
fluid from a production well completed in a frac­
tured reservoir enters a separator, which typically 

Figure 1. Schematic diagram of production-injection 
system. [XBL 832-1704J 
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operates at a constant pressure of 9 bars. The flashed 
steam is transmitted to the power plant, and the 
liquid water is reinjected into the same reservoir 
zone. Possible additional sources of injection water 
are condensed steam and makeup water from exter­
nal sources. We have carried out a parameter study 
to obtain insight into how the energy recovery from 
such a production-injection system depends upon 
reservoir parameters and operating conditions. To 
simplify the flow geometry, we assume that the wells 
are arranged in a five-spot pattern. This makes it 
possible to model just 1/8 of a pattern; moreover, we 
neglect vertical flow in the reservoir. Reservoir 
parameters were chosen to represent typical fractured 
reservoirs of low permeability, such as Baca, New 
Mexico; Krafla, Iceland; and Olkaria, Kenya. The 
rock matrix was assumed porous with rather low per­
meability. Global flow in the reservoir occurs 
through a network of interconnected fractures, 
whereas rock matrix and fractures exchange fluid 
and heat locally. Calculations for fractured porous 
reservoirs were carried out with the method of "mul­
tiple interacting continua" (MINC; Pruess and 
Narasimhan, 1982), which is a generalization of the 
double-porosity model of Barenblatt et al. (1960) and 
Warren and Root (1963). 

Production wells are placed on deliverability, so 
that flow rates change in a realistic way with reser­
voir pressures. Our simulations show that produc­
tion rates generally increase with increasing injection 
factor, as was to be expected. Produced en thai pies 
diminish when more fluid is injected. The enthalpy 
decline offsets the increased production rate to yield 
a net steam rate at the separators that is almost 
independent of injection factor. This somewhat 
surprising result agrees with field data from Krafla, 
Iceland, and it suggests that the sum of liquid and 
vapor relative permeability is approximately equal to 
1, independent of flowing enthalpy. Although quan­
titative details depend upon reservoir and well 
parameters, our studies suggest that short-term 
effects of injection on usable steam output tend to be 
insignificant. In the long term, however, injection 
can substantially increase the recoverable energy by 
maintaining reservoir pressures as heat is being 
swept from the rocks. Figure 2 shows computed net 
electric output for a model reservoir as a function of 
fraction of produced fluids injected, using a realistic 
conversion factor of 2.2 kg steam per MWs of electri­
cal energy. From the standpoint of energy recovery, 
then, it appears that there are no compelling reasons 
for reinjection at an early stage of field development, 
but full reinjection is certainly desirable in the long 
run. 
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Figure 2. Cumulative net electric power output for a 
model reservoir with different injection fractions. [XBL 
831-1615] 

THERMAL INTERFERENCE 
The calculations summarized above are applica­

ble for reservoirs with Ubiquitous "small" fractures. 
In this case the heat sweep from the rocks is suffi­
cient to prevent an early thermal degradation of 
fluids at the production wells. However, there is 
plenty of field evidence for short-circuiting "pre­
ferential flow paths" from tracer tests. In fractured 
reservoirs, one often observes tracer migration 
speeds of 1-10 m/h or more with cumulative tracer 
returns of 1-10%. Such "fast paths" indicate the 
presence of major fractures, which may cause ther­
mal interference in production-injection systems 
much earlier than would be expected from 
volumetrically averaged fracture models. 

It should be emphasized that rapid tracer returns 
alone do not necessarily indicate a problem situa­
tion. As far as field management is concerned the 
important parameter is the velocity of the the~mal 
(cold) front. This depends on various characteristics 
of the preferential pathways, which are only partially 
determined by the speed of tracer migration. Tracer 
breakthrough time is essentially a measure of the 
total volume of the preferential path between pro­
duction and injection wells. Thermal migration, on 
the other hand, is largely determined by the total 
available surface area for heat transfer. From an 
analysis of tracer dispersion, one can obtain an esti­
mate of the effective fracture aperture, which in con­
junction with an estimate of fracture volume defines 
the surface area. An uncertainty remains in this 
analysis, however, because the estimates depend on 
hypothetical assumptions about the geometry of the 
flow path. In many geothermal reservoirs, major 
fractures tend to be vertical or nearly vertical. In 
view of the linear flow geometry, vertical fractures 
appear to be a plausible model for fast paths. 
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Under certain simplifying assumptions, we 
obtain the following expression for thermal break­
through time in vertical fractures: 

(I) 

J:Iere tb is tracer breakthrough time, cPfw is the effec­
tIve fracture aperture, and T is a group of rock and 
fluid parameters that depend little on the conditions 
encountered at a particular geothermal site. Equa­
tion (I), plotted in Fig. 3, permits a rough estimate 
of trends that though approximate, may be useful for 
an initial evaluation of injection sites. We have car­
ried out some analysis of the tracer data and thermal 
breakthrough for one of the Los Alamos hot dry rock 
experiments, which supports the model behind 
Eq. (1) in that particular case. 

Additional information can be obtained from 
pressure-transient tests, but a reliable prediction of 
thermal interference will in general require longer­
term (months or years) nonisothermal injection with 
careful monitoring of production temperature. 
Numerical modeling techniques are required to 
obtain a realistic analysis of thermal interference 
data. 

We have developed what we believe to be a 
"realistic" model of thermal interference in vertical 
fractures (see Fig. 4). Fluid and heat flow in such 
systems is three dimensional, which presents a 
formidable problem for numerical analysis. We have 
used numerical simulation for the two-dimensional 
flow in the fracture plane, combined with a semi­
analytical technique for heat flow perpendicular to 
the fracture plane (Vinsome and Westerveld, 1980). 
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Figure 3. Thermal breakthrough time as a function of 
fluid residence time and effective fracture aperture. [XBL 
839-2231] 
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FRONT TRACKING IN COLD 
WATER INJECfION WELLS 

S.M. Benson 

During both geothermal and waterflooding 
operations, it is important to know the position of 
the interface, or front, between the injected and in 
situ fluids. A pressure-transient technique for track­
ing the advance of fluid fronts during waterflooding 
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This approach reduces the computational effort to 
manageable proportions, so that we have been able 
to study a number of typical cases. Figure 5 gives an 
example of a temperature distribution in the fracture 
after 1 year of continuous injection. In this case, a 
good thermal sweep is obtained. Further analysis 
demonstrates that after an unacceptable temperature 
decline has occurred at the -production well, a sub­
stantial recovery is possible in a matter of months if 
injection is stopped. Several examples from operat­
ing geothermal fields support this conclusion. There­
fore, thermal interference may not be as problematic 
as is often believed. Even if it cannot be prevented 
by proper injection design, it appears that it can be 
cured simply by shutting in an offending injection 
well. 
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and geothermal lDJection operations has been 
developed. The technique is based on the concept 
that the steady-state pressure buildup in the reservoir 
region inside the front can be calculated by a fluid 
skin factor (Benson and Bodvarsson, 1983). By 
analyzing successive pressure falloff tests, the move­
ment of the front into the reservoir can be moni­
tored. 

Pressure transients during injection of fluids with 
properties different from those of the in situ fluid are 
characterized by one of two types of behavior: 



1. Moving-front-dominated behavior, during 
which the very early time pressure transients 
correspond to the properties of the reservoir fluid 
and the late time transients to the properties of the 
injected fluid (Tsang and Tsang, 1978; Bodvarsson 
and Tsang, 1980; Benson and Bodvarsson, 1982). 

2. Composite reservoir (stationary front) 
behavior, which is characterized by two slopes, the 
first corresponding to the fluid properties of the 
region inside the front and the second to the proper­
ties of the reservoir fluid outside of the front (Ben­
son and Bodvarsson, 1982). 

This method of front tracking is applicable when the 
pressure transients behave like those of a composite 
reservoir system. 

FLUID SKIN FACTOR 

In composite systems in which the inner region 
is sufficiently small, the steady-state pressure buildup 
in response to injection can be calculated in terms of 
a fluid skin factor. The fluid skin factor can be 
derived in a manner analogous to that of the 
mechanical skin factor of a well (Benson and Bod­
varsson, 1983). The mathematical expression is 

[ 
k,o J.Lj Po 1) I rf 

Sf = - n - , 
. k,jJ.Lopj rw 

(1) 

where Sf is the fluid skin factor, k,o and k,j are the 
relative permeabilities of the fluids in the outer and 
inner regions, J.Lo and J.Lj are the fluid viscosities in 
the outer and inner regions, Po and pj are the fluid 
densities, rf is the radius to the injected fluid front, 
and rw is the well radius. As the radius to the front 
increases, the magnitude of the fluid skin factor 
grows. If the fluid in the inner region is less mobile 
than that of the outer region, the fluid skin factor 
will be positive. Conversely, if the fluid in the inner 
region is more mobile, the fluid skin factor will be 
negative. 

FRONT TRACKING 

In porous medium systems in which the front 
moves at a rate that is inversely proportional to the 
radial distance to the front, the fluid skin factor can 
be expressed in another way (Benson and Bodvars­
son, 1983): 
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[ [ 
J.LjPok,o ) 

Sf = 1.151 - 1 log C 
J.Lopjk,j 

+IOg~], 
7rHrw 

(2) 

where C is the cumulative injection before the 
pressure-transient test, H is the reservoir thickness, 
and b is a constant that is determined by the dis­
placement processes (i.e., waterflooding or thermal). 
From this expression, it can be seen that there is a 
log-linear relation between the cumulative injection 
and the value of the fluid skin factor. Furthermore, 
the slope of the line is simply a function of the fluid 
properties of the inner and outer regions. 

If the correct fluid skin factor can be determined, 
then it is possible to calculate the distance to the 
front using Eq. (1), which can be rearranged as 

r = r e(1.151 sr/n) f w , (3) 

where n is the slope of the line on a plot of sf vs log 
C. The correct value of the fluid skin factor is deter­
mined by subtracting the effects of the mechanical 
skin factor of the well from the apparent skin factor 
of the well, which is determined by the analysis of 
the pressure-transient test. 

EXAMPLE: STEP-RATE INJECTION TEST 

The following simulation was run to demon­
strate front tracking during a step-rate injection test 
of cold water into a hot water reservoir. Three 6-h 
steps, with injection rates of 0.1 kg/s, 0.2 kg/s, and 
0.3 kg/s, were followed by a complete shutin. The 
simulated pressure data are shown in Fig. 1. The 
properties of the reservoir, injected fluid, and reser­
voir fluid are given in Table 1. The data were 
analyzed using conventional multirate theory; fluid 
skin factors of 14, 18.9, and 19.8 were calculated for 
steps 2, 3, and 4, respectively (Benson, 1982). These 
data are plotted in Fig. 2. The data form a single 
straight line when plotted as a function of the loga­
rithm of the cumulative injection. From these 
values of the fluid skin factor, the radial distance to 
the front can be calculated after each step; the calcu­
lated values of 0.6 m, 1.2 m, and 1.5 m agree well 
with the simulated results of 0.7 m, 1.3 m, and 
1.6 m. 
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Figure 1. Simulated pressure buildup during nonisother­
mal injection. [XBL 841-9569] 

. Table 1. Reservoir and fluid properties used in 
the numerical simulations. 

Parameter Units Step-rate test 

k (m2) 10- 14 

H (m) 

cJ> (-) 0.2 

Cr (J/kg_°C) 1000 

Pr (kg/m3) 2200 

A (J/kg-OC-s) 2.0 

f3t (Pa -1) 1 X 10-9 

rw (m) 0.1 

Tin (0C) 20 

Tr CC) 250 

kri (-) 

Pi (kg/m3) 1005 

JoLi (Pa-s) 10-3 

k ro (-) 

Po (kg/m3) 800 

JoLo (Pa-s) 10-4 
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Figure 2. Apparent skin factors vs cumulative injection 
for the step-rate test. [XBL 841-95701 

CONCLUSIONS 

A method for tracking fronts during waterflood­
ing or geothermal injection operations has been 
developed. The method is based on the concept of 
using a fluid ~kin factor to account for the effects of 
the fluid heterogeneity around the injection well. 
This front tracking method requires that conven­
tional pressure falloff tests be conducted after 
increasing periods of injection. The method is most 
successfully applied early during waterflooding or 
geothermal injection operations, when the resolution 
of the radial distance to the front is greatest. The 
technique is applicable to many two-fluid composite 
systems in which the movement of the front depends 
on t /r2. It may also be possible, with minor modifi­
cations, to extend this method to fractured systems 
in which the front advances at a rate that is propor­
tional to t /r4. 

REFERENCES 

Benson, S.M., 1982. Analysis of non isothermal 
steprate tests. In Proceedings, 8th Annual 
Workshop on Geothermal Reservoir Engineer­
ing, Stanford University, Stanford, California, 
December 14-16, 1982, p. 103-110, LBL-14949. 

Benson, S.M., and Bodvarsson, G.S., 1982. Non­
isothermal effects during injection and falloff 
tests. Presented at the 57th Annual Technical 
Conference and Exhibition, Society of Petroleum 
Engineers of AIME, New Orleans, Louisiana, 
September 26-29, 1982, SPE-ll137 (LBL-
14270). 

Benson, S.M., and Bodvarsson, G.S., 1983. A pres­
sure transient method for front tracking. 



Presented at the 58th Annual Technical Confer­
ence and Exhibition, Society of Petroleum 
Engineers of AIME, San Francisco, California, 
October 5-8, 1983, SPE-12130 (LBL-16574). 

Bodvarsson, G.S., and Tsang, c.F., 1980. Thermal 
effects in well tests of fractured reservoirs. In 
Proceedings, Third Invitational Well-Testing 
Symposium, Lawrence Berkeley Laboratory, 
Berkeley, California, March 26-28, 1980, 
Lawrence Berkeley Labortory, LBL-12076. 

A TEST FACILITY TO 
INVESTIGATE TWO-PHASE 
STEAM/WATER FLOW IN 
POROUS MEDIA 

A. Verma, K. Pruess, G.S. Bodvarsson, c.P. Tsang, 
and P.A. Witherspoon 

The concept of relative permeability is the key to 
extending Darcy's law for single-phase flow through 
porous media to the two-phase flow regime. Rela­
tive permeability functions are needed for simulation 
studies of two-phase geothermal reservoirs. These 
remain poorly known even though considerable 
theoretical and experimental investigations have 
been undertaken during the past decade. An effort is 
underway to develop a facility for determining these 
functions and their dependence on fluid and reser­
voir properties and the flow parameters. Our 
approach is summarized in Fig. 1. Thermodynamic 
studies are carried out to develop the equations 
governing . two-phase steam/water flow in porous 
media and to analyze the relationship between mass 
flow rate and flowing enthalpy. These relationships 
will be verified against experimental results and sub­
sequently will be used to develop a field analysis 
technique to obtain in situ relative permeability 
parameters. 

Currently our effort is concentrated on thermo­
dynamic analysis and development of an experimen­
tal facility. This article presents some of the findings 
of our theoretical work and describes the design and 
development effort for the experimental facility. 

BASIC STUDIES 

We discuss first the mechanism of phase trap­
ping and the effect of pore geometry on the relative 
permeability functions. 
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Phase Trapping 

Phase trapping can occur when one of the phases 
becomes immobile under the action of capillary pres­
sure in a channel full of the other phase, which flows 
around the trapped phase. Both water and steam 
can be trapped in flow channels when the thermo­
dynamic conditions are such that the net rate of 
phase transformation, at the interface of the trapped 
phase and the flowing phase, equals zero. This 
phenomenon is important to our study for two rea­
sons: 

1. Phase trapping is a major mechanism of per­
meability reduction. 

2. Phase trapping can lead to local changes that 
are hysteretic in nature (observed by Udell (1983) in 
his "Hot Wire" experiment). 
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Figure 1. Overall approach to obtaining relative permea­
bility functions. [XBL 841-311] 



The thermodynamics of curved interfaces has 
been invoked (Verma et aI., 1983) to show that 
(1) the vapor phase can be trapped when liquid is 
flowing in the direction of increasing temperature; 
and (2) the liquid phase can be trapped if vapor is 
flowing in the direction of decreasing temperature, 
and 

a - (TjPc ) < 0, ax 

where T, X, and Pc are temperature, linear distance, 
and capillary pressure, respectively. This indicates 
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that the relative permeability of a phase may depend .2 

not just on saturation but also on the local tempera-
ture gradient. 

Effect of Pore Geometry 

To study the effect of pore geometry on relative 
permeability functions, we use an approach similar 
to that of Yuster (1951). The two cross sections con­
sidered are (l) a circular tube, and (2) a plane frac­
ture. In both cases, the flow is assumed to be 
separated, with water being the wetting fluid. We 
also assume that the surface temperature distribution 
is such that no flashing or condensation can occur. 
Under these conditions, the relative permeability 
functions for the circular tube are (Yuster, 1951): 

krw = (1 - Sv)2 (1) 

and 

krv = 2Sv ~ + Sv2 
[1 - 2 :: ). 

#Lw 
(2) 

Following the same line of reasoning, we can 
show that for plane fractures 

krw = 1 - 1.5Sv + 0.5Sv3 (3) 

and 

krv = 1.5 ~ Sv - S! [1.5 ~ - 1). (4) 
#Lw #Lw 

Figure 2 shows a plot of these relative permeability 
curves for 

#Lv 
- = 0.4 and 0.1. 
#Lw 

From these curves, we can see that for a given 
saturation the parallel-plate configuration has a 
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Figure 2. Relative permeability curves from idealized 
capillary models. [XBL 841-315] 

higher relative permeability for the water phase than 
the circular tube model. However, the vapor phase 
relative permeability has the opposite trend. The 
reason is that for a given saturation the parallel-plate 
configuration will have a thicker water layer than the 
circular tube model. 

It is easy to show from Eqs. (1)-(4) that in the. 
two-phase zone (i.e., 0 < Sv < 1), the sum of rela­
tive permeabilities is less than 1 (i.e., krw + krv < 1) 
as long as the viscosity ratio (#Lv / #Lw) remains less 
than unity. However, this model is rather simplistic, 
and further studies are needed to include the effects 
of phase transformation. 

EXPERIMENTAL SETUP: DESIGN AND 
OPERATING CONDITIONS 

The proposed experimental setup (Fig. 3) is simi­
lar to that of Reda and Eaton (1981). The test sam­
ple is a sand pack in a glass cylinder (3 in. I.D. X 36 
in. long) mounted vertically to avoid flow stratifica­
tion. The outer surfaces of this cylinder are made 
adiabatic, with the aid of computer-controlled guard 
heaters. Liquid water at constant temperature is 
pumped into the inlet end of the test sample at a 
constant flow rate with the aid of a dual-cylinder, 
constant-flow-ratemetering pump. 

Electric heaters are installed inside the porous 
matrix at the inlet end. A controlled amount of 
power is supplied to these heaters through a stabil­
ized power supply to cause boiling, and the power 
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input is adjusted to achieve the required flow qual­
ity. The mixture of steam and water leaves the test 
sample through an exit chamber designed to reduce 
the end effects. The exit end is maintained at con­
stant pressure with the aid of a back pressure regula­
tor. 

Pressure, temperature, capillary pressure, and 
saturation readings are taken at regular intervals in 
the central portion of the test column. Saturation 
readings are taken with the aid of a "Y-ray densitome­
ter, which avoids disturbing the flow. 

Desirable operating conditions have been studied 
with the aid of numerical modeling. It was specu­
lated that the effect of capillary pressure and the end 
effects resulting from it would be very significant. 
To study these effects, various capillary pressure 
curves were incorporated in the numerical code 
MULKOM (Pruess, 1983) so that test runs could be 
simulated. A typical result of a simulation with the 
end effects is shown in Fig. 4a, and for the purpose 
of comparison a typical result without the end effect 
is shown in Fig. 4b. From these results, we can see 
that, although the four parameters of interest 
(Pv, Pc, T, and Sv) vary monotonically with more or 
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Figure 4. Simulated results of the experiment (a) with 
the end effects and (b) without the end effects. [(a) XBL 
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less constant gradient in Fig. 4b, the end effects 
cause a very sharp gradient of Pv, T, Pc, and Sv over 
the last 20 cm of the test column near the exit end. 
This phenomenon occurs because of the physical 
nature of the problem, which requires that the capil­
lary pressure must equal zero at the exit. 

We have also considered the effects of matrix 
properties, boundary conditions, and the relative per­
meability functions on the simulated results of the 
proposed experiment. Results of simulations using 
many parameter combinations show that it is possi­
ble to obtain a region of almost constant saturation 
over an extended length of the test column. Read­
ings taken in this region can be analyzed to yield 
relative permeabilities without much difficulty. 

The analysis technique follows that of Reda and 
Eaton (1981). By considering the conservation of.· 
mass and energy in a two-phase concurrent flow in a 
vertical test section, we derive the following relation­
ships: 



(j - l)mo~w Vw 

d 
kA dz (Pw + Pwgz ) 

fmo~vPv 
dPv . 

kA­
dz 

(5) 

(6) 

(7) 

In each of Eqs. (5)-(7), the right-hand side con­
sists of quantities that are either known or can be 
measured from the experiment, hence Eqs. (6) and 
(7) can be used to calculate the relative permeabili­
ties. 

SUMMARY 

Criteria for phase trapping in flow channels have 
been developed from the thermodynamics of curved 
interfaces. We show that the vapor phase can be 
trapped if liquid is flowing in the direction of higher 
temperature. On the other hand, liquid can be 
trapped if vapor is flowing in the direction of lower 
temperature. From ideal capillary analysis, we con­
clude that the shapes of the relative permeability 
functions depend on the pore geometry and the 
viscosity ratio of steam and water. We also show 
that the sum of the relative permeabilities in the 
two-phase zone is generally less than unity. Our 
analysis neglects phase change, and a more realistic 
treatment of steam-water flow is needed before con­
clusive results can be obtained. From the basic stu­
dies, we conclude that the relative permeability func-

FLUID AND HEAT FLOW IN 
GAS-RICH GEOTHERMAL 
RESERVOIRS 

M.J. O'Sullivan, * G.s. Bodvarsson, and K. Pruess 

Many geothermal reservoirs contain large 
amounts of noncondensible gases, particularly car­
bon dioxide. The proportion of non condensible gas 

*Department of Engineering, University of Aukland, New Zea­
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tions may depend, among other parameters, on the 
fluid properties, the pore geometry, and the flow 
conditions. 

Results of the numerical studies show that the 
end effects can be very significant. However, it is 
possible to design an experiment in which a nearly 
constant vapor saturation region exists over an 
extended portion of the test sample. In this region, 
the capillary pressure gradient is small, and thus the 
experimental data can be easily interpreted. 
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in the produced fluid is an extremely important fac­
tor in the design of separators, turbines, heat 
exchangers, and other surface equipment. In the 
reservoir itself, the presence of carbon dioxide signi­
ficantly alters the distribution of temperature and gas 
saturation (volumetric fraction of gas phase) associ­
ated with given heat and mass flows. Therefore, -
when modeling gas-rich reservoirs, it is essential to 
keep track of the amount of CO2 in each grid block 
in addition to the customary fluid and heat content. 

The simulations discussed here were carried out 
using the multicomponent, two-phase reservoir 
simulator MULKOM (Pruess, 1983). The H20-C02 
thermodynamic package used in this study is an 
improved version of the one used earlier by Zyvo-



loski and O'Sullivan (1980) in a geothermal simula­
tor developed at the University of Auckland. It is 
based mainly on work by Sutton and McNabb (1977) 
on the properties of a mixture of carbon dioxide and 
water. The H20-C02 package is described by 
O'Sullivan et al. (1983). 

The aim of this study is to investigate the effects 
of CO2 on the behavior of a reservoir in both its 
natural state and under exploitation. Several generic 
simulation studies are described. First, the effect of 
CO2 on the depletion of a single-block, lumped­
parameter reservoir model is briefly examined. 
Second, the relationship between the mass fraction of 
CO2 in the produced fluid and the mass fraction in 
place in the reservoir is studied. Third, the effects of 
CO2 on the vertical distribution of gas saturation, 
temperature, and pressure of geothermal reservoirs 
in the natural state are investigated. The numerical 
simulator with the H20-C02 thermodynamic pack­
age is applied to field data from the Ohaaki (form­
erly Broadlands) geothermal field in New Zealand. 

BASIC PROPERTIES OF CO
2
-H

2
0 

MIXTURES 

In Fig. 1, the mass fractions of CO2 in the liquid 
phase and gas phase, respectively, of a boiling CO2-
H20 mixture are shown as functions of temperature 
(the partial pressure of CO2 is 10 bars). The figure 
shows that even for this moderately high partial pres­
sure of CO2, the total amount of CO2 that can be 
dissolved in the liquid phase is small. Therefore, if a 
sufficiently large amount of CO2 is introduced into a 
body of liquid water at fixed temperature and total 
pressure, the mixture must boil and evolve a gas 
phase. The gas phase contains a mixture of the 
excess CO2 not dissolvable in the liquid and water 
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Figure 1. Mass fraction of CO2 in liquid and gaseous 
phase. [XBL 837-1900] 
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vapor at a partial pressure corresponding to the sys­
tem temperature. For conditions of interest in 
geothermal systems, the mass of CO2 present in a 
unit volume of gas phase is larger than that present 
in a unit volume of liquid phase. Therefore, if CO2 
partial pressure is kept constant, an increase in the 
mass fraction of CO2 can be accommodated only by 
an increase in gas-phase saturation. The increase of 
gas saturation. that accompanies an increase in the 
mass fraction of CO2 is the single most important 
effect of the CO2, as the total mixture mobility 
greatly depends upon the volumetric fractions of 
liquid and gaseous phases present. The changes in 
density, viscosity, and enthalpy of the individual 
phases caused by the presence of CO2 are compara­
tively minor. 

It can be shown that, for fixed values of P and 
Pc, there is a simple linear relationship between flow­
ing enthalpy and flowing CO2 content. This rela­
tionship is shown in Fig. 2 for various values of the 
partial pressure of CO2 at a temperature of 260°C. 
The exact positions on these curves for values 
obtained from production data from a particular well 
depend both on the gas saturation of the boiling mix­
ture and on the relative permeability curves that 
apply. Also shown in Fig. 2 are data points 
representing monthly samples taken from several 
wells at Ohaaki (Ministry of Works and Develop­
ment, 1977). The temperature at the feed zone for 
the different wells varies, but the corresponding 
curves are not very different from those given in 
Fig. 2. These points show production data after 
some initial degassing near the well has occurred and 
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Figure 2. Variation of flowing enthalpy CO2 fraction. 
Monthly production data from Ohaaki is also 
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therefore are not inconsistent with estimates for the 
partial pressure in the main reservoir at Ohaaki of 
up to 30 bar. 

To demonstrate the effect of CO2 in a geother­
mal reservoir in a very simple way, the depletion of 
a lumped-parameter reservoir model was simulated. 
A block of volume 1.0 m3 with porosity 0.15, density 
2500 kg/m3, and specific heat 900 J/kg-OC, initially at 
a temperature of 260°C, a gas s.aturation of 0.2, and 
CO2 partial pressures of either 0 or 30 bar was pro­
duced at a constant rate of 5 kg/so The results 
obtained show that the pressure drop due to 
degassing occurs rapidly .. The flowing CO2 mass 
fraction is much greater than the mixture or the in­
place CO2 mass fraction for gas saturations of 0.1 or 
greater, so that the CO2 is quickly exhausted. After 
the early degassing period, the pressure decline 
curves for both cases (P CO = 0 and 30 bars) are prac­
tically the same. The duration of the degassing 
period depends strongly on the relative permeability 
curves used; in general, curves that show high mobil­
ity of the gas phase will give shorter durations. 

CO2 CONTENT IN PRODUCED FLUIDS 

A calculation similar to that carried out by 
O'Sullivan (1981), who used asymptotic methods to 
show that production enthalpy must stabilize, can 
also be used to show that the CO2 content in the 
produced fluids must stabilize. Grant (1979) gave an 
approximate derivation of this result for the special 
case of gas-dominated reservoirs. 

A number of well-test simulations were carried 
out to investigate the relationship between produc­
tion enthalpy and production CO2 content. To 
make the results comparable to extensive field data 
from Ohaaki, New Zealand (Ministry of Works and 
Development, 1977), a number of different initial gas 
saturations and flow rates were tested at an initial 
temperature of 260°C. Figure 3 shows the results of 
some of these simulations. The solid curves show 
the loci of late-tiine stable production en thai pies, 
Hf(oo), with respect to initial partial pressure of CO2 
and initial gas saturation for a constant and rela­
tively high flow rate. The general effect of flow rate 
is shown by the dotted and broken curves, which 
indicate the change in location of the solid curve net­
work as flow rate is reduced. For example, for an 
initial CO2 partial pressure of Pco = 5 bars and an 
initial gas saturation of SgO = 0.3, Hf(oo) and !cf(oo) 
at the high flow rate are 1680 kJ /kg and 2.8%, 
respectively; at a very low flow rate, they are 
1293 kJ/kg and 2.3%, respectively. 

All the results shown in Fig. 3 were obtained 
using the Corey relative permeability curves. Other 
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relative permeability curves will show the same gen­
eral trends but at vastly different scales. We have 
also found that although the stable flowing enthalpy 
depends strongly upon porosity (Bodvarsson et aI., 
1980), the stable flowing CO2 mass fracture is only 
weakly dependent on porosity. 

DETERMINATION OF GAS SATURATION 
AND RELATIVE PERMEABILITIES 

The results presented above show how variations 
in initial in-place conditions affect the production 
enthalpy and CO2 mass fraction. In practice, the 
inverse problem is usually the important one: Given 
the production data, what can be deduced about the 
thermodynamic state of the reservoir? It turns out 
that measurement of the flowing CO2 mass fraction 
can assist in determining in-place conditions. Bod­
varsson et al. (1980) showed how data on flowing 
enthalpy during a well test could be used to deduce 
the ratio krg / kr[ as a function of flowing enthalpy. It 
was pointed out, however, that this procedure did 
not give krg / kr[ as a function of flowing CO2 mass 
fraction. 

What is really required is a means of deducing 
gas saturation or, equivalently, in-place enthalpy or 
in-place CO2 mass fraction. A careful examination 
of Fig. 3 indicates that it may be possible to deduce 
in-place gas saturation from the stable flowing CO2 
mass fraction, !cf(oo). The key points to observe are 
that! cf(oo) depends very weakly on both flow rate 
and porosity but strongly on initial saturation. 

In view of these results, curves such as those 
shown in Fig. 4 can be used to calculate the in-place 
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gas saturation in a reservoir, even when the porosity 
and permeability (or the parameter group Q / kh) are 
unknown. The partial pressure of CO2 can be deter­
mined from downhole pressure and temperature 
measurements, and then the fcj( 00) vs Sg curves for 
the correct temperature and partial pressure can be 
selected. Errors of a few degrees in temperature or a 
few bars in the partial pressure of CO2 will have a 
negligible effect on the results. A measurement of 
fcj(oo) during a constant-rate production test can be 
used to obtain the in-place gas saturation. The only 
drawback of this process is that the shape of the 
fcj(oo) vs Sg curves depends on the choice of rela­
tive permeability curves. 

If a number of tests are performed and the rise 
in flowing enthalpy is measured in each case, some 
progress can be made-but only if estimates of 
porosity and permeability are available. Plots such 
as those given by Bodvarsson et al. (1980) can be 
used to distinguish between the two cases. Flowing 
enthalpy will ,increase much more rapidly with 
increase in flow rate for the case of Sg = 0.3 than for 
the case of Sg = 0.13. However, in determining the 
correct scale for flow rate, it is necessary to know the 
permeability; and in choosing the relevant curve to 
match, the porosity must be known. 

In summary, the measurement of stable flowing 
CO2 mass fraction enables vapor saturation to be 
determined for each set of relative permeability 
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curves being considered. Distinguishing between the 
different options requires knowledge of porosity and 
permeability and observation of the change in stable 
flowing enthalpy with flow rate. 

WELL-TEST ANALYSIS 
Pritchett et al. (1981) showed that the addition of 

quite small amounts of CO2 produces large changes 
in the pressure drop during a constant-rate well test. 
In the example they considered, the initial total pres­
sure and temperature were fixed while the CO2 con­
tent was accompanied by large changes in the initial 
gas saturation; this probably explains most of the 
observed differences in mobility. To examine the 
effects of CO2 on the pressure decline when the gas 
saturation effects are removed, a number of simula­
tions were run with fixed initial temperature and gas 
saturation but different initial partial pressures of 
CO2 and therefore different initial total pressures. 
The presence of CO2 has two effects. First, degass­
ing causes a more rapid pressure decline at early 
times; second, the lower flowing enthalpy with CO2 
present causes a slower decline of temperature, and 
therefore pressure, at later times. Our results show 
that very different (by a factor of 2 or more) slopes 
of the semilog pressure plot can be obtained when 
the initial CO2 content is varied. Consequently, sig­
nificant errors could easily be made in deducing kh 
from the slope of the semilog pressure plot unless 
accurate information on the CO2 content is avail­
able. 

NA TURAL-ST A TE STUDIES 

To determine the effect of CO2 on the natural 
thermodynamic state of geothermal systems, numeri­
cal studies of a simple vertical column model were 
carried out. The model consists of two zones, a "cap 
rock" extending from ground surface to 300 m with 
a permeability of 0.5 mdarcy and an underlying 
700-m-thick reservoir zone with a permeability of 
20 mdarcies. The thermal conductivity of both 
zones was assumed to be 2.0 W /m-°C; other reser­
'voir parameters such as porosity and heat capacity 
(storage type parameters) do not affect steady-state 
results. Heat and mass were injected at the base of 
the model in order to simulate the upflow zone in a 
geothermal system. Ambient conditions were 
prescribed at ground surface (T = lOoC, P = 1 bar). 

In the first series of simulations, the system was 
modeled without CO2; mass and energy flow through 
the system were adjusted until a small two-phase 
zone developed in the upper portion of the reservoir. 
This occurred when 2.0 kg/s-km2 of water, with an 
enthalpy of 1300 kJ/kg, was injected at the bottom of 



the model. Progressively larger and larger quantities 
of CO2 were then added to the injected fluid. The 
results show that quite small quantities of CO2 have 
a large effect on the thermodynamic state of the sys­
tem. In the case of 1 % flowing CO2 mass fraction 
(corresponding to smaller in-place values), the boil­
ing zone spreads throughout the whole column. For 
still higher concentrations of CO2, gas saturation 
increases at the base of the cap rock and throughout 
most of the cap rock. In the reservoir, the gas 
saturation is close to the residual steam saturation. 
Thus, for a given heat flux, the higher the CO2 con­
tent in the fluids, the larger the two-phase zone that 
will develop. Moreover, the maximum gas satura­
tion and partial pressure of CO2 can occur at shallow 
depths. This is consistent with field observations 
from some wells at the Krafla geothermal field, Ice­
land (V. Stefansson, personal communication, 1982). 

APPLICATION TO FIELD DATA 

When applied to the 'Ohaaki geothermal field in 
New Zealand, the vertical column model was found 
to agree very well with the natural thermodynamic 
state of that field (pressure and temperature profiles). 
The partial pressure of CO2 in the primary reservoir 
is calculated to be 15-25 bars, with partial pressure 
increasing with depth. The behavior of the field dur­
ing exploitation (1966-1971) and recovery was also 
modeled. Reasonable matches were obtained with 
the pressure drawdown, the produced enthalpy, and 
the produced CO2 content, which allowed determina­
tion of the vertical permeability distribution within 
the system. This work is described in O'Sullivan 
et al. (1983). 

CONCLUSIONS 

The results of this investigation show that the 
effects of a noncondensible gas such as CO2 on 
geothermal reservoir behavior can be extremely 
important. In the natural state, CO2 increases the 
size of the boiling zone considerably. During exploi­
tation, the gas escapes rapidly, leading to a large, 
early pressure drop. 

The presence of CO2 significantly affects the 
results of transient well tests. The pressure response 
is faster at early times because of degassing and 
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slower at later times because of a reduced flowing 
enthalpy. The measurement of the CO2 mass frac­
tion in the produced fluid during a well test can be 
used to deduce the in-place gas saturation in the 
reservoir if the relative permeabilities are known. 
The model was successfully applied to the Ohaaki 
geothermal field in New Zealand. 
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TOUGH: A NUMERICAL 
MODEL FOR STRONGLY HEAT 
DRIVEN FLOW IN PARTIALLY 
SATURATED MEDIA 

K. Pruess 

TOUGH is a member of the MULKOM family 
of codes (Pruess, 1983); it was developed primarily 
for assessing the performance of a high-level nuclear 
waste repository in the unsaturated tuff formations 
at the Nevada Test Site. The name "TOUGH" is an 
acronym for Transport Of Unsaturated Groundwater 
and Heat. The code can also be applied to the 
design and analysis of laboratory experiments in 
two-phase flow, to problems in the subsurface 
storage of compressed air, and to the study of geoth­
ermal reservoirs with a free surface. 

APPROACH 

Emplacement of high-level nuclear waste in par­
tially saturated rocks of low permeability will give 
rise to a strongly heat driven problem, in which fluid 
flow occurs as a consequence of thermal expansion 
and phase change (boiling). Near the waste pack­
ages, solute temperatures may almost double (from 
ambient 300 K to near 600 K). From the ideal gas 
law, p V = nRT, one expects large increases in pres­
sure and/or volume of the gas phase, which will give 
rise to strong forced convection of the gas-phase 
from thermal expansion. Even stronger gas phase 
flow effects are expected from vaporization of water, 
which will become vigorous when the formation 
temperature exceeds lOO·C. 

The conventional description of unsaturated flow 
assumes isothermal conditions (Narasimhan, 1982a), 
or "weakly" nonisothermal systems, in which the 
overall movement of the gas phase is negligible 
(Milly, 1982). This kind of approximation is not 
applicable to the nuclear waste isolation problem. 
The code TOUGH employs a multiphase approach 
to fluid and heat flow that fully accounts for the 
movement of gaseous and liquid phases and their 
transport of latent and sensible heat. The formula­
tion used in TOUGH is analogous to the multiphase, 
multicomponent treatment customarily employed in 
simulators for geothermal reservoirs (Pruess, 1983) 
or for steam flooding of hydrocarbon reservoirs 
(Coats, 1978; Pruess and Bodvarsson, 1983). The 
gas phase will in general consist of a mixture of air 
and vapor, and both these components must be 
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accounted for separately. Liquid and gas phases can 
flow in response to pressure gradients and gravity 
according to Darcy's law. Capillary pressure is con­
sidered to depend on saturation and temperature, 
but not on the flow history of the system. The 
interaction between flowing liquid and gaseous 
phases is represented by nonhysteretic relative per­
meability functions. Capillary pressures and relative 
permeabilities can be specified differently for dif­
ferent flow regions, which is considered an important 
capability for fractured rocks with spatially variable 
pore size distribution. Apart from Darcy flow, the 
code also includes a term for vapor transport via 
binary diffusion. Phase change effects are included 
both in the mass flux terms and in the heat tran­
sport. We have assumed local thermodynamic 
equilibrium; i.e., rock and fluid are always at the 
same temperature and pressure locally, and vapor 
partial pressure is always equal to the saturation 
pressure at the given local temperature. No 
allowance was made for vapor pressure lowering due 
to capillary and adsorptive effects. Temperature 
differences between connected fluid-filled pores and 
large chunks of solid rock can be handled through 
appropriate space discretization (see below). Heat 
transport is by means of conduction or convection. 

The thermo physical properties of water sub­
stance, such as density, viscosity, and enthalpy, are 
represented within experimental accuracy by the 
steam table equations given by the International For­
mulation Committee (1967). Air is approximated as 
an ideal gas, and additivity of partial pressures is 
assumed for air and vapor. The (small) solubility of 
air in water is represented by Henry's law. 

METHODOLOGY 

The coupled fluid and heat flow processes are 
represented by mass balance equations for water and 
air substance, respectively, and by an energy balance 
on the rock-fluid mixture. The basic balance equa­
tions are valid for arbitrary irregular flow domains 
and for porous and fractured media alike. In 
TOUGH, the governing equations are discretized 
spatially by means of an integral finite-difference 
method, which facilitates treatment of multidimen­
sional systems and fractured porous media 
(Narasimhan, 1982b; pruess and Narasimhan, 1982). 
To provide the computational stability necessary for 
multiphase flow systems with phase transitions, time 
is discretized fully implicitly as a first-order finite 
difference. The discretized equations for a flow 
domain with N volume elements form a set of 3N 
coupled algebraic equations for the primary thermo­
dynamic variables. These are solved completely 

\ 



simultaneously, using Newton-Raphson iteration. 
The linear equations arising at each iteration step are 
solved with the Harwell subroutine package 
"MA28," which employs Gaussian elimination and 
sparse storage techniques (Duff, 1977). 

APPLICATIONS 

A number of test calculations have been carried 
out that demonstrate that the mathematical and 
numerical methods employed in TOUGH can han­
dle all the severe nonlinearities arising in phase tran­
sitions and component appearances and disappear­
ances. The accuracy of the code was verified by 
simulating sample problems from the soil science 
and geothermal literature for which analytical or 
numerical solutions are available (see Table 1). A 
guide for preparation of input decks has been written 
that, together with the extensive internal documenta­
tion, should enable engineers with some experience 
in fluid and heat flow modeling to apply the code to 
practical problems. TOUGH has been transferred to 
the Nuclear Regulatory Commission, and a full 
user's documentation is being prepared. 
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Table 1. Sample problems for numerical simulator TOUGH. 

Problem Dimensions Features Issues 

Infiltration 1-0, linear Isothermal Code verification against known semi analytical 
solution (Philip, 1955) 

Infiltration 2-D, vertical Two-dimensional Demonstration of code capability 
fronts; gravity (Ross et aI., 1982) 
effects 

Flow to a 1-0, radial Water and steam Propagating boiling front; code verification 
geothermal well only; no air against known semianalytical and numerical 

solutions (Garg, 1978) 

Flow to a well 2-D, vertical Flow between Code verification against known semianalytical 
intercepting a rock matrix and numerical solutions (Moench, 1980) 
fracture and fracture 
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A STUDY OF NONISOTHERMAL 
CHEMICAL TRANSPORT IN 
GEOTHERMAL SYSTEMS BY A 
THREE-DIMENSIONAL, 
COUPLED, THERMAL AND 
HYDROLOGIC PARCEL MODEL 

D.C. Mangold and c.P. Tsang 

Reservoir engineering in nonisothermal systems 
such as geothermal reservoirs presents a challenge to 
conventional well-testing, production, and injection 
techniques. This is particularly true because there 
are many phenomena that need to be understood as 
coupled physical processes (e.g., buoyancy flow, 
tracers that react with minerals in the reservoir 
matrix, and temperature-dependent chemical reac­
tions in the reservoir). To analyze these complex 
coupled processes in the field is very difficult, but 
numerical modeling can offer a useful means to 
investigate their implications. The objective of this 
study was to indicate how numerical simulation can 
give valuable insights into the coupled thermal, 
hydrologic, and chemical processes in geothermal 
reservoirs. 

MODEL 

The numerical model CPT employed in this 
study was developed at Lawrence Berkeley Labora-
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tory from an earlier code PT (Bodvarsson, 1982), 
which has been extensively applied in geothermal 
reservoir engineering research studies. PT is a 
three-dimensional, single-phase simulator that has 
been validated against numerous analytical solutions 
for thermal and hydrologic processes, a number of 
geothermal reservoir development studies, and 
several field experiments (Tsang et al., 1981). It 
includes the capabilities to model complex three­
dimensional geometry, heterogeneous porous and 
fractured media, and temperature-dependent fluid 
and rock properties. The energy and mass equations 
are solved using an efficient sparse matrix solver. 

CPT has the addition of a parcel model for 
chemical transport and provides for changes in the 
permeability of the rock matrix due to either tem­
perature changes or chemical reactions. At each 
time step, the parcel model calculates chemical tran­
sport using the newly calculated values of tempera­
ture and pressure. In this way, the chemical 
transport is interlaced with the pressure and tem­
perature calculations. Changes in permeability affect 
pressure and mass flow on the next time step after . 
they occur. 

The use of model CPT is illustrated for three 
examples. In the first case, a dense fluid is injected 
into a partially penetrating well in the upper portion 
of a reservoir. In the second case, a geothermal 
reservoir containing carbonates is produced in which 
the colder recharge water partly dissolves the car­
bonates as it flows toward the well. In the third 
case, the effects of using either nonreacting or react­
ing tracers for locating an injected cold front are 



examined for injection and production wells con­
nected by a fracture zone. 

CASE I: Partial-Penetration Injection Test with 
a Dense Fluid 

The fluid injected into a geothermal reservoir 
usually is different from the reservoir fluid. In addi­
tion to a temperature difference, the injected fluid 
may have a greater density, either from utilizing 
spent brine after flashing with a greater concentra­
tion of chemical constituents or because some 
solutes have been added to it for the purpose of the 
test. For a well that partially penetrates the upper 
portion of the reservoir, this may reduce recovery 
during the succeeding production period. A colder 
fluid tends to sink in a warm reservoir as a result of 
differences in density caused by temperature differ­
ences. However, such a temperature-dependent pro­
cess does not account for density differences due to 
chemical composition, which may be equally great. 

For this injection test, the difference in density 
between the reservoir water at 200°C (392°F) and the 
injected water at 100°C (212°F) is approximately 
10%. In this case in our exploratory study, the con­
centration of the solutes in the injected water was 

. increased enough to increase the density of the 
injected fluid by another 10%. The injection was 
performed for 3 months through a well penetrating 
the upper 100 m (- 300 ft) of a 300-m (-900 ft)­
thick geothermal reservoir. Afterwards, the well was 
produced for 3 months at the same rate as the injec­
tion, 20 kg/s (- 300 gpm). A list of properties used 
for the reservoir in this case and the following cases 
is given in Table 1. A homogeneous reservoir 
bounded vertically by less permeable confining layers 
was modeled with a radially symmetric mesh. 

Table 1. Reservoir properties. 

Permeability 
Porosity 
Compressibility 

Thermal conductivity 

Heat capacity 
Density 

5 X 10-4 m2 (50 mdarcies) 
0.20 
2 X 10- 10 Pa- I 

(1.4 X 10-6 psi-I) 

2.0 W/m-K 
(1.16 Btu/h-ft2_oF/ft) 
1000 J/kg-K (240 Btu/Ibm-OF) 
2650 kg/m3 (166 Ibm/ft3) 

Note: Fracture zone has 10 times reservoir permeability, 
with other properties the same. Cap rock and bedrock 
have 10 times less permeability than the reservoir, with 
other properties the same. 
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The results after injection and production are 
shown in Figs. 1 . and 2. In Fig. 1, the solid lines 
indicate the temperature contours in increments of 
20°C (36°F), and the broken lines indicate the 
concentration contours in increments of 20% of the 
initial injection concentration. It is apparent that the 
fluid moves downward more rapidly in response to 
chemical concentration effects on density than to 
temperature effects alone. Figure 2 illustrates the 
same contours after the production period: The 
downward movement of the denser fluid is clearly 
shown, despite the production of much of the co~ler 
water injected in the first 3 months. The chemical 
substance(s) in the injected water are causing some 
of this water not only to sink deeper than predicted 
with temperature-induced density changes alone but 
even to remain in the reservoir during the produc­
tion period. This shows that low recovery of the 
chemical constituents of the injected fluid may be 
due to the effect of chemical concentration on den­
sity in conjunction with a partially penetrating well 
rather than to chemical reactions, adsorption, or per­
meability inhomogeneities such as fractures. 
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Figure 1. Temperature (solid) and concentration (bro­
ken) contours after 3 months of injection of 100°C (212°F) 
water into a 200°C (392°F) reservoir from a partially 
penetrating well. [XBL 843-983] 
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Figure 2. Temperature (solid) and concentration (bro­
ken) contours after 3 months of production following 3 
months of injection from a partially penetrating 
well. [XBL 843-982] 

CASE II: Production of a Reservoir Containing 
Carbonate 

A geothermal reservoir containing carbonates 
was produced and the effect of the recharge of cooler 
waters examined. It is well known that the solubility 
of carbonate, contrary to that of many other sub­
stances, varies inversely with temperature; it changes 
by two orders of magnitude between 100°C and 
200°C (Kharaka and Barnes, 1973). If some of the 
flow paths in the reservoir matrix are filled by car­
bonate, then the cooler water will dissolve it, 
increase the permeability, and allow a greater influx 
of the cold recharge water to penetrate the reservoir. 

The results indicate that the carbonate dissolu­
tion induced by the advancing cold front does 
increase the permeability significantly. In this exam­
ple, the greater permeability did not appear to cause 
more rapid advance of the thermal front. In addi­
tion to the permeability, the calculated front move­
ment depends on the viscosity and density of the 
water, both of which have higher values at lower 
temperatures. 
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CASE III: Locating a Thermal Front by Two 
Kinds of Tracers 

In reinjection schemes, it is desirable to know 
how far a thermal front has advanced toward the 
production wells. One means suggested for doing 
this is to inject a tracer along with the cooler water 
and use the tracer movements to estimate the loca­
tion of the thermal front. The tracer will move fas­
ter than the thermal front as long as adsorption or 
other chemical processes do not retard it signifi­
cantly. The tracer thus provides a warning of the 
thermal front's approach to the production wells. 
However, in some cases, chemical processes may 
inhibit the tracer movement, so that it may be of lit­
tle use in predicting front location. 

These two situations were modeled generically 
by a planar, two-dimensional, one-layer reservoir 
with a fracture zone joining two wells· 1 km (-0.63 
mile) apart. The fracture zone has 10 times the per­
meability of the surrounding porous medium. Cool 
water containing either a "reacting" or a "nonreact­
ing" tracer is injected into one well at 20 kg/s ( - 300 
gpm) while the other well is produced at the same 
rate. 

The results for a nonreacting tracer indicate that 
the tracer follows the hydrologic front and could be 
detected at an observation well midway between the 
injection and production wells at 1 % of its original 
injected concentration after 3 months. In that time, 
the temperature front had advanced only about 
100 m (-300 ft), which would give much advance 
indication of the thermal front. For a strongly react­
ing tracer, there was no indication of the thermal 
front because the tracer had been significantly 
retarded. 

These two situations show both the benefits and 
the difficulties with using tracers for locating thermal 
fronts. The modeling of such a technique, however, 
may help the reservoir engineer to understand actual 
field results and to evaluate tracer use by predicting 
their effects under different conditions before 
employing them. 

CONCLUSION 

The three cases modeled illustrate the use of 
model CPT for understanding the complex coupled 
physical processes that can occur in geothermal 
reservoirs. The model is equipped to investigate the 
many coupled processes operating in geothermal 
reservoirs. Depending on the temperatures of the 
different waters and the water-rock chemical 
interactions-especially with their effect on fluid 
viscosity and rock hydrologic parameters such as 



permeability and porosity-a number of different 
outcomes for producing the reservoir could be 
expected. A discussion of viscosity effects on well­
test analysis was published earlier (Mangold et aI., 
1981). These various possible situations can be 
modeled by CPT over a range of different hydrologic 
parameter values, possible chemical reactions, and 
exploitation strategies in order to see the significance 
and implications of each of the potential factors. 
The model can thereby give insight into the dynam­
ics of these coupled processes and their importance 
for reservoir engineering decisions. 
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A STUDY OF CONTAMINANT 
PLUME CONTROL IN 
FRACTURED POROUS MEDIA 

CP. Tsang, D.C Mangold, C Doughty, 
and I. Javandel 

When a contaminant plume is encountered in an 
aquifer, several measures may be taken to control, 
contain, or remove the plume. One measure 
involves installation of a low-permeability barrier to 
contain the plume and prevent it from being carried 
away by natural regional groundwater flow. Ques­
tions often arise concerning the optimal length of the 
barrier and the possible need for more than one bar­
rier for containment of the plume. Another measure 
involves extraction of the contaminant plume by 
means of one or more pumping wells. In this case, 
one must decide on the optimal depths, locations, 
and pumping rates for the wells. 

Numerical simulations for a series of scenarios 
involving the use of barriers or pumping wells have 
been made to contain or remove a contaminant 
plume from an aquifer. Important features of plume 
control that are considered include aquifer hetero­
geneity due to permeability layering or a fracture 
zone and density of the contaminant plume relative 

. to the native groundwater. The calculational results 
are based on the numerical code CPT (Mangold and 
Tsang, 1983). The code includes a number of partial 
differential equations that describe the three-
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dimensional flow of fluids in a complex porous 
medium with or without the presence of discrete 
fractures. The code CPT, which was developed at 
the Lawrence Berkeley Laboratory, employs the 
integral finite-difference numerical scheme (IFD) and 
calculates coupled thermohydrologic flows with sim­
ple chemical advective transport and reactions. The 
formulation includes the effects of density and 
viscosity variations of the fluid, gravitation or buoy­
ancy effects, aquifer heterogeneity, and complex 
boundary conditions. Molecular diffusion and 
hydrodynamic dispersion are not considered. The 
code CPT was derived from an earlier version called 
PT, which has been verified against eight analytical 
or semianalytical solutions (Bodvarsson, 1982) and 
validated against several field experiments (Buscheck 
et aI., 1983). 

COMPARATIVE STUDIES INVOLVING 
BARRIERS 

In these studies, we consider the evaluation of a 
two-dimensional (x ,y) contaminant plume in an 
aquifer with a uniform regional flow. The barriers 
studied are listed in Table 1 along with comments on 
the effectiveness of each. Case 4, using two barriers, 
provides the best plume containment. Figure 1 
shows the plume at its initial position, after 6 
months with no barrier (case 1), and after 12 months 
with two barriers (case 4). After 6 months with no 
barrier, the whole plume has moved downstream 
with the regional flow. The spreading shown in the 
figure is due to numerical dispersion. In simple 
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Table 1. List of cases involving barriers. 

Case 

2 

3 

4 

5 

Barrier Comments 

No barrier Basic case for comparison; whole plume 
moves downstream 

300-m barrier Short barrier upstream; whole plume 
moves downstream, more slowly than in case 1 

450-m barrier Long barrier upstream; whole plume 
moves downstream, more slowly than in case 2 

Two barriers Short barriers upstream and downstream; 
good overall plume containment; small amount of 
plume moves downstream 

300-m barrier with Fracture zone 10m wide with 10 times 
fracture zone permeability; large containment flow through 

fracture zone 

TIME= 0 MO. 

geometries such as this, numerical dispersion pro­
duces results that qualitatively resemble physical 
dispersion. After 12 months with two barriers, only 
a small amount of contaminant at low concentration 
has escaped. 

TIME= 6 MO. 

100~ 

500tttH llill 

COMPARATIVE STUDIES INVOLVING 
ONE OR MORE EXTRACTION WELLS 

In these studies, we assume an axisymmetric sys­
tem and study contaminant plume evolution in an 
(r ,z) vertical section of a confined aquifer. For the 
one-well studies, the contaminant plume is formed 
by infiltration into the top of the aquifer for a period 
of one year. After infiltration stops, extraction 
begins through a well located at r = 0 using various 
well-screen intervals. For the multiwell studies, the 
contaminant plume is formed by injection into a sin­
gle fully penetrating well for a period of 40 d. 
Extraction occurs through the same well using vari­
ous well-screen intervals; a ring of auxilliary injec­
tion wells at r = 60 m is used to push the plume 
toward the extraction well. 

o 200 400 600 800 1000 1200 
Distance in direction of regional flow (m) 

Figure 1. Concentration contours for the (x ,Y) plume in 
its initial condition, after 6 months with no barrier, and 
after 12 months with two barriers. [XBL 841-9503J 

A measure of the effectiveness of contaminant 
extraction is called the recovery factor, t, which is 
the percentage of contaminant extracted when the 
volume of fluid extracted is equal to the total 
volume of infiltrated contaminated fluid. If t is 
much less than 1, it indicates that there is much mix-
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ing between contaminated and aquifer water, so that 
the cleanup action is not very effective. One then 
has to produce a large volume of water to extract a 
sufficient amount of the contaminant. 

Table 2 lists the extraction schemes studied and 
the recovery factor for each. Cases 1-6 consider 
aquifer permeability variations, and cases 7-13 con­
sider plume density variations. Figure 2 shows the 
plumes to be extracted for each case. By comparing 
Table 2 and Fig. 2, two general trends may be noted. 

1. When the plume extends farther into a high­
permeability region than into adjacent regions, no 

Table 2. Summary of extraction cases. 

extra effort need be made to extract it from the 
high-permeability zone; instead, extraction should be 
centered at adjoining lower-permeability regions. 
For example, case 4, with the well screened in the 
low-permeability region, yields a higher recovery fac­
tor than case 3, with a fully penetrating well, which 
in tum yields a higher value than case 2, with the 
well screened in the high-permeability region. Simi­
larly, case 5, with the well screened in the upper part 
of the· aquifer, yields a higher recovery factor than 
case 6, with the well screened at the fracture zone; 
case 11, with the auxiliary injection wells screened in 
the upper (low-permeability) layer, yields a higher 

One-well cases 
Extraction well-screen interval 
(percent of aquifer thickness) E 

Homogeneous aquifer 

Case 1 Upper 38 

Lower half of aquifer with double permeability 

Case 2 Lower 33 

Case 3 

Case 4 

100 

Upper 38 

Horizontal fracture with 10 times aquifer permeability 

Case 5 

Case 6 

Upper 38 

Middle 10 (at fracture) 

Heavy contaminant in a homogeneous aquifer 

Case 7 

Case 8 

Case 9 

Multiwell cases 

100 

Lower 33 

Lower 10 

Extraction well-
screen interval 

Light contaminant in a three-layer aquifer 
(middle layer is 2.5 times as permeable as other two) 

Case 10 100 

Case 11 100 

Case 12 upper 20 

Case 13 upper 20 
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0.89 

0.85 

0.87 

0.89 

0.85 

0.84 

0.25 

0.36 

0.37 

Auxilliary injection 
well-screen interval 

100 

upper 20 

lower 20 

upper 20 

E 

0.65 

0.68 

0.77 

0.80 
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Figure 2. Relative concentration contours for the (r ,z) 
plumes in their initial conditions, before extraction. The 
shaded region shows the fluid inlet for plume formation. 
The heavy vertical bars show the depths of the well-screen 
intervals for the various extraction schemes. [XBL 841-
9504] 

THE USE OF MATHEMATICAL 
MODELS FOR SUBSURFACE 
CONTAMINANT TRANSPORT 
ASSESSMENT 

I. Javandel, C. Doughty, and c.F. Tsang 

Enormous amounts of potentially hazardous 
waste materials are stored or disposed of on or 
beneath the land surface. The presence of numerous 
contaminants such as organic and inorganic chemi­
cals and bacteriological substances in groundwater 
indicates that many of the waste-disposal sites com­
municate with underground water resources. Even 
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value than case 10, with the auxiliary wells fully 
penetrating. 

2. When the plume is distorted because of 
buoyancy flow due to a density difference between 
plume and native waters, extraction efforts must be 
concentrated on the location of the maximum extend 
of the plume. Thus case 9, with the well screened 
over the lower 10% of the aquifer thickness, yields a 
higher recovery factor than case 8, with the well 
screened over the lower 33%, which in tum yields a 
higher value than case 7, with a fully penetrating 
well. Similarly, the recovery factors for cases 10-13 
increase as the well-screen intervals of the extraction 
and auxiliary wells are moved closer to the upper 
aquifer layer, where the maximum extent of the 
plume occurs. 
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though no comprehensive national survey of ground­
water contamination has been undertaken, incidents 
of contamination have been reported from every 
state. For example, New Jersey, which consumes 
about 790 million gallons of groundwater every day 
has reported 374 known contamination incidents, 
and water supplies were threatened in 198 of those 
cases (Pye and Patrick, 1983). In a recent investiga­
tion in the San Francisco Bay Area, at least 57 
incidents were reported where hazardous materials 
leaked from underground facilities and caused, or 
threatened to cause, contamination of groundwater 
(Olivieri and Eisenberg, 1983). 

The study of the extent of subsurface contamina­
tion from these and other sources is an important 
task of the regulatory offices throughout the world. 
One way to obtain this information is by drilling 



many observation wells and testing the water sam­
ples taken from these wells. This procedure is usu­
ally very expensive and time consuming. Another 
approach to this problem is to apply mathematical 
models. I 

We have prepared a document (Javandel et al., 
1983) that serves as· a guide to the state-of-the-art 
methodology in modeling contaminant transport in 
the subsurface. This guide enables the user to make 
initial estimates of contaminant transport at a given 
site and, if the need arises and the data justify it, to 
select and to make use of sophisticated numerical 
models. The American Geophysical Union has 
accepted the guide for publication as a Water 
Resources Monograph. The present article is a sum­
mary of that work. 

OBJECTIVE AND APPROACH 

The objectives of our work were to select the 
best and most usable mathematical models for 
predicting the extent of subsurface contamination 
and to make information on their use available in a 
format useful to field response personnel. The 
models presented range from simple analytical and 
semianalytical models to complex numerical codes. 
Detailed discussions of the assumptions underlying 
application of the models are given. Primary 
emphasis is on the use of simple formulas and 
comprehensive tables, so that the manual is practi­
cally oriented and readily usable as a guide in the 
field. 

Three different levels of complexity and sophisti­
cation are used to address the prediction of contam­
inant transport in groundwater: 

Level 1. Simple analytical methods based on 
the solution of applicable differential equations are 
used to make a simplified idealization of the field 
and to give qualitative estimates of the extent of con­
taminant transport. 

Level 2. Semianalytical methods are used to 
provide streamlines of steady-state fluid flow and the 
corresponding contaminant movement in the pres­
ence of an arbitrary number of constant strength 
sources and sinks. An average geologic environment 
is assumed and a schematic chemical retardation fac­
tor considereq. 

Level 3. Sophisticated numerical models are 
used to account for complex geometry and hetero­
geneous media, as well as dispersion, diffusion, and 
chemical retardation processes (e.g., sorption, precip­
itation, radioactive decay, ion exchange, degrada­
tion). 
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At the first two levels, appropriate methods are 
given, comprehensive tables and figures are 
presented, and computer program listings and their 
user's guides are included as appendixes. At the 
third level, different numerical approaches are intro­
duced, and information currently available on 
numerical codes is tabulated from recent surveys by 
various groups. These tables include model names, 
key characteristics, and the personnel involved in 
their development. As an illustration, one of these 
sophisticated models is described and an example of 
its application is demonstrated. 

This brief summary gives only the sources of 
contamination and a brief discussion of the analyti­
cal and semianalytical methods. The reader is 
referred to the full document for discussion of the 
numerical techniques. 

SOURCES OF CONTAMINATION 

A report to Congress by the Environmental Pro­
tection Agency in 1977 states that over 17 million 
waste-disposal facilities in the United States are 
emplacing at least 6.5 billion m3 of contaminated 
liquid into the ground each year. Although 16.6 mil­
lion of these sites are domestic septic tanks, they are 
responsible for only about 3 billion m3 of effluent. 
The other 400,000 disposal facilities are responsible 
for the remaining 3.5 billion m3. They include 
industrial wastewater impoundments; land disposal 
sites for solid wastes; wells used for waste disposal, 
septic tanks and cesspools; underground tanks for 
storing industrial waste and raw materials; plants for 
the collection, treatment, and disposal of municipal 
wastewater; land sites for spreading of sludges; and 
wells for disposal of brines from petroleum explora­
tion and development. Other sources of contamina­
tion include mine wastes, agricultural land leachates, 
and chemical spills. 

ANALYTICAL METHODS 

Analytical methods that handle solute transport 
in porous media are relatively easy to use. However, 
because of the complexity of the equations involved, 
the types of analytical solutions available are gen­
erally restricted to cases in which velocity is uniform 
(or radially symmetric )over the area of interest. 
Numerous analytical solutions are available for 
time-dependent solute transport within media having 
steady and uniform flow. Some one- and two­
dimensional plane and radial flow solutions having 
practical application are reviewed in this work. 
Since some of these solutions have forms that render 



them difficult to use, extensive tables of numerical 
evaluations of these solutions are given to facilitate 
their application. Simple computer programs with 
user's guides are given to evaluate the solutions for 
other ranges of parameters for which no table is pro­
vided. Examples are given to show how the solu­
tions can be applied. Figure 1 shows the extent of a 
plume, calculated by an analytical method, due to a 
finite strip-type source located at x = o. 

SEMIANALYTICAL METHODS 
The semianalytical techniques apply a well­

known concept of fluid mechanics-the complex 
velocity potential-and extend it by em placing 
numerical tools and computer plotting capabilities. 
In summary, execution of the semianalytical 
methods to determine the extent of contamination 
includes the following steps: 

1. Identify simple flow components of the sys­
tem, such as uniform regional flow, point sources 
representing recharging wells, sinks representing 
discharging wells, and finite-radius circular sources 
representing waste-storage ponds. 

2. Combine the expressions for each of the 
identified simple . flow components to obtain the 
overall complex velocity potential of the system. 

3. Construct the expressions for the velocity 
potential and stream function of the system. 

4. Calculate the velocity field by taking the 
. derivative of the velocity potential. 

5. Construct flow patterns, and identify loca­
tions of any contaminant fronts for various values of 
time. 

6. Using the stream function of the system, cal­
culate the time variation of the rate at which a con­
taminant reaches any desired outflow boundary. 
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Figure 1. A map showing the zone of contamination for 
an example in which the pore water velocity is 0.1 mid 5 
years after the solute has reached the aquifer. [XBL 835-
1835] 
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A computer code called RESSQ is available that 
can be used to perform the above calculation numer­
ically. This code is capable of calculating the loca­
tion of the contaminant front around an injection 
well at any given time. Contaminant transport is 
limited to convection and adsorption; dispersion and 
diffusion are not considered. Since the length of the 
flow lines connecting any pair of recharge and 
discharge wells is variable, the time required for 
transport of a contaminant from the recharge well to 
the producing well will depend upon the path length. 
This code calculates the concentration of a given 
solute as a function of time after the arrival of 
streamlines at a production well. Figure 2 illustrates 
the pattern of streamlines and fronts calculated by 
the RESSQ in a region encompassing a pond, pro­
duction well, and a recharge well. 

DISCUSSION 

In general, there are two types of problems that 
may be solved by employing the contaminant tran­
sport theory: 

1. Assessment of the environmental impact of 
subsurface waste disposal at a proposed site. 

2. Assessment of the long-term consequences or 
the effects of remedial measures at an operating site 
where a contaminant plume has already been 
detected. 

The first problem may be solved in two or three 
stages. In the preliminary stages of study, one needs 

Figure 2. Flow-line pattern and front positions. [XBL 
832-1701] 



a very rough estimate of the probable extent of con­
tamination at some point in the future. This can 
help determine whether the potential site should be 
eliminated or kept for further extensive studies. 
Because initial data are usually sparse, the analytical 
method is the investigator's most useful tool. The 
amount of data required for this method is relatively 
small, and application of the technique is fast and 
simple, so that the effect of uncertainties in the data 
can be easily evaluated in a short period of time 
merely by rerunning the problem with different esti­
mates. 

If the site involves several sources of contamina­
tion and one or more production wells, one has to 
resort to the semianalytical method. This method 
also offers the two advantages mentioned above. 

Once it is established that the site is relatively 
safe but further study is needed, the problem enters 
the next stage, which requires a detailed site charac­
terization and further application of the analytical 
and semianalytical methods using more reliable data. 
Application of simple numerical methods may also 
be advisable at this stage. 

Often little or no information about prior hydro­
logic or contaminant transport is available at such 
proposed sites. Furthermore, the few data accumu­
lated during a relatively short period of study are 

THE DEPENDENCE OF 
FRACTURE MECHANICAL 
PROPERTIES ON FRACfURE 
ROUGHNESS AND SAMPLE 
SIZE 

Y.W. Tsang and P.A. Witherspoon 

A parameter study has been carried out to inves­
tigate the dependence of the mechanical properties of 
a fracture upon fracture roughness and sample size. 
A rough fracture is described mathematically by the 
aperture density distribution, n (b), which is the pro­
bability of occurrence of aperture b in the rough 
fracture. In our earlier work (Tsang and Wither­
spoon, 1981), we formulated a theory that allows us 
to deduce the fracture closure as a function of nor­
mal stress applied to the fracture once the n (b) for 
the fracture is known. To find the correlation 
between the fracture geometrical roughness and the 
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generally insufficient to justify applying a complete 
numerical model. By contrast, at presently operating 
sites, one would try to obtain the history of opera­
tion of the site. It is still advisable to begin with a 
semianalytical or analytical method and then apply 
numerical simulations. Since the amount of avail­
able data is not usually sufficient for application of a 
numerical contaminant transport model, modelers 
usually first calibrate the model using historical data 
and then use the calibrated model to predict the 
future extent of contamination. 
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fracture mechanical properties, a large sampling of 
fractures with known roughness characteristics is 
needed. We derived n (b) from the actual joint pro­
files shown in Fig. I, which includes a selection of 
joint surface profiles from natural exposures of sand­
stone, siltstone, and limestone. If each joint surface 
profile were to represent both the top and the bot­
tom halves of a fracture, then different fracture aper­
tures could be simulated from each profile when the 
upper and lower joints are mismatched to varying 
degrees. Note that the roughness of each joint sur­
face in Fig. I is characterized by a large-scale undula­
tion on which is superimposed a small-scale rough­
ness whose average amplitude and wavelength are 
much smaller than that of the large-scale undulation. 
The profiles range from rough undulation to almost 
smooth and planar. 

Figures 2 and 3 show the aperture density n(b) 
versus aperture b for two different simulated frac­
tures. Though the aperture distributions show that a 
lot of noise arises from the small-scale roughness of 
the joint surface, an overall envelope for each distri­
bution is discernible. The envelope arises from the 
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Figure 1. Selection of typical joint surface profiles (after 
Bandis and Barton, 1981). [XBL 828-2353] 

large-scale undulation of the joint; it assumes a nar­
row, peaked shape in Fig. 2 and a flat, almost uni­
form shape in Fig. 3. The normal stress, (J, vs frac­
ture closure, .:lV, calculated from the respective n (b) 
are also plotted together with the distribution of n (b) 
vs b. Figure 2 corresponds to a fracture with well­
matched surfaces, and Fig. 3 corresponds to a 
fracture with ill-matched surfaces. 

Our study of many such calculations shows that 
the lack of density in n (b) at small apertures corre­
lates with very soft mechanical properties at low 
stresses, while the peaking of n (b) with b correlates 
with rapid stiffening of the fractured rock upon frac­
ture closure. Since the well-matched fracture is 
characterized by a peaked n (b) (Fig. 2), it has a very 
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Figure 2. Fracture aperture distribution and stress frac­
ture closure variation for a well-matched fracture. [XBL 
822-1795] 
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Figure 3. Fracture aperture distribution and stress frac­
ture closure variation for an ill-matched fracture. [XBL 
822-1798] 

nonlinear stress-strain vanatlOn, whereas the ill­
matched fracture is represented by a broad and flat 
n (b), so that the nonlinearity of the stress-strain 
behavior becomes less accentuated. This difference 
in mechanical behavior between a well-matched joint 
and an ill-matched joint had been seen for a grano­
diorite specimen (Goodman, 1976). 

In this systematic study, we have arrived at the 
conclusion that the mechanical properties of a frac­
ture under normal stress can be correlated with the 
geometrical characteristics of the fracture. The 
large-scale roughness of a well-matched fracture is 
characterized mathematically by a narrow and 
peaked aperture distribution; that of an ill-matched 
fracture is characterized by an aperture distribution 
that is broad and flat. The small-scale roughness of 
the fracture wall contributes to the background noise 
of the overall shape of the aperture distribution. 
Since the features in (J vs .:l V curves have been 
shown to correlate with the shape of the aperture dis­
tribution, it is ,the largeascale roughness of the frac- . 
ture walls that controls the mechanical and hydraulic 
behavior of the fracture. It is clear, then, that rock 
samples smaller than a typical large-scale undulation 
wavelength do not represent the fracture roughness 
properly, and spurious results due purely to "size" 
can occur when such small samples are used in stress 
measurements. In other words, the large-scale undu­
lation wavelengths of the fracture wall may be a 
good measure of the "representative equivalent 
length" for the scale effect in stress measurements. 
Figure 1 shows that the undulation wavelengths 
range from about 12 cm for profiles numbered 1, 5, 
and 10 to perhaps 70 cm for profile 6. The other 



profiles have wavelengths on the order of 30 cm. If 
Fig. 1 is a good sampling of typical rock profiles, 
then our study seems to suggest that in order to 
obtain a data base from which laboratory experimen­
tal results may be extrapolated to field situations, 
rock samples much larger than those conventionally 
employed in laboratory stress-strain and stress-flow 
measurements are called for. 
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CAN WATER-INJECI10N TESTS 
REVEAL THE POTENTIAL FOR 
FAULT MOVEMENTS? 

J. Noorishad and P.A. Witherspoon 

The problems of induced seismicity and frac­
tured rock deformation in response to changes in 
fluid pressure are intriguing. The role of fluid pres­
sure in these events has become clear in the context 
of the effective stress law (Raleigh et at, 1976). 
Recent developments (e.g., Ayatollahi et at, 1983) in 
the analysis of rock mass behavior have provided the 
means for abetter understanding of some of the 
observed phenomena. Noorishad and Doe (1982) 
have performed a theoretical simulation of fluid 
injection into a horizontal fracture. Their work has 
demonstrated the role of the fracture deform ability 
and. the effects of the resulting permeability changes 
in the fractured rock. A closer look at this 
phenomena, in the light of the highly nonlinear 
material behavior of fractures, may provide an 
important new insight into the induced seismicity 
problem and the likelihood of movement in some 
fault situations. 

The fracture response to load variations is path 
dependent. Therefore, this behavior may be used as 
a novel device to obtain important information 
about the state of in situ stresses. To illustrate this 
point, simple rheological models can be employed. 
In Fig. 1, the region around a horizontal fracture, 
shown by broken lines, is modeled by a combination 
of two springs with stiffnesses Kr and Kf' represent­
ing the stiffnesses of the rock and the fracture, 
respectively. Initially, when there is no fluid present 
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in the fracture, the effective stresses of the rock, (Jr, 

and of the fracture, (J f' are the same and equal to the 
total stress (J. Assuming a sudden development of 
pressure, P, in the fracture only, the effective stress 
picture changes as shown in the lower right of Fig. 1. 
As may be seen, the effective s.tress in the spring 
representing the rock remains unchanged.. However, 
the effective stress in the spring representing the frac­
ture is reduced by an amount equal to the fluid pres­
sure, thus leading to the extension (opening) of this 
spring by an amount 5U. This quantity is inversely 
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1-D Elastic Model of Region 1 

Initial Condition 

Fracture Deformation: 

5u=~ 
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Kr 
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Kf 

After Injection 

Figure 1. Static rheological simulation of horizontal frac­
ture subject to fluid injection. [XBL 8310-3366] 



proportional to the fracture stiffness, Kf. Obviously, 
very stiff fractures respond only to very high fluid 
pressures. The same modeling approach is used to 
represent the rocks around a vertical fracture, as 
shown in Fig. 2. In this case, sudden development 
of pressure in the fracture changes the effective stress 
picture in both the rock and the fracture, because the 
neighboring rock strains the same amount as the 
fracture. The amount of deformation of the fracture 
is inversely proportional to the sum of the stiffnesses 
of the rock and the fracture. Of course, the stiffer of 
the two elements will control the magnitude of defor­
mation. So again, in highly stiff fractures, any 
measurable deformation will require very high fluid 
pressurization. In both of the above models, the 
rock is assumed to be impermeable, but permeability 
of the rock does not alter the principles. 

In the above examples of fracture response to 
fluid pressurization, the stiffnesses were assumed to 
be a constant quantity. However, fracture stiffness is 
certainly a variable quantity, as can be seen in Fig. 3. 
This modulus, being the tangent to the stress-. 
displacement graph, ranges in values from much less 
to much more than the adjacent rock stiffness, 
depending on the state of the prevailing stresses in 
the rock. In regions of low stress, load variations 
that can be achieved by pump testing will result in a 
noticeable fracture deformation, which will manifest 

Vertical Fracture ----e 1 ~ Rock 

Sym. Axis ---- Fracture 

1-0 Elastic Model of Region 1 

Initial Condition 

Fracture Deformation: 

ou=_P­
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Figure 2. Static rheological simulation of a vertical frac­
ture subject to fluid injection. [XBL 8310-3365] 

53 

., ., 

201-------

15-

.; 10-
en 

o 
>C 
« I 

I 
I 
I 
I 
I 

1 r 

fJ.V ---~---.... 2bdi fo-2b r 

O~ __ ~I ____ ~I~~~~I ____ L-IUI~1 
o 20 40 60 80 100 120 

Fracture Deformation, fJ. V (f-Lm) 

Figure 3. Mechanical properties of .fracture used in deter­
mining changes in aperture with stress. [XBL 798-11132] 

itself in terms of changes in the rock permeability, as 
observed in the Rocky Mountain Arsenal well (Hsieh 
and Bredehoeft, 1981). On the other hand, fracture 
response in regions of high in situ stresses will be 
slight as long as the applied pressures are not suffi­
cient to cause fracturing or lifting. In the former 
case, the responses of the rock fracture system are 
indicative of low shear strength, and consequently 
there could be a problem of stability in a tectonically 
active region. The role of fluid pressures in trigger­
ing fault movement would need to be addressed. In 
the latter case, the lack of fracture response points to 
a higher stability for the region, and one may infer 
that hydroactivity-i.e., hydraulically induced fault 
movement-should not be a problem. 
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WELL-TEST DATA ANALYSIS 
FROM NATURALLY 
FRACTURED RESERVOIRS 

CH. Lai. G.s. Bodvarsson. CF. Tsang. 
and P.A. Witherspoon 

In the past two decades, considerable work has 
been devoted to the analysis of well-test data from 
naturally fractured reservoirs. The need for new 
analysis methods arose because of the distinct differ­
ences between the pressure response of wells com­
pleted in homogeneous, porous-media reservoirs and 
that of wells penetrating naturally fractured reser­
voirs. The approach used in developing analysis 
methods for well-test data of naturally fractured 
reservoirs is to treat the fractures and the rock 
matrix separately but couple their response by means 
of interaction terms. Thus the fractures represent 
high permeability for fluid transport into the well, 
whereas the rock matrix has a much lower permea­
bility and provides gradual fluid drainage to the frac­
tures. On the other hand, the fraction of the total 
volume occupied by the fractures (fracture porosity) 
is very small; consequently, the bulk of the fluid is 
stored in the rock matrix. This approach, currently 
referred to as the double-porosity approach, was 
developed by Barenblatt and Zheltov (1960), Baren­
blatt et al. (1960), and Warren and Root (1963). 
They considered the model shown in Fig. 1, in which 
each point in the system is assigned two pressures: 
one for the fractures, P2, and the other for the rock 
matrix Pl. Thus, for a rigorous solution to the prob­
lem, one must solve diffusion equations for both 
media. However, Barenblatt and Zheltov (1960), 
Barenblatt et al. (1960), and Warren and Root (1963) 
assumed a quasi-steady flow between the rock matrix 
and the fractures. This approximation simplifies the 
problem considerably, so that solutions for the pres­
sures in the fractures and rock matrix can easily be 
obtained in the Laplace domain. 

Subsequent to the studies of Barenblatt and 
Zheltov (1960), Barenblatt et al. (1960), and Warren 
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and Root (1963), many workers have developed 
models that do not require the approximation of 
quasi-steady fluid flow between the rock matrix and 
the fractures. However, because of the three­
dimensional nature of the model considered by 
Barenblatt and others and Warren and Root (Fig. 1), 
the treatment of transient interporosity flow is 
mathematically very difficult, and has been 
accomplished only by more or less drastic simplifica­
tion of matrix block geometry. Kazemi (1969), 
Deruyck et al. (1982), Serra (1982), and Streltsova 
(1982) considered a slab model, whereas de Swaan 
(1976), Najurieta (1980), and Cinco-Ley and 
Samaniego (1982) have considered models based on 
spherically shaped matrix blocks. 

Instead of the above transient models, we use the 
original model proposed by Barenblatt and Zheltov 
(1960), Barenblatt et al. (1960), and Warren and 
Root (1963) (Fig. 1). This model considers three 
orthogonal fracture sets separated by cubic rock 
matrix blocks and does not invoke further simplifica­
tions of block shapes. Fully transient fluid flow 
between the rock matrix and the fractures is 
evaluated by means of a novel approximation for 
spatial dependence of pressure change in the blocks 
(Pruess and Narasimhan, 1980). 

In formulating the governing equations for the 
pressure in the fractures and rock matri]'.es, we use 
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Figure 1. Idealized model of naturally fractured 
reservoirs. [XBL 813-2725] 



the Warren and Root approach of lumping the frac­
tures and the rock matrixes into two different con­
tinua. Using this approach, we can easily derive the 
governing equation for the pressure in the fractures, 
but the geometry of the rock matrix (cubic) causes 
some problems. For a rigorous treatment of the 
fluid flow in the rock matrix continuum, a three­
dimensional representation is necessary. However, 
we have developed a one-dimensional representation 
of the fluid flow in the rock that is quite adequate 
for the present problem; the results that it gives for 
pressure transients at a well are nearly identical to 
those obtained using a three-dimensional model for 
the rock matrix. 

In addition to the approximation described 
above, the following assumptions are made. 

I. The fluid flow from the system into the well 
bore is radial, and only the fractures feed the well. 

2. The initial pressure, Pi, is uniform 
throughout the system, but at time t > 0, a constant 
flow rate, q, is imposed at the well bore. 

3. The pressure in the fractures is assumed to 
be equal to the pressure in the rock matrix at the 
contact region (Z = D /2). 

4. All properties, such as permeability, poros­
ity, and compressibility, are constants in each contin­
uum. 

In terms of dimensionless parameters, the 
governing equations describing the fluid flow in the 
fractures and the rock matrix can be expressed as 

a2pD2 1 aPD2 --+---
arJ rD arD 

A aPDl aPD2 
-"5 a;-1'1=1 = w atD ' (1) 

where PD is dimensionless pressure, tD is dimension­
less time, rD is dimensionless radial distance, 1] is 
dimensionless distance in the rock matrix, A is the 
interporosity flow factor, w is the ratio of storativity 
of the fracture to total storativity, and subscripts I 
and 2 refer to rock matrix and fractures, respectively. 
The reservoir systems considered include an infinite 
and a finite (no-flow outer boundary) system and a 
system with a constant-pressure outer boundary. 
The effects of well-bore storage and skin are illus­
trated. 
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The simultaneous solution of Eqs. (I) and (2), 
subjected to the given initial and boundary condi­
tions, can be obtained using Laplace transformation 
techniques. Because the complex nature of the solu­
tion prohibits analytical inversion from the Laplace 
domain into real space, we employ the numerical 
inverter of Stehfest to obtain the solution in real 
space. To develop methods for analyzing of data 
from naturally fractured reservoirs, an approximate 
analytical solution to the pressure behavior in the 
well bore without well-bore storage and skin effects 
is expressed as 

I {1' V 15(1 w) PDf = -1' + In 2 - - In - -
2 5 eYAtD 

. coth [ "' /15(1 W») - ~ + +}, (3) V eYAtD 5 e tD 

where PDf is dimensionless flowing bottomhole ~res­
sure and l' is Euler's constant. 

Equation (3) is valid for dimensionless times 
greater than tD = 10, which covers times of most 
practical interest. For this time range, Eq. (3) is gen­
erally accurate within I %; the maximum deviation 
from values calculated using the numerical inverter 
is 2%. At late times, the equation is exact. Equation 
(3) is used as a basis in the following discussion. 
The pressure response of naturally fractured 
reservoirs is characterized by three segments, a semi­
log straight line at early times, a transition period, 
and a late-time semilog straight line. In many cases, 
regardless of well-bore storage effects, the initial 
straight line is not present. Only in cases where 
(A/W) < 7 X 10-7 can the first linear segment be 
observed. 

The half-slope occurs around the dimensionless 
time when the two last terms in Eq. (3) cancel each 
other: 

(4) 

At that time, the pressure declines according to the 
expression 

PDf = ! [In tD - In A(l - .w) - In :0 - 31' ] 

(5) 

The time period over which a half-slope can be 
observed depends on w. For w = 0.001, the half-



slope lasts for an entire log cycle, whereas for w = 

0.01 it lasts for only half a log cycle. Where w is 
larger than, 0.1, the half-slope segment cannot be 
easily identified. 

At early times during drawdown tests, most of 
the fluids are produced from the fluids contained in 
the well bore. Obviously, during early times the 
pressure transients are related only to the volume of 
fluids stored in the well bore, so that these data can­
not be used to determine any formation parameters. 

Figure 2 shows the effects of well-bore storage on 
the pressure-transient data for A = 10-9 and w 

= 0.01. The figure shows that even for this small 
value of A, well-bore storage effects will mask the ini­
tial straight line completely. The higher the well­
bore storage factor CD, the more the transition 
period data will be masked. However, in the case of 
this low value of A, the half-slope can still be 
observed even though the well-bore storage factor is 
as large as CD = 104• 

We used the data of Bourdet and Gringarten 
(1980) to illustrate how the present model can be 
used to determine important reservoir parameters. 
Figure 3 shows the best match obtained between the 
observed data and the calculated values using the 
present mo.del. An excellent match was obtained. 

Bourdet and Gringarten analyzed the same data 
using the Warren and Root model and obtained 
values of 2 X 10-6 and 0.25 for A and w, 
respectively. Our model gives values 2.63 X 10-6 

and 0.085. The value of w obtained using the War­
ren and Root model is considerably greater than our 
value and is unrealistically high. 
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Figure 2. Effects of well-bore storage on pressure draw­
down behavior. [XBL 829-4537] 
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A NEW MECHANICAL 
TRANSPORT MODEL FOR 
NETWORKS OF FRACfURES 

H.K. Endo 

A numerical model has been developed to simu­
late mechanical transport under steady flow in a net­
work of fractures. Mechanical transport is caused by 
the movement of fluid through the conductive chan­
nels of the fracture system. The model calculates the 
location of streamtubes in determining the distribu­
tion of arrival times for particles traveling from one 
side of a flow region to another. We assume that 
fluid flow occurs only with planar fractures in an 
impermeable rock matrix and that mechanical tran­
sport is the only transport process. This discrete 
model is used to determine when a fracture system 
behaves like an equivalent porous medium and to 
evaluate directional mechanical transport properties 
of the fracture system. 

The numerical approach used in this study to 
investigate mechanical transport in a network of 
fractures simulates the detailed movement of fluid 
within streamtubes through the fracture network. 
This numerical model operates in three stages: 
(1) generation of the fracture system, (2) calculation 
of flow rates in each fracture and determination of 
macroscopic flow properties, and (3) simulation of 
mechanical transport in the fracture network and 
determination of macroscopic mechanical transport 
properties. 

In the first stage, a two-dimensional fracture sys­
tem is created in an area called the generation 
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region. The details of this procedure are given in 
Long et al. (1982). The fractures in the generation 
region are created one set at a time, and the number 
of fractures in each set is controlled by an assigned 
areal density. The center of each fracture· in a set is 
randomly located in the generation region to create a 
statistically homogeneous system. Once a fracture 
has been located in the generation region, the 
geometric parameters necessary to construct a frac­
ture are length, aperture, and orientation. This 
information may be read into the computer program 
directly or may be generated stochastically from pro­
bability distributions. 

A flow region within the generated fracture net­
work is selected for hydraulic and mechanical tran­
sport studies. The flow region may. be oriented in 
any direction as long as it fits within the boundaries 
of the generation region. A finite-element mesh is 
generated for this flow region consisting of nodes, 
which are fracture intersections, and elements, which 
are fracture segments between nodes. This consti­
tutes the first stage. 

In the second stage, hydraulic boundary condi­
tions are applied to the flow region. The hydraulic 
head at each node and the flow rate in each element 
are then calculated using a finite-element technique 
developed by Wilson (1970). The cubic law for lam­
inar flow governs the flow rate in each planar frac­
ture. 

In the final stage of the program, mechanical 
transport is simulated for the fractures in the flow 
region using a stream tube model. A stream tube is a 
flow conduit containing a given flow rate that 
extends continuously across the fracture network 
from an inflow to an outflow boundary. As men­
tioned earlier, the flow rate in an element is 



governed by the cubic law for fracture flow. It can 
be shown that by solving the Navier-Stokes equation 
for laminar flow between parallel plates, an expres­
sion for the well-known parabolic velocity distribu­
tion across a planar element is obtained: 

pv dIP [n2 b] u(,,) = .J::S2.. - - - -"I 
JL d~ 2 2 . 

(1) 

The flow rate in the element is obtained by integrat­
ing Eq. (I) over the width of the element: 

Qf = ~ u(z)dz = - pgb
3 

dIP 
o 12JL d~' 

This is the cubic law for fracture. 
The time it takes the flow in a stream tube to 

travel the length of an element is given by 

LT 
tST = ---=---

QST 

"Ii+1 - "Ii 

where "Ii + 1 - "Ii is the width of a stream tube in an 
element. Thus, to determine tST, the width that a 
stream tube occupies .in an element must be com­
puted. Integrating Eq. (1) between "Ii and "Ii + 1 yields 

111+1 

QST = ~ u(z)dz 
'II 

The Width occupied by the stream tube can then be 
determined from the now rate in the stream tube and 
the starting coodinate "Ii. For example, the node in 
Fig. 1 consists of three inflowing streamtubes labeled 
STI, ST2, and ST3. Streamtube ST2 has a flow rate 
of 4 units and a starting coordinate, "Ii,2, equal to 
zero in element E. The ending coordinate of ST2, 
"Ii + 1,2, is obtained using Eq. (2). That coordinate 
then becomes the starting coordinate for ST3 in ele­
ment E, from which the travel time for ST3 in ele­
ment E is determined. 

The principle of conversion of mass and the fact 
that streamlines cannot cross one another in laminar 
flow are used to calculate the downstream location of 
inflow streamtubes in outflow elements at a node. 
Travel times within a node are considered to be 
negligible. The upper outflow element D in Fig. 1 
has a flow rate of 3 units. The flow into this element 
must come from element A because if any of the 
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Figure 1. Redistribution of stream tubes at a node. 
[XBL 829-4534] 

other two stream tubes were to flow into element D, 
they would have to cross the path of STI. Using the 
same principle, ST2 must occupy the upper, and ST3 
the lower, portion of element E. The order of the 
stream tubes and the flow rates in each stream tube 
are recorded for each outflow element. This infor­
mation is needed to determine the travel time for the 
fluid in each streamtube. 

The flux in an inflow stream tube can be distri­
buted into more than one outflow element at the 
node, as is illustrated for ST 1 in Fig. 2. When this 
arises, the inflow stream tube must be subdivided in 
such a way that a new stream tube is created for 
every outflow element that receives any portion of 
the inflow. For example, ST3 and ST4 are the result 
of the subdivision of the discontinued streamtube 
STI. The total travel time to this particular node for 
the flow in a new stream tube is determined by back­
tracking along the path of STl to its origin. 

The general procedure used in tracing the loca­
tion of streamtubes in the fracture network begins by 
assigning a stream tube to every inflow element on 
the boundary of the flow region. This assures that 
streamtubes exist in every conductive element within 

(0) Ib) 
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~, Two inflowing streomtubes 

Two new streamtubes created 

Figure 2. Creation of new stream tubes at a node. [XBL 
829-4532] 



the flow region. For example, in the fracture net­
work shown in Fig. 3, stream tubes have been ini­
tiated in elements 1, 2, and 5. Each assigned stream­
tube is given a width equal to the aperture of the ele­
ment it occupies and a flow rate equal to that in the 
element. 

The stream tube model simulates the propagation 
of flow from inflow to outflow boundaries of the 
flow region. The' program proceeds in sequential 
nodal order to determine the outflow streamtubes at 
each node. The outflow stream tubes at a node can 
be determined only if the stream tubes are known in 
all inflow elements at the node. If stream tubes do 
not exist in an inflow element, the inflow element 
number and the node number are stored in memory. 
This situation arises when an inflow element at the 
node under consideration is an outflow element at a 
higher numbered node. The stream tubes in the 
inflow element at the current node can be deter­
mined only after proceeding to the higher node. In 
Fig. 3, node 1 is the first node examined by the com­
puter program, and element 4 is the only outflow ele­
ment at that node. The stream tubes in element 4 
can be calculated only if the stream tubes are known 
in inflow elements 1 and 3. The stream tube in ele­
ment 1 is known, since a streamtube was assigned to 
that element in the first phase of the stream tubing 
procedure. However, at this point, the stream tubes 
in element 3 are unknown. Therefore, element 3 and 
node 1 are stored in memory, and the program 
proceeds to node 2. 

The stream tubes in the outflow elements at a 
node are determined when streamtubes exist in all 
inflow elements. After the streamtubes in all outflow 
elements have been determined, the program scans 
the elements stored in memory to remove any ele­
ment that is an outflow element at the current node 

,NOde number 

"Element number 
3 

4 @jtJ 

Figure 3. Fracture network with inflow streamtubes ini­
tiated in elements 1, 2, and 5. [XBL 833-1414] 
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because the stream tubes are known in these ele­
ments. If an element is the only one stored for a 
particular node, then all the outflow streamtubes at 
the node are determined. For example, at node 2 for 
the fracture network in Fig. 3, the stream tube for the 
inflow element 2 is known. The streamtube in the 
outflow element 3 can therefore be computed if the 
stream tube in element 2 is known. The program 
then removes element 3 from the list of stored ele­
ments because the stream tube in element 3 has been 
determined. Inasmuch as element 3 is the only ele­
ment stored in memory for node 1, the stream tubes 
in the outflowing element 4 at node 1 can now be 
calculated. As the network is scanned in this 
fashion, the number of streamtubes increases and the 
width of stream tubes decreases because of the crea­
tion of new stream tubes at nodes. 

The primary use of this model is to determine 
when a fractured rock mass may be treated as an 
equivalent porous medium for mechanical transport. 
The advantage of the porous-medium approach is 
that average properties are analyzed in such a way 
that the detailed fracture geometry and simulation of 
transport within each fracture are not required. In 
porous-media transport studies, an anisotropic 
medium is treated as an equivalent isotropic 
medium, neglecting the directional transport proper­
ties of the medium. This simplification is made 
because no experimental technique can fully evaluate 
the parameters governing dispersion for anisotropic 
media. Of course, other transport processes are 
occurring besides mechanical transport, but focusing 
on the fundamental mode of transport has been a 
great aid in developing the principles and methodol­
ogy to investigate the directional nature of mechani­
cal transport in anisotropic media. The directional 
characteristics of the following mechanical transport 
parameters are being studied: tortuosity, effective 
porosity, longitudinal mechanical transport coeffi­
cient, and linear fluid velocity, 
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A THREE-DIMENSIONAL 
MODEL FOR FLUID FLOW IN 
NONEXTENSIVE FRACfURES 

J.c.s. Long, H.M. MacLean, and P.A. Witherspoon 

Numerical models of random two-dimensional 
fracture systems have been used to study directional 
permeability (Long et aI. 1982; Long, 1983). This 
article describes the theoretical basis for extending 
these techniques to three dimensions. A model is 
developed for three-dimensional fracture systems in 
which fractures are disks randomly located in space 
with orientation, radius, and aperture randomly 
assigned according to given distributions. Intersec­
tions between fractures are line segments called 
nodes. In each fracture, equations for flow between 
nodes are constructed analytically as a function of 
the average head at each node. The construction of 
these equations employs image theory and assumes 
that each node acts like a source of constant strength 
per unit line length. Once a set of mass balance 
equations is solved for the average head at each 
node, the flux between nodes and through the entire 
fracture network can be calculated. 

In reality, fractures in rock are irregular, finite 
discontinuities. The idealization has been made that 
fractures can be modeled by straight line segments in 
two dimensions (Long et aI., 1982). Likewise, we 
will assume that fractures are planar segments in 
three dimensions. We now have to make a further 
assumption about the shape of the planar segments. 
There is support in the literature for elliptically 
shaped fractures (Baecher et aI., 1978). However, the 
simplest and most pragmatic approach is to assume 
that fractures are circular. The complete three­
dimensional model consists of randomly located 
disks with distributed orientations, apertures, and 
radii (Fig. 1). These disks intersect to form the flow 
system. The intersections are line segments, whereas 
in the two-dimensional model the intersections are 
points. Thus the line segments will become the 
"nodes" of the three-dimensional model. Steady 
flow takes place in any given disk-shaped fracture 
from one node to another. 

SOLUTION OF THE FLOW EQUATION 

A general analytical solution cannot be found for 
flow in large, random, three-dimensional fracture 
systems; on the other hand, a purely numerical solu­
tion scheme, like that used in the two-dimensional 
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Figure 1. Three-dimensional fracture model. [XBL 
829-2438] 

problem, would require discretization of each frac­
ture plane. Although theoretically possible, this 
approach is very difficult to put into practice. The 
solution technique proposed here is an approximate 
mixed numerical and analytical method. How in 
each fracture plane is handled analytically. The flux 
through the system is calculated using a numerical 
solution based on mass balance in the system. 

The analytical solution. in each fracture plane is 
based on the assumption that each fracture intersec­
tion acts like a source or sink with constant strength 
per unit line length. The fracture itself acts like a 
permeable disk with impermeable boundaries. 

FLOW IN A FRACTURE DISC 

The solution for an arbitrary number of line 
sources and sinks within a disk with impermeable 
boundaries is derived from the solution for a point 
source within a circular flow region. Consider a cir­
cular disk that contains a point source of strength 
+ m at B as shown in Fig. 2. For steady-state condi­
tions, Milne-Thomson (1968, p. 222) gives an image 
system that accounts for the impermeable boundary 
at r = a. If the source is located in the circle at 
r = g, then there is an image source of strength 
+m at r = a2/g and an image sink of strength -m 
at r = O. The head at any point in the fracture 



+m 
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A 

Figure 2. Image system for a point source in a 
circle. [XBL 832-1692] 

plane can be found by summing the head contribu­
tions of the source and the two images. 

Recall that at least two fracture intersections in a 
fracture disk are necessary to have flow in the disk, 
and at least one of the intersections must act like a 
source and at least one must act like a sink. Further­
more, in order for the total flow into the fracture to 
equal the total flow out of the fracture, the total 
strength of all sources must be equal and opposite to 
the total strength of all sinks. Therefore, the total 
strength of all required images at r = 0 will always 
be zero. 

Now we allow point sources to be distributed 
along an arbitrary line segment in the circle such that 
the strength per unit line length is constant. First we 
must find the locus of the distributed images and the 
distribution of strength on the images. Then we 
must find the expression for the total head at any 
point in the circle due to the sources along the inter­
section and along the image. A nonradial line seg­
ment source will have an arc-shaped image con­
structed as shown in Fig. 3. A radial source will 
have a radial segment image. 

The fundamental solution of the Laplace equa­
tion for a point source in an infinite plane is 

A. = Kh = -=.Q. In r 
'P 211"' (1) 

where Q is the strength of the source, r is the dis­
tance from the source,· K is the permeability 
(K = b2pg /12J,L), and h is the hydraulic head. 
Milne-Thomson (1968) shows that the potential due 
to sources distributed over a line segment of length I 
on the y' axis is given by 
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where Qi / I is the strength per unit line length and 
Qi is the total strength of the line source. The sub­
script i refers to intersection i, and k refers to frac­
ture k. Similar integrals can be derived for the 
images and for radial modes and images. These 
integrals yield equations of the form 

A.!c = Q.F!c 'PiN I I , (3) 

where the FI' are shape functions for the head in the 
fracture plane due to sources along the intersection 
and its image. 

THE GLOBAL MASS BALANCE 
EQUATIONS 

The total potential in fracture k is 

I 
~k(X,Y) = ~ QiFik(X,Y) 

i=1 
(4) 

where the I are the numbers of the intersections in 
the fracture disk, k. The Fik represent shape func­
tions for the total head distribution over the entire 
fracture due to the presence of the ith intersection. 
The average potential at each intersection, i, of frac­
ture k is 



-k 1 [, k 1 Ilk dl ~. = - ~·(X Y)df. = - ~ Q.y . 
I f. I, I f. ~)) I 

I I I i j=1 

1 

2;QiY~' 
j=1 

where 7 ~ is the shape function for the average head 
on intersection i in fracture k due to the intersection 
j, which is also on fracture k. That is, 

y/f, = ~ [,Fkdf. fl [. ) I' 
I I 

Changing to indicial notation, where summation 
over repeated subscripts is implied, we have 

where j takes on I values and the I are the numbers 
of the intersections on fracture k. By inverting 
Eq. (4), we have 

(5) 

where [7 ~r 1 = Gj;. Equation (5) is the analytical 
solution for the flux through intersection j in terms 
of the average head on the I intersections in fracture 
k. 

. Now assume that all the fracture intersections in 
the whole system have been numbered sequentially, 
1 to N. In Eq. (5), i and j assume the intersection 
numbers that lie on fracture k. Note that the order 
of the subscripts on Gij is important. Gij may not 
be symmetric. Equation (5) can be written twice for 
each intersection, once for each fracture k associated 
with intersection i. If fractures kl and k2 make up 
intersection j, then Qj for k I equals - Qj for k 2: 

G k,:i: k, + Gk,-;:k, - 0 
ji, '¥i ji, '¥i - , 

where the i I are the numbers of the intersections on 
fracture k I and the i 2 are the numbers of the inter­
sections on fracture k 2• These equations are solved 
for ii. For fractures intersecting the boundaries, the 
G~ matrix is multiplied by the local ~i vector for the 
nodes in that fracture to obtain the fluxes through 
the boundary nodes. To perform the above analysis, 
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two numerical codes have been written, FMG3D and 
DISCEL. The code FMG3D, a fracture mesh gen­
erator, is described below. DISCEL calculates fluid 
flow through the fracture network using the 
mathematics and logic described above. 

THE FRACTURE GENERATION PROGRAM 
FMG3D 

Primary Fracture System 

The program generates a primary fracture system 
consisting of one or more sets of circular fractures 
randomly distributed within a spherical generation 
region. Using a random number generator, the pro­
gram generates fracture centers randomly distributed 
throughout the region. The orientation angles of 
each fracture plane in a set-i.e., the dip and the 
azimuth of dip-are either input or generated 
according to a specified statistical distribution func­
tion. The two angles determine the direction cosines 
of the normal to the fracture plane. The radius and 
aperture of each fracture in a set are also either input 
or generated according to specified distributions 
using given parameters. Any fractures lying in the 
same plane and overlapping are combined, and areas 
of fractures extending beyond the generation sphere 
are truncated at that boundary. 

Fracture System in the Flow Region 

The flow region, the volume to be analyzed, is a 
subregion of the generation sphere, and only frac­
tures within this region are considered for input to 
the fluid flow model. The region is a rectangular 
parallelepiped centered at the origin of the sphere. 
Line segments of intersection between fractures and 
flow region boundary planes form boundary nodes. 
Fractures extending beyond the flow region are trun­
cated, and those lying entirely outside the region are 
discarded. 

Fracture System Used in Flow Model 

Of the fractures in the flow region, only those 
that intersect other fractures or connect with boun­
dary planes contribute to flow through the system. 
Intersections of fractures and boundary planes have 
been determined. The next step is to compare each 
fracture with every other fracture to determine all 
line segments of intersection. For a fracture to con­
duct flow, it must contain at least two intersections, 
either with other fractures or with boundary planes. 



Fractures containing less than two intersections are 
identified and discarded. 

Input to Fluid Flow Model 

The nodal arrays to be used by the fluid flow 
model are assembled from boundary node and frac­
ture intersection arrays. All nodes are optionally 
divided into a given number of segments in order to 
verify averaging assumptions made in the flow 
model. The nodes are sorted and renumbered to 
reduce the bandwidth of the global mass conserva­
tion matrix in the flow model. Beginning at a given 
flow region face, sorting is based on connectivity and 
proximity. Data for the fluid flow model, DISCEL, 
are written on disk, including run identification, flow 
region parameters, fracture data, and nodal informa­
tion. 

A NOVEL SEVEN-POINT 
METHOD FOR MODELING 
DISPLACEMENTS WITH 
ADVERSE MOBILITY RATIO 

K. Pruess and G.s. Bodvarsson 

In the recovery of heavy crudes, one often 
encounters a situation where the oil is displaced by a 
fluid of much higher mobility, such as water, steam, 
or carbon dioxide. Finite-difference simulation of 
such "adverse" mobility ratio displacements 
encounters special computational problems. In two­
dimensional simulations of pattern floods, the com­
puted results depend on the orientation of the finite­
difference grid relative to the lines connecting pro­
duction and injection wells (Todd et aI., 1972; Coats 
et aI., 1974; Coats, 1982). The grid orientation errors 
increase dramatically with mobility ratio. In steam 
floods of highly viscous crudes, the mobility of the 
displacing gas phase can exceed the mobility of the 
hydrocarbon phase ahead of the displacement front 
by factors of several hundred. For this type of prob­
lem, steam breakthrough times in five-spot floods 
are reported to differ by more than a factor of 3 
between parallel and diagonal grids when five-point 
differencing is used (Coats and Ramesh, 1982). As 
shown by Yanosik and McCracken (1979), grid 
orientation effects can be alleviated by a nine-point 
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finite-difference approximation. The nine-point 
scheme employs a combination of interblock 
transmissibilities for "parallel" and "diagonal" rec­
tangular grids (solid and broken lines in Fig. 1, 
respectively). Coats and Ramesh (1982) show that in 
many cases the nine-point approximation reduces 
grid orientation errors to acceptable levels. How­
ever, strong grid orientation effects persist in seven­
spot floods and generally in problems with 
nonsquare grid blocks. 

NW N NE 

" 
e ",e , 

1// 

" / 
" / 

We X~p f--eE '" ,-
// , 

/ " / " .' e ". 
SW 'S SE 

Figure 1. Five- and nine-point finite-difTerence approxi­
mations. [XBL 837-2134] 



THE SEVEN-POINT APPROXIMATION 

We have developed a novel "seven-point" 
method that offers certain advantages over both five­
and nine-point approximations. In the seven-point 
method, a two-dimensional flow domain is parti­
tioned into identical regular hexagons (Fig. 2). Inter­
block flow can occur between each nodal point and 
its six neighbors. For Laplace's equation, the accu­
racy of the seven-point method is of order h 4, where 
h is the nodal distance. This is intermediate in 
comparison to accuracies of order h 2 and h6 for five­
and nine-point methods, respectively. However, the 
seven-point method offers special advantages for 
problems with a favorable symmetry-e.g., seven­
spot floods (see below). Implementation of the vari­
ouS higher-order differencing schemes is most easily 
made with an integral finite-difference method (lFD; 
Narasimhan and Witherspoon, 1976). Five-, seven-, 
and nine-point approximations are all contained 
within the IFD as special cases. They can be imple­
mented simply by providing the proper geometric 
input parameters (grid block volumes, interface 
areas, nodal distances), without any programming 
changes. In the calculations reported below, the 
geometric data were generated by computer, using 
simple preprocessor programs ahead of the simula­
tions. 1 

SIMULATION OF PATTERN 
STEAM FLOODS 

Five-, seven-, and nine-spot steamfloods of 
heavy oil reservoirs were simulated with different 
finite-difference approximations and grid orienta­
tions, so that the accuracy of the different methods 
could be compared: The calculations were made 
with a ful~ implicit numerical model known as 
STMFLDI. Problem parameters were chosen that 
are representative of conditions encountered in 
steamflooding of heavy California crudes. Table 1 
gives steam breakthrough times for the different 
cases, and Figs. 3 and 4 show oil recovery curves for 
seven- and nine-spot floods. The results show the 
expected trends. Five-point calculations have strong 
grid orientation effects, with more rapid steam 

IWe acknowl~ge the help ofP. Fuller in computing the geometric 
parameters. 
2STMFLDI is an improved version of a code that was jointly 
developed by K. Pruess, G.S. Bodvarsson, and Energy Resources 
Co. 
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Figure 2. Computational grid of regular hexagons for 
seven-point finite differences. [XBL 836-1863] 

breakthrough along "parallel" flow paths. In the 
nine-spot problem, the five-point parallel grid 
predicts more rapid steam brea'kthrough at the "far" 
producer P than at the "near" producers Nand N' 
(see Table 1). In the nine-point method, steam 
breakthrough and oil recovery depend little on grid 
orientation for five- and nine-spots. The seven-point 
method gives good performance for five- and seven­
spots, but not for nine-spots, where the symmetry of 
the two near producers is violated. The nine-point 
result for the seven-spot flood is intermediate 
between parallel and diagonal seven-point predic­
tions. This suggests that the nine-point method can 
give accurate _results for seven-spot floods if square 
grid blocks are used. However, the- minimal sym­
metry element of a seven-spot that can be modeled 
with (nearly) square grid blocks is 1/2, whereas the 
60· symmetry of the seven-point grid makes it possi­
ble to model only 1/12 of a seven-spot. In this case, 
therefore, the seven-point method offers substantial 
savings in computing work (requiring only 1/6 the 
number of grid blocks as the nine-point method 
while providing comparable accuracy. 



Table 1. Steam breakthrough times (in days). 
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Figure 3. Cumulative oil recovery for seven-spot. [XBL 
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DETAILED FIELD VALIDATION 
OF THE PREDICfION FOR AN 
ATES SYSTEM 

C. Doughty and c.P. Tsang 

For the past several years, Lawrence Berkeley 
Laboratory (LBL) has been doing numerical model­
ing studies using the numerical simulator PT (Bod­
varsson, 1982), developed at LBL, to simulate the 
aquifer thermal energy storage (A TES) field experi­
ments conducted by Auburn University at a site near 
Mobile, Alabama. Last year's annual report 
described the prediction of the energy recovery factor 
for the first two cycles (summarized in Table 1) of a 
recent three-cycle experiment (Tsang et at, 1983). 
An important result of the first-cycle prediction was 
the discovery of the heterogeneous nature of the 
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aquifer. A three-layer-aquifer model was developed 
and used for further calculations. During the second 
cycle, large buoyancy forces dominated aquifer flow 
patterns and lowered the energy recovery factor sub­
stantially. 

This year LBL has performed (1) detailed com­
parisons between first- and second-cycle experimen­
tal and calculated temperature distributions, (2) a 
parameter study to examine the relative magnitudes 
and dependences of layering effects and buoyancy 
flow, (3) a series of design studies for the third cycle, 
and (4) the simulation of the actual third cycle. The 
results of these studies are described briefly below. 

COMPARISON BETWEEN F1RST- AND 
SECOND-CYCLE EXPERIMENTAL AND 
CALCULATED TEMPERATURE 
DISTRIBUTIONS 

Once the outcome of each cycle was predicted, 
the corresponding experimental temperature data 

Table 1. LBL numerical modeling of A TES field experiments at the Mobile site 
(reported last year). 

Cycle Injection 
durationa volume 

(d) (m3) 

First cycle 33-30-26 25,000 

Second cycle 130-34-54 58,000 

aInjection-storage-production. 
bUsing a three-layer-aquifer model. 

Injection Energy recovery factor 
temperature 

rC) Experimental Calculatedb 

59 0.55 0.58 

82 0.45 0.42 
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were released for use. Temperatures were measured 
via thermisters located at 6 depths in each of 12 
observation wells. The observation wells were distri­
buted along four lines extending north, south, east, 
and west from the central injection/production well 
at distances of 15, 30, and 45 m from that well. 

A variety of comparisons between experimental 
and calculated temperatures have been made, includ­
ing temperature vs radial distance (T vs r), time (T 
vs t), and depth (T vs z) profiles and temperature 
contour plots (T(r ,z» (Buscheck et aI., 1983). 
Because temperature was measured at only three 
values of r, the experimental T vs rand T(r ,z) 
plots could not be drawn with certainty. In contrast, 
for a given well, data taken from 6 depths at an aver­
age interval of 15 h provided ample information 
from which to draw T vs z or T vs t profiles. 

To incorporate both depth and time variations, a 
new type of plot has been developed. Temperature 
contours are plotted as a function of depth and time 
for a given radial distance. As for conventional 
T(r ,z) contour plots, these T(z ,t) plots provide an 
overview of forces acting in the aquifer. Figure 1 
shows T(z ,t) plots for three wells located 30 m from 
the injection/production well for part of the first­
cycle injection period; preferental flow into the mid­
dle layer of the aquifer is clearly seen. Each experi­
mental data plot provides information about the 
region of the aquifer between the injection/ 
production well and a particular observation well. 
Figure 1 also shows results calculated using three dif­
ferent axisymmetric three-layer-aquifer models in 
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Figure 1. Experimental and calculated temperatures as a 
function of depth and time, T(z ,t), for the first 
cycle. [XBL 839-11400] 

67 

which the permeability of the middle layer varies 
from 2 to 3 times that of the upper and lower layers. 
By comparing the experimental and calculated 
results, it is apparent that the permeability contrast 
between the layers varies throughout the aquifer and 
that 2.5: 1 may be considered an appropriate average 
value for the entire aquifer. 

PARAMETER STUDY TO EXAMINE 
LAYERING EFFECTS AND BUOYANCY 
FLOW 

Aquifer layering and buoyancy flow are impor­
tant considerations in the understanding of hot water 
flow in an aquifer. The following comparison of cal­
culated first- and second-cycle recovery factors illus­
trates the relative importance and dependences of 
these effects. A simplified graphic technique 
(Doughty et aI., 1982) that does not include buoy­
ancy flow or layering predicts similar values for first­
and second-cycle recovery factors on the assumption 
that a production well open to the entire aquifer 
thickness is used for both cycles. To study the addi­
tion of buoyancy and layering, various calculations 
have been made using the numerical model PT. 
Table 2 summarizes the recovery factors calculated 
by PT for cases assuming either a one-Iay~red or a 
three-layered aquifer and either little or substantial 
buoyancy flow. Reading across the table shows that 
the effect of layering on recovery factor is small. 
Furthermore, it is quite similar for the two cycles 
and is thus temperature independent. Reading down 
the table shows that the increased injection tempera-. 
ture of the second cycle, which increases buoyancy 
flow, greatly decreases the recovery factor. The 
decrease is independent of layering in this case when 
the average transmissivity of the three-layer aquifer 
is the same as that of the one-layer aquifer. 
Although buoyancy flow is very sensitive to overall 
permeability values, the present results indicate that 
the detailed spatial distribution of permeabilities 
does not have a major influence on buoyancy flow 
for this particular system. The successful prediction 
of the first and second cycles, with different injection 
temperatures, and hence different relative magni­
tudes of layering and buoyancy effects, demonstrates 
that we have properly accounted for both effects in 
our calculations. 

THIRD-CYCLE DESIGN STUDIES 

To assist Auburn University in planning for the 
third-cycle experiment, alternative injection and pro­
duction schemes have been studied to maximize the 
recovery factor for a 3-month cycle with an injection 



Table 2. Comparison of layering and buoyancy 
effects on calculated recovery factor. 

First cycle; 
low injection 
temperature; 
little buoyancy 
flow 

Second cycle; 
high injection 
temperature; 
much buoyancy 
flow 

Difference 

One-layer Three-layer 
aquifer aquifer Difference 

0.61 0.58 5% 

0.41 0.40 3% 

39% 38% 

temperature of 82°e. Making use of the knowledge 
gained from the second-cycle simulation, that buoy­
ancy flow will be strong, three approaches have been 
taken. 

1. Simply inject into and produce from the 
upper portion of the aquifer, where most of the hot 
water would naturally flow because of buoyancy 
effects, thus minimizing mixing of warm and cool 
waters. 

2. Attempt to maintain a compact shape for the 
injected fluid. Buoyancy flow is counteracted by 
pumping from the bottom of the aquifer as hot water 
is injected into the top. Hot water is then extracted 
from the top of the aquifer. 

3. Inject into the upper portion of the aquifer. 
Then, while producing from the upper portion, pro­
duce (and discard) colder water from the lower por­
tion of the aquifer. In this way, the colder water will 
not be pulled into the upper well, where it would 
lower production temperature. 

Table 3 summarizes the results of the numerical 
simulations. For a cycle consisting of 1 month each 
of injection, storage, and production (18,300 m3 

injected and produced), the maximum recovery fac­
tor is about 0.52, representing an improvement of 
about 0.12 over the reference case. However, if the 
3-month cycle is altered so that two months of injec­
tion are followed immediately by 1 month of pro-

Table 3. Third-cycle design studies (T1 = 82°C, Q = 112 gpm). 

I. One month each of injection, storage, production (V = 18,300 m3) 

Well-screen interval (%) 

Approach Injection Production 

Reference Case 100 100 0.404 
1 Upper 40 Upper 40 0.448 
1 Upper 40 Upper 40 0.501 
2 Upper 20 Upper 20 0.516 

Lower 20 
2 Upper 20 Upper 20 0.487 

Lower 20 Lower 20 
3 Upper 40 Upper 40 0.500 

Lower 55 
3 Upper 40 Upper 20 0.521 

Lower 55 

II. Two months of injection, 1 month of production (V = 36,600 m3, Qp = 2 Qi) 

1 
3 

3 

3 

Upper 40 
Upper 40 

Upper 40 

Upper 40 
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Upper 40 0.609 
Upper 40 0.629 
Lower 55 
Upper 40 0.631 
Lower 20 
Upper 20 0.661 
Lower 20 



duction (at twice the injection flow rate), hence dou­
bling the storage volume, a recovery factor of about 
0.66 is possible. Thus for this short-term experi­
ment, the volume of fluid injected is as important as 
experiment, the volume of fluid injected is as impor­
tant as the manner in which it is injected and pro­
duced. 

THIRD-CYCLE SIMULATION 

A preliminary calculation based on the third 
cycle has been made using the axisymmetric three­
layer aquifer model developed during the first-cycle 
simulation. 

During the third cycle, 56,700 m3 of water at an 
average temperature of 80°C was injected over a 
period of 3 months, stored for 2 months, then pro­
duced over a period of 2 months. The 
injection/production-well open interval was the 
upper 45% of the aquifer thickness. During the pro­
duction period, a rejection well located just 2 m 
from the injection/production well, but open over 
the lower 45% of the aquifer thickness, withdrew and 
discarded cool water from the lower region of the 
aquifer at an average flow rate of about 20% of the 
production flow rate. On the basis of the previously 
described studies, this rejection well was designed to 
minimize mixing of cool water from the lower region 
of the aquifer with warm water to be produced from 
the upper region of the aquifer. 

The third-cycle calculated energy recovery factor 
of 0.44 agrees very well with the experimental value 
of 0.42. Because of the great difference in cycle 
duration between the design studies (90 days) and 
the actual experiment (223 days), the design study 
recovery factors are not directly.comparable with the 
experimental value. Figure 2 shows the experimen­
tal and calculated production and rejection tempera­
tures versus time. The variation in calculated pro­
duction temperature reveals a pattern typical of 
recent numerical simulations of experiments at the 
Mobile site: Initial overprediction of the experimen­
tal production temperature is followed by a more 
rapid decline than is found experimentally, leading 
to a final underprediction. The calculated rejection 
temperature consistently underpredicts the experi­
mental value by about 5°C Although the overall 
agreement between calculated and experimental tem­
perature distributions in the aquifer at various times 
throughout the cycle is good, it is apparent that the 
numerical model is overpredicting buoyancy flow 
somewhat. This provides a possible explanation for 
the underprediction of rejection temperature seen in 
Fig. 2. 
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Figure 2. Experimental and calculated production and 
rejection temperatures for the third cycle. [XBL 834-1751] 
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HEAT STORAGE IN 
UNSATURATED SOILS: 
INITIAL THEORETICAL 
ANALYSIS OF STORAGE 
DESIGN AND OPERATIONAL 
METHODS 

C. Doughty, A. Nir, * and c.F. Tsang . 

The numerical model PT (Bodvarsson, 1982) has 
been used to examine seasonal heat storage in shal­
low, unsaturated soils for semiarid climatic condi­
tions. Heat is supplied as low-temperature warm 
water (60-65°C) obtained from solar collectors and is 
transferred to the soil (initially at 24°C) by pumping 
the water through a system of shallow horizontal 
ducts and deeper vertical helical ducts. The heat is 
used for winter warming of a greenhouse that over­
lies the storage medium. Heat is extracted from the 
deep storage region by pumping cool water (20°C) 
through the vertical helical ducts. Heat leaves the 
shallow storage region by diffusion to the ground 
surface, where it is released into the greenhouse air. 
At present only conductive heat transfer is con­
sidered in the storage medium, with temperature­
and saturation-independent thermal properties 
representative of a homogeneous mixture of 60% 
soil,' 20% water, and 20% air. Future calculations 
will include unsaturated flow and the addition of 
phase change material to the storage medium. 

A number of scenarios have been studied, 
involving variations in the supply and demand of 
energy, weather patterns, soil properties, and length 
and spacing of the storage ducts. The results of these 
calculations will aid in the design of a greenhouse 
storage· system currently being planned (Nir and 
Amiel, 1981; Nir et aI., 1981). 

For each scenario, PT calculates the evolution of 
the temperature distribution around a single, vertical 
helical duct. The helix is approximated by a cylindr­
ical conduit; an insulated boundary at a constant 
radial distance from the cylinder axis represents the 
influence of neighboring ducts. A sketch of the 
axisymmetric region modeled is shown in Fig. 1. 
Ducts located on the edge of the storage system will 
be studied later with a simplified three-dimensional 
model. 

*Desert Research Institute, University of Negev, Sede Boker, 
Israel. 
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Figure 1. A sketch of the region around one vertical heli­
cal duct. The vertical broken lines· are midway between 
adjacent ducts: [XBL 832-1716] 

An example of the system's performance for a 
given 2-year weather sequence is shown below in 
Figs. 2 and 3. Seasonal climatic changes are 
represented by a sinusoidal ground surface tempera­
ture (Fig. 2A) and the monthly pattern of energy sup­
ply and demand (Fig. 2B). The deep storage region 
is charged with heat during summer and discharged 
during winter to provide seasonal energy storage. 
The shallow storage region is charged during winter 
to provide short-time storage between daily peak 
periods of energy supply (daytime) and demand 
(nighttime). Also shown in Fig. 2 (C and D) are the 
calculated flow rate through and the outlet tempera­
ture of a deep duct. So that the imposed energy sup­
ply or demand (solid line in Fig. 2B) is met, the flow 
rate is determined from the following equation for 
the energy deposited in the storage medium around 
the duct: 

E = Cw (Tin - Tout )Q, 

where E is the daily supply or demand of energy per 
duct (MJ/d), C is the specific heat of water (MJ/kg-
0C), Tin is the duct inlet temperature (60-65°C dur­
ing summer; 20°C during winter), Tout is the duct 
outlet temperature CC), and Q is the average daily' 
flow rate (kg/d). The detailed fluid and heat flow 
through the shallow horizontal ducts is not con­
sidered; instead, a uniform heat source is defined 
throughout the shallow duct area, with strength given 
by the broken line in Fig. 2B. Figure 2E shows the 
heat flux through the ground surface. During sum­
mer, negative heat flux (from storage medium to air) 
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Figure 2. Boundary conditions (A and B) and calculated 
results (C-E) for a two-year sequence. In Band C, posi­
tive values indicate charge, and negative values indicate 
discharge. [XBL 8312-2414] 

is considered an energy loss; during winter, it consti­
tutes an important part of the storage system's out­
put. Figure 2F shows the cumulative stored energy 
in the heat storage system, which is the sum of the 
curves shown in parts Band D. The low-demand 
winter included in the weather sequence provides a 
gradual start-up period for the system, during which 
much more heat is stored than is extracted. This 
excess heat lessens conduction heat losses for future 
years and provides an energy reserve for especially 
cold winters. Figure 3 shows contour plots of the 
temperature distribution in the storage medium 
throughout the sequence of operation of the heat 
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Figure 3. Calculated temperature distributions 
throughout the sequence. The cross section of the conduit 
representing the helical deep duct is shown as a heavy vert­
ical segment. The shallow horizontal duct system lies 
between 0.5 and 1 m below the ground surface (depth 
0). [XBL 8312-2413] 

storage system. Note that fluid flows up the deep 
duct during summer and down during winter. 

The vertical ducts in the heat storage system 
described above are 12 m long, start 4 m below the 
ground surface, and are separated laterally by 6 m. 
Studies have shown that greater lateral spacing is of 
no benefit, because heat transfer by conduction can­
not occur within the time limits imposed by the 



winter energy demand. Additionally, if the top of 
the vertical duct is less than 4 m below the ground 
surface, too much heat flows through the ground sur­
face during summer. Soil parameter variation has 
shown that the soil must not be allowed to dry out, 
because the thermal conductivity of dry soil is too 
low to allow sufficient heat transfer into the storage 
medium. In addition to the sinusoidal ground sur­
face temperature given for this case, short-term tem­
perature variations of 5- to 10-day periods were 
included to simulate especially warm or cold winters. 
The rapidly varying surface temperature caused large 
surface heat fluxes, and the cold winter required 
much larger average daily flow rates to meet the 
energy demand. 

A MODEL FOR PARTIALLY 
SATURATED FLOW IN 
FRACfURED POROUS MEDIA 

T.N. Narasimhan and 1.S. Y. Wang 

The flow of water in fully saturated geologic 
media has received considerable attention, especially 
in regard to problems related to the disposal of high­
level nuclear wastes. The fractures in these systems 
possess very high hydraulic conductivity relative to 
the rock blocks and act as highways for the rapid 
transmission of groundwater. In contrast, other sys­
tems of interest for the disposal of high-level radioac­
tive wastes are only partially saturated with water. 
The flow of water in such systems has so far received 
less attention. In particular, such a system exists in 
the. Yucca Mountain area of the Nevada Test Site. 
At the Yucca Mountain area, the water table lies 
about 500 m below the land surface, and the geology 
of the materials above the water table is character­
ized by prominently fractured, welded or nonwelded 
tuff. In order to evaluate the suitability of this site, 
therefore, it is essential to understand the hydrology 
of the partially saturated, fractured tuff. 

CONCEPTUAL MODEL 

A preliminary search of the literature has failed 
to yield any work that relates to the flow of water in 
a partially saturated, fractured porous medium. A 
first attempt was therefore made to formulate a con-
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ceptual model that stems from the basic principles of 
soil physics. This report is a summary of that con­
ceptual model along with some preliminary results. 

Tuff is a consolidated rock made up essentially 
of cemented volcanic ash. The primary pore size 
usually ranges from a few microns to a few tens of 
microns. Even at a depth of several hundred meters 
in such a formation, the fractures are likely to have 
apertures ranging from several tens to several hun­
dreds of microns. Thus fractured tuff will have a 
strongly bimodal pore size distribution. 

It is well established in the field of soil physics 
that in partially saturated porous media the fluid 
pressure in the water phase is less than atmospheric 
and that the fluid saturation in the porous medium 
is a strong function of the water phase pressure. The 
relation between fluid pressure and saturation is 
governed by surface tension between the liquid and 
the solid phases and by the effective capillary radii of 
the, pores. Indeed, it is well established that as the 
water phase pressure in the porous medium is 
decreased below atmospheric pressure, the largest 
pores will desaturate first, followed by successively 
smaller pores. 

If one recognizes that the large pores desaturate 
first during the drainage process, it is easy to infer 
that the fractures in a fractured porous medium will 
tend to remain dry under conditions of partial 
saturation and that water will be held by capillarity 
in the finer pores of the matrix. Moreover, since 
natural fractures are characterized by rough surfaces, 
the aperture of a fracture is seldom constant and will 
be very small near asperities. Thus one would 
expect that asperities will cause "islands" of water 



film to exist within the fracture plane. Within a frac­
ture that is partially saturated in this fashion, the 
presence of a relatively continuous air phase will 
produce a nearly infinite resistance to flow in a 
direction parallel to the fracture. Therefore, as a 
fracture begins to desaturate, its effective hydraulic 
conductivity will decline almost abruptly by several 
orders of magnitude. It is reasonable to expect that 
the effective hydraulic conductivity of the fractures 
will soon become smaller than that of the porous 
matrix, which needs fairly large capillary pressures to 
initiate desaturation. 

A very interesting consequence of this dramatic 
reduction in fracture permeability is that water will 
tend to flow across the fracture from one matrix 
block to another instead of flowing along the frac­
ture. Thus one should expect flow lines to swing 
around the dry portions of the fractures (Fig. 1). The 
fractures will thus introduce a macroscopic tortuosity 
in the system. If this reasoning is sound, one may be 
in a position to grossly quantify the effects of the 
fractures in terms of an overall tortuosity factor-a 
task that may prove to be somewhat simpler than 
characterizing a saturated fractured system as an 
equivalent anisotropic medium. 

In order to quantify the hydrology of a fractured 
porous medium, tlil reasoning presented above 
requires the development of three basic relations: 
(1) the relation between fluid pressure head (which is 
less than atmospheric under partial saturation) and 
fracture saturation, (2) the relation between fluid 
pressure head and fracture conductivity, and (3) the 
proportion of the fracture surface that remains wet-
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Figure 1. Flow lines in a partially saturated, fractured 
porous medium. [XBL 841-9580] 
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ted. To date, no data on either category are experi­
mentally available, especially for the Yucca Moun­
tain rocks. To gain insight into the problem, one has 
to develop these relations on theoretical grounds, 
using assumed fracture roughness characteristics and 
surface tension characteristics. The importance of 
these functional relationships in regard to the tran­
sient fluid flow process lies in the fact that the rough­
ness characteristics constitute the storage term for 
the fracture and the surface tension characteristics 
describe the time-dependent contact area for fluid 
flow from one matrix block to another. 

RESULTS , " 

Our statistical description of a rough-wall, 
variable-aperture fracture is based on averaging the 
aperture distribution function over the fracture 
plane. Capillary th~ory and the cubic law for frac­
ture flow are generalized to derive theoretical formu­
las for the fracture saturation, conductivity, and 
effective fracture-flow area. These formulas are 
evaluated for the Yucca Mountain tuff using avail-· 
able matrix and fracture data (matrix-saturated con­
ductivity characteristic curve, relative permeability, 
fracture frequency, density, fracture surface coating, 
and in situ conductivity). The results are plotted in 
Figs. 2 to 4. All parameters in· the formulas are 
determined by the data, and no adjustable parame­
ters are used. 

Figure 2 shows that fractures can be desaturated 
easily with a small suction of - 1 m. The saturation 
in the matrix will remain high. With a suction of 
-100 m, the matrix will be 83% saturated. The 
ambient saturation at the Topopah Spring Member 
is 80%. The hydraulic conductivities are shown in 
Fig. 3. As the fractures desaturate, they can no 
longer be transmissive to fluid flow. The decrease in 
matrix permeability is reduced as the pressure head 
becomes more negative. The hydraulic conductivi­
ties of the equivalent fracture continua will control 
the fluid flow near saturated conditions with a pres­
sure head greater than - 1 m, but the matrix will 
control the flow for a pressure head less than - 1 m. 
For suction in the range of - 100 m, the fracture 
flows are negligible and the matrix flow dominates. 

The matrix flow will also be impeded when it 
crosses the fractures. The matrix-fracture flow is 
limited by the area of fracture surface available for 
transmission of fluid. Figure 4 shows that the effec­
tive fracture-matrix flow area decreases rapidly and 
approaches the limiting contact area fraction as the 
pressure head decreases. The effective fracture­
matrix flow area reduces the matrix flow across the 
matrix-fracture interfaces. 
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Figure 3. Hydraulic conductivities of the matrix and the 
equivalent fracture continuum. [XBL 841-322] 
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SIMULATION OF 
EVAPORATION FROM THE 
URANIUM MILL TAILINGS PILE 
AT RIVERTON, WYOMING 

T. Tokunaga and T.N. Narasimhan 

The now-abandoned uranium mill tailings pile at 
Riverton, Wyoming, lies above the shallow-water­
table aquifer in the flood plains of the Wind River 
and the Little Wind River. The pile itself is in a 
state of partial saturation, with a fairly well defined 
downward gradient in the profile of hydraulic heads 
(Fig. 1). Tokunaga and Narasimhan (1982) estimate 
that the existing downward gradients suggest a 
recharge rate of 0.3-3 cm/year through the tailings to 
the shallow aquifer. To model the hydrogeologic 
system at Riverton and to project the behavior of the 
system into the future, the essential first step is to 
model the observed fluid potential profile that has 
developed within the system over the two decades 
since the pile was abandoned. This article summar­
izes the results of the effort to numerically simulate 
the infiltration regime within the tailings pile at 
Riverton. 

THEORETICAL BASIS 

The hydrologic regime in the pile is character­
ized by variable water saturation within the tailings 
and by the interaction of the tailings with the atmo­
sphere at the upper surface. At the upper surface, 
the tailings may interact either directly with the 
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Figure 1. Hydraulic head as a function of depth at three 
sites on the Riverton tailings pile. [XBL 829-1151] 
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atmosphere or through an intervening cover. The 
upper boundary is characterized by recharge due to 
rainfall and snow melt and by discharge due to eva­
potranspiration. The lower boundary is character­
ized by a variable hydraulic head dictated by the 
fluctuation of the water table. Rainfall at Riverton 
averages about 0.25 m/year. "The estimates of 
recharge made by Tokunaga and Narasimhan (1982), 
as well as existing perspectives on the magnitudes of 
evapotranspiration in semiarid regions, clearly indi­
cate that the large movement of water across the 
upper boundary is the controlling factor in determin­
ing the fluid potential profile within the tailings. 
The first step in the simulation process is therefore 
the modeling of the hydrologic regime within the 
column, with careful attention paid to the upper 
boundary. 

The Riverton tailings pile is relatively level, par­
tially saturated, and underlain by a highly permeable 
shallow aquifer. Thus flow within the tailings is 
largely vertical, and modeling the tailings as a one­
dimensional column is a very useful and valid sim­
plification for the present purpose. Within this sys­
tem, the transient flow is governed by the nonlinear, 
parabolic partial differential equation known as 
Richard's equation. Field measurements have 
shown that the tailings column can be. idealized as a 
heterogeneous system with three different materials: 
an upper sandy unit, a middle silty unit, and a lower 
sandy unit. 

Three approaches to simulating evaporation 
have been investigated: (1) imposing constant poten­
tial boundary conditions between precipitation 
events, (2) imposing potential-dependent flux boun­
dary conditions between precipitation events, and 
(3) prescribing flux boundary conditions. Monthly 
averaged climatic data from the Riverton area were 
used in the second and third methods to estimate 
evaporative flux. In all three methods, the program 
TRUST (Narasimhan et aI., 1978) was used . 

In the prescribed potential boundary approach, 
evaporation events were simulated by setting the sur­
face node pressure head to - 6.0 m H 20. Rainfall 
events were simulated by setting the surface node 
pressure head to +0.001 m H20. The tailings simu­
lation proceeded from an initial condition of full 
saturation through alternating periods of evaporation 
and rainfall at the upper surface. The lower boun­
dary was defined by a water table fixed at - 6.0 m 
below the upper surface. Each simulated year con­
sisted of ten evaporation cycles interspersed with 
nine rainfall cycles. Rainfall durations were adjusted 
for consistency between simulated yearly infiltration 
and Riverton mean annual precipitation. By the 



tenth simulated year, quasi-steady-state hydraulic 
head profiles were generated within the bulk of the 
tailings system (Fig. 2). Significant fluctuations in 
the hydraulic head profiles occurred only within the 
upper meter of tailings, reflecting evaporation and 
precipitation events. These features are consistent 
with field observations. The steady-state recharge of 
the groundwater in these simulations is 0.03 m/year, 
consistent with the estimated upper limit for 
recharge in earlier studies. The principal defect of 
this method is that the selection of magnitudes and 
durations of surface potentials is rather arbitrary. 
The following two methods improve on this by con­
sidering effects of climate on the evaporation rates. 

The second approach investigated for evapora­
tion simulation couples climatic effects with surface 
soil water potential effects on surface losses. The 
method chosen was developed by Staple (1974). 
This approach essentially substitutes surface soil 
water vapor pressures for saturation vapor pressures 
in the Penman potential evaporation equation. 
Averaged monthly climatic data are used to generate 
upper limits on evaporation rates. The potential 
evaporation rates are scaled down in response to 
more negative surface water potentials. The poten­
tial dependent sink functions were input in tabular 
form to operate on the upper surface volume ele­
ment. Rainfall was concentrated into O.OOSI-m 
events of 2-h duration, distributed in time to nomi­
nally follow Riverton monthly precipitation patterns. 
The hydraulic head profiles through 3 years of simu-

RB2 SIMULATIONS WITH 
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Figure 2_ Simulated hydraulic head distribution using a 
constant potential boundary condition at the land 
surface. [XCG 8311-4918] 
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lation, again with initially saturated tailings, are sum­
marized in Fig. 3. This model results in net annual 
losses of tailings water through the upper surface. 
The trends of decreasing hydraulic head and lower­
ing of the zero-flux boundary both reflect simulated 
net evaporation. Alternative distributions of precipi­
tation events did not significantly alter these results. 
Since field data clearly contradict these results, it is 
concluded that Staple's method, as used in this 
study, overestimates evaporation rates. This overes­
timation may have resulted from our assumptions 
that the surface water potential is largely determined 
by the matric (negative pressure) potential and that 
the surface osmotic potential is of lesser importance. 

The third method of estimating evaporation in 
this study is representative of the complementary 
relationship areal evaporation (CRAE) approach. 
The version discussed by Morton (1978) was used to 
calculate monthly average evaporation rates for the 
Riverton area from averages of 10 years of local 
climatic data. The results of the CRAE method are 
presented in Fig. 4; also included for comparison are 
the average monthly precipitation and results from 
calculations using Staple's method. Although the 
CRAE method provides much better results than 
Staple's method in this application, evaporation esti­
mates are still excessive. This overestimation can be 
qualitatively reconciled by considering the appropri­
ate scale for which the CRAE method was 
developed. The CRAE approach is suited for 
estimating evaporation over relatively large areas, 
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and thus our results are more representative of the 
Riverton area as a whole rather than of any specific 
site. It seems reasonable that the sparsely vegetated 

DYNAMIX: A COMPUTER 
PROGRAM FOR MULTIPLE­
SPEOES CHEMICAL 
TRANSPORT WITH 
PRECIPITATION AND 
DISSOLUTION 

T.N. Narasimhan 

In a variety of field problems involving reactive 
chemical transport in hydrogeologic systems, one 
must contend with the mechanisms of precipitation 
and dissolution. For example, consider the case of a 
uranium mill trailings pile overlying a system with a 
shallow water table. Many uranium mill tailings 
piles consist of the waste products of an acid extrac-
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cover of cobbly tailings. would evapotranspire at 50 
to 60% of the rate of the surrounding region. A 
reduction in the CRAE estimates by 40% would be 
consistent with' the observed recharge through the 
tailings system. 
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tion process, and hence contain highly acidic intersti­
tial water. As this. highly acidic water moves down 
by gravity from the tailings to the shallow-water­
table aquifer below, the acidic water mixes with the 
neutral to slightly alkaline groundwater, which even­
tually leads to the neutralization of the acid and the 
precipitation of certain of the chemical species. This 
neutralization process may be augmented by the 
presence of particular mineral phases such as calcite 
in the matrix of the shallow aquifer, which will con­
tinue to maintain the alkalinity in the groundwater 
despite the consumption of the alkali in the neutrali­
zation process. The precipitation that occurs 
immediately below the tailings fixes part of the dis­
solved solute in the matrix and thus helps to retard 
the migration of the contaminant. A quantitative 
understanding of precipitation-dissolution mechan­
isms is therefore necessary to an assessment of the 
potential contamination and selection of appropriate 
mitigative measures. 



The Uranium Mill Tailings Remedial Action 
Project of the U.S. Department of Energy (the 
UMTRA Project) is concerned with assessing the 
contaminant potential of the inactive uranium mill 
tailings pile at Riverton, Wyoming, and devising 
appropriate measures to ameliorate the long-term 
contamination of the local groundwater system. 
Field geochemical data (White and Delany, 1982) 
have indicated the existence of a prominent zone of 
neutralization beneath the tailings; this zone has 
tended to retard the migration of sulfate in the 
groundwater system. To simulate this observed neu­
tralization effect, a computer program called 
DYNAMIX (DYNAmic MIXing)· has been 
developed. The logical basis for this program is 
described below. 

PROGRAM DYNAMIX 

Precipitation and dissolution occur when fluids' 
of dissimilar composition mix with each other. The 
chemical reactions controlling these processes are 
governed by pH, redox potential, and the mineral 
phases that coexist with the aqueous phases. The pH 
and the redox potential, in turn, are governed by the 
chemical interactions between the many chemical 
species that participate in the reactions. Parkhurst et 
al.( 1980) developed a computer program called 
PHREEQE for geochemical calculations at relatively 
low temperatures. Essentially, this program consid­
ers an electrolyte with arbitrarily many dissolved 
species. On the basis of an ion-pairing aqueous 
model, it calculates pH and redox potential. In addi­
tion, given two solutions with dissimilar volumes 
and compositions, PHREEQE can mix the two solu­
tions in the presence of prescribed mineral species 
and not only compute the composition of the mix­
ture but also indicate whether any species has been 
dissolved or precipitated. 

Whereas the PHREEQE program is capable of 
simulating the mixing process, the overall groundwa­
ter transport problem requires, in addition, the tran­
sport of the dissolved species through advective, 
dispersive, diffusive, and decay processes, with or 
without adsorption. This transport capability is 
available with the computer program TRUMP 
(Edwards, 1972), which analyzes the transport of a 
single chemical species. Inasmuch as precipitation 
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and dissolution require consideration of several 
chemical species, program DYNAMIX was 
developed by extending TRUMP to handle the tran­
sport of 10 chemical species and coupling it with 
PHREEQE. 

The logical structure of the DYNAMIX algorithn 
for handling precipitation and dissolution is as fol­
lows. At the beginning of the problem, the input 
chemical composition of the water in each volume 
element in the flow region is checked for consistency 
and the pH calculated using the ion-pairing aqueous 
model. Next, the amount of precipitation or dissolu­
tion of each of the volume elements in the system is 
calculated for each time step. To achieve this, the 
time-averaged composition of the fluid entering an 
element of interest is computed from estimated time 
derivatives. This water is then titrated with the 
water present within the volume element to obtain 
the magnitudes of precipitation and dissolution of 
each species. The magnitudes are then used 
explicitly as sink or sotirce· terms in the multiple­
species transport equation. 

The preliminary version of DYNAMIX has been 
tested and found to reasonably simulate the dilution 
front migrating downward within the tailings as a 
result of the long-term infiltration of rain water. 
Further work is in progress. 
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THERMOMECHANICAL 
RESPONSE OF SALT AND HARD 
ROCKS TO THERMAL LOADING 
BY WASTES OVER 10 YEARS 
OLD 

J.s. Y. Wang, D.C. Mangold, and c.P. Tsang 

Thermal loading is a principal consideration in 
the design and evaluation of a repository for geologic 
disposal of· nuclear wastes. The duration of 
predisposal aging of the wastes on the surface deter­
mines the waste heat power at emplacement. The 
underground ventilation cooling during the reposi­
tory operation and retrieval periods has the 
equivalent effect of surface cooling in removing a 
portion of the heat generated by the waste. Most 
previous repository thermal studies have regarded 10 
years as the standard cooling period. However, the 
concern over thermal effects and the anticipated 
delay in establishing fully operational repositories 
require that attention should be given to older 
wastes. 

ALLOWABLE WASTE DENSITY WITH 
NEAR-FIELD THERMOMECHANICAL 
CRITERIA 

If the waste density is held fixed, the repository 
temperature will decrease with longer surface cooling 
periods. With lower temperature rises, the thermally 
induced strain in salt and stress in hard rocks will 
both decrease. If repository design takes advantage 
of the lower thermally induced impacts by em placing 
waste in a more concentrated configuration, proper 
thermal criteria must be used to determine the 
optimal waste loadings. 

The existing thermo mechanical criteria in the 
Department of Energy (DOE) reports are expressed 
in terms of strain of room closure for salt and 
strength-to-stress ratios for hard rock repositories 
(DOE, 1980). These criteria were developed mostly 
by studies of lO-year-old wastes. Imposing these 
existing criteria on older wastes enables allowable 
waste densities to be determined. The analyses for 
salt and nonsalt are discussed in the following two 
subsections. 

Reduction of Strain for Room Convergence in 
Salt 

Room convergence in salt mines depends on the 
temperature, pillar stress, and time. In Project Salt 
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Vault (Bradshaw and McClain, 1971), the results of 
model pillar tests of rock salt from the Lyons Mine 
were fitted with an analytic formula called 
Lomenick's formula. It has been frequently used in 
repository designs for salt as a plastic rock medium. 
In SI units the formula is 

. where E = cumulative strain (m/m), T= Tambient + 
t:..T (absolute temperature, K), (J = average pillar 
stress (Pa), t = time (s), and C = 3.4E - 50. The 
cumulative strain is therefore a nonlinear function of 
t:..T. This formula was employed in the National 
Waste Terminal Storage (NWTS) conceptual designs 
for domed and bedded salt (Kaiser Engineers, 
1978a,b; Stearns-Roger Engineering, 1979) and in the 
NWTS conceptual reference repository description 
(Bechtel Group, 1981). 

The NWTS reference salt repository is assumed 
to contain 10-year-old wastes emplaced at 37 W/m2 

(150 kW/acre) at 640 m (2100 ft) depth with an aver­
age pillar stress of 14.5 MPa (2100 psi). The waste 
storage rooms are assumed to be 6.1 m (20 ft) wide 
and 4.8 m (15 ft 9 in.) high. After 5 years, however, 
the roof height decreases by 0.23 m (9 in.). Older 
wastes stored in the same room and at the same 
waste emplacement density have a lower average 
temperature rise at 5 years, thereby reducing the 
cumulative room convergence (Fig. 1). If 0.23 m of 
room convergence (5% linear strain) is acceptable for 
safe operations in the repository, the waste emplace­
ment density can be increased. 
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Figure 1. Roof convergence in salt as a function of sur­
face cooling period in SF and HL W repositories. [XBL 
823-2003] 



Reduction of Strength-to-Stress Ratios in 
Granite, Basalt, and Shale 

The stress fields around a room in hard rocks 
such as granite, basalt, and shale depend on the tem­
perature, the in situ stress field, and the change in 
load due to excavation. The thermo mechanical sta­
bility limits for mined repositories in hard rock were 
established in the Generic Environmental Impact 
Statement (GElS) study (Dames and Moore, 1978; 
DOE, 1979). These near-field criteria determine the 
repository loading density of 10-year-old wastes. 

The near-field thermo mechanical criteria are 
expressed in terms of strength-to-stress ratios (DOE, 
1979). The repositories contain 10-year-old wastes 
stored at a thermal power density of 47 W/m2 (190 
kW/acre) in granite and basalt and 30 W/m2 (120 
kW/acre) in shale. At 5 years after waste emplace­
ment, the sum of the thermally induced stress and 
the excavation-induced stress within 1.5 m of the 
openings is half the magnitude of the rock strength 
for granite and basalt and equal to the rock strength 
for shale. Older wastes stored at the same waste 
emplacement density have a lower average tempera­
ture rise after 5 years, and the thermally induced 
stress is less (Fig. 2). The temperature rises at the 
end of 5 years are used to determine the stress 
values. If the same strength-to-stress ratio criteria 
can be used for older wastes to ensure mine stability, 
the waste emplacement density can be increased to 
accommodate more wastes in the repository. 
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and shale at 30 W/m2 (120 kW/acre) as a function of sur­
face cooling period in SF and HLW' repositories. [XBL 
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Increase of Waste Emplacement Density 

The ratios of 'allowable waste densities of older 
wastes to the values of 10-year-old wastes are illus­
trated in Fig. 3. The temperature dependence of the 
rock strength is taken into account. Figure 3 shows 
that older wastes could be emplaced at more concen­
trated densities. These results are based on the 
assumption that the near-field thermo mechanical cri­
teria developed for 10-year-old wastes are acceptable 
independent of the surface cooling period. For 
reprocessed high-level waste (HL W) with a small 
thermal contribution from the long-lived actinides, 
these conclusions may be valid. However, for spent 
fuel repositories, the long-term, far-field effects could 
become the limiting consideration (see below). 

Figure 3 also shows that the increase in allowable 
waste density is modest for salt compared to the 
results for hard rocks. For salt, the increase in allow­
able waste density grows at a slower rate for the 
longer surface cooling times. Thus the option of a 
longer surface cooling period may be less attractive 
for salt than for hard rock repositories. The differ­
ence in the form of the curves for salt and for hard 
rocks comes mainly from the different ther­
momechanical behaviors assumed in the analyses. 
For salt, the plastic creep strain is proportional to 
(Tamb + tlT)9's, where Tamb is the ambient tempera-

?:' 800 
'iii 
c: 
Q) 

-0 
Q) 

Vi 
o 

! 600 
:c 
o 
~ 
g 
"0 
.S 
~ 400 
o 
I!! 
<..) 
c: 

c 
Q) 
<..) 

~ 200 

--Spent Fuel 
- - - Reprocessed Waste 

I Granite 
I 
I 
I 
I 
I Basalt. 

I IShale 
I I 

I I 
I I 

I I 
I I 

I I 
/ I 

/ / 
I / 

/ I 
/ I 

/ / 
/ / 

/ / 
/ / 

/ / 
/ / 

/ / 
/ / 

/ / 
/ / 

/ / 
/ / 

/ / 
/ / 

/ /' 
/' /' 

/~..-!~ 
'" 

Surface cooling. year 

Granite 

Basalt • 
Shale 

Salt 

Figure 3. Percent increase in allowable waste density in 
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ture in kelvins and D.T is the waste-induced tempera­
ture rise (see Lomenick's formula above). For hard 
rocks, thermoelasticity is assumed for the stress 
changes, and the thermally induced stress is propor­
tional to D.T. As longer surface cooling periods 
lower the temperature rise, D.T, the nonlinear tem­
perature dependence of the creep for salt shows less 
sensitivity to D.T, resulting in a smaller increase in 
allowable waste density. 

The thermoelasticity assumed for hard rocks 
may be oversimplified in view of the potential non­
linear contributions from the presence of fractures. 
Additional research is required to study the ther­
momechanical behavior of fractured rock masses. 
The temperature dependence of the elastic constants 
are also not taken into account in the calculations. 
The dependence of rock strength on temperature, 
however, is taken into account. Within the tempera­
ture range of interest for these calculations (below 
120°C or 250°F), granite exhibits a noticeable change 
in rock strength with temperature, whereas the basalt 
and shale strengths are almost temperature indepen­
dent (Dames and Moore, 1978). For cooling periods 
of 10 to 100 years, this gain in strength with lower 
temperature permits an approximate increase of 20% 
in waste density for granite relative to its allowable 
limit for a fixed strength at 120°C. Since the 
mechanical properties and rock strengths are highly 
site specific, the quantitative conclusions in these 
calculations should be carefully re-evaluated for any 
specific rock type and any potential repository site. 

SURFACE COOLING, CUMULATIVE HEAT, 
AND FAR-FIELD THERMAL EFFECTS 

The controlling quantity in assessing the far-field 
thermal effects is the cumulative heat released by the 
emplaced wastes. The waste heat will remain in the 
rock formation for a long period of time. Spent fuel 
(SF) releases more heat over a longer period of time 
than reprocessed HLW; extension of the surface 
cooling period removes only a small fraction of the 
cumulative heat released. On the other hand, most 
of the heat from reprocessed HLW is released early. 
The cumulative heat of reprocessed HL W is much 
lower than that of SF; the heat removed by surface 
cooling is a significant fraction of the cumulative 
heat. Therefore, the effect of surface cooling is more 
significant for reprocessed wastes than for spent fuel 
in terms of long-term, far-field effects. The potential 
advantage of a 100-year cooling period for repro­
cessed waste is to lower the surface uplift and buoy­
ancy flow to less than half the magnitude of a 10-
year cooling period (Wang et aI., 1982a). The limita­
tion on repository loading due to thermohydrologic 
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considerations of buoyancy flow has been examined 
by Wang et al. (1982b, 1983). 

CONCLUSIONS 

We have extended the calculations of repository 
waste loading to older wastes using the existing 
near-field thermo mechanical criteria. For 
reprocessed high-level wastes, the older wastes could 
be emplaced at more concentrated densities, espe­
cially in hard rock repositories. For reprocessed 
high-level wastes with small thermal contributions 
from long-lived actinides, the use of near-field ther­
momechanical criteria alone to determine the waste 
densities may be valid. For spent fuel with long­
lived actinides, far-field criteria are also an impor­
tant consideration in limiting the waste loading den­
sities. 

If the repository loading designs based on 10-
year-old wastes are scaled for different waste ages, 
the results must be carefully evaluated for each waste 
type and each rock formation to avoid nonconserva­
tive conclusions. The limitations of waste loading 
densities of older wastes should be carefully deter­
mined by imposing both near-field thermomechani­
cal stability criteria and far-field thermohydrologic 
perturbation considerations. 
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GEOMECHANICS 

Research topics in Geomechanics covered in these reports for fiscal 1983 
include studies associated with the properties of a columnar-jointed rock mass 
around an underground opening, predicting the in situ state of stress in salt, 
advances in water-jet-assisted rock cutting, longwall ventilation in U.S. coal 
mines, and the analysis of laboratory studies of elastic wave propagation in per­
mafrost and granite. The disturbed rock zone around an underground opening 
mined in basalt has been investigated in situ with a cross-hole acoustic tech­
nique, and the extent of the zone and its hydrologic properties are discussed in 
two of a series of three articles concerned with properties of a columnar-jointed 
rock mass. The third in the series evaluates the technology available for detect­
ing geologic anomalies ahead of a tunnel driven in basalt. In the first of a 
series of three articles concerned with laboratory programs, the efficacy of 
hydraulic fracturing for determining the in situ state of stress in massive salt is 
discussed in light of the results of a program devoted to small-scale hydraulic 
fracturing experiments in salt. Two further articles in the series describe a 
model for elastic wave propagation in permafrost, discuss the influence of clay­
sized particles on permafrost seismic velocity, and assess the influence of water 
saturation on elastic wave propagation in granite. The last two articles cover 
aspects of mining engineering. In the first, technological advances in water-jet­
assisted rock-cutting systems are described, including the ability to predict the 
optimum water jet power for a mining machine and methods to improve water 
economy. The second discusses results of a series of experiments performed in 
a longwall district of a Colorado coal mine and describes the modeling neces­
sary to improve ventilation of the longwall face. 

These investigations have utilized experimental, analytical, and computa­
tional facilities both at Lawrence Berkeley Laboratory (LBL) and on the 
University of California campus, in particular, laboratories associated with the 
Civil, Mechanical, and Materials Sciences and Mineral Engineering Depart­
ments. The research effort has been shared by LBL staff, campus facuity, and 
University graduate students. 
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EXTENT AND HYDROLOGIC 
PROPERTIES OF THE 
DISTURBED ROCK ZONE 
AROUND UNDERGROUND 
OPENINGS IN BASALT 

L.R. Myer 

Excavation of shafts and entries for a nuclear 
waste repository will alter the hydrologic properties 
of the rock in a zone adjacent to the opening. This 
zone is referred to as the disturbed rock zone (DRZ). 
Changes in the hydrologic properties of the DRZ 
must be evaluated to determine if the rate of 
radionuclide release through the zone is significant to 
the performance of the repository. Then, if neces­
sary, remedial methods can be applied to reduce the 
rate and quantity of radionuclide transport through 
the DRZ. 

Because of the complexity of the phenomena 
affecting rock mass hydro mechanical properties, field 
testing will be required to make a definitive assess­
ment of the hydrologic properties of the DRZ. 
Theoretical studies can, however, provide scoping 
estimates of possible behavior and help define the 
parameters that must ultimately be measured in situ. 

In this study, the hydrologic properties of the 
DRZ around openings at repository depth at the site 
of the Basalt Waste Isolation Project ~BWIP) were 
assessed. This site is located in the Pasco Basin 
within the Columbia River basalts, near Richland, 
Washington. 

The DRZ consists of two principal subzones. 
Nearest to the opening, a zone of increased permea­
bility referred to as the blast damage zone will be 
created by the energy imparted to the rock mass by 
the excavation procedure. Farther from the opening 
is a zone of stress redistribution and displacement 
induced by creation of the opening regardless of the 
excavation technique; this is the stress induced zone. 

Calculation of flow through the DRZ requires 
estimates of the extent of each of these subzones and 
distribution of permeability within them. 

EXTENT AND PROPERTIES OF THE 
STRESS INDUCED ZONE 

An important factor affecting the extent and per­
meability of the stress induced zone at repository 
depth is the rock mass strength. When the stresses 
around an opening exceed the rock mass strength, 
the rock yields and a "plastic" zone of nonelastic 
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deformation develops. Since an elastic zone is 
always present, a plastic zone can significantly 
increase the area of the stress induced zone. The 
nonelastic deformations can also result in substan­
tially greater permeabilities in the plastic zone than 
in the elastic zone. 

A repository at the BWIP site would be con­
structed in the entablature portion of a basalt flow. 
From field observations and inspection of cores, the 
entablature rock mass at repository depth is charac­
terized as unweathered but intensely fractured rock 
with a joint spacing of 0.15 m to 0.23 m in all direc­
tions and very little weak, fracture-infilling material. 

Although it is well known that the in situ 
strength of a fractured rock mass is less than that of 
small, intact pieces, quantification of the difference 
remains largely a matter of engineering judgement. 
Under unconfined conditions, the strength of an 
intensely fractured rock mass will be very low. How­
ever, as indicated by laboratory tests of block assem­
blages (Einstein and Hirshfield, 1973) and intensely 
fractured marble (Rosengren and Jaeger, 1968), addi­
tion of moderate confining pressure to a tightly inter­
locked rock mass will result in rapidly increasing 
peak strength. A similar effect of confining pressure 
might also be expected in the post-peak, or residual, 
strength behavior. 

Assuming the rock mass in the entablature of a 
basalt flow to be a tightly interlocked rock mass that 
would behave as described above, peak and residual 
strength criteria were developed as shown in Fig. 1. 
The reduced strength values compared with those 
measured for intact laboratory samples were scaled 
according to the results of tests performed by 
Rosengren and Jaeger (1968). 
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Figure 1. Estimated rock strength for the dense interior 
of a basalt flow. [XBL 834-1577] 



As proposed by Hoek and Brown (1980), the 
failure criterion for the rock mass was assumed to be 

where II I is the· major principal stress, II 3 is the 
minor principal stress, lIe is the computed uncon­
fined compressive strength of the intact basalt, and 
m and s are material constants. Values of m and s 
were computed from data for the peak and residual 
rock mass strength; graphs of Eq. (1) incorporating 
these constants are shown as broken lines in Fig. 1. 

A plane-strain elastoplastic stress analysis was 
performed to evaluate the extent of rock mass failure 
around an opening at repository depth. Assuming an 
isotropic in situ stress of 67 MPa (Haimson and 
Kim, 1982), a very small plastic zone extending a 
distance of 0.03 radii (or 90 mm in a 6-m-diameter 
excavation) was predicted. Though the actual in situ 
stress state is anisotropic, analysis indicated that this 
would not appreciably increase the extent of the 
predicted plastic zone. 

When the plastic zone is limited to a very small 
volume of rock on the periphery of the opening, the 
effects of nonelastic deformations would be indistin­
guishable from the effects of disturbances in the blast 
damage zone. Thus changes in the permeability of 
the stress induced zone of the DRZ were assumed to 
be a function only of the elastic principal stresses 
around the opening. Principal stresses were calcu­
lated from a linear elastic stress analysis incorporat­
ing observed anisotropy in the in situ stresses at 
repository depth. 

Changes in permeability were assessed in the 
radial direction (Kr ), and in the direction parallel to 
the axis of the opening (Kz ) (see Fig. 2). Relating Kr 
and Kz to calculated principal stresses required a 
number of assumptions and idealizations regarding 
the flow regime in the dense interior of a basalt flow. 
It was assumed that flow through the natural fracture 
system could be represented by flow through 
equivalent averaged fractures, as shown in Fig. 2. 
Further, it was assumed that all flow was confined to 
the equivalent average fractures, which were ubiqui­
tous and oriented perpendicular to the principal 
stress directions. It was also assumed that the net 
changes in Kz and Kr were due only to changes in 
normal stress across fractures perpendicular to the 
minimum (1I3) and maximum (III) principal stresses, 
respectively. 

The results of Iwai (1976), who measured the 
change in hydrauliC conductivity of basalt fractures 
as a function of normal stress across the fracture, 
were used to estimate the changes in permeability of 
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Figure 2. Conceptual model of flow through an element 
of rock mass in the stress induced zone around an opening 
in the dense interior ofa basalt flow. [XBL 834-1757] 

the equivalent average fractures. Our analysis 
predicted a maximum increase in Kz in the stress 
induced zone of about an order of magnitude. In 
addition, the analysis indicated that the extent of sig­
nificant change in Kz is small. For example, at repo­
sitory depth, the region in which Kz would be 1.3 or 
more times the undisturbed value would extend only 
about 0.6 m beyond the outer boundary of the blast 
damage zone of a 6-m diameter opening. Because of 
the high in situ stress levels, Kr , the permeability in 
the radial direction would change very little. 

The importance of the assumptions of rock mass 
strength can be seen by comparing the results of our 
analysis with those of a similar analysis performed 
by Kelsall et al. (1982). Using the empirical guide­
lines of Hoek and Brown (1980), Kelsall assumed a 
much lower rock mass strength. . He therefore 
predicted a plastic zone of significant size and, 
consequently, a much larger stress induced zone. 
Because of the large area of the stress induced zone 
and the high permeability of the plastic zone, predic­
tions of the total flow through the stress induced 
zone were more than 60 times greater than those of 
our analysis. 

EXTENT AND PROPERTIES OF THE 
BLAST DAMAGE ZONE 

Energy imparted to the rock by the excavation 
procedure will cause disturbances in a zone of rock 
adjacent to the opening. Though no satisfactory ana­
lytic techniques are available for evaluating the 
extent of the blast damage zone, studies incorporat­
ing geophysical techniques such as "petite sismique" 
and cross-hole seismic have indicated that blast dam­
age around openings in hard rock may extend from 
0.5 m to 1.5 m into the rock mass. A cross-hole 



seismic study recently performed by Lawrence Berke­
ley Laboratory (King et aI., 1983) in the Near Surface 
Test Facility at the BWIP site has shown the extent 
of the blast damage zone at that location to be 
1.0-1.5 m. The most severe damage (as indicated by 
acoustic wave velocities) was confined to about the 
first 0.5 m of depth. 

Detonation of a charge will create new fractures 
in intact material and propagate existing ones. Inter­
block rotation and shear will cause a zone of loosen­
ing in blocky material. All these phenomena will 
cause an increase in permeability as well as a 
decrease in rock mass strength. Under the high in 
situ stress at repository depth, the reduced rock mass 
strength will result in failure in the blast damage 
zone, inducing further deformations and higher per­
meabilities in an already loosened zone. 

The influence of the blast damage zone on the 
quantity of flow through the disturbed zone may be 
significant. For example, consider a 7-m-diameter 
opening with a 0.5-m-wide blast damage zone and a 
stress induced zone with properties as predicted in 
the analysis discussed above. If the permeability of 
the blast damage zone were 1000 times that of the 
undisturbed rock mass, the total groundwater flux 
through the blast damage zone would be 100 times 
the total flux through the stress induced zone. 

Estimates of permeability in the blast damage 
zone of 1000 times the undisturbed values do not 
seem unreasonable, However, the complexity of the 
deformations associated with blasting, particularly 
close to an excavation, preclude the use of analytic 
methods to assess the permeability changes in the 
blast damage zone, and very few applicable field or 
laboratory data are available. Thus the uncertainty 
associated with estimates of properties of this zone 
are large. This uncertainty will not be resolved until 
site-specific in situ testing is performed in openings 
excavated by the same methods that will be used in 
repository construction. 

SUMMARY 

The total groundwater flux through the DRZ will 
consist of flow through the blast damage zone and 
flow through the stress induced zone. If the rock in 
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the reposit9ry horizon behaves substantively as pos­
tulated in our analysis, increases in permeability in 
the DRZ would be limited to a region within 2 or 
3 m of the opening wall (assuming an opening of 
5-8 m in diameter). The area of this region would 
be approximately evenly divided between the stress 
induced zone and the blast damage zone. Within the 
stress induced zone, the maximum permeability 
increase parallel to the opening axis was found to be 
about an order of magnitude. The potential for 
groundwater leakage through the DRZ would there­
fore be dominated by the blast damage zone. 
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EVALUATION OF 
TECHNOLOGY FOR DETECfION 
OF ANOMALIES AHEAD OF A 
TUNNEL FACE IN BASALT 

L.R. Myer and E.L. Majer 

As part of the Lawrence Berkeley Laboratory 
program of assistance to Rockwell Hanford Opera­
tions, we have evaluated methods and instrumenta­
tion development needs for detecting anomalous 
structures in the Columbia River basalts at the 
Basalt Waste Isolation Project (BWIP) near Rich­
land, Washington. 

Knowledge of tectonic features and flow struc­
tures is required to assure the safe construction and 
hydrologic containment capability of a nuclear waste 
repository in basalt. Though regional tectonic struc­
tures and the total thickness of each of the basalt 
flows within the reference repository location at the 
BWIP site have been defined from surface surveys 
and drill holes, the location and distribution of many 
intraflow and small-scale tectonic features of concern 
are not known. These anomalous structures must be 
detected in advance of the tunnel headings during 
the underground site investigation/excavation phase 
of repository development. 

Because of the lack of experience in deep mining 
of Columbia River basalts, information on the geol­
ogy, hydrology, and geotechnical characteristics of 
the reference repository rock mass was reviewed to 
gain an appreciation of the kinds of anomalous 
structures that might be encountered. Currently 
available anomaly detection methods were then 
evaluated, including direct methods, such as percus­
sive probe hole drilling, and indirect, or geophysical, 
methods. 

ANOMALIES AT THE BWIP SITE 

Geologic features that must be detected are those 
that threaten the safety of workers, structural stabil­
ity of the underground openings, or hydrologic con­
tainment capability of the repository horizon. Sud­
den water inflows from high-permeability zones con­
stitute the greatest construction and safety hazard at 
the BWIP site because of the depth (1000 m) and 
high ambient temperature (-- 55°C) of the reference 
horizon. Anomalous highly permeable zones that 
exist between the flows not only jeopardize safety 
but may also threaten the hydrologic containment 
capability of the repository horizon. Both safety and 
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structural stability would be jeopardized by unstable 
ground conditions if a zone of this weak rock were 
suddenly encountered. 

On the basis of available geologic data, the 
features of greatest concern at the BWIP site were 
classified as ·irregularities in flow top and bottom 
thickness, faults and tectonic breccias, and local 
jointing irregularities. Examples of some of these 
features are conceptually illustrated in Fig. 1. 

A typical basalt flow at the BWIP site will con­
sist of three components: flow top, dense interior, 
and flow bottom. A repository would be constructed 
within the dense interior because of its low permea­
bility. Field measurements show that the permeabil­
ity of the flow top and flow bottom can be much 
higher than that of the dense interior, thus indicating 
the potential for excessive groundwater inflow and 
loss of containment capability if a tunnel excavation 
were to intersect such structures. The possibility of 
intersecting the flow top or bottom arises from the 
way in which these portions of the flow unexpectedly 
thicken, effectively causing a pinchout of the dense 
interior. Little is known about the geometry, areal 
extent, or frequency of thickening in the flow top or 
bottom. The rate of thickening is also largely 
unknown, though very rapid thickening may be asso­
ciated with inverted fan jointing. Therefore, it is 
essential that methods be developed to determine the 
location of these potentially hazardous zones. 

Within the Columbia River basalts at the Han­
ford site, tectonic breccia zones and fault zones are 
thought to have resulted primarily from folding 
(Myers and Price, 1981). Observations from 
outcrops suggest that the interval of occurrence of 
these structures may range from tens to thousands of 
meters and that their width may range from centime­
ters to a few meters. The primary hazards associated 
with breccia and fault zones are loss of containment 
and sudden inflow of hot groundwater. Because of 
their typically narrow width, breccia or fault zones 

Tectonic breccia 1\\\ 
or fault zone 1\\\ 

YiAst'tunnel :~UI \11\ 
<lVi,,' , \\1, 

\~V 
Figure 1. Illustration of types of anomalies found in 
flows of the Columbia River basalts. [XBL 835-l806A] 



will probably not have a significant impact on stabil­
ity unless oriented unfavorably with respect to the 
tunnel axis. 

Local variations in the character and intensity of 
jointing may also precipitate structural instability or 
water inflows. These variations may be reflections 
of the natural spatial variability in fracturing or of 
specific structures, such as the inverted fan jointing 
illustrated in Fig. 1. In outcrop, these structures are 
characterized by a fan-shaped pattern of joints radi­
ating from a depression in the contact between flow 
top and· dense interior. Though the permeability of 
these structures has not been evaluated, the well­
developed subvertical jointing may establish a high­
permeability link between the dense interior and the 
flow top. In addition, the flow top depressions asso­
ciated with these structures are a hazard if they 
extend to the level of excavation. 

ANOMALY DETECTION METHODS 

Pertinent data for the primary methods con­
sidered for anomaly detection are summarized in 
Table 1. For each of the methods, an evaluation was 
made of the ability of currently available instrumen­
tation to detect the types of anomalies of concern at 
the BWIP site. 

By far the most common technique for probing 
ahead of an advancing tunnel face is a single, small­
diameter, percussively drilled borehole. In many 
civil projects, if excessive gas or water inflows are 
possible, the drill hole is often kept between 3 and 30 
m ahead of the face. 

General information derived from percussively 
drilled holes, with simple instrumentation installed 
at the collar, is limited to water inflow rate and pres­
sure as well as a very qualitative indication of rock 
mass strength deduced from drilling rate informa­
tion. Though all this information is extremely 
important, it was felt that additional data on the 
character of rock mass fracturing and the location of 
geologic structures will be required for adequate 
definition of anomalies during repository excavation. 
Coring the boreholes would provide much of the 
additional data, but that process would be too time 
consuming for use at an advancing face. In addition, 
use of horizontal drill holes would not provide ade­
quate warning of anomalies lying parallel or sub­
parallel to the tunnel. The deleterious effect of flow 
top penetration on the hydrologic containment capa­
bility of the dense interior may preclude the use of 
inclined boreholes despite their advantage in locating 
anomalies outside the boundaries of the excavation. 

Indirect or geophysical methods were therefore 
investigated as a means of providing additional data 

89 

required for definition of anomalies during reposi­
tory excavation in basalt flows. Though the field of 
applied geophysics encompasses a large number of 
techniques, most are either inapplicable or require 
very extensive development for use in anomaly 
detection. The indirect methods with the greatest 
potential were found to be seismic methods, includ­
ing surface reflection; cross-hole reflection, velocity, 
and attenuation studies; and the nonseismic methods 
of radar and conventional borehole logging. 

Seismic reflection surveys could be performed 
from the surface of the tunnel walls behind the face 
or from boreholes drilled ahead of the face. Infor­
mation on the location of flow tops and bottoms and 
breccia zones obtained behind the face could be 
extrapolated to the region ahead of the face. Reflec­
tion surveys from boreholes would provide informa­
tion on structure between the boreholes and might 
be extended to provide information on the location 
of flow tops or bottoms not intersecting the 
boreholes. 

Because of the lack of experience in use of 
seismic reflection techniques underground in basalt, 
additional study and development will be required in 
several areas. Detection of discontinuities less than 
1 m wide (such as breccia zones) will require source 
frequencies of at least 1 kHz, but no equipment is 
available to conduct systematic multichannel (greater 
than 48) surveys at sampling rates of I-10kHz. 
There are also problems of carrying out surface sur­
veys across uneven mine faces and in working in a 
hot, humid environment with sophisticated electron­
ics. Three-dimensional location of structures that do 
not lie between boreholes will require development 
of referencing techniques. Cross-hole seismic sur­
veys utilizing the "direct wave" rather than secon­
dary or reflected arrivals can be carried out simul­
taneously with cross-hole reflection surveys, thus aid­
ing in interpretation of structure between the 
boreholes. Direct cross-hole surveys can also be car­
ried out independently. By using high frequencies 
(60 -100 kHz), changes in the fracture density can be 
detected. Thus breccia or fault zones intersecting the 
boreholes and other regions of incompetent rock 
may be located ahead of the face. A study investi­
gating the use of the direct cross-hole technique for 
characterizing the fracturing in basalt is currently 
underway (see King et aI., 1983). 

Though direct cross-hole seismic surveys are 
more commonly performed than cross-hole reflection 
surveys, in-field processing and data collection tech­
niques and equipment are not sufficiently developed 
for routine use in underground workings. If full 
waveform analysis is desired, data storage and han­
dling become problems. Instrument survival in the 



\0 
0 

Table 1. Summary of anomaly detection capabilities. 

Method 

I. Percussively Drilled Hole 

A. Horizontal 

II. Active Seismic 

A. Surface 
reflection 

B. Borehole 
reflection 

Parameter 
measured 

Penetration rate, 
water inflow, 
water pressure 

Amplitude and 
arrival time of 
reflected wave 
(usually P-wave) 

Same as above 

Resolution 
of method 

Features greater 
than 2 ft across, 
water inflow and 
pressure to ± 1% 

Discontinuties 
-1/8 wavelength 
(function of 
frequency and 
attenuation) 

Same as above 

Current anomaly detection capability 

Can be detected 

High permeability anom­
alies, i.e., tectonic 
breccia zones, inverted 
fan jointing, sudden flow 
top depression, other 
weak zones (wide tectonic 
breccias or fault zones) 

Location of flow top, 
tectonic breccia zones, 
fault zones behind face 
and not intersecting 
tunnel (assuming sharp 
changes in acoustic 
impedance) 

Anomalies between 
boreholes, e.g., fault 
zones, tectonic breccia, 
flow top depression 
(assuming sharp change 
in acoustic impedance) 

Cannot be detected 

Anomalies outside exca­
vation boundary (flow 
top, jointing irregu­
larities, fault zones). 
Thin, "dry" tectonic 
breccias or fault zones 

Subtle changes in 
jointing, e.g., "platy" 
zone or inverted fan 
jointing, or other 
anomalies at large 
angles to wave 

Subtle changes in 
jointing, e.g., "platy" 
zone or inverted fan 
jointing; or other anom-
alies at large angles to 
wave or outside of exca-
vation boundary 

Other 
advantages 

Most often used. 
Little interference 
with excavation 

Ability to map 
location of flow 
top without pene-
tration 

Potential for devel-
opment to detect 
anomalies outside 
excavation boundary; 
can be done simul-
taneously with 
direct cross-hole. 
Minimum interfer-
ence at face 

Other 
disadvantages 

Poor resolution of 
location and extent of 
anomaly; little infor­
mation as to class of 
anomaly 

Lack of experience in 
use in basalt; penetra-
tion depth in basalt 
unknown. Significant 
interference with 
operation if applied 
at face. Equipment, 
data processing tech-
niques not adapted to 
underground use; 
S -wave techniques 
relati vely undeveloped 

Techniques for data 
collection and process-
ing not adapted to 
underground use. Lack 
of experience in use 
in basalt. S -wave 
techniques undeveloped 
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Table 1. Summary of anomaly detection capabilities (continued). 

Method 

III; 

C.Direct 
cross-hole 

Nonseismic 
A. Conventional 

borehole logging 

Density 

Electric 

Resistivity 

Sonic 

Magnetic 

Caliper 
visual (TV) 

B. Radar 

Parameter 
measured 

Arrival time of 
po, S-waves; 
attenuation of po, 
S-waves 

Radioactive 
absorption 

Induction or 
self-potential 

Electrical 
resistance 
Acoustic 
velocity 

Magnetic 
susceptibility 

Reflected EM 
pulse 

Resolution 
of method 

Discontinuties 
-1/10 wavelength 
(function of timing; 
also of number 
of wave paths for 
tomography) 

Depends on 
contrast in 
properties 
between anomaly 
and adjacent 
rock mass 

Several centi-
meters depending 
on wavelength 

Current anomaly detection capability 

Can be detected 

Anomalies between bore­
holes; e.g., fault zones, 
tectonic breccia, flow 
top depression, changes 
in fracture density such 
as "platy" zone or in­
vened fan jointing if 
sufficient contrast in 
fracture frequenCy 

Low-density, high-
permeability anomalies 
that intersect borehole, 
e.g., tectonic breccias, 
fault zones, flow top 
depress~on, or invened 
fan jointing of sufficient 
density or perme-
ability contrast 

Anomalies ahead offace 
not intersecting borehole, 
e.g., flow top, tectonic 
breccias, or fault zones 
(assuming adequate con-
ductivity contrast) 

Cannot be detected 

Anomalies outside exca­
vation boundary (flow 
top, breccia zones, 
jointing irregularities) 

Anomalies that do not 
intersect borehole (flow 
top, fault zones, or 
tectonic breccias, 
"platy" zones) 

Subtle changes in frac-
ture density 

Other 
advantages 

Can be used simul­
taneously with bore 
reflection. Minimum 
interference at face 

Great deal of 
experience, some in 
basalt; quickly 
performed with 
minimum interfer-
ence 

Potential for direc-
tionallocation of 
anomalies outside 
boundaries of exca-
vation; performed 
at face in single 
hole with minimum of 
interference to 
operation of field 
techniques 

Other 
disadvantages 

Techniques for complete 
in-field data process-
ing not developed for 
underground uSe. Lack 
of experience in use 
in basalt 

Poor resolution of 
shape of anonuily; 
depth of penetration 
very small (approx. 
II centimeter) 

Lack of experience in 
basalt; proper 
frequency range, 
penetration unknown 



harsh environment at repository depth is . also a 
problem. 

The technology of conventional borehole logging 
is highly developed, and considerable experience has 
been gained in its use in vertical drillholes at the 
BWIP site. Further work is needed, however, to 
correlate conventional geophysical logs with proper­
ties of specific anomalies. 

Radar methods are analogous to seismic reflec­
tion methods; conceptually, the only difference is 
that the frequency of the source energy of radar is 
much higher. It is not known how radar will per­
form in basalt. However, several potential advan­
tages warrant further investigation of the method. 
Use of radar is potentially cost effective because 
equipment and techniques for performing downhole 
surveys are currently available. In addition, in the 
frequency range of 100-500 MHz, resolution of 
discontinuities on the order of several centimeters in 
size should be possible. Moreover, the directional 
properties of the method may make it possible to 
locate features that do not intersect the probe holes. 
As indicated above, one of the. problems in interpret­
ing seismic reflection data obtained in boreholes is 
the ambiguity in the direction of the reflected wave. 
Radar methods would not have this problem because 
of the directionality of the transmitters and receivers. 

SUMMARY 

We have concluded that the principal elements 
of a system for detection of geologic anomalies ahead 

CROSS-HOLE ACOUSTIC 
MEASUREMENTS IN BASALT 

M.S. King, L.R. Myer, and J. Rezowalli 

A series of cross-hole acoustic measurements has 
been performed in a rock mass around an under­
ground opening mined by the drill-and-blast method 

. at a depth of 46 m, well above the water table. The 
rock mass at this depth is characterized as a basalt 
flow entablature with a 0.15-0.35 m thick vertical 
columnar jointing structure cut by low-angle cross 
jointing. The purposes of the test program were 

1. To evaluate the rock mass characteristics 
around the opening. 
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of a tunnel face in basalt should include percussively 
drilled probe holes augmented by geophysical 
methods such as seismic reflection and direct cross­
hole methods, conventional borehole logging, and 
radar. Areas requiring further development were 
outlined for each of the geophysical methods; in gen­
eral, development of improved in-field processing 
techniques will require the major emphasis. Because 
of the lack of experience with the geophysical 
methods in basalt, an important first step in the 
development process will be field tests at a site in 
basalt to provide baseline data on performance of 
the techniques. It is probable that not all of the geo­
physical methods discussed above will be required. 
The optimum combination of methods will evolve 
as further knowledge of instrument performance and 
excavation and construction· details is acquired. 
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2. To determine the zone of blast damage 
around the opening. 

3. To evaluate seismic methods for anomaly 
detection ahead of mining in this type of 
rock. 

The cross-hole measurements were made 
between four 76-mm-diameter horizontal boreholes 
diamond drilled 12 m into the wall of the under­
ground opening, as indicated in Fig. 1. The 
boreholes were each surveyed over the whole length. 
Some 550 acoustic measurements were made 
between each of the six pairs of the four boreholes in 
planes parallel to the wall at different distances down 
the boreholes. A typical plane of six measurements 
is indicated in Fig. 1. 

The field system used is shown in block form in 
Fig. 2. It is based essentially on that used in a simi-



A 1-A2-A3-A4 represents a typical 
plane of cross-hole measurements 

Four horizontal boreholes 
nos. 1 to 4 in diamond pattern 

in wall, each 12 m long 

Figure 1. Layout of boreholes. [XBL 8311-7326] 

lar research program in a granitic rock mass in 
Sweden (Paulsson and King, 1980). Repetitive 
pulses of compressional (P) and shear (S) waves in 
the frequency range 1-100 kHz are propagated from 
the transmitter sonde through the rock mass to the 
receiver sonde. The P- and S-wave transmitter and 
receiver transducers are broadband ceramic steel 
sandwiches with a center frequency of approximately 
80 kHz. The sondes are clamped hydraulically to 
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HYDRAULIC 
SYSTEM 

P RECEIVER 
SONDE 

Figure 2. Block diagram of experimental setup. [XBL 
837-434] 
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the borehole wall to ensure good acoustic contact. 
The received P- and S-wave signals are preamplified 
in the sonde and transmitted to the surface, where 
they are further amplified and bandpass filtered in 
the frequency range 500-100 kHz. The complete P 
and S waveforms are digitized by a digital oscillo­
scope with a 2-MHz sampling rate and stored on 
floppy disks. An auxiliary analog tape recorder with 
a 62-kHz bandwidth may be employed where the sig­
nals are of such poor quality that signal 
enhancement by stacking is required. 

The digitized P- and S-wave records were later 
analyzed to determine the arrival times of P- and S­
wave pulses, so that the velocities Vp and Vs could 
be determined using the distances between the pairs 
of boreholes calculated from the survey data, The 
delay times for the transducer holders themselves 
were first determined by clamping the sondes in an 
aluminum calibration block, and the arrival times 
were corrected for them. The digitized records were 
also subjected to Fast Fourier Transforms (FFTs), 
and their amplitude spectra in the frequency domain 
were studied. 

Preliminary results of the test program are 
shown in Figs. 3, 4, and 5. In Fig. 3 are shown the 
P-wave velocities measured between boreholes along 
paths in vertical and horizontal directions as a func-
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Figure 3. Compressional wave velocity between 
boreholes in vertical and horizontal directions. [XBL 
8311-7325] 



tion of distance of the plane of measurement from 
the face. Figure 4 shows the S-wave velocities meas­
ured in the same manner. Experimental errors ensu­
ing from possible errors in the arrival times and sur­
vey data are indicated by error bars. Figure 5 shows 
the elastic modulus and Poisson's ratio calculated 
from the velocity data using the classical theory of 
elasticity and an average density of 2848 kg/m3 

measured for the basalt. Acoustic velocities and 
elastic properties for the remaining four diagonal 
paths between the boreholes tend to lie between the 
limits established by measurements made in the 
vertical and horizontal directions. 

Results of the FFf analyses indicate that there is 
a considerable difference in frequency content of the 
received P- and S-wave signals between those pro­
pagating horizontally and those vertically and 
between those measured in planes lying close to the 
face and those in planes well behind the face. Near 
the face, both P- and S-wave amplitude spectra tend 
to peak at approximately 5 kHz or less. Farther 
away from the face, at distances greater than approx­
imately 2 m, the amplitude spectra for P- and S­
waves propagating vertically tend to peak at 20 kHz 
or more, and those horizontally at 5 kHz or less. 

Figures 3,4, and 5 show that there are consider­
able reductions in P- and S-wave velocities at dis­
tances less than 2 m from the face: up to 55-65% in 
magnitude. Clearly these low values are associated 
with blast damage. Beyond 2 m, the velocities in a 
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Figure 4. Shear wave velocity between boreholes in vert­
ical and horizontal directions. [XBL 8311-7323] 
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vertical direction indicate almost constant values, 
with a tendency for a slight decrease at distances 
greater than 7 m. This may well be due to a vertical 
stress concentration present around the opening. 
The velocities in the horizontal direction beyond 
2 m appear erratic, but show a general tendency to 
increase as a function of distance from the face. 
They remain, however, some 15% lower in value 
than the corresponding velocities in the vertical 
direction. Near the face, the differences in P- and S­
wave velocities are considerably greater, with hor­
izontal velocities approximately 30% lower in value 
than the vertical. The velocity and frequency data 
obtained correspond to a model of a jointed rock in 
which the joints intersected in the vertical direction 
are fewer and tighter than those intersected in the 
horizontal direction. The nature of the columnar­
jointed rock mass in which the test program was 
conducted supports this model. Further analyses of 
the velocity and frequency data-in conjunction with 
studies of core logs and ultrasonic measurements 
performed on specimens of core recovered from the 
boreholes, which are currently underway-are 
expected to form the basis for a quantitative model 
of the rock mass. 
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LABORATORY HYDRAULIC 
FRACTURING STRESS 
MEASUREMENTS IN SALT 

T. W. Doe and G. Boyce 

Determination of the state of stress is a key to 
the design of radioactive waste repositories in salt. 
Most conventional stress measurement techniques, 
such as overcoring and hydraulic fracturing, are 
based on the theory of elasticity, which may not be 
applicable in salt, which is well known for its none­
lastic behavior. To determine the effects of nonelas­
tic behavior on hydraulic fracturing stress measure­
ments, we have performed a series of laboratory frac­
turing tests in salt under controlled stress conditions. 

The determination of the maximum horizontal 
stress by hydraulic fracturing is based on the premise 
that the breakdown pressure is equal to the 
minimum tangential stress concentration in the 
borehole wall plus a tensile strength. For elastic 
materials, the minimum tangential stress is 

Utan = 3UHmin - UHmax , 

where Utan is the minimum tangential stress, UHmin is 
the minimum horizontal stress, and UHmax -is the 
maximum horizontal stress. Goodman (1980) gives 
the expressions for closure of a borehole in a linear 
viscoelastic material, noting that the stress distribu­
tion around the hole is not a function of time. On 
the other hand, in nonlinear viscoelastic materials, 
the stress distribution is time dependent, and the 
tangential stress may be less than that predicted by 
elastic theory (Goodall and Chubb, 1970; Hata, 
1975). Under such conditions, the tangential stress 
varies with time and has the effect of lowering the 
breakdown pressure. The use of elasticity assump­
tions when the stress distribution varies with time 
may result in significant errors in the stress calcula­
tions. 
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LABORATORY TESTING PROGRAM AND 
RESULTS 

The laboratory testing program used both salt 
cores and prismatic blocks, which were loaded under 
hydrostatic and nonhydrostatic conditions, respec­
tively. The salt samples were obtained from the 
A very Island salt dome in Louisiana. The cores for 
the hydrostatic tests were 15 cm in diameter and 22 
cm long. The radial loads were supplied by a USBM 
biaxial cell, and the axial loads were provided by a 
hydraulic press. The hydrostatic tests were run to 
investigate the effects of (1) hydrostatic stress magni­
tude, (2) time delay between application of load and 
hydraulic fracturing, (3) flow rate of the fracturing 
fluid, (4) borehole diameter, and (5) use of inflatable 
packers. 

For hydrostatic pressures of up to 13.8 MPa, we 
have found that the breakdown pressures generally 
correspond with those predicted by elastic theory 
(i.e., about twice the hydrostatic pressure), although 
the breakdown pressures fall somewhat too low at 
higher pressures (Fig. 1). The breakdown pressures 
do not vary between times of load application of 15 
min to 64 h (Fig. 1), which is at variance with pred­
ictions based on steady creep formulations of the 
tangential stress relaxation with time. The break­
down pressure is a function of flow rate but not of 
borehole diameter or the presence or absence of 
inflatable packers. Shut-in pressures are generally 
consistent with the magnitude of the horizontal 
stress. 

The nonhydrostatic stress tests used prismatic 
blocks that were 30 cm X 30 cm X 46 cm in size 
and loaded using flat jacks in a polyaxial loading 
frame. A constant time delay of 2 h was used 
between the application of the load and the hydraulic 
fracturing. As shown in Fig. 2, the breakdown pres­
sures remain constant with increasing horizontal 
stress ratio. This result is inconsistent with elastic 
theory, which would predict a decrease in breakdown 
pressure with increased stress ratio for a given 
minimum horizontal stress; the predictions of break­
down pressure with horizontal stress ratio are shown 
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Figure 1. Variation of breakdown pressure as a function 
of confining pressure and time for hydrostatic tests on 
cylindrical samples. [XBL-831O-3372] 

in Fig. 2. Shut-in pressures are generally higher than 
the minimum horizontal stress. The hydraulic frac­
tures themselves are not single ruptures, but appear 
to occupy a diffuse zone that is aligned normal to the 
minimum principal stress. 

CONCLUSIONS 

Breakdown pressures under hydrostatic condi­
tions do not vary with times of load application 
between 15 min and 64 h. Evidence from borehole 
deformation measurements and observations of 
packers becoming caught in the borehole by closure 
suggest that the borehole deformation and accom­
panying stress readjustment occur very quickly after 
the application of the load. 

Breakdown and shut-in pressures accurately 
reflect horizontal stress values under hydrostatic but 
not nonhydrostatic stress conditions. Using conven­
tional interpretation techniques, it may be possible 
to determine only the minimum horizontal stress 

. magnitude and its orientation. As the breakdown 
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Figure 2. Variation of breakdown pressure as a function 
of vertical stress and horizontal stress ratio for minimum 
horizontal stress values of 6.9 and 13.8 MPa. [XBL 
8310-3374] 

pressure is not dependent on horizontal stress ratio, 
determinations of maximum horizontal stress from 
hydraulic fracturing stress measurements in salt may 
not be valid, regardless of the time elapsed between 
drilling the borehole and performing the test. 
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ELASTIC WAVE VELOCITIES IN 
QUARTZ MONZONITE AT 
DIFFERENT LEVELS OF WATER 
SATURATION 

M.S. King 

During a comprehensive rock mechanics and 
geophysics research program (Witherspoon et al., 
1979) involving large-scale heater tests at a depth of 
340 m in an abandoned iron ore mine in central 
Sweden, it became evident that the interpretation of 
cross-hole acoustic surveys requires knowledge of 
compressional (Vp) and shear wave (Vs) velocities in 
the granitic rock under different conditions of stress 
and water saturation. Nur and Simmons (1964) 
have reported significant increases in Vp at low stress 
levels when dry rocks containing porosity predom­
inantly in the form of cracks were saturated with 
water. However, these workers also reported little 
change in Vs for rocks of this type with changes in 
water saturation. Nur and Simmons (1964) and 
King (1983) have discussed the importance of know­
ing the actual degree of water saturation of nomi­
nally "dry" rock samples in interpreting acoustic 
measurements, particularly at low stress levels. 

Paulsson and King (1980a,b) have described the 
high-frequency acoustic monitoring of the heated 
rock mass between four vertical boreholes in the 
vicinity of a vertical cylindrical heater embedded in 
the rock. The monitoring tests fell into two 
categories: (1) between-hole surveys and monitoring 
as a function of depth in the boreholes, and 
(2) computer-aided reconstruction of the acoustic 
velocity and attenuation fields between a pair of 
boreholes. 

The results of laboratory ultrasonic velocity 
measurements made on quartz monzonite core speci­
mens recovered from two of the vertical boreholes 
surrounding the heater have been reported by King 
(1984). The specimens were tested first fully 
saturated with water and then after being oven dried. 
The dry specimens were then stored in an atmo­
sphere of 100% relative humidity and tested periodi­
cally over a period of 3-1/2 months, by which time 
they had become almost fully saturated again. 

EXPERIMENTAL PROCEDURES 

The three quartz monzonite specimens tested 
were prepared from 45-mm-diameter core, with their 
plane surfaces ground parallel to a length of approxi-
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mately 75 mm. The specimens were saturated fully 
with distilled water, first under a vacuum and then 
under a hydrostatic pressure of 10 MPa. They were 
then weighed (to 0.01 g) and tested. During testing, 
the specimens were surrounded with a rubber mem­
brane to prevent loss of moisture. 

The specimens were dried for 24 h in an oven 
maintained at 105°C ± 2° and then for 24 h in a 
vacuum oven maintained at the same temperature. 
They were weighed in the dry state (within 15 s of 
removal from the cooled vacuum oven) and tested 
with a rubber membrane surrounding each of them. 
The effective (interconnected) porosity was calcu­
lated from the differences in the weight and dimen­
sions of water-saturated and dry specimens. 

Upon completion of these tests, the dry speci­
mens were placed above the water level in a sealed 
glass vessel containing distilled water. At intervals 
of time over the next 3-1/2 months, they were 
removed, quickly weighed (within 15 s), enclosed in 
a rubber membrane, tested, and finally returned to 
the sealed glass vessel. 

Ultrasonic velocity measurements were_ made by 
the pulse time-of-flight method for sequentially 
measuring VI? and V

S
' as described by King (1983). 

Each assemolage of rock specimen and transducer 
holders was placed in a laboratory press, and the 
velocity measurements were made as the axial stress 
on the specimen was increased from 2.5 to 30 MPa. 

RESULTS AND DISCUSSION 

The mean effective porosity of the three speci­
mens was 0.0041; bulk densities of dry and water­
saturated specimens were 2603.7 and 2607.8 kg/m3, 
respectively. The results for the absorption of mois­
ture when the dry specimens were stored in a rela­
tive humidity of 100% are shown in Fig. 1, in which 
the water saturation measured as a fraction of effec-
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Figure 1. Absorption of water by rock specimens as a 
function of time. [XBL 8210-2563] 



tive pore volume is plotted as a function of time in 
days. Note that after approximately 50 d, the speci­
mens had absorbed sufficient water to fill most of 
the interconnected pore space. 

The compressional and shear wave velocities Vp 
and Vs' for the three specimens in both the fully 
saturated and the dry state are shown in Fig. 2 and 3 
as a function of axial stress in the range 2.5-30 MPa. 
Figures 4 and 5 show the increases in Vp and Vs as 
the dry specimens absorbed moisture over a period 
of 3-1/2 months; the increases are expressed as a 
function of the fraction of water-filled pore space for 
specimens subjected to an axial stress of 10 MPa. 

The compressional and shear wave velocities and 
porosity for the dry specimens have been averaged to 
calculate a spectrum of pore and crack aspect ratios 
and their volume concentrations following the theory 
developed by Kuster and Toksoz (1974) and an 
inversion scheme for this theory based on one pro­
posed by Cheng and Toksoz (1979). Kuster and 
Toksoz assumed that the pores and cracks were all 
oblate spheroidal in shape. Though it is rare in 
rocks to find inhomogeneities of such regular shape, 
the assumption of oblate spheroids is-in contrast 
with other models in which the cracks have shapes 
more truly representative of those found in nature­
amenable to analysis and results in a unique solu­
tion. Despite its drawbacks, it does provide an intui­
tive feel for the sizes and shapes of the flaws. The 
results of the analysis are presented in Table 1. 

6.4 r------,---,------,-----.------.---, 

Saturated 

~ 6.2 
E 
~ 

~ 6;0 
U 
0 
Q) 
> 5.8 
Q) 

> 
0 
3= 
f 5.6 

0 
c: 
0 

'Vi 
5.4 en 

e:? 
a. 
E 
0 5.2 u 

o 10 20 30 

Axial stress (MPo) 

Figure 2. Compressional wave velocity for water­
saturated and dry specimens as a function of axial 
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The Kuster and Toksoz (1974) theory has been 
employed to calculate the increases in average 
compressional and shear wave velocities from the 
dry to the fully saturated state as water absorbed by 
the rock first fills the cracks of smallest aspect ratio 
and then those of progressively larger aspect ratio. 
This sequence of crack saturation described here is 

consistent with the capillary forces acting in a 
quartz-rich rock in the presence of water. The 
results are presented in Table 1 for different levels of 
axial stress. 

Comparison of the calculated crack aspect ratios 
with the data for Westerly Granite presented by 
Cheng and Toksoz (1979) in their Table 1 shows 
approximately the same distribution of aspect ratios 
for the cracks but larger volume concentrations than 
for the quartz monzonite in our study. The agree­
ment is good, however, when the difference in poros­
ity is taken into account: Westerly Granite, 0.9%; 
quartz monzonite, 0.4%. 

The velocity increases reported in Table 1 indi­
cate that small amounts of water absorbed by cracks 
of low aspect ratio result in large increases in Vp and 
Vs' These increases are much more pronounced 
than those measured experimentally and shown in 
Figs. 4 and 5. The reason for the difference between 
the measured values and those predicted by theory is 
explained as follows. The pulses of compressional 
and shear waves used to measure Vp and Vs travel in 
comparatively narrow beams concentrated along the 
axis of the cylindrical specimen. It is this region of 
the specimen that is lower in saturation than the 
specimen mean water saturation, because water is 
absorbed first through the cylindrical and flat exter­
nal surfaces of the specimen. The saturation gra­
dient will be particularly pronounced during the ini­
tial stages of water absorption. 
gradient will be particularly pronounced during the 
initial stages of water absorption. 

, Table 1. Spectrum of pore aspect ratios and velocity increase for different 
water saturations. 

Water saturation 
Aspect ratio Concentration with cracks filled (%) Velocity increase (%) 

Vp Vs 

10-4 0.00001 

3XIO-4 0.00005 1.6 3.8 1.1 

10-3 0.00014 5.0 7.2 2.0 

3X 10-3 0.00032 12.7 9.8 2.6 

10-2 0.0009 34.6 11.8 3.1 

10- 1 0.0027 100 11.9 3.1 
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The increases in mean VI? and Vs calculated from 
the Kuster and Toksoz (l97~) theory for full satura­
tion, indicated in Table 1, agree well with those 
measured experimentally and shown in Figs. 4 and 5. 

CONCLUSIONS 
1. Rocks containing porosity predominately in 

the form of cracks and maintained in an environ­
ment of 100% relative humidity for months at a time 
can become more than 90% water saturated. 

2. Small increases in moisture content of dry 
rocks containing appreciable crack porosity result in 
substantial increases in Vp and Vs' 

3. The Kuster and Toksoz model provides a 
convenienCfiimework within which to study the 
variation of elastic wave velocities in partly 
saturated and saturated low-porosity rocks. 
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THE INFLUENCE OF CLAY­
SIZED PARTICLES ON SEISMIC 
VELOCITY IN PERMAFROST 

M.S. King 

Over the past two decades, considerable interest 
has resulted in the exploration for and exploitation 
of the large mineral resources to be found in the Far 
North. It is therefore necessary to study the effects 
of permafrost on the interpretation of geophysical 
surveys performed in that region. Interpretation of 
seismic reflection data, an important technique in 
exploration geophysics, depends upon seismic velo­
city control, particularly in near-surface sediments. 
It is these sediments that often are in the per­
manently frozen state in the Far North. 

A number of studies have demonstrated that 
when water in the pore spaces of sediments becomes 
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frozen, large increases in seismic velocity can result. 
Besides ground temperature, other factors influenc­
ing the fraction of ice formed in the pore spaces of 
sediments are the moisture content, the pore sizes 
and shapes, the p.ore-water chemistry, and the states 
of stress in the sediment and pore water. Theoretical 
aspects of these points have been discussed in con­
siderable detail in a review prepared by Anderson 
and Morgenstern (1973). 

From his studies of elastic wave propagation in a 
number of water-saturated sedimentary rocks at per­
mafrost temperatures, Timur (1968) concluded that 
as the temperature is reduced below O°C in these 
rocks, ice forms first in the larger pore spaces and 
then in progressively smaller ones as the temperature 
is reduced still further. He ascribed this behavior to 
the progressively increasing interfacial forces associ­
ated with larger specific surface areas as the pore 
sizes become smaller, coupled with the salinity of 
the interstitial water. Behavior confirming Timur's 
hypothesis has been reported by a number of 



researchers during measurements of elastic wave 
velocities, complex electrical resistivity, and thermal 
conductivity in samples of natural permafrost and 
other water-saturated porous rocks at temperatures 
below O°c. 

The results of a study to determine the effects of 
clay-sized particles on elastic wave velocities in 
unconsolidated permafrost have been presented by 
King (1984) and are summarized here. 

THEORY 

An expression often used to calculate the fraction 
of ice contained in permafrost pore space is the 
three-phase time-average relationship. This equa­
tion, however, applies to consolidated porous rocks 
and is inapplicable to unconsolidated permafrost 
sediments unless an artificially low value of matrix 
velocity for unconsolidated material is assumed. 

The relationship proposed here, which is shown 
to fit the data obtained for frozen unconsolidated 
sediments, is based on the Kuster and Toksoz 
(1974a) two-phase model, which has been modified 
to account for the three phases found in permafrost: 
ice, water, and solid matrix material. The first stage 
in developing the model is to consider an ice matrix 
in which spherical water inclusions form. The elastic 
properties are calculated for a complete spectrum of 
ice/water ratios. The elastic constants for this 
ice/water mixture are then employed in a second 
model of a matrix of varying ice/water content with 
quartz inclusions to obtain the elastic properties for 
the three-phase system. 

Kuster and Toksoz (1974b) have demonstrated 
the validity of their model for elastic wave velocities 
in suspensions of solid particles in liquids over a 
wide range of concentrations. Toksoz et al. (1976) 
have demonstrated its validity for determining the 
velocities in liquid-saturated porous rocks. The 
results of the analysis described are shown in Fig. 1, 
where P-wave velocity, Vp' is plotted as a function of 
permafrost porosity for a complete range of pore 
space fractional ice contents. 

TEST SPECIMENS AND EXPERIMENTAL 
PROCEDURES 

Thirty-seven permafrost samples from shallow 
boreholes along the MacKenzie River, from 
boreholes beneath the Beaufort Sea, and from shal­
low boreholes in the Canadian Arctic Islands were 
recovered and maintained in their natural, frozen 
state. Test specimens were prepared in their frozen 
state following the procedures described by King 
(1977). The test procedures employed were as 
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Figure 1. P-wave velocity for unconsolidated permafrost 
plotted versus porosity for different ice contents. [XBL 
832-1677] 

described by King, except that the specimens here 
were subjected to a hydrostatic confining stress of 
only 0.35 MPa (50 psi) under drained conditions. 
This is representative of the effective stress experi­
enced by the permafrost samples in their natural 
state. 

P-wave velocities were measured by a first-pulse 
arrival technique at ascending temperatures in the 
range -16 to +5°C, except for those specimens 
recovered from the Beaufort Sea, for which the tem­
perature range was - 10 to - 1°C. S-wave velocities 
were measured sequentially along with the P-wave 
velocities, but it generally proved difficult to identify 
S-wave arrivals unequivocally at the low confining 
stress employed. 

The bulk density, porosity, water content, and 
grain size distribution were measured by standard 
procedures on small samples taken from the samples 
used to prepare the test specimens. Standard x-ray 
diffraction analyses were performed on representa­
tive samples to identify the clay minerals present. 
Kaolinite, illite, and chlorite were found in fairly 
constant proportions of 3: 1: 1, respectively, for all 
samples analyzed. 

EXPERIMENTAL RESULTS AND 
DISCUSSION 

The P-wave velocities for the permafrost speci­
mens are plotted in Figs. 2 and 3 as a function of 
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Figure 2. Measured P-wave velocity for permafrost 
versus fraction of clay-sized particles at a temperature of 
-10°C. [XBL 832-1680] 

fractional clay content, Fc' for temperatures of - 10 
and - 5°C, respectively, Linear regressions for poro­
sities ¢ < 0.40 and ¢ ~ 0.40 are shown in each fig­
ure. 

The fraction Fi of ice containe~ in the pore space 
has been calculated for each speClmen at tempera­
tures of -10, - 5, and - 2°C from Fig. I on the 
basis of the theory discussed earlier. Vp measure­
ments for all specimens are plotted in Fig, 4 at tem­
peratures of - 10, - 5, and - 2°C as a function of 
water-filled porosity, ¢(l - F i). A linear regression 
of the data is shown in the figure. 

~hen the ~p measureI?ents ar.e plotted ~s a 
functlOn of fractlOn of clay-slzed partlcles for a glven 
temperature below ooe in Figs. 2 and 3, it is seen 
that an increase of clay-sized particles Fc in per­
mafrost results in a lower measured Vp at a given 
temperature in the frozen state. Linear regressions 
for porosities ¢ < 0.40 and ¢ ~ 0.40 indicate that 
an increase in porosity at a given clay content results 
in a significantly higher measured Vp' .It is interest­
ing to note that the Vp measurements for specimens 
containing low fractions of clay-sized particles are 

102 

IJ> 
"-
E 3.4 

X-

i!" 
'g '3,2 
a; 
> 
Cl) 

i; 3,0 
~ 
I 

C 
c: 2,8 0 
'iii 
IJ> 
Cl) 

~ 2,6 
0 
u 

2.4 

2.2 

2,0 

.. 

Temp, -5°e 

• cP < 0040 
.. cp? 0040 

+ Error bars 

... 
,/ 

cP<0.40 (R 2 =0,70) 
• 

• 

• 
• 

1,80 0,1 0,2 0,3 0.4 0,5 0,6 0,7 
Fraction clay -sized particles 

Figure 3. Measured P-wave velocity for permafrost 
versus fraction of clay-sized particles at a temperature of 
-soc. [XBL 832-1679] 

close to Vp values predicted from the theory plotted 
in Fig. I for fractional ice contents Fi close to 1.0. 

Figure 4 shows the P-wave velocity Vp plotted as 
a function of water-filled porosity ¢( 1 - F). The 
linear relationship Vp = 4.14 - 6.23¢( 1 - F i) fits 
the data very well, particularly over the range of 
values of ¢(l - Fi) from 0.00 to 0,20, despite the 
fact that the theory does not predict a unique depen­
dence of Vp on ¢( 1 - Fi). There appears to be no 
statistically significant difference between the data 
for temperatures of - 2, - 5, or - 10°e. 

CONCLUSIONS 
It is concluded that the P-wave velocity for 

unconsolidated permafrost from the Arctic correlates 
well with the water-filled porosity ¢( 1 - F i), 
irrespective of the original porosity, fraction of clay­
sized particles, or temperature when Fi is calculated 
from the Kuster and Toksoz theory. This correlation 
remains to be confirmed by actual measurements of 
the fractional ice content by an experimental tech­
nique such as nuclear magnetic resonance. Such a 
study is currently underway, 
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TECHNOLOGICAL ADVANCES 
WITH WATER-JET -ASSISTED 
CUTIlNG SYSTEMS 

M. Hood and L. Tutluoglu 

From previous work (Hood, 1976, 1977, 1978; 
Ropchan et aI., 1980; Dubugnon, 1981; Tomlin, 
1982; Tutluoglu et aI., 1983), water-jet-assisted drag­
bit (pick) systems for rock or coal cutting appear to 
offer a number of advantages over conventional cut­
ting techniques. These include (1) substantial reduc­
tion of the bit forces, (2) reduced rates of bit wear, 
(3) substantially reduced dust make, and (4) reduc­
tion in the incidence of frictional ignitions. Despite 
these potential benefits, this new technology has not 
progressed beyond laboratory experimentation and 
prototype testing. The principal reason for this 
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appears to be a lack of general understanding of the 
influence of the water jets on the rock-breakage pro­
cess. Although the researchers who have investi­
gated this hybrid cutting system are in general agree­
ment that substantial benefits are derived when 
water jets are used, it is apparent that the magnitude 
of these effects is dependent on a number of factors, 
including rock type, jet pressure, jet flow rate, jet 
position, bit velocity, and depth of cut. The relative 
importance of these parameters is not known. 
Another reason for hesitation by industry in com­
mercializing this technology is a fear that another 
level of complexity will need to be added to already 
complicated mining and tunneling machines. This 
article addresses these two issues. First, attention is 
paid toward advancing the raie of knowledge of the 
rock-breakage process ahead of a drag bit when water 
jets are used to assist this process. Second, a patent 
disclosure is described that attempts to resolve some 
of the engineering problems associated with the 



incorporation of a water-jet-assist system on a min­
ing machine. 

A series of laboratory experiments was con­
ducted that focused on the influence of the jet 
parameters in reducing bit forces. The position of 
the jet with respect to the bit was found to be of cru­
cial importance in this regard. The optimum jet 
position with the V -face chisel bit used in these tests 
was a single jet aimed parallel to and about 1 mm 
ahead of the leading face of the bit. Jet power also 
influenced the results, and it appeared that a thres­
hold jet power level had to be exceeded to achieve 
satisfactory results. However, if the jet power was 
increased beyond this threshold value, no further 
benefit was observed in terms of a continued 
decrease in the bit forces. On the contrary, for rea­
sons that are not yet well understood, if the jet 
power was increased substantially beyond the thres­
hold value, the bit forces were observed to increase. 
This phenomenon is illustrated in Fig. 1. The mag­
nitude of the threshold value for jet power is likely 
to be a function of bit velocity, depth of cut, and 
perhaps rock type. A jet power of 3 kW was meas­
ured while taking IS-rom-deep cuts in Indiana Lime­
stone at a bit cutting speed of 0.06 m/s. 

The influence of bit velocity was examined in so 
far as it was possible to investigate this parameter 
within the constraints provided by the laboratory 
apparatus. It was found that an increase in the bit 
velocity by a factor of 4, from 0.06 to 0.25 mis, 
resulted in a decrease in the force reduction achieved 
with water jets from 50 to 44%. This result indicates 
that the influence of bit velocity on bit force reduc­
tions is small. These limited data are used to specu-
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Figure 1. Force reductions for single relieved cuts as a 
function of jet power with three different nozzles. [XBL 
843-967] 
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late about the likely requirements for the total 
installed jet power on a mining machine such as a 
continuous miner. It is estimated that, at realistic 
bit velocities on a mining machine, about 15 kW of 
jet power per bit may be needed to overcome the 
threshold value to achieve substantial bit force 
reductions (Figs. 2 and 3). If it is assumed that 40 
bits may be in contact with the rock at anyone time, 
then the total power to the jets will need to be 600 
kW. This is of the same order as the installed 
mechanical power on a machine. It should be recog­
nized, however, that this increase in the total 
machine power is accompanied by an increase in the 
rate of excavation; that is, because the bit forces are 
reduced by a factor of about 2, the machine now can 
mine at twice the rate. Thus the specific energy of 
the rock-breaking operation is, at worst, the same as 
for present machinery; if the bit forces are reduced 
by more than a factor of 2, then the specific energy is 
less than for present systems. 

Experiments were conducted to investigate the 
mechanisms of the fracture process when jets are 
used. Results from these tests indicate that an 
important-and perhaps the most important­
influence of the jets is to remove the rock fragments, 
particularly the fine fragments, from ahead of the bit 
very quickly after these particles are formed. The 
findings show that when jets are not used, the bit 
travels in the groove, pushing a pile of rock particles 
ahead of its leading face and riding on top of a 
cushion o~ finely crushed material. The jets seems to 
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act to clear all of these fragments from around the 
bit and thereby enable it to make more direct contact 
with the rock to generate more effectively the stresses 
required to cause failure. 

In terms of progress toward the second objective 
of overcoming some of the engineering difficulties 
associated with the incorporation of a water-jet-assist 
system on a mining machine, a patent application 
has been filed in which a number of key features are 
described. First, a method is outlined for phasing 
the jets on a rotating cutter head so that a jet servic­
ing an individual bit is activated only when that bit 
is in contact with the rock. This method calls for a 
mechanically activated check valve to be located on 
the surface of the cutter head beneath the bit. When 
force is applied to the bit while it is cutting, the 
valve opens and permits water to flow into the bit 
body. Second, a technique is described for sealing 
the interface between this valve and the drum. This 
seal consists of a simple nylon insert housed in the 
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bit body. Third, a method is outlined for channeling 
the water through the bit body and housing the jet 
nozzle in this body . 
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A VENTILATION STUDY OF A 
LONGW ALL DISTRICf IN A 
COAL MINE 

M.J. McPherson 

The predominant method of mmmg in U.S. 
underground coal mines is the room-and-pill~r 
method in which the coal is won from the sohd 
seam by driving a series of orthogonal entries 
(rooms). The remaining pillars of coal, perhaps 5 to 
15 m square, are usually left unmined to provide 
support for the superincumbent strata. Although 
simple in concept, the method has several draw­
backs. As mines become deeper, the pillars must be 
greater in areal extent to support the increased load. 
Hence the percentage of coal extracted may be 
reduced to unacceptable levels. Furthermore, even 
when mechanized, this method cannot attain truly 
continuous extraction. 

A mining layout that overcomes these drawbacks 
is the longwall system, the major method used 
throughout Europe and China. In this technique, !he 
coal seam is exposed by driving a narrow opemng 
some 100-150 m in length between two sets of 
preconstructed airways. This "longwall face" is then 
advanced through the seam by taking strips of coal 
0.5-1.0 m in thickness. The face is supported for a 
distance of about 3 m back from the solid coal, 
beyond which the strata are allowed to collapse into 
the "waste" or "gob" zone. 

. The complete mining operation is fully mechan­
ized. The coal is broken from the solid seam by a 
heavy-duty shearing machine that moves backward 
and forward along the face. The broken coal is tran­
sported through the face by an armored flexible 
chain conveyor that articulates forward after passage 
of the shearer. The self-advancing supports are 
powerful hydraulic chocks that control the rate of 
convergence of roof and floor. As the convey?r 
snakes forward, each set of chocks, in tum, lowers Its 
cantilever roof bars, advances to a new position, and 
resets its roof bars. 

The enhanced productivity potential of the 
longwall system is persuading increasing numbers of 
U.S. mine operators to adopt the method. However, 
it also suffers from some disadvantages, not the least 
of which is the difficulty of maintaining acceptable 
environmental conditions at the face. The very suc­
cess of the longwall system in producing coal at a 
high rate from a single location also exacerbates 
problems of dust, methane gas, heat, and humidity. 
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This article outlines four experiments that were 
carried out on the ventilation system of a longwall 
district in a mine owned by the Snowmass Coal 
Mining Company of Carbondale, Colorado, during 
1982-1983. 

THE DISTRIBUTION OF AIRFLOW ALONG 
A LONGWALL FACE 

The type of longwalling practiced in the United 
States involves the use of "bleeder return" airways. 
These are employed intentionally to draw air from 
the face through the caved area from which the coal 
has bee~ extracted, and into the return airways. This 
practice helps to limit the amount of gas that moves 
from the waste zone toward the face. However, the 
reduction in airflow along the face may have unfor­
tunate consequences on environmental conditions 
toward the return end of the face. 

Field observations consisted of taking 14-16 air 
velocity measurements on a grid covering each of 6 
locations along the face. Velocity contours were 
plotted on scale drawings of each cross section. 

The data analysis included an examination of (1) 
the variation in airflow along and across the longwall 
and (2) the role of the bleeder airways in producing 
the pressure differentials that cause such variation. 
Figure I illustrates the changes that occurred in air 
volume flow rate along the length of the face. Note 
that the airflow actually increased along the first half 
of the faceline, the flow being diverted from the 
caved zone onto the face. The increase was due to a 
small fault encountered at about the middle of the 
face which caused enhanced fragmentation and con­
solidation of the caved material and interfered with 
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Figure 1. Variation in air flow along the face. [XBL 
843-9685] 



the normal migration paths of air passing through 
the gob. 

A further analysis was carried out on the distri­
bution of airflow across the face, i.e., (I) close to the 
coal front, (2) in the conveyor track, (3) in the travel­
ing track, and (4) between the chock legs. The 
results provided valuable information relating to the 
control of methane and dust during shearing opera­
tions. 

THE DETERMINATION OF LONGW ALL 
FACE RESISTANCE 

Within the ventilation network of a mine that 
employs the longwall method of working, the 
branches that offer the highest resistance to airflow 
along the main ventilation routes are usually the 
longwall faces themselves. Unfortunately, very few 
data are available in the literature to assist the mine 
ventilation engineer in predicting the resistance of a 
planned longwall and, hence, the fan power required. 

During the field study, detailed measurements 
were made of the frictional pressure drops and 
corresponding airflows across the' face ends, shearer, 
and increments of length along the face. The pres­
sure differentials were measured by senSItIve 
diaphragm gauges connected by tubing between pi tot 
tubes, and the airflows were determined by spot 
measurements on a grid of points covering the cross 
section of each measuring station. These observa­
tions allowed the variation in resistance (per meter 
length) to be established along the faceline, across the 
shearer, and at the face ends. The results are illus­
trated in Fig. 2. The unit of resistance, P.U. (practi­
cal unit), is defined by R = p/~, where frictional 
pressure drop, p, is in milli-inches of water gauge 
and airflow, Q, is in thousands of cubic feet per 
minute (kcfm). 

An analysis of the data produced a range of fric­
tion factors (k values) applicable to mechanized 
longwall faces equipped with powered supports. 
These were incorporated into nomograms for the 
rapid estimation of faceline resistances. 

A theoretical examination of shock losses at face 
ends and at the shearer was combined with experi­
mental data to facilitate determinations of the addi­
tional equivalent resistances of those areas. 

The overall result of this investigation was the 
development of an improved procedure for mining 
engineers to use in assigning values of airway resis­
tance to longwall faces during the planning and 
design of mine ventilation, systems. 
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Figure 2. (a) Variation in resistance along the face. (b) 
Cumulative resistance along the face. [XBL 843-9686] 

THE LAW OF AIRFLOW FOR A 
LONGWALL FACE 

The relationship between p and Q in mine open­
ings varies from a linear dependence for the laminar 
flow that may occur in very large excavations or in 
sealed areas to a logarithmic law, p = RQn for vary­
ing degrees of turbulence. The logarithmic index, n, 
normally remains close to the theoretical value of 2 
for fully developed turbulence. This has been veri­
fied on a number of occasions for airways in which 
the turbulence is exacerbated by wall roughness. 

In recent years, a number of mining engineers 
have questioned the validity of the normally 
accepted "square law," p = RQ?, when applied to the 
highly constricted corridor of a longwall face, where 
much of the resistance is caused by the aerodynamic 
drag of hydraulic roof supports. To determine the 
index n, it is necessary to vary the airflow by means 
external to the airway under investigation and to 
observe· the corresponding effect on frictional pres­
sure drop. Unfortunately, this is difficult to accom­
plish safely on an operating longwall face. The avail­
ability of a standing, but fully equipped longwall at 
Snowmass offered a rare opportunity to carry out the 
test. 

Following a comprehensive theoretical investiga­
tion into the possible causes of deviations from the 



square law, a field experiment was carried out in the 
Colorado mine. A pressure tube was suspended 
along the full length of a longwall face with a sensi­
tive pressure gauge connected in line. The airflow 
was adjusted in increments between the maximum 
attainable and the minimum compatible with safety. 
Throughout this experiment, one of the team 
members patrolled the bleeder return airways to 
ensure that methane concentrations remained below 
mandatory limits. The variation in airflow was 
achieved by adjusting ventilation control doors and 
regulators and by constructing temporary brattice 
cloths in airways close but external to the longwall 
face. 

The results of this test are shown graphically in 
Fig. 3, which reveals that a consistent logarithmic 
relation exists between frictional pressure drop and 
airflow over the range of airflows measured. Furth­
ermore, the slope of the line for In p vs In Q is 1. 987, 
confirming that the relation between pressure drop 
and airflow does, indeed, adhere very closely to the 
theoretical square law. 

MODELING THE LEAKAGE OF AIR 
THROUGH THE CAVED WASTE BEHIND A 
LONGW ALL FACE 

A number of computer simulation programs 
have been developed for the analysis of mine venti-
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lation networks. These play an important role in the 
design and planning of mine ventilation systems. 
Unfortunately, much of the air that enters a mine 
does not reach the operating faces but passes from 
intake to return airways through leakage paths. In 
the case of a longwall district, air migrates through 
the caved zone. This can, if properly arranged, assist 
in maintaining control of gas emitted into the caved 
area. The simulation models currently available do 
not represent adequately the leakage airflows through 
longwall wastes but merely include such air migra­
tion as a few "equivalent resistances." Data have 
not hitherto been available to produce a more accu­
rate mathematical representation. 

A detailed pressure volume survey was carried 
out throughout a complete longwall district at 
Snowmass. This included all four boundaries of the 
caved area. Measurements of airflow were made by 
low-velocity anemometry or smoke tubes in all 
crosscuts connecting the bleeder airways to the caved 
zone. The results were employed during a 
comprehensive investigation to develop mathemati­
cal simulations of leakage through a longwall waste. 
These varied from finite-element models to networks 
of equivalent resistance flow paths. The most practi­
cable of the models divided the waste zone into areal 
elements with resistance values determined by ele­
ment size and position, taking into account the 
dynamic stress pattern that exists over a longwall 
waste. This model was also sufficiently efficient in 
computer time to be incorporated into an existing 
ventilation-network-analysis package modified to 
allow a mixture of laminar and turbulent flow paths. 

CONCLUSIONS 

The combined experiments at the Snowmass 
mine represent one of the most thorough investiga­
tions to be conducted on longwall ventilations sys­
tems in recent years. The results have not only been 
analyzed theoretically but have also led to improved 
procedures for the planning and control of ventila­
tion in current and future mines employing the 
longwall system. 
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GEOPHYSICS 

The geophysical program at Lawrence Berkeley Laboratory is strongly 
applied, having its origins in the Geothermal Exploration Technology Develop­
ment Program that was started under the Atomic Energy Commission and the 
Energy Research and Development Administration. For this reason, the geo­
physical program has an orientation toward techniques for resource definition 
and the monitoring of subsurface processes. Research efforts concentrate on 
developing better field instrumentation and techniques and on interpretation of 
seismic and electromagnetic data. The success of the geophysical program has 
been due to the effective collaboration between LBL staff scientists and 
engineers and the UC Berkeley faculty associates and graduate students. Many 
students from the Department of Materials Science and Mineral Engineering 
(College of Engineering) and from the Department of Geology and Geophysics 
(College of Letters and Science) have completed or are currently doing their 
graduate research in support of LBL projects. 

As evidenced by the geophysical research summaries that follow, most of the 
geophysical projects fall into the categories of seismology or electro magnetics. 
Since the creation of the Center for Computational Seismology (CCS) in 1982, 

. the number and diversity of seismological projects have increased; these pro­
jects range in scope from earthquake mechanisms and elastic wave propagation 
to mapping faults and hydrofractures and thermally induced stresses. CCS also 
has a supporting role in developing a seismic data base for the Defense 
Advanced Research and Projects Administration (DARPA). 

In electromagnetic studies, the main emphasis is on the collection and 
interpretation of electromagnetic sounding data for resource definition and for 
basic crustal investigations coupled to the Continental Scientific Drilling Pro­
gram. We are also continuing dc resistivity and gravity monitoring of the 
Cerro Prieto geothermal field, Baja California, Mexico, to determine how that 
reservoir is responding to production. 
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SEISMOLOGY 

CENTER FOR 
COMPUTATIONAL 
SEISMOLOGY 

T. V. McEvilly and E.L. Majer 

Seismology has traditionally been a data­
intensive, multidisciplinary science with consequent 
problems in the reduction and analysis of large 
volumes of data on the one hand and in the effective 
handling, analysis, and presentation of results on the 
other. To be fully effective in seismology, a modern 
research laboratory requires data manipulation and 
storage capabilities beyond those of most computa­
tional facilities, along with a sophisticated flexibility 
in graphics and interactive operations. 

Massive amounts of digital and analog seismo­
graphic data reside in the various archives and 
seismologic research centers working with regional 
and global earthquakes. Add the tremendous data 
collection rates of operational modern global net­
works (RSTN, AIDS, WWSSN, IDA, NDSS) and 
arrays (NORSAR, ALPA, etc.), and the scale of the 
problem becomes clear. On a more limited scale, 
consider the some 50 regional microearthquake net­
works (in the U.S. alone) operating some 1600 indi­
vidual stations in a continuous monitoring mode. 
Finally, increasing use is being made of seismic 
reflection profiling and more general deep seismic 
sounding (DSS) methods in basic geophysical 
research. For example, the Consortium for Con­
tinental Reflection Profiling (COCORP) operates one 
field crew full "time in data acquisition for basic cru­
stal structure studies. 

The modern research group in seismology usu­
ally includes users of all these types. Unfortunately, 
an enormous variety of software is required to mani­
pulate these data, not to mention the codes necessary 
for the interpretation aspects of the research (i.e., the 
"forward" and "inverse" calculations). Although the 
physics of most seismologic problems is relatively 
straightforward, the seismologist is frequently not 
equipped with the best computational tools for solv­
ing a particular problem. As a consequence, there is 
a tendency for the seismologist to apply an approach 
that often involves the "what works first," or 
"brute force," method. Results may lack valuable 
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information and analyses of experimental sensitivity, 
errors, or uniqueness. Decisions on such things as 
the proper statistical analysis, stability of solution, 
convergence criteria, or appropriate matrix manipu­
lation algorithms can have major impacts on results. 
A related problem is the presentation of results in a 
form that is effective and efficient for the scientist. 
Often a number of competing numerical methods 
and techniques must be evaluated in some interac­
tive way. The presence of an adequate computa­
tional facility that offers the opportunity for interac­
tion between seismologists and computational 
experts is a fundamental requirement for an effective 
and dynamic program in basic research. 

It became apparent that existing personnel, 
equipment, and mutual interests at UC Berkeley 
(UCB) and Lawrence Berkeley Laboratory (LBL) 
provided a unique opportunity to establish the 
Center for Computational Seismology (CCS) with 
minimal personnel and equipment. The combined 
expertise in computer science, hardware develop­
ment, data file management and manipulation, 
numerical analysis, computer graphics, and seismol­
ogy offers a powerful center capability. 

The basic LBL resources available to support 
CCS are the Computer Center and the Computer Sci­
ence and Mathematics Department (CSAM). These 
resources . can compensate for the hardware and 
software limitations discussed at the outset. The 
LBL Computer Center provides the basic computa­
tional equipment. This has the advantage of draw­
ing upon the continuing hardware and software 
developments of a larger facility, thus minimizing 
the risk of obsolescence. We have added to these 
facilities the hardware necessary to run the imaging 
software and to provide the CCS user with terminal 
and graphics service. That is, we have established 
within a larger computational complex a specially 
equipped and staffed computational facility to sup­
port and advance the wide-ranging program of 
seismologic research and education within the 
UCB/LBL community. 

The natural first step in implementation was the 
acquisition of the imaging hardware and software in 
late fiscal 1982. The most attractive and highly 
developed of these commercial packages was avail­
able from Digicon Inc and runs on the VAX 11/780 
computer. The rationale for implementing the imag­
ing software and associated hardware as soon as pos-



sible is to expose CCS quickly to a wide variety of 
seismologic applications. The advantages inherent in 
having CCS reside within LBL's active Computer 
Center become clear in the context of retaining 
state-of-the-art capabilities. 

Funding began with LBL seed money, bringing 
CCS to an initial computational capability with 
space and a management structure in the Summer of 
1982. Full capability was reached in fiscal 1983 with 
funds from the Department of Energy, Office of 
Basic Energy Sciences (DOE/OBES). Creation of 
CCS within the existing LBL structure, using Com­
puter Center hardware and support systems, offered 
major economical advantages. Duplication of such a 
facility, independent of the complement of research 
scientists at Berkeley, would cost many times the 
amount invested to date. 

As CCS develops, there should emerge an 
unmatched effort in the broadest development of 
new applications and approaches to computation in 
seismology. The secret lies in the mix of applied and 
theoretical seismologists working at UCB/LBL and 
in the promise of cooperation with other institutions 
and with visiting scientists attracted to CCS. The 
potential exists for a research facility that could sur­
pass in breadth of contributions anything existing 
today. 

The first year of operation has been devoted 
mainly to software development and utilization of 
the imaging package. The principal areas of research 
with our specific application are 

1. Deep reflection profiling techniques . 

San Andreas Fault 
Charleston fault zone 

2.· Reflection profiling in thermal regions 
Basin and Range (northern Nevada) 
California Coast Range (The Geysers) 

Salton Trough (Cerro Prieto) 

3. Source mechanism studies 
Long Valley microearthquake activity 
The Geysers seismic activity 
Coalinga earthquake sequence 
Acoustic emission studies of thermally 

disturbed zones 
Characterization of underground nuclear 

explosions 

4. Wave propagation 
Seismic tomography 
Cross-hole seismic studies in basalt 
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Scattering and attenuation of seismic waves 

Seismic polarization and signal enhancement 

Surface wave studies across the Tibetan 
Plateau 

5. Data base studies 
Satellite data center for the DARPA 

(Defense Advanced Research and Projects 
Administration) Center for Seismic Studies 

Regional data center for USGS Office of 
Global Seismology 

6. Special studies 
Time series analysis of Long Valley gravity 

data 
Ground motion studies for LBL's proposed 

Center for Advanced Materials (CAM) 
and for the Stanford Linear 
Accelerator (SLAC) projects 

In addition to the above research areas, CCS is 
interacting with Lawrence Livermore National 
Laboratory (LLNL) to provide facilities for reflection 
profiling processing for data acquired at the Nevada 
Test Site (NTS) and to offer CCS as a host for the 
development of a VAX version of the LLNL seismic 
analysis code (SAC). CCS also became a member of 
the California Consortium for Crustal Studies (CAL­
CRUST) initiative to the National Science Founda­
tion for the processing, analysis, and archiving of 
reflection data in active western tectonic regions. In 
total, there is routine usage by seven graduate stu­
dents, two postdoctoral research scientists, four 
faculty /LBL staff scientists and five undergraduates 
in geophysics or computer sciences. Visiting scien­
tists came from LLNL(3), USGS, the State Seismo­
logical Bureau of the People's Republic of China, 
University of Washington, Penn State, and Cal State, 
Northridge. The average length of visit was 3 
months. 

Overall, CCS has become a viable research 
center with constantly improving hardware and 
software facilities. Major new projects include a 
comprehensive research program for use in modern 
seismic techniques to study the hydraulic fracturing 
in boreholes with the goal of defining the fracture 
extent and characterizing the mechanism of 
hydrofracturing itself. Support for this hydraulic 
fracturing research is· coming from Oak Ridge 
National Laboratory, the Gas Research Institute, the 
Office of Nuclear Waste Isolation, the USGS, and 
the AEC of Canada. The program includes field 
measurement, laboratory stress measurement, and, of 
course, data analysis and processing. 



ACOUSTIC EMISSION AND 
WAVE PROPAGATION 
MONITORING AT THE SPENT 
FUEL TEST-CLIMAX 

E.L. Majer and T. V. McEvilly 

Since 1978, the U.S. Department of Energy has 
been conducting tests under the technical direction 
of Lawrence Livermore National Laboratory (LLNL) 
to demonstrate the feasibility of storage and retrieval 
of spent nuclear fuel from a deep geologic environ­
ment. Of the many objectives of the test, one was to 
consider several technical issues relating to the geolo­
gic characterization of granite as a medium of 
storage. In April and May of 1980, spent fuel canis­
ters and heaters were emplaced in the Climax Stock 
quartz monzonite unit. The purpose of using heaters 
as well as spent fuel was to compare the effects of 
heat and heat plus radiation on the granite. The 
Spent Fuel Test-Climax (SFT-C) offered a unique 
opportunity to study in situ repository conditions. 
In addition to the experiment described here; con­
current experiments in thermal, stress, displacement, 
and hydrologic characterization were also being car­
ried out. At the conclusion of the 3-year storage 
period, the fuel was removed, heaters turned off, and 
an extensive post-test drilling program initiated to 
determine rock properties and stress levels (Ballou et 
aI., 1982). For a detailed description of the (SFT -C), 
the reader is referred to Ramspott et al. (1979). 
Reported here are the results and conclusions of over 
3-1/2 years of continuous monitoring of acoustic 
emission and wave propagation characteristics (P-
and S-waves) before, during, and after the storage of 

the spent fuel. Although the experimental pro­
cedures will be briefly discussed, a detailed descrip­
tion and conceptual design with preliminary results 
can be found in Majer et al. (1981, 1982) and Ram­
spott et al. (1979). 

Figure I is a layout of the experimental facility, 
showing the location of the spent fuel assemblies and 
heaters some 420 m below the surface in quartz 
monzonite. The center drift is the storage area for a 
linear array of II spent fuel assemblies and 6 
heaters. The experiment provides simulation within 
a IS- by IS-m area of the first S years of operation of 
a large panel of a full-scale repository. The thermal 
output of the waste canisters and heaters in the 
center drift started at I.S kW (2.S-year-old spent fuel 
assemblies). The two side drifts each contain 10 
smaller heaters on 6-meter centers. Rock tempera-
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ture, stresses, and displacement are monitored con­
tinuously with 430 thermocouples, 18 (vibrating 
wire) stress meters, 116 extensometers, 34 conver­
gence wire extensometers, and 21 fracture monitors. 

RESULTS 

Acoustic Emission Monitoring 

Continuous monitoring of acoustic emission/ 
microseismic (AE/MS) activity began on January 11, 
1980, and continued until August 10, 1983. The 
summary of occurrence rates is shown in Fig. 2 vs 
temperature at several points within the rock mass. 
Figure 1 shows the location of the highest quality 
events (± O.S m) in plan view and in cross section. 
These events were relocated using the raw data out­
put from the automated seismic processor (ASP) and 
using corrections obtained from "calibration hits" at 
various points within the array. As can be seen in 
Fig. 2, several peaks of activity are superimposed 
upon a background level of 2-3 events per week. 
Cultural noise, such as construction, canister han­
dling, and drilling, would produce false events. 
These events would of course not be included as 
"real" events, and could be identified as unreal 
events by their location and wave shape (six chan­
nels were monitored with a strip chart recorder) and 
time of occurrence. 

The peaks of activity during the heating phase 
can be divided into two different types of events. 
The first type of event is one that has characteristics 
similar to what one would observe in a microearth­
quake: clear P- and S-wave arrivals with impulsive 
onsets and b-values near I. The second type is one 
that has a poorly defined S-wave and an emergent 
onset of the P-wave and occurs in swarms over a res­
tricted magnitude range. Although one may infer 
that attenuation may be partly responsible for the 
difference between these two wave types, the type 2 
events are in general of larger magnitude and of 
lower frequency content, with travel path distances 
equal to those of type 1 events. Each peak in 
activity can be correlated with a physical 
phenomenon. 

Examination of the overall AE activity leaves no 
doubt that the heating and cooling affect the rate of 
activity. It may also be correct to say that the region 
of AE activity may map changes in the stress field to 
some extent. The peak temperature at a distance of 
36 cm within the rock was only 6S-70°C. Most 
laboratory experiments indicate that AE activity does 
not occur until at least 70°C (Yong and Wang, 1980). 
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Figure 1. Experimental layout of the Climax AE monitoring facilities and the location of the significant 
AE events (± 0.5 m) in plan and cross section; each is a composite drawing. The thermal outputs of the 
heaters are adjusted to the thermal outputs of the spent fuel. The dotted lines on the AE sensors indicate 
the "deep" sensors. [Top, XBL 8311-2330; Bottom, XBL 8311-2331] 

However, the extra stress from the thermal load may 
be enough to produce AE activity in an area that is 
already affected by tectonic and excavation-induced 
stresses. The water saturation (or lack of it) would 
suggest that there is little possibility that increased 
pore pressure will induce fracturing. It appears that 
the AE activity occurs on planes of pre-existing 
weakness or fracturing. There were periods of rela­
tively little or no activity near the middle of the 
experiment, when the temperature in the rock had 
peaked and reached a state of relative equilibrium. 
Activity began to increase when cool-down started 
(i.e., when the peak temperature was reached within 
the rock and the temperature started to decrease, 
even though the canisters and heaters were still 
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emplaced). When the heaters were turned off and 
the spent fuel removed, a significant increase in the 
activity occurred, mainly in the eastern half of the 
test region, but basically there was little difference in 
the spatial distribution of events between the heat-up 
and cool-down phases. The stress drops also fol­
lowed the same patterns during the heat-up and 
cool-down periods. 

Wave Propagation 

On Day 293, 1980, a piezoelectric pulser was 
installed in the bottom of hole AE 13. This trans­
ducer was pulsed daily with a 1.6-kV, 3-~s rise time 
power source to produce a "calibration" source for 
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Figure 2. Number of events per week vs time. Also shown is the temperature at various points on the 
rock vs time. [XBL 8310-2254] 

monitoring the amplitudes and arrival times at the 
various AE sensors throughout the repository. 

Shown in Fig. 3 are the results 'Of the amplitude 
changes over time of the P- and S-waves monitored 
at several sites throughout the repository. Only the 
beginning and end of the experiment are shown; 
there was little change in 1982. Because little change 
was noted on a daily basis, measurements were made 
weekly. 

As can be seen in Fig. 3, there was little sys­
tematic change in the P-wave amplitude relative to a 
reference value over the length of the experiment. 
Because of recording variations and possible source­
receiver coupling changes, it was felt that a ratio 
would give a more reliable measure of change than 
the absolute amplitude. Hole. AE19 was selected as 
the reference station because of its proximity to the 
source and its position relative to the heated zone. 
It would have been optimal to place the reference 
path completely outside of the heated zone, but since 
the heated zone was relatively large and the paths 
desired went through the canister region as well as 
the heater regions, to do so would have required 
large path lengths. As it was, the path lengths being 
used were almost maximum for the frequencies 
involved (5-10 kHz), and the use of lower frequen­
cies would have meant forfeiting the resolution 
necessary for the experiment. Aithough it was not 
known at the beginning of the experiment, the frac­
ture content of the rock mass around the experiment 
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varies to a large extent, so that the use of large path 
lengths would have introduced still another variable 
to contend with. If the P-wave attenuation had 
changed throughout time, then the change must have 
been uniform at all stations, which is unlikely, or so 
small that it could not be reliably measured with the 
system. Travel paths AE13 to AE5, AE13 to AE2, 
and AE 13 to AE2 experienced the greatest tempera­
ture change, whereas AE 13 to AE 19 and AE 13 to 
AE12 experienced the least amount of change. There 
does not, however, seem to be any significant differ­
ence in P-wave amplitude. 

To determine the effect of a sudden temperature 
change at heater turn-off and waste retrieval, another 
sensor was placed approximately 6 ft below the sur­
face of the canister drift floor inside CEH09 to moni­
tor near-field effects of AE activity and to monitor 
wave amplitudes and arrival times. In Fig. 3, the 
trace marked "CD" (lowermost trace for 1983) is the 
result of P-wave amplitude monitoring during the 
cool-down. As can be seen, no effect was noted dur­
ing the cool-down, which lends further support to the 
suspicion that P-wave amplitude monitoring is 
insensitive at these temperatures and frequencies. It 
should also be noted that there was no change in the 
velocity along this path (± 10 ~s). 

Also measured were the S-wave amplitudes at a 
few selected stations where the S-wave arrivals were 
very good. Ratios of S-wave amplitude to P-wave 
amplitude were measured at these stations to elim-
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Figure 3. P- and SIP wave amplitude versus time for various wave paths during the experiment. [Top, 
XBL 816-3120A; Bottom, XBL 831-1638] 

inate source and receiver effects. It was felt that, 
over time, such ratios would provide a more reliable 
measure of wave amplitude change than ratios 
between stations. As can be seen from Fig. 3, there 
was a more consistent trend to the data. For wave 
paths through the more heated areas, AE5 and AE3, 
there was a significant change in S-wave amplitude 
relative to the P-wave amplitude compared with 
AE19. As the experiment progressed, the amplitudes 
tended to stabilize. Cool-down resulted in a signifi-
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cant change in the ratio of S-wave to P-wave at AE3 
but not at AE5. It should be noted that by this time 
the P-wave amplitude at AE5 from the piezoelectric 
pulser had deteriorated to such an extent that it 
could not be considered reliable. Also of note is the 
apparent permanent change in the P- and S-wave 
transmitting properties of the rock; the S- to P-wave 
ratios have not returned to their original values, 
probably because the rock is still above its original 
temperature. On the other hand, it seems reasonable 



that the rock has undergone some small-scale per­
manent changes in the eastern half of the canister 
drift, especially where the AE activity was high (i.e., 
the area through which the majority of travel paths 
passed). On the western side of the mine, where AE 
activity was low, it was very difficult to transmit 
energy through the rock at any time in the experi­
ment. Obviously this area is more fractured (Wilder 
and Yow, 1981), accounting for its absorbent nature, 
and not subject to discrete energy release through 
AE. 

In 'addition, the arrival times and amplitudes 
were recorded. The rate of digitization was 100,000 
samples/s, or 10 IJ,S. The total travel time for the 
largest path was over 3 ms. Thus we could resolve 
velocity changes to better than 1 %. No changes were 
observed in either the P- or S-wave velocities at any 
time during the total monitoring period. 

CONCLUSIONS AND 
RECOMMENDA TIONS 

When correlated with the available stress, tem­
perature, and displacement data, acoustic emission 
data indicate that even within a small area there is a 
large variation in rock strength and ability to deform 
under the thermal load. In general, AE activity 
seems to indicate that some zones have higher stress 
concentrations because of their greater overall rock 
strength. Moreover, P- and S-waves are less 
attenuated in these zones than in "aseismic" areas 
that are under the same thermal load. 

Monitoring of P- and S-waves revealed that at 
the scales and temperatures involved (several cen­
timeters in wavelength), there is no variation in 
wave velocity. However, amplitude monitoring did 
indicate measureable changes in the S- to P-wave 
amplitude ratios due to crack closure, dewatering of 
the rock, or both. If future studies are undertaken, it 
is recommended that 

1. Monitoring be done before, during, and after 
any thermal disturbances. 

2. Stations be spaced several meters apart. 
3. Resolution be about I IJ,S if velocity variation 

is monitored. . 
4. Total processing be carried out, since the 

event count or occurrence rate is not adequate at the 
scales used (fault plane solutions, moment tensor 
analysis, and source mechanism should be related to 
the available stress and displacement measurements). 
Such analysis was attempted, but too few events 
occurred at the scales used (tens of meters) to obtain 
any conclusive results. 
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5. A smaller-scale array be emplaced once zones: 
of AE have been determined so that information can 
be collected for comprehensive data analysis. 

6. A larger number of sources be used for con­
trolled velocity and amplitude monitoring. 

In general, seismic measurements Can provide useful 
information on the overall stability and integrity of a 
rock mass subjected to stress changes from either 
mining activities or thermal loads. In the subject 
experiment, the changes in rock properties were 
small enough not to cause measureable anomalies in 
P- or S-wave propagation velocities or P-wave ampli­
tudes. Changes were noted in SIP wave amplitude 
ratios, indicating that rock properties did change to 
some extent. The AE data also indicate very small 
scale fctilure or slip, source dimensions of several em 
with displacements of 0.01-0.05 mm/event, but no 
damaging or catastrophic failure. At this time, it is 
not known if the areas of AE and waveform 
anomalies are characterized by increased permeabil­
ity. The methods employed at the Climax experi­
ment are useful for monitoring potential failure or 
detecting potential zones of increased permeability 
due to increased fracturing or crack opening, but not 
for fine-scale crack delineation. 
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MONITORING 
HYDRO FRACTURES USING 
SEISMIC TECHNIQUES 

E. L. Majer 

An important problem in reservoir stimulation 
or in situ stress measurement is the determination of 
the direction and extent of the fractures generated 
during hydrofracture operations. The petroleum 
industry lacks reliable real-time information on the 
success of the hydrofracture "treatment"; i.e., how 
much propant penetrates the formation and by what 
path. It is often assumed that the fluid carrying the 
propant (be it a gel or a liquid) actually follows the 
fracture. However, we know that the propant does 
not always follow the "carrier." Often the formation 
is so tight that the propant is'left behind in the larger 
fractures while the carrier follows unknown paths. 

Another area where an understanding of the 
hydrofracture process is necessary is in the disposal 
of hazardous wastes. If these waste products, 
whether they be nuclear or toxic, are to be disposed 
of in underground environments, then it is necessary 
to understand the state of stress. Hydrofracturing 
has been proposed to measure the direction and 
amount of the principal stresses. Despite the wide 
use of the hydro fracturing technique for this purpose, 
several aspects critical to the geometrical interpreta­
tion of results have remained unresolved. Two of 
the most apparent of these are the questions of 
(1) the vertical and horizontal extent of the fracture, 
and (2) the analysis of the test when the borehole is 
oblique to the principal stress directions. 

Surface techniques for remote monitoring of 
fractures are usually adversely affected by noise or 
attenuation of signal. Second-order effects such as 
tilt or the change in the magnetic field (due to the 
use of a propant) can be monitored only in situations 
where the fracture is close to the surface. In-hole 
fracture location methods include either impression 
packers or televiewing equipment, which are limited 
because they detect the fracture only at the walls of 
the well. 
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Seismic methods offer a more direct approach. 
For years earthquake seismologists have been con­
cerned with characterizing fractures in rock. The 
goal has been to specify the dynamic source proper­
ties: fracture orientation, dimensions, history, and 
stress distribution. No assumptions are made on the 
orientation or type of source. In the case of an 
earthquake, the "fracture" is a fault. 

The frequency content and amplitude of the 
seismic signals given off by a fracture depend upon 
the source dimensions, nature and rate of stress 
release, amount of displacement, and rock proper­
ties. Theoretically, all of the information necessary 
to determine the static properties of the individual 
fractures (dimensions and orientation) is contained 
in a wide-band recording of the seismic waves made 
by a single three-component (one vertical and two 
horizontal) seismometer. Such factors as attenuation 
and the imperfection of velocity models, however, 
make it necessary that additional data be obtained at 
varying azimuths and distances. That is, given the 
variation of ground displacement (radiation pattern) 
produced by a seismic source and a reasonable esti­
mate of the propagation effects, the source of the 
seismic disturbance can be decomposed into com­
ponents such as shear and tension. 

U sing seismic methods to detect a hydro fracture 
is not a new idea. Because the seismic signals that 
radiate from fractures are first-order effects, it seems 
reasonable to monitor those signals. Most efforts in 
the past have been to place single sensors either on 
the surface or in a nearby well to detect the P­
and/or S-waves produced as the fractures form. In 
some instances, sensors were placed at the top of the 
well or on the casing. The results of these experi­
ments were mixed at best. Problems with sensors 
(inadequate bandwidth or wrong natural frequency), 
large amounts of noise from pumping operations, 
and severely attenuated signals have caused most 
investigators to abandon this technique. More 
sophisticated seismic techniques have been tried. 
Power et al. (1976) described an experiment in which 
a large array of instruments was placed around a well 
that was being fractured. The results were quite 
encouraging, considering the depth of fracture (9000 
ft). Such features as azimuth, length, and symmetry 
of fracture were inferred. 



· Our interest is to measure the seismic waves 
created by the hydrofracture with an array of instru­
ments in order to locate the individual fractures or 
seismic sources (whose sum makes up the entire 
hydrofracture) and trace their growth with time. In 
addition to the standard data reduction techniques 
employed in hydrofracture measurements, the 
seismic results will be correlated with time and pres­
sure records to provide a better understanding of the 
actual source mechanisms (shear, tensile) involved at 
various times within the process. The data are 
analyzed for different types of events. Previous 
experience has shown us that the shear events do not 
necessarily occur as a result of the same processes as 
the tensional events, nor do they have the same 
seismic signature. Moreover, it may be possible that 
the fracture is acting as a continuous emitter of 
seismic energy, thus allowing utilization of the large 
body of analysis techniques available in seismic 
reflection technology. 

For the past several years, Lawrence Berkeley 
Laboratory (LBL) has made various attempts to 
characterize and detect hydrofractures using seismic 
methods at many different scales. Our first attempt 
was made in 1980 during a massive hydrofracture at 
the East Mesa geothermal field. Four digital tape 
recorders were set out around the hydrofracture, each 
with a single 4.S-Hz geophone attached. Nothing 
was detected. It was clear that more sophisticated 
attempts to detect the fracture were necessary. 

The second attempt was at a smaller scale. The 
experiment was carried out in the Stripa granite. To 
answer several basic questions, an array of 
accelerometers was placed in pre-existing holes in the 
vicinity of the hydrofracture (Majer and McEvilly, 
1982). Sought were the answers to such questions as 
these: 

1. Are detectable acoustic emissions (AE) asso­
ciated with the hydrofracturing process? 

2. If so, how large are they, what is the fre­
quency content of the events, and when do they 
occur relative to pressurization, breakdown, and 
future propagation? 

3. Does the AE activity occur in individual 
discrete events or in inseparable swarms? 

Given that these questions were answered in the 
affirmative, the next question to ask is whether the 
signal-to-noise ratio is sufficient to apply standard 
seismological techniques to the processing of the 
data? Although the Stripa experiment was not 
optimally designed and equipment problems 
prevented adequate data recording, several signifi­
cant results should be noted: 
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1. Detectable, discrete events were recorded 
during the hydrofracture process. 

2. All events recorded were similar in nature, 
i.e., impulsive, with clearly defined P- and S-waves, 
implying shear failure, although the equipment prob­
lems prevented a fair assessment of the ratio of shear 
events to tensile events. 

3. The detectable AE activity occurred during 
the fracture-driving process rather than before or 
during breakdown, although this apparent lack of 
activity may have been the result of detection prob­
lems due to the use of a faulty tape recorder. 

4. The events were separated far enough in 
time to allow each one to be treated individually, so 
that standard seismic techniques for determining the 
location, orientation, and dimension of the "fault 
plane," as well as source parameter determination, 
could be applied. 

5. To within a reasonable doubt, the hydrofrac­
ture generated was not symmetric, but its azimuth 
did correspond to impression packer results. 

As a next step toward understanding the fracture 
process, several hydrofractures in a salt block were 
monitored in the lab with an array of AE sensors to 
determine source mechanisms, rate of activity, and 
location relative to principal stress directions. We 
found that all events are tensile, that the crack fol­
lows th~ direction one would expect from the max­
imum and minimum stress directions, and that the 
rate of activity is a function of pumping rate. 

Ideally, what is needed is a seismic discriminant 
that would determine the mechanism that is generat­
ing the seismic wave. Depending on the partitioning 
of energy from the hydrofracture process, and how 
much of this energy is spent in breaking the rock, the 
rate and manner of the energy release will be 
reflected in the type of seismic waves generated. 
Such factors as rock strength, permeability, porosity, 
pressure gradients, fluid compressibility, and volume 
will all affect the rate of energy release and the form 
of seismic activity. How these factors all interact to 
form the hydrofracture, and to what extent they are 
reflected in the seismic activity, is the subject of 
these investigations. 

Assuming passive monitoring, there are two 
basic approaches to detecting the hydrofracture. The 
first and most straightforward is utilizing the discrete 
events associated with the hydrofracture process. If 
conventional earthquake analysis techniques were 
used, these events could then be treated as 
"nanoearthquakes," with each one being processed 
for such parameters as location, orientation, and 
dimensions of the "fault plane" and principal stress 



directions. The locus of these results would then 
define the path of the hydrofracture in space and 
time. The second approach is to treat the hydrofrac­
ture as a continuous generator of seismic energy 
(such as a vibrator in seismic reflection surveys) and 
to utilize imaging techniques to trace the growth of 
the hydrofracture. 

To address the question of detectable seismic 
activity, the following experiments were designed to 
be carried out during two separate 1000-ft-depth 
hydrofractures in an actual field environment. 

In the first experiment, designed for use in a 
tight gas sand in cooperation with The Gas Research 
Institute (GRI), arrays of sensors were deployed on 
the surface and downhole in monitor wells drilled 
symmetrically around the hydrofracture hole at dis­
tances and depths of about 500 ft. Groups of geo­
phones were used for maximum surface noise cancel­
lation. The most economical and efficient method 
for data collection was to utilize high-resolution 
seismic reflection methods. Thus the data set was 
gathered with standard formats and with state-of­
the-art electronics. Having one crew collect all the 
data minimized the logistical and coordination prob­
lems, provided quality control, and avoided time­
consuming equipment development. It also pro­
vided a convenient format for all the imaging 
software available at CCS. 

The purpose of the second experiment was to 
determine the path and characteristics of hydrofrac­
tures in tight shale formations. These shale experi­
ments, performed in collaboration with Oak Ridge 
National Laboratory, are very similar to GRI's in 
that the objective is to gain sufficient understanding 
of the hydrofracturing process to make the technique 
applicable to other rock types and relate the fractur­
ing processes to such factors as pumping rates and 
fluid viscosity. In brief, the hydrofractures will be 
carried out in a 1000-ft well over a period of 1-3 d. 
Approximately several hundred thousand gallons of 
fluid will be used. The fluid is a grout that carries 
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low-level nuclear waste. The hydrofractures will be 
monitored with tiltmeters and seismic arrays. LBL 
is responsible for designing and carrying out the 
seismic monitoring and relating the seismic activity 
(be it tensional or shear events or some combination 
of the two) to the phy.sical processes involved. In 
addition to these geophysical studies, there will be 
leveling studies, complete hydrologic, lithologic, stra­
tigraphic, structural and rock mechanic, petrologic 
and geochemical, and grout interaction and stability 
studies. The program duration is 4-5 years. In 
short, the work involves detailed monitoring during 
a series of injections over the next several years, the 
comprehensive characterization of the disposal site, 
an assessment of the physical processes that control 
the fracturing, an evaluation of various grout mix­
tures, and the application of the results to other sites 
for the disposal of hazardous wastes (chemical as 
well as nuclear). 
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DETAILED 
MICROEARTHQUAKE STUDIES 
AT LONG VALLEY CALDERA, 
CALIFORNIA 

J.E. Peterson, E. L. Majer, and T. V. McEvilly 

Intense seismicity and substantial uplift have 
been recorded since 1978 in the Long Valley caldera, 
near the town of Mammoth Lakes, California. This 
renewal of activity has prompted an unprecedented 
amount of field work in the area, principally because 
of the history of violent volcanic eruptions there, 
including the ejection of an estimated 600 km3 of 
magma some 700,000 years ago (Savage and Clark, 
1982). Several of the earthquakes in the sequence 
recorded since 1978 have exceeded magnitude 6, and 
events greater than magnitude 1 have at times been 
recorded at rates of about 100 per day. Uplift of 
about 40 cm has been measured in the caldera in the 
past 5 years. Seismicity in the area has generally 
decreased since the major events of 1978, although 
occasional bursts of swarm activity are associated 
with larger earthquakes in the sequence. The rate of 
decrease, however, predicts that activity should be 
substantially above normal for decades. 

The concentrated source zone, the high rate of 
seismicity, and the possible link to magma injection 
make Mammoth Lakes an ideal place to apply the 
Automated Seismic Processor (ASP), a portable sys­
tem developed at Lawrence Berkeley Laboratory and 
UC Berkeley (McEvilly and Majer, 1982) for real­
time, in-field processing of microearthquake data. 
Capable of operating while unattended, the ASP 
processes an event for location and fault characteris­
tics, completing a full IS-station analysis within 40 s. 
Source parameters are determined automatically by 
the ASP using the Fourier-transformed P- and S­
waves. The technique follows Brune (1970, 1971) in 
estimating stress drop, fault radius, and amount of 
slip from the corner frequency and low-frequency 
level of the far-field displacement spectra. The ASP 
then performs a linear inversion for the moment ten­
sor components (Stump and Johnson, 1977), using as 
data the sign of the first motion times the normal­
ized moments of the P-wave. The solution is not 
constrained to a double-couple source, so that any 
components of the source, such as tensile failure 
(J ulian, 1983) or radial expansion, will be estimated 
along with the conventional double-couple parame­
ters. The ASP generates the principal stress 
directions from the eigenvectors of the moment ten-
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sor, and these can be quite revealing of source 
processes in complex regions. 

A reconnaissance study in the summer of 1982 
prompted a more detailed investigation in the sum­
mer of 1983 in which a 12- to IS-station network 
was deployed with much closer spacing than is usu­
ally used in permanent monitoring networks. All sta­
tions were placed within a zone 10 km in diameter 
in 1982 and within 5-km zones in two successive 
deployments in 1983, concentrating on known areas 
of high activity within and outside of the Long Val­
ley caldera. The goal was the elimination of 1- to 
3-km bias in calculated hypocenter positions com­
monly seen with more sparse networks, so that 
seismic activity could be associated more accurately 
with the complex geologic structures of the caldera. 

During August 10-19,1982, the 13-station net­
work shown as triangles in Fig. 1 detected and pro­
cessed approximately 450 microearthquakes. Magni­
tudes of processed events range from - 2.0 to 2.5 for 
the 9-day deployment period. Also shown in Fig. 1 
are those locations with the lowest standard errors in 
time (:0:;;; 0.5 s), in epicenter location (:0:;;; 0.02 km), 
and in focal depth (:0:;;; 2.5 km); size of symbols is 

. I .. . fi 1016 proportlOna to seIsmIC moment, rangmg rom 
dyne-em (ML -- -1.5) to 1019 dyne-em (ML -- 2.0). 
Three loose clusters of activity are apparent, two 
within the caldera and one outside to the south. In 
the 4-week 1983 study, some 1400 events were 
located. 
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Figure 1. Earthquake locations for 1982 study. Symbol 
sizes are proportional to seismic moments from 1016 to 
1019. [XBL 841-9513] 



Previous analysis of Long Valley seismIcIty by 
others pointed to an ominous shallowing of earth­
quakes with time, indicating a possibility of rising 
magma. A major purpose of the 1982 - 1983 study 
was to investigate carefully the depth distribution of 
the earthquakes in the area in order to test the 
hypothesis that location bias and uncertainty-along 
with a real difference in depth among earthquakes in 
the various clusters of activity in and outside---could 
combine through a time variation in the spatial con­
centration of seismicity to give an apparent vertical 
migration of hypocenters. Examination of the 1982 
data indicated that this might be so. In Fig. 2 we 
compare N -S cross sections showing 1982 hypo­
centers in the cluster south of the caldera and in the 
westernmost cluster within the caldera. Indeed, the 
two populations seem to have clearly different depth 
distributions. Admittedly, the precision in depths 
for events south of the caldera in the 1982 study was 
less than optimal, since most of the network was to 
the north, but the indicated difference is unlikely to 
be completely an artifact of depth bias. 
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Figure 2. Projections of 1982 hypocenters onto roughly 
N -S cross' sections in subsets of events within the caldera 
(top) and south of the caldera (bottom). [XBL 841-9508] 
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The 1983 study was designed specifically to clar­
ify these apparent substantial differences in source 
mechanisms and depth distributions inside and out­
side the caldera. A lowered magnitude threshold and 
an increased hypocenter resolution were sought to 
allow the investigation of possible magmatic 
processes related to the earthquakes. Improved 
accuracy also is needed in the evaluation of any 
prospective deep drilling site to be proposed for this 
area. 

The 1983 experiment was done in two successive 
10-day deployments (Fig. 3) of 15 and 10 stations, 
respectively. The first network detected and pro­
cessed more than 900 events in the 1982 study area. 
The second network, set up to monitor activity south 
of the caldera, detected and processed 500 events. 
Difficult terrain precluded the coverage of the main 
activity west of the Laurel Canyon Fault, so that 
none of the larger events occurred within. the net­
work. 

Of the events detected during the first 1983 
deployment, 500 were located inside the network, 
and 120 of these were high-quality locations, shown 
in Fig. 4. During the same period, the more conven­
tionally deployed network of the USGS and the 
University of Nevada, Reno (UNR), with an operat­
ing magnitude threshold of 0.8, located 20 events 
within the ASP network boundaries. The ASP net­
work has thus effectively lowered the magnitude 
threshold to about zero for high-quality locations 
and to about -0.8 for all locations. Furthermore, for 
the 20 USGS-UNR events, the ASP locations form a 
tighter cluster toward the center of the network, 
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Figure 3. The two networks used during the 1983 study. 
The network-enclosing triangles are used for scale in Fig. 
4. [XBL 841-9510] 
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Figure 4. Quality ASP locations recorded within the cal­
dera during the first deployment of the 1983 study (July 
23 - August 4). Broken lines indicate zone of cross section 
shown in Fig. 5; shaded rectangle encloses the cluster. 
Slanted lines are the triangular network boundaries shown 
in Fig. 3. [XBL 841-9511] 

differing from USGS epicenters as much as 2 km 
(about 800 m on the average). For detailed studies, 
this difference can be very important when the area 
of interest must be pinpointed accurately for subse­
quent investigations (such as drilling). 

The area of clustering-situated just west of Casa 
Diablo Hot Springs and about 1 km north of the 
clustering seen around Sherwin Creek Campground 
in the 1982 study-is indicated by the shaded rectan­
gle in Fig. 4. Figure 5, a N - S cross section through 
the area of clustering, shows the events within the 1-
km-wide zone indicated by the broken lines in Fig. 4. 
The pattern in the section suggests a zone of quies­
cence bounded by the clustering of events to the 
north and at the caldera boundary. The depths gra­
dually shallow between these bounds from about 5 
km to 1 km atop the nonseismic area. The absence 
of seismic activity in this area may indicate that 
material is flowing under stress rather than fractur­
ing. It is tempting to attribute the absence of 
activity to high temperatures. 

The horizontal projections of the tension axes for 
the better quality solutions from the 1982 study 
show a pattern of NW - SE tension within the cal­
dera, contrasting with E- W or NE-SW tension 
south of the caldera, which is more clearly represen­
tative of the regional tectonic stress field. For the 
1983 data, the intermediate stress axes are oriented 
largely normal to the aseismic zone, indicating that 
the rock is fracturing radially away from this zone. 
The pressure axes are generally parallel to the quies-
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Figure 5. Cross section of 1983 events within the caldera 
and bounded by the broken lines in Fig. 4. [XBL 841-
9512] 

cent zone, and the tension axes are aligned more 
nearly E - W, corresponding to the regional tension. 
This is consistent with the expansion of the aseismic 
zone, -although the data are still sparse. One to two 
months of monitoring should sharpen the picture 
substantially at this level of detection. 

There are two advantages to conducting an 
investigation of the kind described here. First, only 
one person is required to manage tp.e entire opera­
tion of a 15-station seismic network, including the 
detection of hundreds of events per day, discriminat­
ing against noise and poorer quality arrivals, select­
ing the best events, and processing them with sophis­
ticated computations that would normally be used by 
seismologists in a laboratory environment. Second, 
the analysis can be done in real time. All results are 
available in less than 40 s after the first P -wave 
detection of an event, so that a truly real-time moni­
toring system for a significant earthquake series is 
available. This can be particularly significant when 
the monitoring program is addressing a problem of 
substantial geologic hazard and action may be 
required on relatively short warning. All of the 
parameter data, arrival times, polarities, amplitudes, 
qualities, and Fourier spectral data are written to 
tape cartridge (about 500 events per cartridge) for 
later review and reanalysis, as desired. In addition, 
the operator in the field can play back and review 
the full data set from cartridge, if desired, although 
the salient location and moment data are printed out 
in very abbreviated form during real-time operation. 

The 1983 study shows that a real-time seismic 
processor may lower the magnitude threshold to ML 



< 0 using a dense network with l-km spacing. 
Taken with the improved resolution of locating 
hypocenters, the ASP proves a useful tool in detailed 
studies of seismically active regions. 

The Mammoth Lakes hypocenters show an area 
of quiescence surrounded by rather high seismicity. 
The source parameters of these events have not yet 
been fully analyzed, but are generally consistent with 
an intruding body that may flow when stressed. Of 
course, other models may fit the data., 

Future studies should utilize the ASP system for 
a longer period to determine any temporal migration 
of the hypocenters and to better determine the stress 
field in the region of high seismic activity. 
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TAU ESTIMATES OF LATERAL 
VARIATIONS IN MANTLE 
p-WAVE VELOCITIES 

D.M. Tralli 

Tau confidence intervals were calculated from 
International Seismological Centre (ISC) P-wave 
travel-time data, with epicenter, station, and turning 
point of the ray paths classified according to the glo­
bal tectonic regionalization of Jordan (1981). The 
tau method of analyzing travel-time data has the 
potential for providing a statistical characterization 
of lateral variations in the velocity structure of the 
earth. Significant differences in the tau data cart be 
directly inverted to yield velocity differences as a 
function of depth. 

A total of 62,500 paths for source depths less 
than' 70 km was used for the period February 1971 
through January 1972. Travel time and distance 
were corrected for ellipticity and source focal depth. 

The global tectonic regionalization of Jordan 
(1981) consists of three types of oceanic and three 
types of continental regions. The oceanic regions are 
defined by equal increments in the square root of 
crustal age (0-25 m.y.; 25-100 m.y., and 
< 100 m.y.). The regionalization of the continents is 
based on the generalized tectonic behavior of the 
continental crust during the Phanerozic. The three 
types of continental regions recognized are (1) oro-
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genic zones and magmatic belts, platforms, and 
(2) Precambrian shields and platforms. All six types 
are used to classify the epicenter, station, and turning 
points of a ray path. 

Figure 1 shows a sample of the raw data consist­
ing of a travel-time curve for the distance interval 
10-30 deg, reduced by a slowness of 8 s/deg, for rays 
that bottom below the continental tectonic region 
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Figure 1. Reduced travel-time curve for ray paths bot­
toming below youngest continental tectonic regions. 
[XBL 841-9571] 



that corresponds to orogenic zones and magmatic 
belts and which covers 22% of the earth's surface 
area. Shown in the figure are 9163 points with a 
standard deviation of a couple of seconds. The dis­
tance range 15-25 deg, where there is a higher den­
sity of readings, is where most standard models of 
the upper mantle have triplications. However, since 
ISC gives only first arrivals, one cannot get an entire 
tau curve for the upper mantle. 

The need to determine the depth at which the 
variations appear led to the initial classification of 
the ray paths according to their turning point. This 
was achieved by projecting the turning-point 
coordinate pair onto the surface of the earth and 
simply assigning to it the corresponding tectonic 
region. This admittedly pushes the applicability of 
the global regionalization, but is an initial step in the 
classification of the ray paths while providing for six 
independent data sets. It also addresses the question 
of the maximum extent in depth of the tectonic 
regions. Furthermore, to allow comparison of the six 
sets of tau confidence intervals, to constrain erratic 
behavior, and to ensure a uniform sampling, weight­
ing according to the fractional surface area 
represented by the regions of the epicenter and sta-

SOURCE PARAMETERS OF 
COALINGA AFTERSHOCKS 
FROM A UC BERKELEY 
TEMPORARY DIGITAL ARRAY 

D.R. O'Connell and P.E. Murtha* 

The Coalinga earthquake (ML = 6.7, UCB) of 
May 2, 1983, marks the beginning of a sequence of 
earthquakes that occurred along at least two faults in 
the vicinity of Coalinga, California. Fault rupture 
associated with the June 11, 1983, earthquake 
(ML = 5.1, UCB) was observed approximately 15 
km west of the epicenter of the main shock (McJun­
kin and Hart, 1983). Surface expressions indicate 
that faulting resulted from reverse motion on a stee­
ply east dipping fault. No surface expression of rup­
ture has been found for the main shock (Clark et aI., 
1983). In this article, we discuss the type of faulting 

*Seismographic Station, Department of Geology and Geophysics, 
University of Cali fomi a, Berkeley (UeB). 
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tion·was undertaken. 
Using such a weighting procedure, tau confi­

dence intervals were calculated at the 99.9% level'. 
From the six independent calculations, a weighted 
mean is obtained and residuals determined. The 29 
lower mantle P-delta intervals are taken from the 
work of Lee (1981), and work is continuing to 
develop intervals for the upper mantle for each of 
the six regions. 

Finally, the approach adopted here will detect 
lateral variations only if they are systematic and 
spread over large areas. While current. work indi­
cates interesting problems, no preliminary results are 
available at this time. 
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of the aftershocks and their spectral source parame­
ters. The sequence provides an excellent opportunity 
to study earthquake sources using near-field record­
ings of strong ground motion. 

Eleven strong-motion stations were occupied 
from 15 hours UTC May 3, 1983, to 05 hours UTC 
May 8, 1983, each consisting of a three-component 
force-balance accelerometer recording on a 12-bit 
digital event recorder. Station locations are shown 
as triangles in Fig. 2(a,d,g). 

On May 18, 1983, the same sites were reoccu­
pied to record four USGS explosions along an east­
west refraction line near Coalinga. Velocity trans­
ducers consisting of a three-component package of 
4.5-Hz geophones were used instead of accelerome­
ters to provide a better signal-to-noise ratio for these 
smaller events. Forty-three earthquakes ranging in 
magnitude from ML -- 1 to ML == 4.8 were 
recorded at four or more stations during the two 
recording periods. 

VELOCITY MODEL 

The geologic setting of the Coalinga earthquakes 
suggests the presence of a layer of sediments overly­
ing higher-velocity materials, both of which have 



undergone folding and faulting. Lateral velocity gra­
dients would be expected along structural features as 
well as distinct changes in velocity across boundaries 
of geologic provinces. The array straddled Anticline 
Ridge, which is located between the Coast Range 
Province and the Great Valley Province. 

A piecewise continuous P-wave velocity model 
was constructed to fit travel-time data from three 
USGS refraction shots recorded by the array and a 
COCORP interval velocity model (Fielding et aI., 
1983) near Coalinga. The Vp / Vs ratio derived from 
Wadati diagrams for 15 earthquakes is 1.9. This 
value is used to derive the S-wave velocity model. 
Both models are plotted in Fig. 1. 

EARTHQUAKE LOCATIONS 

First . motions were read for each of the earth­
quakes, and P-wave and S-wave arrival times were 
used to determine locations. During experimenta­
tion with five different velocity models 
(Vp / Vs = 1.9 for all models), absolute locations 
changed no more than 1 km for almost all the earth­
quakes. The earthquakes are all located near the 
edge or within the array (Fig. 2a,d,g) and usually 
have both P-wave and S-wave arrival times at 
several stations. Thus the latitude, longitude, and 
depth of most earthquakes are well constrained by 
the array, regardless of which velocity model is used. 
The earthquakes are well located relative to each 
other for any reasonable velocity model. 

FOCAL MECHANISMS AND FAULT PLANE 
SOLUTIONS 

The earthquakes were divided into three groups 
on the basis of relative spatial and temporal loca­
tions. The eleven earthquakes recorded by the 
accelerometers have magnitUdes 3.0:S;;; ML :s;;; 4.8 

8.00·0,-----------", 

U &.25 
W 
Ul 
"-:::; 
~ 
I: 4.50 

i3 
o 
--' w 
> 2,7~ 

S-WAVE 

e.2~O 12.~OO 1 e. 7~ 2~.OOO 

DEPTH (KM) 

Figure 1. Velocity model used to locate the earthquakes. 
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and plot primarily northwest of the array (Fig. 2a). 
The composite focal mechanism (Fig. 2b) has one 
nodal plane oriented N200W, 19°5W and the other 
nodal plane oriented N200W, 710NE. A cross section 
drawn N 61 °E (Fig. 2c, shown as a broken line in Fig. 
2a) shows the earthquakes lying in a shallow, 
southwest-dipping pattern. A least-squares fit of a 
plane to the hypocenters of the acceleration earth­
quakes strikes N29.00W ± 19.6° and dips 13.2°SW ± 
5.0°. The composite focal mechanism, cross section, 
and least-squares fit are all consistent with the 
existence of thrust faulting during the 5 d immedi­
ately following the May 2 main shock. 

Group A is made up of eight earthquakes located 
northeast of the array and recorded 16 d after the 
main shock on May 18 and May 19 (Fig. 2d). In 
contrast to the acceleration earthquakes, the compo­
site focal mechanism for these earthquakes shows 
reverse faulting (Fig. 2e). The cross section (Fig. 2f), 
oriented N45°E (shown as a broken line in Fig. 2d), 
suggests that faulting occurred on northeast-dipping 
planes. 

The eleven earthquakes of Group B, also 
recorded 16 d after the mainshock, plot inside the 
array (Fig. 2g). The cross section, oriented N600E 
(Fig. 2i, shown as a broken line on Fig. 2g), does not 
clearly define either nodal plane of the composite 
focal mechanism (Fig. 2h) as a fault plane. Instead, 
the distribution of earthquakes in Fig. 2b suggests 
that thrust faulting and reverse faulting occurred in 
this region. 

SPECTRAL ANALYSIS OF SH-WAVES 

SH-wave spectra were computed to determine 
the seismic moments, source radii, and stress drops 
of 39 earthquakes using the Brune (1970,1971) 
model. Spectra were corrected for the instrument 
response. No corrections were made for complex 
wave propagation effects or attenuation. The pro­
duct of the free surface correction and the radiation 
pattern correction was assumed to be unity. Source 
parameters were computed from two or more sta­
tions using the methods outlined in Archuleta et al. 
(1982). This approach provides a rough estimate of 
source parameters, which allows us to make an inter­
nal comparison of these earthquakes. 

The moments range from a high of 2.6 X 1022 

dyne-cm (ML = 4.8) to a low of 3.1 X 1017 dyne­
cm. UCB Richter magnitudes are not available for 
earthquakes smaller than ML -- 3. Stress drops 
range from 0.061 to 56 bars, and source radii range 
from 80 to 979 m. 

The small-magnitude earthquakes (1 < ML < 2) 
have stress drops that are one to two orders of mag-
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Figure 2. Epicenter locations, composite focal mechanisms, and cross sections for groups of aftershocks. 
Composite focal mechanisms are shown on lower hemisphere projections. Open circles are compressions 
and solid circles dilatations. [XBL 843-1241] 

nitude smaller than earthquakes with magnitudes 
greater than ML = 3.0. Average source radii of the 
smaller-magnitude earthquakes are only a factor of 
2-3 smaller than the average source radius of the 
larger-magnitude events. Corner frequencies range 
from 0.86 to 26 Hz; corner frequencies for the 
smaller earthquakes range from 4 to 26 Hz. There is 
no clear correlation of corner frequency with hypo­
central distance. Lack of correlation of corner fre­
quency with recording stations shows that station­
dependent site effects are not significant. 

To test whether low whole-path Q had biased the 
corner frequencies of the small-moment earthquakes, 
several spectra of an M -- 1.8 earthquake were 
corrected for Q. Whole-path Q values of the order of 
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50-70 are required to produce significant shifts in 
the corner frequencies for all but the smallest four 
earthquakes. Such Q values seem lower than would 
be expected for average sedimentary rocks. Morever, 
observed corner frequencies increase with decreasing 
moment within the smaller-moment earthquakes. 
These results indicate that the corner frequencies we 
observe for smaller-moment earthquakes are the true 
source corner frequencies, although attenuation may 
downwardly bias the corner frequencies of some of 
the smallest four earthquakes. 

Figure 3 shows that similarity (constant stress 
drop) holds for Mo> 5.0 X 1020 dyne-cm and 
nearly holds for Mo < 2.0 X 1019 dyne-cm, but not 
for all the earthquakes combined. Similarity breaks 
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Figure 3. Moment versus source radius for 39 earth­
quakes. Lines of constant stress drop are shown with 
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down between M 0 -- 5.0 X 1020 dyne-cm and 
Mo -- 2.0 X 1019 dyne-cm. The nature of the transi­
tion of stress drop and source radius between these 
moments cannot be determined from this data set 
because earthquakes are lacking in this moment 
range. Tucker and Brune (1973), Bakun et a1. (1976), 
Fletcher (1980), and Archuleta et a1. (1982) have 
observed a breakdown of similarity for earthquakes 
with M 0 < 1.0 X 1020 dyne-cm. As observed in 
these studies, there is a difference in the slope of 
moment vs source radius (Fig. 3) between the 
smaller-moment earthquakes and the larger-moment 
earthquakes. However, the slope difference between 
larger-moment earthquakes and smaller-moment 
earthquakes is much less pronounced in our study. 
At the position on Fig. 3 where similarity is violated, 
the source radii have values of 200-250 m. In the 
studies mentioned above, similarity is violated where 
source radii have values of 100-300 m. 

An explanation of the observed variations of 
stress drop and source radius with moment is that 
the assumptions implicit in the Brune-type spectral 
source model are not valid throughout the range of 
magnitudes observed in this study. For instance, 
comer frequencies of the smaller-magnitude earth­
quakes could be proportional to the source rise time 
and not to the source dimension. This would occur 
when the source rise time is much longer than the 
rupture time. As discussed in Archuleta et a1. 
(1982), this might occur if the source dimension of 
the smaller-magnitude earthquakes were less than 
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some critical fracture length needed for a fracture to 
propagate. In that case the stress drops of the 
smaller-magnitude earthquakes could be underes­
timated or meaningless.' 
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SEISMIC ATTENUATION AND 
CRUSTAL STRUCTURE NEAR 
THE SAN ANDREAS FAULT 
ZONE FROM REFLECTION 
PROFILING 

J.E. Scheiner 

Characterization of crustal structure and compo­
sition, especially in tectonically active regions, is 
sought as a means of understanding crustal evolution 
as well as delineating subsurface features for energy 
development purposes. Of particular importance 
here is the nature of the San Andreas fault zone in 
central California. Fault zone structure and constitu­
tion are studied to enhance understanding of long­
term physical processes (tectonic evolution, plate 
motions) and short-term physical processes (tem­
poral and spatial characteristics of strain energy 
accumulation and release-earthquake processes). 
Furthermore, given the wealth of high-resolution 
seismic reflection data and the relatively limited 
applications to date, there is both the opportunity 
and the necessity to develop new techniques for 
analyzing the attenuation and scattering properties of 
the earth's crust. 

There have been several innovative approaches 
to the problem of determining the crustal attenuation 
and scattering properties using earthquake sources. 
Surprisingly large fluctuations in amplitude and 
slowness anomalies across the LASA and NORSAR 
arrays from teleseismic sources motivated a number 
of statistical investigations of the crust as a random 
elastic medium (Aki, 1973; Capon, 1974; Berteussen 
et al. 1975). In these studies, based on the work of 
Chernov (1960), . the crust and upper mantle were 
characterized by a single velocity with a standard 
deviation representing the random perturbation. 
Studies designed to correlate amplitude and phase 
information between neighboring subarrays and sta­
tions led to relatively crude and poorly constrained 
results; the parameters of interest were the mean 
fractional velocity perturbation and the correlation 
or scale size of inhomogeneity. 

Using data from earthquake sources in Japan 
and central California, Aki and Chouet (1975) dev­
ised a very different approach in which the coda 
decay was modeled as a diffusion process with a loss 
term included. The coda was interpreted as the 
result of scattering of primary waves by the 
numerous inhomogeneities of the crust. (This type 
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of model has been successfully applied to lunar 
"seismograms" by Dainty and Toksoz (1977).) The 
decay profile gave a measure of the intrinsic' attenua­
tion, and the diffusivity characterized the hetero­
geneity of the medium. However, the measured Q 
values undoubtedly included some unknown amount 
of nonintrinsic scattering losses; furthermore, there is 
some confusion about the physical interpretation of 
the diffusivity. 

In a similar study, Sato (1977, 1978) used local 
earthquake data from the Kanto district of Japan in 
an attempt to determine the attenuation and scatter­
ing properies of the medium from the decay of coda 
power. Using a model based on weak single scatter­
ing, Sato interpreted the decaying envelope of coda 
amplitude to determine the mean free path and Q of 
S-waves. 

In many important ways, seismic reflection data 
are superior for such studies. The relatively small 
aperture allows finer resolution and may even permit 
the determination of the depth dependence of the 
relevant parameters. The spectral characteristics of 
the source are more· easily determined, and source 
timing and location are precisely known. Perhaps 
the greatest advantage is due to the stacking process: 
To a good approximation, the stacked reflection 
seismogram or vertically propagating coda represents 
the impulse response to a point source at the obser­
vation point. In particular, we are quite fortunate to 
have a unique and fascinating data set to work with. 
A 16-km profile done in 1978 using Vibroseis with 
24-fold coverage over a frequency sweep from 6 to 
24 Hz crosses the San Andreas Fault about 25 miles 
south of Hollister in central California. The Gabilan 
Granite to the west is juxtaposed with the Franciscan 
F~rmation of the Diablo Range to the east. The 
contrast in crustal reflectivity is dramatic, as seen in 
the original stacked section (Fig. 1). Preliminary 
results using the diffusion model have been carried 
out. Over the bandwidths 6-12 Hz and 12-24 Hz, 
Q was found to have a general decrease eastward, 
with high values in the fault zone itself. Q values for 
the 12-24 Hz band were generally higher than those 
for the lower-frequency band; Q ranged between 80 
and 500, in rough agreement with values of other 
investigations in the same area (including that of Aki 
and Chouet (1975)). In addition, some preliminary 
work involving the autocorrelation of averaged CDP 
traces over a 3-s window has yielded interesting 
results. Generally, the autocorrelations are broader 
in the Franciscan data than those for the granitic 
CDPs. Furthermore, there is a tendency on some 
CDPs in the western section for the autocorrelation 
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to show peaks at lag times corresponding to strong 
reflections in the data, as expected. 

Until recently, standard data processing was 
done by a private company in Denver; the acquisi­
tion of Digicon's reflection data-processing software 
package (DISCO) has enabled in-house analyses 
using standard techniques as well as nonstandard 
creative approaches. Thus far, standard processing 
at the Center for Computational Seismology has 
included extensive editing of poor quality data, 
detailed geometry definition for crooked line process­
ing, preliminary and residual statics corrections, and 
advanced velocity analyse~. The critical dependence 
of any structural interpretation on the velocity model 
is acknowledged, and we are rapidly converging on 
several viable models; of particular interest is the 
refined model of Feng & McEvilly (1983). Evidence 
for strong lateral velocity gradients suggests the need 
for pre-stack migration of the data;. this is being 
accomplished by means of a finite-difference migra­
tion algorithm provided in DISCO. 

It is necessary to look more closely with filtered 
data at the envelope of energy rather than at the 
amplitudes themselves. This is entirely possible with 
the advanced processing capabilities of the DISCO 
system. Furthermore, it is important to look at 
other time windows to study any depth variations 
that may exist. Another interesting possibility 
involves correlation studies of lateral variations in 
acoustic impedance. 

All of the above approaches can and should be 
applied over several frequency bands, as the fre­
quency dependence of the results is of great interest. 
Moreover, it is critical to test these results with a for­
ward modeling scheme; unfortunately, no viable pro­
cedure has yet been devised. 

The San Andreas Fault in the Hollister region 
has been extensively studied in terms of many dif­
ferent parameterizations; it will be quite illuminating 

THE IDEAL BODY METHOD 
FOR STATIC EARTH 
DISPLACEMENTS 

D. W. Vasco 

This study extends Parker's (1974) method of 
ideal bodies to the area of static earth displacement. 
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to compare the results of this analysis with the large 
body of existing data. 
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The smallest fractional volume change that would 
produce a given surface displacement is sought, and 
a least upper bound on the depth of the anomalous 
body is examined. The resulting algorithm is used to 
estimate the least upper bound on the depth of a 
proposed magma body at Mammoth Lakes, Califor­
nia. There are important reasons for producing 
these estimates: Surface displacement, like gravity, 
cannot in general be inverted to yield a unique 
source. Even when a homogeneous body force is 



specified, the source shape is still not uniquely deter­
mined. An excellent illustration of this was pro­
duced by the finite-element models of Dieterich and 
Decker (1975). These authors note that source 
depths for a given anomaly varied by a factor of 3.5 
for the models considered, depending on source 
shape. With such nonuniqueness present it is desir­
able to derive, if possible, some properties common 
to all possible sources. Fortunately, Parker (1974) 
has developed a method for extracting such proper­
ties from potential field anomalies. For example, 
given bounds on density, one may place bounds on 
source depth; conversely, given bounds on source 
depth, one may place bounds on density. As shown 
below, this technique may be extended to the prob­
lem of static earth displacements caused by a volume 
source at depth. The above technique might prove 
useful in areas of anomalous uplift and deformation 
in which a fluid body is believed to be the perturbing 
source. 

THE METHOD OF IDEAL BODIES 

Parker examined the general linear problem in 
which a scalar model property LlO(r) is considered. N 
observations of displacement are assumed to have 
been made. Their connection with the model pro­
perty is given by 

Uj = I I Iv LlO(r)K; (r)dV, i = 1,2,3, ... ,N. (1) 

He then showed that, if the anomalous property is 
assumed to be of only one sign, certain parameters 
may be found that will describe "a body of least 
M(r) that fits the original data set." It was asserted 
that a sufficient condition for the existence of a posi­
tive lower bound on the largest value of LlO(r) is the 
existence of constants 

O,CX; i 1,2,3, ... ,N 

such that the function 

~cxiK;(r) > 0 

~cx;K;(r) < 0 

satisfies Eq. (1). It is further stated that the volumes 
V + and V _ in which the above linear combination 
of the kernels is positive or negative are uniquely 
determined under one condition, i.e., if the set of 
points where 

F(r) = ~ cx;K;(r) = 0 

. , 
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has zero volume. The theorem is very general and 
may be used in many applications, provided that the 
property of interest is related to observations by an 
equation of the above form. One possible use would 
be in the study of static earth displacements, such as 
those caused by faulting or the expansion of magma 
bodies. Here the surface displacements um(q) are 
related to a dislocation distribution on a surface by 
the Volterra integral, 

where q = (Xl,X2,X3) is any point in the half-space 
other than the dislocation surface itself, p = (~1,6,b) 
is a point on the dislocation surface, Lludp) = 

u/ - Uk-, Uk+ denotes the displacement vector for a 
point p +, originally situated at p on ~ but now on 
~+, and Uk- Wk'/(p,q) is the Green's function relating 
the dislocation LlUk (p) to the surface displacement 
component um(q). In the case of a purely dilata­
tional volume source, the above surface integral can 
be put into the form needed to make use of the ideal 
body theorem, as shown in the next section. In this 
case, 

and 

K;(r) = WJ!I(p, q). 

THE ST~TIC-EARTH DISPLACEMENT 
PROBLEM 

For a displacement due to a purely dilatational 
source, one may convert the Volterra integral (2) 
into the form necessary for the application of 
Parker's theorem. Using the divergence theorem on 
(2) gives 

um(q) = I I Iv {LlUk(P)WJ!I(P,q)}1 dV(~) 
Differentiating yields 



One may consider Wk7,/(p,q) to be the kith com­
ponent of the stress tensor at point q due to a unit 
body force in the m direction at the point p (Maru­
yama, 1964). Hence it satisfies the equation of 
equilibrium 

Wk7,l(p,q) + jf('(p) = 0 , 

where jf('(p) denotes the kth component of the unit 
body force in the mth direction, o~o(x - ~). Using 
the above equation in the volume integral changes 
the second term to 

But since there is no dislocation discontinuity at the 
surface, AUm (x) vanishes. Considering only a 
volume dilatational source (i.e., kl = 11, 22, 33) and 
deformation observed at the surface m = 3, one 
obtains 

where 

For a fluid source volume undergoing a transforma­
tional strain Aeij, 

By defining Ki(~) as 

one changes the form of Eq. (3): 

This is of the form necessary for the use of Parker's 
theorem. The kernel W,1(p,q) in Eq. (4) has been 
derived by extension of Maruyama's (1964) study of 
the response of a homogeneous half-space to point 
forces and couples. 

APPLICATIONS: THE TWO-DATUM 
PROBLEM 

For N observations at points Xi, Parker's 
theorem states that the equation 
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defines a surface separating V + and V _, i.e., a sur­
face bounding the anomalous body. In general, this 
equation is very difficult to solve for N observations 
(Parker 1975), hence we consider the simplest possi­
ble case, N = 2, which happens to yield a third-order 
equation that defines the surface: 

where T2 = cos 4>2 (4)2 being the angle between the 
vertical (positive upward) and the line from the 
observation at station 2 to a point on the surface of 
the perturbing body), and (3 is the ratio 
-012/011 (aba2 being the constants that appear in Eq. 
(5». Basically, the above equation may be solved for 
4>2 given a value of 4>1. The intersection of lines leav­
ing the two stations at the respective angles 4>,4>2 then 
defines a point on the surface of the "ideal body." 
The idea is to vary 4>1 from 0 to 7r radians and calcu­
late 4>2 over this range for a given fixed value of (3. 

Consider an even simpler problem: that of a 
two-dimensional volume source, infinite in extent 
along one axis. Integration yields a kernel of the 
form 

Ki(~) = 1; (A+ 1) 6/S2 
, 

where S = V(XI-~1)2 + (X2-~2i-~f. Parker's 
theorem for this two-dimensional, two-datum prob­
lem results in a quadratic equation in TI,T2, and (3. 
Hence (3 is a parameter that defines the form (shape, 
size, etc.) of the ideal body. It was found that only 
values of (3 between 0 and 1 result in meaningful 
roots. The ideal bodies resulting from the solution 
of the quadratic equation are shown in Fig. 1 for 
values of 0.01 os;; (3 os;; 0.99 and a Poisson's ratio of 
0.25. The uplifts associated with these bodies for a 
1 % volume change and at a depth of 0.2 station spac­
ings are shown in Fig. 2. 

Having derived the ideal bodies and the uplifts 
associated with them, one may now attack the 
inverse problem of determining the greatest lower 
bound on the fractional volume change or a least 
upper bound on the depth. These are complemen­
tary problems, in that to find one extremum the 
other property must be bounded. For example, to 
bound the depth, one must place a lower bound on 
the fractional volume change. One calculates U I and 
U 2, the uplift at stations 1 and 2, for all (3 in the 
interval (0,1), keeping the fractional volume change 
AO, and the depth of burial, D, fixed. As (3 varies, a 
curve will be traced out that relates these two param­
eters. Such curves are shown in Fig. 3. From these 
curves, one may determine a unique upper bound on 
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the fractional volume change or, conversely, estimate 
a lower bound on the depth. In the absence of any 
estimates, one may take the most pessimistic esti­
mate possible: an infinite fractional volume change 
or an infinitely deep body. As stated previously, 
when three or more measurements are considered, 
the calculations become complex. In such a case, the 
most expedient course is to consider various pairs of 
anomaly measurements. The pair that gives an 
extremum in 1:::..8 or D is then used. Unfortunately, 
this is not quite as good an estimate as the full N­
datum treatment. 

50.0.------r----.----.-----, 

c: 
CI) 

E 
CI) 
u 
o 

37.5 

Q. 25.0 
U> 

'0 
o 
u of.: 
CI) 12.5 
> 

-~·~.0,...----~5i'!!'.0~~~ 5.0 10.0 

Figure 2. Uplift associated with the ideal bodies in Fig. 1 
for a 1 % volume change and a depth of burial of 0.2. 
[XBL 841-9567] 

134 

:> 

" o 

1000.0.------,----,----.-------, 

)( 

CI) 
CI 
C 
o 

.t:; 
u 
CI) 

E 
:> 

~ 
c: 
Q) 
u 

~ 

Figure 3. Fractional volume change bounds as a function 
of the ratio of the uplifts at station 2 and station I and for 
depths of burial h = 0 (lowest), 0.2, 0.5, 1.0, 2.0, 5.0 
(highest). [XBL 841-9568] 

FUTURE CONSIDERATIONS 

It is hoped that this method may be applied to 
the uplift data from the Mammoth Lakes region. A 
least-squares estimate of the depth to a main per­
turbing body has been made. It would be interesting 
to derive a least-upper-bound depth estimate. It 
might also be possible to extend the inethod using 
the idea of positivity constraints (Sabatier, 1977), as 
Safon et al. (1977) have done for the inverse gravity 
problem. 

REFERENCES 

Dieterich, J.H., and Decker, R.W., 1975. Finite ele­
ment modeling of surface deformation associ­
ated with volcanism. Journal of Geophysical 
Research, v. 8, p. 4094. 

Maruyama, T., 1964. Statical elastic dislocations in 
an infinite and semi-infinite medium. Bulletin 
of the Earthquake Research Institute, Tokyo 
University, v. 42, p. 289. 

Parker, R.L., 1974. Best bounds on density and 
depth from gravity data. Geophysics, v. 39, p. 
644. 

Parker, R.L., 1975. The theory of ideal bodies for 
gravity interpretation. Geophysical Journal of 
the Royal Astronomical Society, v. 42, p. 315. 

Sabatier, P.e., 1977. Positivity constraints in linear 
inverse problems: I. General Theory. Geophysi­
cal Journal of the Royal Astronomical Society, 
v. 48, p. 415. 

Safon, e., Vasseur, G., euer, M., 1977. Some appli­
cations of linear programming to the inverse 
gravity problem. Geophysics, v. 42, p. 1215. 



DETAILED SEISMIC 
REFLECTION STUDIES OF 
LATERALLY HETEROGENEOUS 
MEDIA: CERRO PRIETO 

S. Blakeslee 

During 1983, Lawrence Berkeley Laboratory 
(LBL) significantly expanded its seismic processing 
and interpretation capabilities with the acquisition of 
DISCO, a state-of-the-art software package for 
seismic reflection processing. For the first time, LBL 
has the opportunity to investigate directly the 
seismic reflection data gathered over the past 5 years 
by the Comision Federal de Electricidad (CFE) at the 
Cerro Prieto geothermal field, Baja California. This 
is important because the data set is extraordinarily 
dense and comprehensive. Over 400 km of line was 
shot with a coverage of up to 160-fold (Fig. 1). 
Many of the lines intersect each other and pass over 

CERRO PRIETO GEOTHERMAL FIELD 
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Figure 1. Production zone with common depth point 
numbers (CDPs) on line B-B'. The faults are located at 
depth from well log data. [XBL 827-2320A] 
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the zone of current production. Because of the high 
level of resolution available in the reflection data, 
the subsurface structure and characteristics of the 
geothermal reservoir may be mappable. 

A valuable first cut at processing the data was 
done by a commercial processor. Although the cur­
sory processing carried out was not sufficient to 
obtain the detail required for fine discrimination 
between lithofacies in the subsurface, it did call 
attention to the potential of the data set. The goals 
of this project are twofold: (1) to use the processing 
capabilities available to optimize the imaging of the 
seismic data and (2) to develop and apply techniques 
to identify the seismic signature associated with 
regions of intense hydrothermal alteration. 

PROCESSING 

Upon careful inspection of the raw, un stacked 
sections, it became evident that the 256-channel sign 
bit data were contaminated by several major sources 
of noise. One of the contaminants correlated well 
with the seismic source, and the other was related to 
the receivers. The ·noise associated with the seismic 
source was analyzed in the wavenumber-frequency 
domain, and appropriate filters were designed and 
applied. The noise associated with the receivers was 
dealt with on an individual basis. Since there are 
60,000 seismic traces for the one line (line B) being 
processed, finding the noisy traces proved to be time 
consuming. However, once they were eliminated, a 
significant enhancement of the signal-to-noise ratio 
was achieved, aiding in the resolution of deeper 
reflections that had been ambiguous, at best, before 
the noise reactions. 

Perhaps the most important step in processing 
multichannel seismic data is the accurate determina­
tion of the parameters required for stacking, or sum­
ming the data. This is particularly important in 
regions such as Cerro Prieto, where the subsurface is 
sufficiently heterogeneous that a poor parameteriza­
tion results in signal degradation rather than 
enhancement. Consequently, a great deal of effort 
was spent obtaining optimal root-mean-square­
velocity travel-time pairs. This was done using a 
variety of techniques: Velocity spectra (Fig. 2), trial 
stacking velocities, and well-log velocities were used 
to obtain an ultimate velocity profile. The number 
of velocity-travel picks was greater in number by a 
factor of 7 than the number used by the commercial 
processing company. In addition, the final velocity 
profile reveals a much greater degree of lateral 
heterogenei ty. 

Although topographic variations along the line 
were small and static corrections had already been 
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applied, residual statics were computed. After a 
number of iterations, the residuals converged and the 
corrections were applied. This tended to improve 
continuity of the reflectors. 
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The dipping reflectors warranted migration of 
the data. This was performed using a finite­
difference algorithm that allowed the input of the 
heterogeneous velocity profile (Fig. 3a). Although 
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the results are still being studied, a preliminary 
analysis reveals that migration has aided our under­
standing of fault geometries. 

RESULTS 

Although the processing capabilities provided by 
the DISCO package have only recently been applied 
to seismic data over a geothermal field and much of 
the time has been spent learning the new system, the 
results are very encouraging. 

The first of the goals--enhancement of subsur­
face imaging-is clearly attainable. The commercial 
processing provided overall trends in the reflectors 
but was not of sufficient quality to quantify 
impedence ratios, correlate reflectors with seismic log 
data, or identify faults. The correct location, orienta­
tion, extent, and character (tied up in the waveforms 
themselves) of the subsurface reflectors have been 
enhanced by the reprocessing. Though extensive 
work with the well log data is required to correlate 
the observed lithofacies with the known geology, 
there is every reason to believe that this can be 
achieved. 

Of critical importance is the identification of the 
several known faults in the area (Fig. 1 in Halfman 
et aI., 1984). Learning how they interact with the 
region of geothermal activity may provide important 
data relating to the history of the field. A seismic 
section was generated that consists solely of reflec­
tors that demonstrate a prescribed level of coherency 
(Fig. 3b). That section has aided in confirming 
several known or postulated faults. 

The second of the goals-identification of 
discriminants associated with the geothermal field­
is still in the research phase. Other researchers 
(Fonseca and Razo, 1979) have noted that the zone 
of production exhibits a high level of correlation 
with regions of reflection attenuation. After repro­
cessing the data, we believe that this phenomenon is 
not simply an artifact of poor parameterization in 
the processing. The phenomenon is real and will be 

CCSjDARPA SEISMIC DATA 
BASE DEVELOPMENT 

D. Scherrer 

One of the primary goals of the Center for Com­
putational Seismology (CCS), a joint research facility 
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the focus of the next level of analysis. The upcom­
ing study will include an extensive investigation into 
the statistical properties of the wave field (Sinyhal 
and Khattri, 1983), application of the techniques of 
complex trace analysis (Morlet et aI., 1982a, 1982b), 
and a first-order mapping of Q. 

Ultimately, the bulk of the available data will be 
processed to provide a resolution of subsurface stra­
tigraphy heretofore unavailable. Finally, using the 
results from the discriminant analysis, it is hoped 
that the geothermal reservoir region can be mapped 
and parameterized with a high level of confidence. 
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of Lawrence Berkeley Laboratory and UC Berkeley, 
is to develop and provide access to an organized and 
managed digital seismic data base. The DARPA­
funded Center for Seismic Studies (the Center), 
located in Arlington, Virginia, has similar objectives: 
to collect, manage, and analyze digital data to sup­
port data exchange provisions for future test-ban 
treaties. One of the valuable features of both the 
Center and CCS is their role as host to visiting scien-



tists. This is particularly important, since each site 
serves as a central data repository for many large and 
unique data sets and analysis programs. However, 
each site has independently generated its own struc­
tures and procedures for maintaining data archives, 
making exchange of data difficult. In addition, each 
facility essentially requires that the seismologist be 
on site to use its archives, a costly and inconvenient 
allocation of time. Thus both the Center and CCS 
could make larger contributions to the research com­
munity if the data archives and other data retrieval 
capabilities of each facility were available to scien­
tists in the normal conduct of research wherever they 
work. 

To address these problems, CCS entered into a 
cooperative effort with the Center and with LBL's 
Computer Science and Mathematics Department, 
which could provide the necessary computer exper­
tise, to set up mechanisms for remote access and 
data exchange between the two sites. The uniform 
handling of data is the key to providing researchers 
with a mechanism for exchange of data with the 
Center. Moreover, with data treated in a uniform, 
standard fashion, transfer of technology and tools 
between CCS, the Center, and the research commun­
ity would be feasible. 

APPROACH 

The approach chosen by CCS was to establish a 
prototype off-site user's project that would provide a 
model for developing the minimal set of data 
management tools needed to handle data from both 
the Center and researchers at other locations. Specif­
ically, necessary tools and procedures were to be pro­
vided that would allow uploading of unique data sets 
between CCS and the Center and make existing 
Center data available to researchers. Since the 
Center and CCS use similar machines (VAX 11/780), 
but different operating systems (UNIX (tm) and 
VMS), the primary requirements were to select those 
Center utilities and procedures necessary to generate 
and maintain archival data sets, isolate the system­
dependent portions of the software, and reimplement 
those sections in as system-independent a manner as 
possible. Additional tools would be developed as 
needed to assist in the transformation of data in 
local format to the Center's standardized structure. 

PROGRESS 

A compatible data management system was 
acquired and installed. The Center uses the Ingres 
relational data management system on their UNIX 
system. CCS was able to purchase a compatible "ver-
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sion of Ingres to use on its VMS system. Data struc­
tures used by the Center were duplicated on the CCS 
system via a set of load macros provided by the 
Center. 

The Center receives a large amount of informa­
tion each day (about 285 megabytes), and this infor­
mation is handled by inserting it into an elaborate 
tape archiving system. A minimal required set of 
Center tape archiving utilities was identified, moved 
to the local site, and reimplemented on the local 
operating system. 

Portions of locally available NTS near-field data 
sets were then identified for use as a model set to be 
uploaded to the Center. These data sets resided on a 
variety of media (cards, tape, cassettes) and in 
several formats. Programs were written to access the 
various media and to convert the data into the stan­
dard format used by the Center. The data sets were 
then installed in the Center~style local data base and 
tape archive. Interface procedures were developed to 
allow efficient (human) inclusion of parameter data 
not available in machine-readable format. These 
data sets were then shipped to the Center both over 
the MILNET network and on standard Center­
format tapes. 

Documentation was prepared for those utilities 
not part of the Center library, and Center documen­
tation was adjusted for the local site. A User's 
Manual was developed that includes information on 
extracting both waveform and parameter data from 
either site and shipping it over the network or via 
magnetic tape. 

DATA MANAGEMENT 

The data management environment developed at 
the Center and reimplemented at CCS is somewhat 
unique. ,Seismic applications exhibit many charac­
teristics typical of other scientific and statistical data 
base applications, and these are not easily handled 
by conventional data management systems. A high 
degree of flexibility and data independence is neces­
sary, coupled with a need for retrieval based on 
user-unique combinations of aspects of the data. 
The Center's choice of Ingres, one of the newly 
developed relational systems, provides the user with 
a high degree of data independence coupled with 
powerful query facilities for data definition, retrieval, 
update, access control, support of individual views, 
and integrity verification. This relational system 
allows data to be indexed and accessed by a wide 
variety of seismological attributes. 

The Center uses the data management system in 
two ways: (1) to maintain indices to waveform data 
stored on disk or in archival form on tapes; and 



(2) to maintain parameter (textual) data both directly 
and indirectly related to the waveform data. Though 
Ingres provides the primary data management capa­
bility, the environment exploits the features of the 
UNIX hierarchical file system (also available on 
VMS) for organizing and temporarily maintaining 
both waveform and parameter data. Thus desired 
portions of information can easily be extracted from 
the data management system and placed on external 
files in standardized formats for use by regular utili­
ties or special-purpose programs. Likewise, 
waveform data, which .is generally maintained on 
magnetic tape in a standard archive format, can be 
selectively extracted and stored on disk files. Figures 
1 and 2 depict the control flow for preparing, archiv­
ing, anddearchiving waveform data. 

This relational system also allows for a clean and 
logical organization of parameter data. A relational 
data management system maintains data in the con­
ceptual form of tables or lists. Entries in tables are 
associated with other tables through the values of 
particular entries. Figure 3 gives a simplified view of 
the parameter data organization used by the Center 
and CCS. As waveforms are collected, information 
about them and pointers to their locations are stored 
in the "wftape" or "wfdisc" tables. Analysis of the 
waveforms produces a set of specific arrivals, kept in 
the' "arrivals" table. The seismologist can then 
analyze events by looking at sets of arrivals, collected 
and grouped into possible origins via the "assoc" 
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Figure 1. Archiving data. [XBL 841-9576] 
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("association") table. This conceptually straightfor­
ward data organization frees the seismologist from 
details about data retrieval and storage and allows 
him to invest his energies in data analysis. 

ONGOING AND FUTURE EFFORTS 

Primary efforts during the past year have 
emphasized creating a standardized data handling 
mechanism at both sites. Now, with the data treated 
in a uniform fashion and data exchange between the 
two sites begun, emphasis can shift to providing new 
procedures and methodologies for seismic data 
research and the creation of an effective computing 
environment for the seismic researcher. Methods for 
interfacing the standardized data sets to locally avail­
able seismological packages are being developed. 
These analysis packages include the commercially 
developed DISCO system and the SAC system, 
created at Lawrence Livermore Laboratory and 
recently installed at CCS. In addition, the Center 
uses a large and powerful Megatek color plotting 
device for graphically depicting waveforms. A simi­
lar device will be installed at CCS shortly, thus 

allowing for the codevelopment of graphics inter­
faces. 

The design of an effective seismic analysis 
environment requires more than standardized data 
handling and graphics utilities. The seismic 
researcher will need to be isolated from the idiosyn­
crasies of the host computer operating system. He 
will also need mechanisms for incorporating his own 
data sets into the system and for developing his own 
analysis techniques on the basis of general capabili­
ties already provided. Finally, to operate in this 
joint project, the environment will have to provide a 
common interface to the two distinctly different 
operating systems in use. The computer science 
expertise necessary to design and develop such an 
environment is being provided by the Computer Sci­
ence and Mathematics Department of the Labora­
tory. 

The sharing of common data handling structures 
and procedures along with a similar graphics 
environment provides CCS and the Center with a 
unique opportunity to proceed in parallel with each 
other, taking advantage of each other's efforts yet 
maintaining the individuality required for successful 
seismological research. 

ELECTRICAL AND ELECTROMAGNETIC TECHNIQUES 

ELECTROMAGNETIC 
SOUNDINGS IN THE LONG 
VALLEY CALDERA, 
CALIFORNIA 

N.E. Goldstein, H.F. Morrison, MJ. Wilt, 
and J. Turnross 

Forty-six frequency-domain, controlled-source 
electromagnetic soundings (CSEM) and five magne­
totelluric (MT) soundings were made in the Long 
Valley caldera to determine subsurface resistivities 
to depths of several kilometers. The purpose of this 
work, done by Lawrence Berkeley Laboratory (LBL) 
under the Continental Scientific Drilling Program, 
was to gain indirect information on the location of 
possible heat sources within the caldera, particularly 
in the south moat area, where earthquake activity 
has been extremely high since 1980. 
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CSEM SOUNDINGS 

To perform the CSEM soundings, a strong pri­
mary electromagnetic field is created by impressing a 
low-frequency current (typically 0.1 to 30 Hz) into a 
large, multi turn loop laid out on the surface. Figure 
1 is a schematic diagram of the LBL controlled­
source system, which is driven by a 60-kW motor 
generator (Morrison et aI., 1978; Goldstein et aI., 
1982; Wilt et aI., 1983). Transmitter loops are 
varied in diameter from 100 m for shallow explora­
tion to over 1 km for greater depths of investigation. 
Depth of investigation is also strongly dependent on 
the separation between loop and receivers. Figure 2 
shows the distribution of transmitter loops and 
receiver stations employed in Long Valley. By using 
larger loops, we achieve larger dipole moments, and 
this allows us to detect signals 10 km or more from 
the loop. Depending on subsurface resistivities, 
depth of investigation varies approximately from 0'.5 
to 1.0 times the loop-receiver separation. 



SQUID 
MaQnetometer 

2 Channel ~ Maonetic 
Reference 

Radio ~ 
Transm;tte' Ie 

R, 

~ 

j Rad;O 
Receiver 

R'R 
HP9835 

Mini 
Computer 

2 Channel 
Dioital 
Storaoe 

Oscilloscope 

8 
Channel 

Multi 
Plexer 

'-------' H~H~' 
SQUID 

Magnetometer 

Figure 1. Schematic diagram of the. EM-60 CSEM sys­
tem. The loop source is typically a square 100 to 1000 m 
on a side, and the SQUID magnetometer/receiver scan is 
0.5-10 km away. A distant SQUID magnetometer refer­
ence is used for noise cancellation. [XBL 818-3383] 

Fields were detected using a three-component 
SQUID (Superconducting Quantum Interference 
Device) magnetometer. After bandpass filtering to 
reject low frequencies and eliminate aliasing, the sig­
nals are notch filtered to remove 60- and ISO-Hz 
powerline noise, and segments are then . stacked. 
Several stacks of each band per station are processed 
in the field, and the results are stored on tape for 
additional post-field processing. During data collec­
tion, the observed signals are monitored by the 
operator, who chooses whether to accept or reject 
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any time series. During the observations we also 
employ a second, distant reference magnetometer for 
additional noise rejection at the lower frequencies. 
The horizontal geomagnetic field signals at the refer­
ence are telemetered to the recording site, where they 
are used to cancel natural geomagnetic noise in the 
local station signal prior to recording. 

After corrections are made for system amplitude 
and phase characteristics, the frequency spectra of 
the averaged field parameters, such as (1) normalized 
vertical field (Hz) amplitude and phase, (2) normal­
ized radial field (Hr) amplitude and phase, (3) ellipti­
city of Hz, Hr, and (4) wavetilt amplitude and phase, 
are fitted independently or jointly to a layered (one­
dimensional) earth model by means of a least­
squares inversion. The inversion procedure accounts 
for elevation differences between transmitter and 
receiver and effects of a tilted (nonhorizontal) 
transmitter. Figure 3 shows how well independent 
fits to Hz and Hr amplitudes agree at one of the 
Long Valley stations. 

If the earth were truly one-dimensional, there 
should be no tangential magnetic field, Ho' except for 
a small noise component. The fact that a significant 
I H 0/ Hr I ratio is observed at several stations, and is 
not due to sensor misorientation, is a clear indica­
tion that the primary fields are being dIstorted by 
two- and three-dimensional inhomogeneities. 
Although the source of these inhomogeneities has 
not been confirmed by numerical modeling, we 
suspect that much of the observed effect is due to the 
highly variable thickness and resistivity of the sur­
face layer encountered in the caldera. The impact of 
inhomogeneous surface conditions on one­
dimensional interpretations is to bias layer 
thicknesses and introduce errors into layer resistivi­
ties. 

SHALLOW RESISTIVITY DISTRIBUTION 

To illustrate the inhomogeneous nature of the 
surface layer, we plot in Fig. 4 the electrical resis­
tivity based on one-dimensional inversions of CSEM 
data. Values (in n'm) correspond to resistivities of 
the surface layer; thicknesses of the first layer vary 
from 100 to 500 m. This picture is similar to resis­
tivity maps reported by earlier workers who used 
audio-frequency magnetotellurics (AMT) (Hoover et 
aI., 1976) and bipole-dipole dc resistivity (Stanley 
et aI., 1976). Some of the EM features are laterally 
displaced from those shown by Hoover et aI. (1976) 
and Stanley et aI. (1976)-a result of differences in 
station locations, primary· field characteristics, and 
plotting conventions. Note that we plot CSEM data 
midway between transmitter and receiver. 
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Resistivity lows detected by the three methods 
are located around Casa Diablo Hot Springs (extend­
ing eastward toward Whitmore Hot Springs) and east 
of the resurgent dome. Resistivity highs are related 
to specific post-caldera volcanic units (e.g., the Hot 
Springs Rhyolite near Whitmore Hot Springs) and to 
the area of glacial debris along the south rim. 

The cause of the resistivity lows is believed to be 
due mainly to porous volcanics and lake sediments 
saturated, in places, with warm water; e.g., Sorey et 
al. (1978) recorded 70°C at 100+ m in shallow wells 
east of the resurgent dome. 

Figure 4. First layer resistiVIties (n·m) based on one­
dimensional inversions. The first layer thickness varies 
from about 100 to 500 m. [XBL 843-9667] 
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DEEP RESISTIVITY ANOMALIES 

At some of the MT stations and some of the 
large-separation EM stations, intrab~sement conduc­
tors were discerned. Figure 5 shows the approximate 
locations of two apparently separate and distinct 
intrabasement conductors, Cl and C2. Both are 
within 3 km of the surface at their apex, but depths 
may be somewhat greater because of errors intro­
duced by surface inhomogeneities. Only the conduc­
tor tops can be resolved. 

Conductor Cl is located in the south moat area 
from Casa Diablo Hot Springs eastward toward 

...... _------- .... _--_. __ .. " .. 
"I ~ _ a 3 • Ikm ~ ~-:.n 

Figure 5. Approximate locations of two conductive 
zones at depths of +25 km discerned from a combination 
of EM and MT soundings. R indicates where only a resis­
tive basement was found. [XBL 843-9668] 



Crowley Lake. The conductor correlates in part with 
the area of earthquake epicenters recorded since 
1980. The Cl boundary is open to the south, and 
may extend southward into the Sierra block. 
Although the source of Cl is not known, one possi­
ble explanation is a region of hydrothermally altered 
and fractured rock above a hypabyssal heat source. 
Whether a geologic relationship exists between Cl 
and the recent ·intense earthquake activity in the 
period December 1982 to January 1983 is a critical 
point, but one that Cannot be answered at this time. 

Conductor C2, near the northeast corner of the 
resurgent dome, is less well defined laterally than Cl 
and seems to plunge to the southeast. Although 
there is no present seismic activity near C2, this con­
ductor correlates well with the dominant aeromag­
netic high observed within the caldera. This has 
raised the speculation that C2 is related to a mafic 
intrusive, possibly a post-caldera pluton as proposed 
by Pakiser et ai. (1964) and Kane et ai. (1976). 

RELATIONSHIP OF THE 
INTRABASEMENT CONDUCTORS TO THE 
AEROMAGNETIC DATA 

Aeromagnetic data, both high and low level 
(13,000 ft and 9000 ft above sea level), show a pro­
nounced, elongate, northwest-trending high located 
between the resurgent dome and the Owens River 
(Kane et ai., 1976). The magnetic source seems to 
be a large, deep body with at least two shallow pro­
jections. The more northerly of the two apparently 
comes to within 1 km of the surface on the basis of 
its gradient and correlates very well with conductor 
C2 in location (Fig. 6). The magnetic high also 
correlates reasonably well in location with a gravity 
high (Sorey et ai., 1978). 

A magnetic low occurs in the vicinity of conduc­
tor Cl, and this is probably the result of nonmag­
netic metasediments. A roof pendant of Paleozoic 
rocks was intersected at 1400 m beneath the Bishop 
Tuff in Union Oil's Mammoth No.1 well near Casa 
Diablo Hot Springs and exposed in the Sierra block 
to the south of the caldera. 

CONCLUSIONS 

Although a rigorous multidimensional interpreta­
tion of the CSEM data has not yet been done, the 
one-dimensional interpretation indicates that at least 
two conductors exist beneath the Bishop Tuff within 
the caldera. The causes of the conductors and their 
relationship to subsurface temperature and heat 
sources are not known. However, aeromagnetic and 
seismic data suggest that conductor Cl in the south 
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Figure 6. Spatial relationships between basement con­
ductors C 1 and C2 and the aeromagnetic survey data; 
flight altitute 9000 ft above sea level. [XBL 843-9668A] 

moat could be fractured granitic and metasedimen­
tary basement rock whose low resistivity results from 
a combination of temperature-related effects, such as 
hydrothermal alteration, high fracture porosity, and 
inherently low resistivity of the metasediments. 
Conductor C2 may be related to a zone of shallow, 
post-caldera mafic intrusives that were unable to 
breach the Bishop Tuff. A sheeted dike complex 
might produce the low resistivities observed. 
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GEOTHERMAL INJECTION 
MONITORING WITH de 
RESISTIVITY METHODS 

M.J. Wilt, K. Pruess, G.s. Bodvarsson, 
and N.E. Goldstein 

The temperature and salinity differences between 
injected and in situ fluids can result in a significant 
difference in their electrical resistivities, and that 
difference may be manifested by changes in subsur­
face apparent resistivities. In this article, we exam-

. ine the possibility of mapping thermal and chemical 
injection plumes using surface and downhole electri­
cal resistivity methods. We use computer codes to 
simulate injection experiments and calculate 
apparent resistivity for the model before and after 
each simulation. 

METHODOLOGY 
To calculate the extent of thermally and chemi­

cally swept regions, we use a simple model for 
porous-medium-type reservoirs (Fig. 1). Assuming 
piston-like fluid displacement, Bodvarsson (1972) 
has calculated the locations of the chemical and ther­
mal fronts. In all cases, the injected water is at 
100°C, and the reservoir is initially at 300°C. 

We consider injection of a "small" and a "large" 
amount of fluid, corresponding to injection rates of 
25 kg/s and 250 kg/s, respectively, for a 3-year 
period. For both cases, we use a reservoir thickness 
of 400 m and a porosity of 15%. The thermal and 
chemical fronts will have advanced 57 and 128 m, 
respectively, for the small injected mass and 180 and 
404 m, respectively, for the large injected mass. 

To determine how changes in reservoir tempera­
ture and salinity affect the bulk resistivity that might 
be observed in practice, we have carried out resis­
tivity calculations using a three-dimensional finite­
difference computer code RESIS3D (Dey and 
Morrison, 1979). The modeling parameters and ini-
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tial resistivity distribution are given in Table 1 and 
in cross section in Fig. 1. The reservoir region is 
represented by a rectangular prism 1.6 km X 1.6 km 
and 0.4 km thick within a uniform half-space. To 
add an element of realism to the model and make it 
similar to conditions at the Cerro Prieto geothermal 
field, Baja California, we introduce a conductive (5 
n·m) surface layer (Wilt and Goldstein, 1981). The 
parts of the model affected by injection are desig­
nated as region I (thermal region), region II (swept 
region), and region III (nonswept region). 

The resistivities of the different regions in Fig. 1 
are calculated from Archie's law and from expres­
sions relating the resistivity to the temperature and 
salinity of pore fluids (Ersaghi et aI., 1981). We use 
an initial reservoir temperature of 300°C and an ini­
tial in situ reservoir water salinity of 10,000 ppm. 
For the background region, the temperature is 100°C 
and the salinity 1000 ppm. Model resistivities for 
regions I, II, and III were adjusted after 3 years of 
injection to correspond to the new subsurface fluid 
and temperature distribution. 

Two resistivity arrays were used in these calcula­
tions: (1) a dipole-dipole array and (2) a downhole 
surface array. We have considered six cases for this 
study; the parameters are summarized in Table 1. 

RESULTS 

Dipole-Dipole Array 

Dipole-dipole resistivity calculations were made 
for the initial conditions and two injection cases. 
The injection cases correspond to cold fresh-water 
injection for 3 years at a low rate (25 kg/s) and a 
high rate (250 kg/s). For these cases, percent differ­
ence psuedosections were prepared that correspond 
to the spatial distribution of observed apparent resis­
tivity change. In both cases, the maximum anomaly 
appears at the edges of the pseudosection. This is a 
typical anomaly pattern for a dipole-dipole measure­
ment, an artifact of the way the data are plotted. 
After 3 years, the percent difference pseudosection 



Table 1. Summary of injection and resistivity modeling parameters. 

Rock resistivities of 
Resistivity the three regions 

Case Injection array I II III 
Rate Type 

Base 0 No injection Dipole-dipole 2.15 2.15 2.15 
case 300°C 

10,000 ppm 

25 kg/s 100°C Dipole-dipole 15.6 10.75 2.15 
1000 ppm 
(cold fresh 

water) 

2 250 kg/s 100°C Dipole-dipole 15.6 10.75 2.15 
1000 ppm 
(cold fresh 

water) 

3 250 kg/s 100°C Downhole surface 15.6 10.75 2.15 
1000 ppm electrode in 
(cold fresh injection well 

water) 

4 250 kg/s 100°C Downhole surface 15.6 10.75 2.15 
10,000 ppm electrode in 
(isochemical) injection well 

5 250 kg/s 100°C Downhole surface 4.0 2.15 2.15 
10,000 ppm electrode in 
(isochemical) injection well 

6 250 kg/s lOOT Downhole surface 1.90 1.07 2.15 
15,000 ppm electrode in 
(cold saline injection well 

water) 

for the lower injection rate shows a maximum 
change of about 1 %, which is comparable with the 
accuracy attainable in field measurements. For the 
higher injection rate, a maximum apparent resistivity 
change of about 3% is observed. The main reason 
for the insensitivity of dipole-dipole measurements is 
that a relatively small volume of rock is affected by 
the injection compared to the volume of rock sam­
pled by the measurements. 

900 m (central case) or in another well outside the 
injection plume at the same depth (offset case). Vol­
tage measurements are made along a profile between 
closely spaced surface dipoles. . 

Figure 2 shows apparent resistivity changes after 
3 years of injecting fresh cold water at the high rate. 
Note the marked, bell-shaped anomaly where the 
maximum change is more than 70%. The anomaly 
is due almost entirely to the salinity rather than the 
temperature contrast. The approximate position of 
the chemical front may be estimated by a "half­
width" calculation, which in this case corresponds to 
a distance of 450 m from the well, where the actual 
position is 400 m. 

Downhole Surface Array 

For downhole surface measurements, a current 
electrode is placed in the injection well at a depth of 
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Figure 1. Cross section of the resistivity distribution for 
injection simulation. The actual reservoir region is a rec­
tangular prism 1.6 km2 and 0.4 km thick. Regions I, II, 
and III represent the thermally swept region, the chemi­
cally swept region, and undisturbed parts of the reservoir, 
respectively. [XBL 836-2643] 

Offset Downhole Electrode 

For this case, the current electrode was placed 
1066 m from the injection well at a depth of 900 m. 
Figure 3 is a plot of the results after 3 years of high­
rate injection. An anomaly shows clearly in the 
region where fluid is injected, but the magnitude of 
the anomaly is smaller than that observed in the pre­
vious case. The anomaly also has an asymmetric 
shape and is not centered over the injection well. 
The asymmetric anomaly pattern is the result of sub­
surface current redistribution around the zone of 
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Figure 2. Percent difference plot for central downhole 
electrode case after 3 years of high-rate injection. I is the 
surface position of the current electrode, T is the surface 
position of the thermal front, and C is the surface position 
of the chemical (salinity) front. [XBL 836-2654] 
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Figure 3. Percent difference plot for offset downhole 
injection case after 3 years of high-rate injection. 
[XBL 836-2653] 

increased resistivity due to injection. Currents tend 
to gather at the closer chemical front boundary and 
disperse at the far boundary. 

For the offset case, a half-width calculation indi­
cates a chemical front 440 m from the injection well. 

Isochemical Injection 

To determine that portion of the magnitude of 
the resistivity anomaly due solely to thermal effects, 
we have considered a case in which the injected 
water has the same salinity as the in situ water. We 
consider high-rate injection and a central downhole 
electrode. 

Figure 4 shows the percent apparent reSIstIvIty 
change for the isochemical injection case. The bell-
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Figure 4. Percent difference plot for the isochemical 
downhole injection case after 3 years of high-rate injection. 
[XBL 836-2648] 



shaped anomaly has a maximum amplitude of only 
about 2% and a half-width of about 200 m, in good 
agreement with the radius, Rt = 180 m, of the ther­
mally swept region. The thermal effects seem minor 
compared with chemical effects for two reasons; first, 
because heat is exchanged between the injected fluid 
and the rock, the thermally affected region is consid­
erably smaller than the swept region; second, the 
variation of resistivity with temperature is much 
smaller than its variation with fluid salinity. 

Saline Water Injection 

In the final case considered, the injected water 
has a temperature of lOODC and is 50% more saline 
than in situ water. A central downhole current elec­
trode is used with high~rate injection. 

Figure 5 reveals a characteristic bell-shaped 
curve with a half-width of 450 m. The anomaly is 
negative, corresponding to a decrease in resistivity in 

-20 

Distance (km) 

Figure 5. Percent difference plot for the high-salinity 
downhole injection case after 3 years of high-rate injection. 
[XBL 8312-4790] 
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the injected region. Although the resistivity in the 
swept region decreased only by a factor of about 2, 
the maximum anomaly is almost 20%. 

CONCLUSIONS 

The major conclusions reached by this study are: 

1. It is possible to locate the position of injec­
tion plumes if the salinity of the injected water 
differs significantly from that of the in situ water and 
a relatively large mass of water is injected. 

2. Downhole· surface resistivity arrays are better 
for detecting injection plumes than surface measure­
ments. 

3. The change in apparent resistivity due to the 
thermal plume is typically only 0.1 that of the chem­
ical plume and may be difficult to detect. 

4. Resistivity measurements are more sensitive 
when injected water is more saline than when it is 
less saline than the in situ water. 
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RECENT RESULTS OF DIPOLE­
DIPOLE RESISTIVITY 
MONITORING AT THE CERRO 
PRIETO GEOTHERMAL FIELD, 
MEXICO 

M.J. Wilt and N.E. Goldstein 

In the Spring of 1983, the fifth in a series of 
annual repetitive dipole-dipole resistivity measure­
ments was made on line E-E' at Cerro Prieto 
(Fig. 1). In addition, measurements were also made 
along a new line (F-F') established over the field. 

The purpose of the dipole-dipole measurements 
is to indirectly monitor reservoir changes related to 
large-scale fluid production. Measurements on E-E' 
have already yielded significant information on 
movement of water within the producing zone at 
Cerro Prieto (Wilt and Goldstein, 1982). It was 
hoped that by having two monitoring lines crossing 
over the field, we would be in a better position to 
track large-scale movements of subsurface fluids. In 

CERRO PRIETO GEOTHERMAL fiELD 

Figure 1. Station location map for dipole-dipole lines 
E-E' and F-F' in relation to the wellfield. [XBL 811-
2532D] 

addition, line F-F' crosses an area. of wells that will 
supply steam to a new electrical generating plant 
(Cerro Prieto II), scheduled to start up in 1984. 
Future measurements on this line may indicate how 
the reservoir is responding to massive changes in 
fluid withdrawal and recharge. 

RECENT RESULTS 

In Figs. 2 and 3, percent difference pseudosec­
tions are shown for line E-E'; these correspond, 
respectively, to observed 4-year and 18-month 
changes in apparent resistivity~ In Fig. 2, the overall 
pattern indicates declining resistivity, particularly 
between stations 11 and 17, during the 4-year period. 
Between stations 11 and 17, the section indicates an 
average apparent resistivity decrease of greater than 
10%; for some points, the apparent resistivity has 
decreased more than 30%. Although this part of the 
profile has consistently shown declining resistivity 
since measurements began, the rate of decrease has 
intensified during the past year (Wilt and Goldstein, 
1982). On the other hand, we observe a region of 
significant apparent resistivity increase between sta­
tions 7 and 11. This region, which corresponds to 
the present production zone at Cerro Prieto, has con­
sistently indicated a higher resistivity than the base­
line measurements, but the average rate of increase 
has declined from 10% in 1982 to about 5% in 1983. 
Figure 3 shows apparent resistivity changes during 
the past 18 months on line E-E'. The pseudosection 
indicates an overall apparent resistivity decrease of 
about 5%; between stations 7 and 11, the decrease is 
more than 10%. 

The results shown in Figs. 2 and 3 suggest that 
significant changes in groundwater conditions have 
occurred at Cerro Prieto within the past several 
years. Within the present production zone, a 30-
month pattern of increasing resistivity has been 
reversed over the past 18 months. The increasing 
resistivity was attributed to the influx of fresher, 
cooler water into the shallow (a) reservoir from 
above and from the sides (Grant et al., 1981). The 
reversal of this pattern suggests that some significant 
changes are occurring in the a reservoir. Although 
recent reports from the field operators at Cerro 

. Prieto indicate that most of the brine produced there 
still comes from the shallow (a) reservoir, some of 
the wells that tap the a reservoir have been shut in 
as newer wells tapping the deeper, higher­
temperature, higher-salinity ({3) reservoir have been 
put into production. Recent chemical analyses of 
brines produced from the shallow system show a sig­
nificant increase in chloride concentration from 
specific wells, but it is not known whether there has 
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been an overall increase in chloride. The water lev­
els in observation wells M-6 and M-34 are both ris­
ing, and the level in M-34 is up more than 100 m. 
The dipole-dipole data suggest that pore fluid pres­
sure and salinity are increasing in the a reservoir, 
but the data are not yet conclusive. 

The overall decrease in apparent resistivity for 
the region below stations 11 to 17 is consistent with 
the concept of saline water intrusion into the system. 
However, as few wells are presently producing fluid 
in that part of the field, it is not possible to compare 
apparent resistivity changes with changes in water 
chemistry. One significant change that has occurred 
in this area is the halt in farming and irrigation 
caused by construction of the Cerro Prieto II power 
plant. The land in this region has not been irrigated 
for more than 2 years, and the shallow groundwater 
has probably become warmer and more saline. Both 
of these factors cause a decrease in rock resistivity 
and could explain the observed resistivity decrease in 
the shallow part of the system. However, to explain 
resistivity decreases at depths greater than a few hun­
dred meters, other mechanisms are needed. Half­
man et aI. (1982) reported that hot saline fluid enters 
the system at depth in the region and gradually 
moves upward and westward into the a aquifer. The 
decreasing resistivity may be the result of an increase 
in the rate of hot water inflow due to lower pressures 

in the shallow part of the system. Alternatively, the 
decrease may reflect water-rock interactions that pro­
duce mineralogic changes, such as the formation of 
zeolites. 

Line F-F' is 20 km long and was surveyed using 
a dipole spacing of 1 km (Fig. 1). Emplacement of 
the permanent electrodes and initial measurements 
were made in the Spring of 1983; we hope to make 
additional measurements after the start-up of the 
Cerro Prieto II power plant. Measurements. were 
made with n -spacings from 1 to 9, which translates 
to a maximum depth of investigation of about 3 km. 
The average standard error of these data is about 3%. 

The apparent resistivity pseudosection for line 
F-F' is given in Fig. 4. Although two-dimensional 
modeling has yet to be done, there. are some overall 
similarities with line E-E' (which was modeled) that 
allow us to derive a qualitative model for the resis­
tivity distribution. Between stations 1 and 4, the 
data suggest that a zone of relatively high resistivity 
exists at a depth of about 1 km. The high resistivity 
probably represents hydrothermal metamorphism 
within shales and sandstones in the reservoir (Elders 
et aI., 1981). The deep section « 1 km) between 
stations 11 and 15 is associated with a low-resistivity 
zone. This area correlates with a zone of high ther­
mal gradients and a clay-rich cap rock (Halfman 
et aI., 1982). As fluid for Cerro Prieto II will be pro-
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Figure 4. Apparent resistivity pseudosection for dipole-dipole line F-F'. [XBL 8312-6723] 
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duced in this region at these depths, future dipole­
dipole measurements in this area are important for 
understanding groundwater changes due to produc­
tion. The pseudosection also shows evidence of a 
sharp resistivity boundary near station 17. East of 
this point the resistivity is substantially higher to 
great depth. Exploration wells drilled in the area of 
higher resistivity have encountered a large thickness 
of sands containing fresh and cooler fluids. There is 
also an absence of any significant shale layers that 
tend to be more conductive than sandstones. The 
resistivity boundary, which had also been earlier 
noted in magnetotelluric sounding data, may there­
fore mark the eastern boundary of the geothermal 
field. 
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A STUDY OF THE FINITE­
ELEMENT SOLUTION OF A 
2-1/2 DIMENSIONAL 
ELECTROMAGNETIC PROBLEM 

K.H. Lee and H.F. Morrison 

An important element in the successful use of 
controlled-source electromagnetic (EM) techniques is 
the ability to interpret data taken in areas where the 
geologic structures do not safely permit a layered­
earth assumption. For this reason a numerical solu­
tion for the electromagnetic scattering by an arbitrary 
two-dimensional earth has been developed (Lee, 
1978). Using a Fourier transformation, we can 
represent, approximately, the frequency-domain EM 
variational integral by a sum of two-dimensional 
integrals in harmonic space. Each two-dimensional 
variational integral is then evaluated on a finite­
element mesh and, according to the variational.prin­
ciple, is finally reduced to a system of simultaneous 
equations. The solution is obtained in terms of the 
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secondary electric field, from which the seconda~ 
magnetic field is numerically obtained through '\l XE 
operation. It is in this last numerical step where we 
have detected a systematic numerical error, espe­
cially for the real part of the magnetic field. To 
understand the problem encountered, we performed 
a simple numerical analysis relative to a uniform 
half-space. In this case, the magnetic field, say Hx, 
can be calculated analytically in harmonic space. 
For comparison, the same magnetic field may be 
computed numerically. To do the numerical 
analysis, we first calculate the electric fields at four 
corners of a rectangle. Then the numerical version 
of the magnetic field is derived from these fields 
using the relation 

i [ BEY) H=-ikE--
x WI-L Y Z Bz ' 

(1) 

where ky is the harmonic wave number in the strike 
direction. 

In the problem studied, a half-space of 100 n·m 
was selected. A horizontal magnetic dipole with unit 
moment and frequency of 30 Hz is located at x = 0, 



20 m above the surface of the earth. For a harmonic 
wave number of ky = 0.0005, these fields are com­
puted at the four corner nodes of a rectangle defined 
by (x,z) = (18,0), (24,0), (24,-10), (18,-10). The z 
axis is positive downward. The magnetic field given 
at the center of the rectangle, (x ,z) = (22, - 5), is 
analytically computed and shown in Fig. 1. Assum­
ing that the electric field behaves linearly within the 
rectangle, we can numerically compute the magnetic 
field as Hx = (-4.851, -i25.88) X 10-8, and the 
result is remarkably close to the one analytically 
computed. As we increase the harmonic wave 
number, however, the similarity between results 
disappears. The field diagram for the same rectangle 
is shown in Fig. 2 for ky = 0.0625. As shown at the 
center of the rectangle, the real part of Hx is negligi­
ble. However, from the numerical derivatives of 
electric fields, the horizontal component of the mag­
netic field is found to be Hx = (1.566 X 10-6, 

-i5.l01 X 10- 10). This is entirely different from 
the one analytically obtained, especially the real part. 

There is no imaginary part of Ez ; therefore, the 
imaginary part of the numerical Hx comes from the 
vertical derivative of the real part of the electric field 
Ey.For ky » ! k I, where k is the propagation 
constant, the field in harmonic space behaves as 
e-k,p. The cylindrical distance p is defined on the 
xz plane, perpendicular to the strike. Over the verti­
cal distance (z) of 10m, the electric field amplitude 
would decrease by approximately 50% (= e -0.625) 

away from the surface of the earth. Consequently, 
the numerical derivative of the electric field itself 
generated considerable error. In our analysis for ky 
= 0.0625, the imaginary part of the numerical Hx is 
about 20% larger than the analytical one. The real 

Ey- (1.918 X 10'-8. 
-i3.744 X 10'-8) 

Ez = (-7.845 X 10'-8. 0.) (18, 0) 

(1.980 X 10-8, 
-i3.796 X 10-8) 

(-8.339 X 10-8, 0.) 

(18,0) 

(1.910 X 10'-8, 

-i3.741 X 10'-8) 
(24, -10) (-7.668 X 10'-8, 0.) 

Hx = (-4.855 X 10-8, 

-i25.86 x 10-8) 

(22,-5) 

(24. 0) 
(1.970 X 10-8, 
-i3.791 X 10-8) 

(-8.058 X 10-8, 0.) 

Figure 1. Analytically computed electric and magnetic 
fields for ky = 0.0005. [XBL 844-9735] 
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Ey - (3.734 X 10-12, 

-i2.009 x 10-7) 

Ez = (-2.134 X 10-7, 0.) 

(6.636 X 10-'2, 

-i3.870 x 10-7) 

(-3.985 x 10-7, 0.) 

Hx = (-2.776 X 10-13, 

-i4.308 x 10-''; 

(1.459 X 10-12, 

-il.656 x 10-7) 

(-1.650 x 10-7• 0.) 

(9.731 X 10-13• 

-i3.036 x 10-7) 

(-2.841 x .10-7, 0.) 

Figure 2. Analytically computed electric and magnetic 
field~ for ky = 0.0625. [XBL 844-9736] 

part of Hx comes from the difference between the 
cross derivatives of the electric fields Ey and Ez • 

With a 20% numerical error associated with each of 
the derivatives, the error contained in the difference 
would be cumulative. Therefore, the real part of the 
numerical Hx consists entirely of this enhanced error 
itself, because the true solution has a negligible real 
part for the larger ky value. 

Although the analysis has been made for the 
scattered field from a uniform half-space, a similar 
degree of numerical error would be expected for the 
numerical derivatives of the scattered electric field 
(and their differences) from a lateral inhomogeneity. 

One way of obtaining the magnetic field with 
relatively less error is to use integrals rather than 
derivatives. Assuming that the electrically inhomo­
geneous body is finite in extent, the secondary mag­
netic field may be obtained from 

-S - I I ~J 1 k ') H (x,ky,z) - IT-- (X,X , y,Z,Z 
S 

(2) 

. Js(xl,ky,Z') dx'dz ' , 

where f}HJ is the dyadic Green's function fo!.. the 
magnetic field and the "scattering current" Js is 
given (Harrington, 1961) as 

Js = DouE 

where Dou is the difference in conductivity between 
the inhomogeneity and the host rock and E is the 
electric field derived from the finite-element solu­
tion. In this case, the scattering current Js is 
nonzero only at inhomogeneous areas. 
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THE ACCURACY OF TWO LINE 
SOURCES FOR 
APPROXIMATING THE FIELDS 
OF A LARGE RECTANGULAR 
LOOP: FREQUENCY DOMAIN 

M. Mackiewicz and H.F. Morrison 

Large rectangular loops of insulated cable are 
commonly used for transmitting antennas in elec­
tromagnetic exploration and depth soundings. 
Quantitative interpretation of the detected fields 
over the two-dimensional geologic models is possible 
with some numerical models, but the computation 
costs can be extremely high, even on the fastest 
machines. In an attempt to ameliorate this problem, 
we have evaluated an approximate interpretation 
method using two parallel, infinite wires, the solu­
tions for which are orders of magnitude faster, and 
hence cheaper, than using a rectangular loop source. 
The parallel lines are not a good approximation to 
the rectangular loop unless the length of the loop is 
more than 10 times its width and unless the receiver 
is located at least two widths away from the nearest 
line. 

APPROACH 

Layered Medium 

To obtain the large rectangular loop response for 
the layered earth, we use the method of reciprocity 
described by Poddar (1982). To calculate the Hz 
component for our source at a certain point P, we 
calculate the mutual inductance, M, between the 
source loop and an infinitesimal loop representing a 
vertical magnetic point dipole at point P. The rela­
tionship between Hz and M is given by the expres­
sions 

J Eo . di = - Mi wIp , 

155 

Lee, K.H., 1978. Electromagnetic Scattenng by a 
Two-Dimensional Inhomogeneity Due to an 
Oscillating Magnetic Dipole (Ph.D. dissertation). 
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where Is is the current in the large loop, mp is the 
magnetic dipole moment of the point dipole, Ip is 
the current in the point dipole, sp is the area of the 
point dipole, Eo is the field component of the point 
dipole evaluated along the circumference of the large 
loop, f.Lo is the permeability, and i is v=T. 

In our study, we compare the Hz response from 
two kinds of sources: (l) two parallel lines separated 
by 100 m and (2) a square loop with shorter sides 
100 m in length and variable longer sides 300, 600, 
1200, and 3000 m in length. The medium is a 1-n·m 
layer 30 m thick overlying a 100-n·m half-space. 

Figure 1 shows the geometry where a two­
dimensional conductive body (considered later) is 
also included. Figure 2 presents the results in terms 
of percent differences in the secondary Hz response 
of the two parallel lines and the rectangular loops of 
different lengths. The results are calculated along the 

Figure 1. Model geometry. [XBL 843-9650] . 



20 

10 .. 1000 u 0 X c 
! .. 
:; 10 .., 
1: 
fl 20 

~ 
30 

40~--------~~----------------~ 

Figure 2. Percent difference in the secondary Hz com­
ponent between two parallel lines and large rectangular 
loops of different lengths over the layered earth shown in 
Fig. I. Here X is the distance from the center of the rec­
tangular loop, and 2b is the long leg of the loop, both 
measured in meters. [XBL 841-9572] 

symmetry axis of the long side of the loop and at a 
frequency of 10Hz. 

Only for the largest loop is a two-line source 
approximation valid within 10%. Contrary to intui­
tion, we do not necessarily get a better approxima­
tion at points closes to the source. The short sides of 
the loop seem to have a pronounced effect on fields 
until the separation is more than 10 times its width. 

CONCEALED VERTICAL CONDUCTOR 

To obtain the response of a two-dimensional 
medium for a large rectangular loop, we modified a 
program written by Lee (1978) for a magnetic dipole 
source. We initially approximated the loop of 
current by a sum of magnetic dipoles, following the 
suggestion of G.M. Hoverston (personal communica­
tion, 1983). We use the sinc function only in the y­
direction because of the way the original program 
was set up. In the x direction, the source is approxi­
mated by summing a finite number of dipoles. The 
following expressions should clarify our approach: 

00 

± -¥ (2n - 1)) e- ikyy dky 

where ky is the transform variable, m (ky) is the total 
magnetic dipole moment of a strip of length 2b in ky 
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space, amn{ky) is the nth dipole moment in ky 
space, ax ,ay are the dimensions of the nth dipole, 
2a ,2b are the width and length of the large loop, and 
2N is the number of amn (ky) dipoles in a strip of 
length 2b and width ax . 

To calculate the response from the two­
dimensional conductor, we use the same sources pre­
viously described. The anomalous body is a vertical 
slab 30 m thick, 150 m in depth extent, 1 n·m in 
resistivity, and is located 30 m below the surface 
(Fig. 1). 

Figure 3 presents the results for the anomalous 
Hz component, where the convention used is the 
same as in the one-dimensional case. For this partic­
ular configuration, two parallel lines provide a better 
approximation for loop results over the buried con­
ductor than over the layered half-space. 

2o,-------------------------------, 

fl 10 
c 
~ o~~--~~--~~~--~~--~-IO~O-OX 
:0 
C -10 

~ 
~-20 

-30L----L----------------------------' 

Figure 3. Percent difference in the anomalous Hz com­
ponent between two parallel lines and large rectangular 
loops of different lengths over the layered earth shown in 
Fig. I. Dimensions are the same as for Fig. 2. [XBL 841-
9573] 

CONCLUSIONS 

Although the approximation of a rectangular 
loop by two parallel lines is not always accurate, it is 
a good tool for preliminary interpretation. It is inex­
pensive to use on the LBL CDC 7600 computer and 
describes the behavior of measured fields quite accu­
rately. If a detailed interpretation is needed, the 
model response should be calculated for the actual 
source. 
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ELECTROMAGNETIC MAPPING 
OF SEDIMENTARY SECTIONS. 
BENEATH BASALT FLOWS 

H.F. Morrison and J. Brzeski 

The principal goal of electromagnetic sounding is 
to resolve the conductivity distribution as a function 
of depth. Almost all electromagnetic sounding 
interpretations reported to date have assumed that, 
to a first approximation, the earth is horizontally lay­
ered. In some applications (such as mineral and 
geothermal exploration), the goal of electromagnetic 
surveying is to locate conductivity inhomogeneities, 
and these by their nature preclude the use of one­
dimensional (layered-earth) interpretations. Even in 
simpler geologic problems, many sounding results 
are not truly one dimensional, and a point is reached 
where one is forced to recognize that a numerical 
model with a higher degree of dimensionality is 
needed to interpret the sounding results. 

We have begun an analysis of the validity of 
one-dimensional interpretations using a horizontal 
loop sounding system and a model representing a 
sedimentary section (resistivity of 1 n·m) buried 
beneath basalts (50 n·m). This is a model of current 
interest for petroleum exploration in the states of 
Washington and Oregon (Fig. 1). 

The electromagnetic response for the model was 
calculated using a finite-element code described by 
Lee (1983). A vertical magnetic dipole source was 
assumed to be located at 2-km intervals along the 
surface, and the magnetic fields (amplitude and 
phase of the vertical and horizontal secondary fields) 
were calculated at distances of 2 and 4 km from the 
source. The responses were calculated at discrete fre­
quencies; the major limitation of the study is that 
numerical limitations precluded the use of frequen­
cies above 1 Hz. 

-6 -4 
Distance (m) L 

Tz 0 Hz Hr 4 6 
I I E::) I I I I I , ! I 

Basalt Flows 50 .0.. m 2,Okm 

nmn~ ~~mlh . Sediments 5.o.·m t km . 

llllllllllllllllllllllllllllllllllllllllllll! 
500.o.·m 

Figure 1. A simplified model for the sedimentary section 
in the resistive half-space overlain by basalt flows. 
[XBL 8312-2429] 
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The fields at five frequencies were calculated at 
successive positions of the transmitter and receiver 
as the pair was traversed across the model in 2-km 
increments. For each position, the data were given 
arbitrary 1.0% noise levels and then inverted using a 
standard least-squares inversion program. Two- and 
three-layer first guesses were tried, and the best fit 
was judged on the basis of the minimum cumulative 
squared differences between the given data and the 
data from the inversion process. 

Figure 2 shows a comparison of how well the 
vertical magnetic field (Hz), the radial magnetic field 
(Hr ), and the ellipticity (E), each inverted separately, 
resolve the two-dimensional structure using a three­
layer model. Although all data sets indicate the pres­
ence of the conductive sediments, none accurately 
resolve the geometry and resistivity of the sediments. 
Of the three parameters, ellipticity seems to come 
closest in estimating the actual depth and thickness 
of the sediments. It is interesting to note that Hz 
inversions yield interpretations that fit the data 
better than Hr and E inversions, as evidenced by the 
smaller cumulative squared differences shown by the 
numbers in parenthesis, but that the Hz inversions 
quite incorrectly show the sediments to bow upward 
into an anticlinal structure. 
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Figure 2. Comparison of inversion resolutions using Hz, 
H r , and E, respectively, for the two-dimensional structure 
using a three-layer model. [XBL 8312-2435] 



The finite-element mesh used in this study did 
not allow the transmitter-receiver pair to move far 
enough away from the boundaries of the sedimentary 
layer to determine when the three-layer model would 
cease fitting the data. A separate study has shown, 
however, that these edges are well resolved from the 
shape of the anomaly as the transmitter-receiver pair 
is traversed across the section. 

For the model studied, the results indicate that 

MASS CHANGES FOUND FROM 
A PRECISE GRAVITY SURVEY 
OVER THE CERRO PRIETO 
GEOTHERMAL FIELD, MEXICO 

R.B. Grannell* and R.M. Wyman* 

During the period from early 1978 through early 
1983, a permanently monumented network of 70 
gravity stations was established at the Cerro Prieto 
geothermal field, Mexico. Measurements were 
repeated annually to detect possible mass changes 
caused by reservoir production and to separate these 
from gravity variations due to subsidence and tec­
tonic events. Gravity measurements, taken with one 
or two LaCoste and Romberg gravity meters, were 
replicated three to four times each year in indepen­
dent loops and were reduced to observed gravity 
differences (referred to two stable bedrock bases) by 
making tidal, drift, and calibration corrections. 
First- and second-order leveling was simultaneously 
performed and evaluated by Mexican personnel from 
DETENAL and Comision Federal de Electricidad. A 
more comprehensive account can be found in previ­
ous reports (Chase and others, 1978; Grannell and 
others, 1980, 1982a,b). 

Significant gravity variations (greater than 12 
J,Lgals) were identified in the intervals 1978-1980 and 
1980-1981. The spatial association of these gravity 
variations with the geothermal field, and integration 
with other geophysical and geochemical data, sug­
gested a geothermal origin for the positive anomalies 
(maximum of 88 J,Lgals). Consequently, another 
repetition of the gravity network seemed justified. 

*Department of Geological Sciences, California State University, 
Long Beach. Collaborators in the Cerro Prieto research program. 
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one-dimensional inversions, particularly those using 
the ellipticity parameter, are useful for preliminary 
interpretation of controlled-source EM data. 
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Finally, it has long been known that gravity and lev­
eling data are interdependent when both elevation 
and mass changes occur (Whitcomb, 1976), but no 
separation of mass and elevation effects had ever 
been carried out on real data. Results of repetitive 
gravity measurements made in 1983 are reported 
here and interpreted in terms of subsurface mass 
changes. 

REPETITION OF GRAVITY SURVEY IN 
1983 

The entire gravity network was repeated in early 
1983. The same techniques were used as in previous 
surveys, with two main differences. First, a new D 
model LaCoste and Romberg meter was used in 
place of the G model, which had become unavail­
able. To maintain continuity, the D meter was cali­
brated on a previously established calibration line 
(Grannell, 1982). Each station was looped in three 
times, with two readings taken each time. The new­
ness of the meter was responsible for frequent tares; 
additional replications were performed as needed to 
offset this problem. Second, approximately 25% of 
the previously existing stations had been destroyed 
by construction activities between 1981 and 1983; 
secondary stations on permanent cultural features, 
such as concrete well pads, were established to offset 
this loss, although continuity from 1981 to 1983 was 
obviously interrupted. Similarly, field interpretation 
of the data suggested a shift of the gravity changes 
toward the east, and new stations along the eastern 
periphery of the field (north, south, and east of 
Nuevo Leon) were established for future monitoring 
of this area. 

Values of observed gravity differences relative to 
the Cerro Prieto volcano base were compared with 
the 1981 differences. Changes in these differences 
are shown in Fig. 1. The major pattern is complex, 
reaching a maximum amplitude of +47 J,Lgals in the 
eastern part of the field. Compared with previous 
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Figure 1. Significant gravity changes from 1981 to 1983. 
Contour interval is 10 ~gals. [XBL 844-10317] 

patterns of gravity changes (Figs. 2 and 3), the distur­
bance has migrated eastward and has expanded in 
size. The amplitude is smaller than for the interval 
1980-1981, when the Victoria earthquake caused 
gravity increases in excess of 80 J.Lgals, but larger than 
changes from 1978 to 1980, when power production 
was 75 MW rather than the current 180 MW. Grav­
ity changes during all three intervals is positive, sug­
gesting net subsidence and/or mass increase. 

The gravity change noted at station 51 appears 
to be aberrant, and is probably unrelated to geother­
mal production. This same station· has changed in 
other years but with no discernible pattern; cultural 
or meteoric changes may be responsible. 

SEPARATION OF GEOMETRIC 
ELEVATIONS FROM ORTHOMETRIC 
ELEVATIONS 

The interrelationship between gravity and level­
ing causes both data sets to be affected when both 
elevation and mass (density) changes occur. Level­
ing, which is based on an equipotential surface, can 
be in error when the equipotential surface is dis­
torted over time by mass changes in the subsurface. 
Thus apparent changes in elevation can occur even 
though the ground surface remains unchanged. To 
determine the true geometric elevation changes from 
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Figure 2. Significant gravity changes from 1980 to 1981. 
Contour interval is 10 ~gals. [XBL 844-10312] 
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Figure 3. Significant gravity changes from 1978 to 1980. 
The dotted lines is not a contour interval, but rather 
encloses the area in which positive values exceed 15 ~gals, 
to a maximum of 31 ~gals. [XBL 844-10313] 



the orthometric elevations found from leveling, we 
apply a mathematical separation based on potential 
theory. The operative equation (Whitcomb, 1976) is 

. I' e'OI/a + t:..G geometnc e evatlOn = / ' 
OIa-{3 

where e' is the orthometric elevation change, t:..G is 
the gravity change, a is the radius of the disk used as 
the model of the changing volume, a is the free air 
gradient of the potential (981 cm/s2), and {3 is the 
free air gradient of gravity (3.08 x 1O-6/s). 

We calculated geometric changes in elevation 
from the gravity changes and leveling changes, 
assuming a disk of radius 4 km (approximately the 
dimensions of changes seen in the field). The result­
ing geometric changes, referred, like the gravity 
values, to Cerro Prieto volcano, show true sub­
sidence in the field but with a different areal pattern 
than either gravity or leveling values. These are 
shown as Figs. 4, 5, and 6. Changes in elevation 
from 1978 to 1980 were relatively small but in excess 
of 20 mm in many areas; changes in subsequent 
measurement intervals exceeded 200 mm during 
1980-1981 (associated with the Victoria earthquake) 
and 100 mm during 1981-1983. The changes, aside 
from those due to the Victoria earthquake, are 
mostly spatially associated with the field, although 
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Figure 4. Geometric elevation changes for 1978-1980. 
Contours enclose areas approaching 20 mm or greater of 
subsidence. [XBL 844-10315] 
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Figure S. Geometric elevation changes for 1980-1981. 
Contour interval is 100 mm. [XBL 844-10316] 
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changes from the Sierra Cucapa to the Cerro Prieto 
volcano in the interval 1978-1980 may indicate 
widespread minor uplift of the Mexicali Valley, with 
superimposed geothermally induced subsidence. 

The results presented here allow two conclusions. 
(1) Net subsidence requires that natural recharge be 
incomplete, suggesting that some net fluid with­
drawal is occurring. (2) The discrepancies between 
orthometric and geometric values indicate net mass 
changes. These could result from one or a combina­
tion of several factors: densification from thermal 
contraction (Zelwer and Grannell, 1982); influx of 
more saline waters (Wilt and Goldstein, 1984); and 
compaction of sediments during subsidence. 

We wish to thank the following individuals and 
organizations for their assistance: 

1. The personnel of the Comision Federal de 
Electridad (CFE) at the Cerro Prieto geothermal 
field, who provided leveling data and logistical sup­
port and who sought out missing gravity stations. 
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the research work. Personnel from LBL were also 
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interfacing with the CFE in arranging for the work. 
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QUANTITATIVE 
INTERPRETATION OF THE 
BOUGUER ANOMALY OVER 
THE CERRO PRIETO 
GEOTHERMAL FIELD, MEXICO 

R.B. Grannell, * G. Randa/e, * H. Zhou, * 
and J.K. Phibbs* 

Even though precise gravity measurements have 
been made over the Cerro Prieto geothermal field 
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since 1978, only primitive interpretations have been 
made to help explain resistivity anomalies (Wilt 
et al., 1980) and seismic refraction results (Majer 
et al., 1980). Gravity data obtained in the early part 
of the study (Chaseet al., 1978) have been quantita­
tively modeled as both two- and three-dimensional 
density distributions. The densities for the models 
were obtained by integrating published density infor­
mation (Lyons and van de Kamp, 1979; Prian, 1979, 
1981; Howard et al., 1981; Seamount et al., 1981) 
with gamma-gamma density logs for 10 wells in and 
adjacent to the producing field. The models consist 
of either partial infinite slabs (third dimension infin­
ite) or rectangular prisms. Their gravitational attrac­
tion was solved at the same locations as the meas­
ured gravity values so that the calculated and meas-



ured values could be directly compared. Refine­
ments of these two-dimensional models were made 
until they agreed with the measured values within 1 
mgal or less (average O.S mgal) and the three­
dimensional model within 2 mgals (average 1 mgal). 

Figures 1 and 2 show the gravity curves and 
modeled cross section through the center of the field 
in a southwest-northeast direction, intersecting 
through wells M-SO, M-127, and M-117. This line 
passes midway between the power plant (CPI) and 
the village of Patzcuaro and is nearly parallel to 
resistivity line E-E'. The main part of the field lies 
between 10.7 and 16.8 km, within which interval we 
find a densified dome Of sediments coming to within 
300 m of the surface. Roughly between the Cerro 
Prieto and Imperial Faults, we show a deep zone 
(2.7+ km depth) of denser rocks that may be due to 
the mafic dikes encountered in some of the deeper 
wells and ascribed to magma intrusion into the pull­
apart basin that has formed between those faults 
(Goldstein et aI., 1984). Our gravity interpretation is 
preliminary and has to be checked against other geo­
physical and well log data. We also have to reinter­
pret the residual Bouguer gravity after regional 
effects have been removed. 
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Figure 1. Comparison of the Bouguer gravity observed 
over the Cerro Prieto geothermal field and the calculated 
gravity due to the two-dimensional model shown in Fig. 2. 
[XBL 844-10311] 
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organizations for their assistance: 

I. Robert M. Leggewie for writing the software 
(in the APL language) that made the gravity reduc­
tion and interpretation possible. 
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Figure 2. Two-dimensional density model for the Cerro Prieto geothermal field. Numbers in blocks are 
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2. The Department of Energy and Lawrence 
Berkeley Laboratory (LBL) for partial financing of 
the research work. Personnel from LBL were also 
instrumental in providing well logs and for interfac­
ing with the Comision Federal de Electricidad in 
arranging for the work. 

REFERENCES 

Chase, D.S., Clover, RC., Grannell, R.B., and Leg­
gewie, R.M., 1978. Precision gravity studies at 
Cerro Prieto. In Proceedings, First Symposium 
on the Cerro Prieto Geothermal Field, Baja Cali­
fornia, Mexico, September 20-22, 1978. 
Lawrence Berkeley Laboratory, LBL-7098, p. 
249-256. 

Goldstein, N.E., Wilt, M.J., and Corrigan, D.J., 
1984. Analysis of the Nuevo Leon magnetic 
anomaly and its possible relationship to the 
Cerro Prieto magnetic-hydrothermal system. 
Geothermics, v. 13, no. 1/2, p. 3-12. 

Howard, J.H., Halfman, S.E., and Vonder Haar, S.P., 
1981. Evaluation of geological characteristics at 
Cerro Prieto. In Proceedings, Third Symposium 
on the Cerro Prieto Geothermal Field, Baja Cali­
fornia, Mexico, March 24-26, 1981. Lawrence 
Berkeley Laboratory, LBL-1196 7, p. 62-71. 

Lyons, D.J., and van de Kamp, P.c., 1979. Subsur­
face geological and geophysical study of the 
Cerro Prieto geothermal field. In Proceedings, 

163 

Second Symposium on the Cerro Prieto Geoth­
ermal Field, Baja California, Mexico, October 
17-19, 1979. Mexicali, Comision Federal de 
Electricidad, p. 173-199. 

Majer, E.L., McEvilly, T.V., Albores, A., and Diaz, 
C.S., 1980. Seismological studies at Cerro 
Prieto. Geothermics, v. 9, no. 1/2, p. 79-88. 

Prian c., R, 1979. Development possibilities at the 
Cerro Prieto geothermal area, Baja California 
Norte. Second Symposium on the Cerro Prieto 
Geothermal Field, Baja California, Mexico, 
October 17-19, 1979. Mexicali, Comision 
Federal de Electricidad, p. 146-162. 

Prian c., R, 1981. Drilling rate for the Cerro Prieto 
stratigraphic sequence. In Proceedings, Third 
Symposium on the Cerro Prieto Geothermal 
Field, Baja California, Mexico, March 24-26, 
1979. Lawrence Berkeley Laboratory, LBL-
11967, p. 77-85. 

Seamount, D.T., and Elders, W.A., 1981. Use of 
wireline logs at Cerro Prieto in the identification 
of the distribution of hydrothermally altered 
zones and dyke locations, and their correlation 
with reservoir temperatures. In Proceedings, 
Third Symposium on the Cerro Prieto Geother­
mal Field, Baja California, Mexico, March 
24-26, 1981. Lawrence Berkeley Laboratory, 
LBL-11967. 

Wilt, M.J., Goldstein, N.E., and Razo M., A., 1980. 
LBL resistivity studies at Cerro Prieto. Geoth­
ermics, v. 9, n. 1/2, p. 15-26. 



GEOCHEMISTRY 

Much of the geochemical research summarized here focuses upon the 
behavior of subsurface aqueous fluids at high temperatures and pressures. Such 
fluids are capable of dissolving and transporting considerable quantities of 
material and of interacting physically with the rocks through which they pass. 

Concern about radioactive waste disposal-and the security of the waste both 
chemically and physically-has led to extensive modeling of the repository 
environment and to the analysis of ion migration and the chemical interaction 
of fluids flowing through rocks. In addition, natural analogs of a radionuclide 
repository have been studied, as well as the movement of meteoric water 
through old mill tailings dumps containing uranium. Such studies also involve 
maintaining a data base on aqueous radionuclide species and on the surface 
chemistry of minerals likely to be used in repository barriers. 

Experimental results obtained at low-temperatures have allowed predictions 
of solid properties to made for regions that are presently experimentally inac­
cessible. Another research group has continued to contribute data on the 
macroscopic thermodynamic properties of silicate liquids and glasses while 
investigating some of their structural properties. 
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THERMODYNAMIC 
PROPERTIES OF SILICATE 
MATERIALS 

I.S.E. Carmichael, F.e. Bishop, B. Lange, X. Mo, 
M.L. Rivers, and J.F. Stebbins 

Calorimetric measurement of multicomponent 
silicate liquids and glasses continued in 1983. From 
the existing experimental data, it is possible to calcu­
late the heat capacity of any glass (composed of the 
nine most geologically abundant oxides) as a func­
tion of temperature and composition to within a pre­
cision of about 0.6%. For the corresponding silicate 
liquids, this precision decreases to about 3%, partly 
because of experimental error and partly because of 
the inherent properties of the liquids. 

Molar volumes of silicate liquids can be calcu­
lated as a function of composition and temperature 
to within 1-3%, but thermal expansions can be unc­
ertain by as much as 40%. Interlaboratory differ­
ences in methods and techniques can account for 
many of the discrepancies in these properties. 

With these problems in mind, we have begun to 
evaluate and eliminate interlaboratory disagreement 
by selectively amassing critical data so that precision 
can be reliably estimated. The derivative properties 
are particularly significant but have the greatest 
errors. Our understanding of the way that simple 
oxides mix to form multicomponent silicate liquids 
can be much improved by refining experimental 
techniques and increasing precision. 

PHASE EQUILIBRIUM EXPERIMENTS ON 
NATURAL LAVA COMPOSITIONS 

Basic lavas erupted along the continental mar­
gins typically have a higher oxygen fugacity than 
those erupted along the mid-ocean ridges. The 
ferric-ferrous ratio of the magma is a function of 
oxygen fugacity and temperature. The compositions 
of the ferromagnesian solids that precipitate as the 
liquid cools are sensitive to changes in the ratio of 
ferric iron to magnesium in the liquid and thus are 
in part controlled by any reaction of Fe2+ to form 
Fe3+ in the liquid (Kilinc et aI., 1983). 

A series of experiments on three different lava 
compositions was undertaken to attempt to duplicate 
the crystal-liquid assemblages found in a series of 
lavas erupted during 1759-1774 in Jorullo, Mexico, 
and to study the effects of oxygen fugacity on the 
cooling path of the liquids. The results show that 
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the natural assemblages could not be duplicated at 
atmospheric pressure. Partial crystallization at 
elevated pressure, possibly combined with a small 
amount of dissolved water, was thus necessary in the 
evolution of the lava series (Mo and Carmichael, 
1982). 

ULTRASONIC MEASUREMENTS 

The velocity and attenuation of ultrasound have 
been measured in about 25 silicate liquids (Rivers 
and Carmichael, 1982a,b). Data obtained using a 
single-transducer interferometric system have been 
collected over a temperature range of 1000-1600°C 
and a frequency range of 2-10 MHz. Compositions 
studied include binary silicates of Li, Na, K, Rb, Cs, 
Mg, Ca, Sr, and Ba and five natural lavas. For most 
compositions, data from at least the low-frequency 
or high-temperature regions allow the estimation of 
zero-frequency moduli and therefore the isothermal 
compressibilities. These results are essential to the 
calculation of densities of magmas at high pressures 
and thus have a wide range of geochemical and geo-
physical applications. ' 

In addition, the more viscous melts show disper­
sion, or an increase in velocity, at higher frequencies. 
Here, structural relaxation times in the liquid are 
similar to the period of the ultrasound (l00-500 ns). 
Such information can be used in the calculation of 
such properties as volumetric viscosity and may 
provide insight into the molecular structure of the 
liquids. 

Our data have been combined with an equal 
number of results from the literature to derive a sim­
ple model to calculate velocities and compressibili­
ties for complex, multicomponent liquids. Velocities 
are fitted to within about ± 2%. These "partial 
molar sound speeds" for the oxide components con­
firm what was seen in the original data: Larger, 
lower-charged cations make a liquid more compressi­
ble than smaller, higher-charged cations. 

HIGH-TEMPERATURE ENTHALPIES AND 
HEAT CAPACITIES 

Measurements of the heat capacities of liquid 
BaSi20 5, Rb2Si20 5, and Li2Si03 have been made to 
extend the range of cation field strength (cation 
charge divided by the square of the cation-oxygen 
distance) (Stebbins and Carmichael, 1983). Calcu­
lated constant-volume heat capacities (C) for both 
the pure compounds and the oxide components are 
systematically higher for high-field-strength cations 
than for low-field-strength cations (Fig. 1). As values 
of Cv (per gram atom) for most silicate liquids are 
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Figure 1. Partial molar constant volume heat capacities 
for oxide components in silicate liquids, divided by 3R per 
gram atom. Cation field strength is defined in text. [XBL 
8310-12161] 

considerably more than 3 times the gas constant, R, 
an important structural or configurational contribu­
tion must be present. High-field-strength cations 
thus raise Cv by increasing the relative mobility of 
the molecular units of silicate liquids, allowing a 
greater increase with T in the number of available 
structural configurations (Carmichael and Stebbins, 
1982; Stebbins et aI., 1983c). 

This effect probably contributes to the ·observed 
trend toward higher entropies of fusion in high­
field-strength cation liquids within a group of the 
same stoichiometry (Table 1 and Stebbins et aI., 
1983b). Materials with higher ratios of network­
modifying to network-forming cations also have 
higher entropies of fusion, as is expected from their 
lower state of polymerization. 

A new, high precision, very high temperature 
(2400°C) drop calorimeter has been designed by Leif 
Hansen and Bruce Dudak of the Engineering and 
Technical Services Division, and is currently under 
construction. The instrument incorporates a number 
of new design features that should provide an accu­
racy at least an order of magnitude better than that 
obtainable with existing devices. This will allow us 
to extend our measurements to the very refractory 
materials (such as Mg2Si04) that make up most of 
the earth's mantle and to determine in detail the 
melting properties of many other components of 
natural and synthetic systems. 

NEW PROJECTS 

A study of the thermodynamics of the a-fj transi­
tions . in leucite (KAISi20 6) and iron leucite 
(KFeS120 6) has been begun in order to quantify the 
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Table 1. Entropies of fusion of silicates at their 
melting points. 

Tf IlSf Tf 
(K) UK-Ig atom-I) 

Fe2SiO/ 1490mb 8.56±0.11 

Mn2Si04 1620 7.91 ±0.05 

MgSi03
a 1840m 8.4 

CaMgSi20 6
a 1665 (7.14)±0.15 

CaSi03 1817 6.3±0.3 

Li2Si03
a 1474 8.3±0.2 

Na2Si03 1361 6.39±0.12 

Li2Si2OS 1306 5.2±0.4 

Na2Si2OS 1147 4.3±0.4 

K2Si2OS 1309 2.7 ±0.4 

CaAl2Si20 g a 1830 5.70±.0.15 

NaAISi04
a 1750m 4.00±0.2 

NaAISi30 g
a 1373 3.52±0.12 

KAISi30 g
a 1473m 3.02±0.15 

Si02 1999 1.49±0.15 

KMg3AISi3OlOF2 1670 9.24±0.05 

CaTiSiOS 1670 9.27±0.05 

aResults based on measurements made by the Earth 
Science Division Geochemistry group. 

bm indicates a metastable melting point. 

effects of substituting Fe3+ for A13+ in minerals. 
Measurements of heat capacity and enthalpy by dif­
ferential scanning calorimetry indicate that varia­
tions in stoichiometry and perhaps in ordering state 
affect both the temperature and the magnitude of the 
transitions. 

In collaboration with Professor F.e. Bishop (on 
leave from Northwestern University), we have been 
measuring sulfur solubility in silicate liquids (Steb­
bins et at, 1983a); results obtained so far indicate 
that ~i~-field-strength cation liquids have lower S03 
solublhtles than low-field-strength liquids, as would 
be expected if the gas reacts with nonbridging oxy­
gens to form sulfate species in the melt. Interest­
ingly, data from the literature indicate that, as for 
H20, the activity of S03 in the liquid is proportional 
to the SQuare of its mole fraction. 
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THERMODYNAMICS OF THE 
SYSTEM NaCI-H20 TO 823 K 
WITH ESTIMATES TO 3900 K 

K.S. Pitzer, Yi-gui Li, J.e. Peiper, R. Phuteia, and 
J.M. Simonson 

In view of the dominance of NaCl in most 
natural brines, a thorough and precise knowledge of 
the properties of the system NaCI-H70 is extremely 
important. It is also desirable that thIS knowledge be 
represented in a form that is most useful for systems 
containing other components. With the completion 
of a very comprehensive and accurate treatment to 
573 K and of exploratory investigations of the region 
above 573 K, it seems appropriate to review the 
status of knowledge for NaCl-H20. This will be dis­
cussed in terms of three ranges of temperature: 
273-573 K, 423-823 K, and 823-3900 K. 

In the range to 573 K, there is now a comprehen­
sive array of accurate experimental measurements of 
the volume, the vapor pressure or activity of H20, 
and the enthalpy. These data provide the basis for a 
model with the same degree of detail and precision 
as is used for properties near room temperature. 
This is the ion-interaction or virial-series model, 

169 

ultrasonic velocity and attenuation of silicate 
melts. Geological Society of America, Abstracts 
with Programs, v. 14, p. 600. 

Stebbins, J.F., and Carmichael, I.S.E, 1983. Entro­
pies of fusion, heat capacities, and melt struc­
ture: The alkali and alkaline earth silicates. 
Geological Society of America, Abstracts with 
Programs, v. 15, p. 695. 

Stebbins, J.F., Bishop, F.e., and Carmichael, I.S.E., 
1983a. Solubility of sulfur in silicate liquids at 
high J 0,. EOS, Transactions, American Geophy­
sical Union, v. 64, p. 874. 

Stebbins, J.F., Carmichael, I.S.E., and Weill, D.F., 
1983b. The high temperature liquid and glass 
heat contents and the heats of fusion of diop­
side, albite, sanidine, and nepheline. American 
Mineralogist, v. 68, p. 717-730. 

Stebbins, J.F., Carmichael, I.S£, and Moret, L.K. 
Heat capacities and entropies of silicate liquids 
and glasses, 1983c. Contributions to Mineralogy 
and Petrology, in press. 

which includes a Debye-Hiickel term that is immedi­
ately applicable to mixed brines of unlimited com­
plexity. The composition dependence is accurately 
described by the second and third virial coefficients, 
each of which is pressure and temperature depen­
dent. 

The volumetric properties, which give the pres­
sure dependence of other thermodynamic quantities, 
were treated earlier (Rogers and Pitzer, 1982) for the 
range to 573 K. The activity of water in this range 
was carefully measured by Liu and Lindsay (1972). 
Enthalpy and other thermal data include the very 
accurate heat of dilution measurements of Busey et 
ai. (1984), as well as several sets of measurements of 
Wood and Associates (including Smith-Magowan 
and Wood, 1981; and White and Wood, 1982). 
These measurements, made at various pressures, 
were converted to a single pressure for fitting of the 
temperature dependence. The result is a comprehen­
sive equation of state for all thermodynamic proper­
ties of NaCI-H40 to 573 K and 1 kbar (Pitzer et aI., 
1984). In additIOn to extensive tables, equations are 
provided for the engineering properties of specific 
volume, entropy, and enthalpy as well as for the 
chemically interesting activity and osmotic 
coefficients and the thermal properties per mole of 
NaCl. The uncertainties increase somewhat with 
increase in temperature. For example, with In 'Y ±' 



the estimated uncertainty at 1 mol/kg and 300 K is 
0.002 at low pressure and 0.006 at 1 kbar. These 
values increase slowly to 0.005 and 0.013 at 473 K 
and then more rapidly to 0.015 and 0.05 at 573 K. 
In addition, the Na+,Cl- virial coefficients are given 
for use in calculations for brines with other com­
ponents. Recent research of Holmes and Mesmer 
(1983a,b), as well as that of Rogers and Pitzer (1981), 
provides parameters for several other components of 
geochemical interest at elevated temperatures. 

Above 573 K, the experimental data are both 
less accurate and less complete; hence a simpler 
modeling equation is appropriate. It is found that an 
equation developed for aqueous systems continuous 
to a fused salt (Pitzer, 1980, 1981) is successful for 
NaCl-H20 from 373 K to 823 K, which is the upper 
limit of data covering a wide range of composition. 
At the highest temperature, there are vapor pressure 
and density measurements, primarily by Urusova 
(1974, 1975). In this connection it was necessary to 
develop a new equation for the dielectric constant of 
water at very high temperature and pressure. An 
equation was obtained (Pitzer, 1983) with a sound 
theoretical form such that extrapolation above the 
range of experimental dielectric data should be as 
reliable as possible. The vapor pressure data were 
fitted within an uncertainty of about 3%, which 
implies a similar uncertainty for the activity coeffi­
cient of either component for the range 0-1 kbar and 
373-823 K. Figure 1 compares the experimental and 
calculated activity coefficients at 723 and 823 K. 
The papers reporting this research (Pitzer and Li, 

c: 

0.6 

Figure 1. Comparison of calculated curves for the 
activity coefficient of water with measured values. [XBL 
841-320] 
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1983, 1984) include calculations by temperature 
difference of the heat of dilution that agree reason­
ably with the measurements of Busey et al. (1984) at 
673 K. The equation applies up to saturation with 
solid NaCl, which is at about 70 mass % at 823 K. 

In the range above 823 K, the critical pressure 
and composition are known (Sourirajan and Ken­
nedy, 1962) to 973 K for aqueous sodium chloride. 
Kirshenbaum et al. (1962) made measurements on 
pure NaCI and estimated critical properties by extra­
polation. Recent theoretical advances and spectros­
copic measurements allow a considerably improved 
extrapolation (Pitzer, 1984) yielding Tc = 3900 K, Vc 
= 530 cm3, Pc = 258 bars for pure NaCl. These 
values are, of course, subject to considerable uncer­
tainty. It was found that a very simple model based 
oil the properties of pure NaCl was useful for the 
aqueous system. Specifically, it is assumed that the 
interionic forces are attenuated by the dielectric 
constant of pure steam at the temperature and pres­
sure of interest. This model fits quite well the 
known critical properties from 723 to 973 K. In par­
ticular, the calculated critical volume at 823 K is 490 
cm3/mol, which is fortuitously close to the observed 
480 cm3/mol of NaCI (Urusova, 1975). The model 
then gives a preliminary estimate for the critical 
curve for NaCl-H20 from 973 to 3900 K, as shown 
in Fig. 2. This model is being tested with respect to 
other properties such as the solubility of solid NaCl. 
Modifications or refinements may be required to 
yield a comprehensive theory for the region above 
823 K. 

3000~~--------~-------.------~ 

Figure 2. The critical curve for aqueous NaCl. [XBL 
8310-6548] 
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HYDROTHERMAL ALTERATION 
OF HOST ROCKS NEAR BURIED 
HIGH-LEVEL RADIOACTIVE 
WASTE 

l.A. Apps 

During fiscal 1983, a project was initiated at the 
request of the Nuclear Regulatory Commission to 
study the alteration of basalt under hydrothermal 
conditions, with the goal of resolving questions per­
taining to radionuclide containment in the thermally 
affected region surrounding a stored waste canister. 
Progress during 1983 included planning and prelim­
inary research for a series of experiments designed to 
meet this goal. Objectives of the experiments are to 
determine 

1. How fast and in what way the host rock will 
alter between pre-storage temperatures and 350°C. 
Research will include identification of secondary 
mineral assemblages and the mechanisms leading to 
their formation. 

2. How alteration will affect porosity and per­
meability of the host rock. 

3. The chemical composition, pH, and oxidation 
state of the coexisting fluid phase. 

. These objectives should support the develop­
ment of mathematical models simulating alteration 
in the near field, where the duration and spatial 
dimensions of a repository greatly exceed those 
attainable in the laboratory. 

I will briefly summarize the findings of the litera­
ture review conducted to date on basalt alteration 
and discuss the implications they have on the design 
of the experiments planned to meet the experimental 
objectives. 

When a basalt is exposed to water at elevated 
temperature in the field, any mesostasis glass, if 
present, and microcrystalline phases in. the mesos­
tasis are initially altered to smectite. Primary 
mineral phenocrysts-i.e., olivine, pyroxene, and 
plagioclase-are more slowly attacked. In their place 
are formed secondary minerals whose makeup is 
dependent both on the temperature and duration of 
exposure to hydrothermal conditions. Smectites and 
chlorite are dominant, but zeolites, feldspars, silica, 
calc-aluminosilicates, calcite, iron oxides, and iron 
sulfides are frequently observed. 

A comparison of the secondary mineral assem­
blages in basalts in Iceland and elsewhere with those 
observed from laboratory experiments shows that 
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only smectite, illite, anhydrite, iron oxides, silica, 
and analcime form sufficiently rapidly in the labora­
tory below 300°C to be identified by conventional 
diagnostic methods. Theoretical calculations of 
mineral stabilities in coexisting geothermal ground­
waters (Palmason et aI., 1979; Gunnlaugsson and 
Arnorsson, 1982; Arnorsson et aI., 1983) indicate 
that many of the observed· minerals have more 
extensive stability fields than suggested by field 
occurrences or that they are metastable. I conclude 
that alteration mineral assemblages surrounding a 
waste repository can be predicted on the basis of 
available field and laboratory evidence but that 
quantification of mineral growth rates as a function 
of temperature will be needed for precise estimates. 

The bulk chemical composition of the rock and 
the secondary mineralogy can be affected by the 
introduction or loss of chemical components from 
the system by groundwater transport. However, the 
total volume of fluid passing through the rock has to 
be very large, i.e., greater than 50-100 times the rock 
mass in the case of sea water (Mottl and Seyfried, 
1980) before the secondary mineralogy is signifi­
cantly affected. In a repository in basalt, the 
water/rock ratio is unlikely to exceed 10, and the 
concentrations of constituents dissolved in the water 
will normally be. low. The impact of groundwater­
transported components on the secondary mineral 
assemblages surrounding a repository may therefore 
be neglected in most situations. For laboratory 
experiments, the water/rock ratio is not critical and 
can range from 0 to 20. 

In designing a repository, we also need to know 
how fast alteration will proceed during the thermal 
period following repository closure. This necessitates 
identification and quantification of basalt alteration 
rates. ·Basalt alters through 

1. Hydration and devitrification . of the glass 
meso stasis through solid-state diffusion. 

2. Surface dissolution. 
3. Aqueous diffusion of reactants and products 

through pores. 
4. Surface diffusion of reactants and products 

along intergranular boundaries. 
5. Precipitation of secondary minerals. 

I have reviewed these processes and summarized 
some of my findings in a topical report for the 
Nuclear Regulatory Commission (Apps, 1984). 
From the limited data available,. it appears that 
basalt glass hydrates similarly to obsidian at tem­
peratures above 200°C with a similar activation 
energy but with a solid-state diffusion coefficient 3 
times faster. Below 200°C, however, alteration 



appears to be accelerated by some as-yet-unidentified 
mechanism in relation to rates predicted by extrapo­
lation from higher temperatures. Surface dissolution 
rates of basalts and basaltic glasses follow zero-order 
kinetics and are similar to those for the dissolution 
of silicate minerals (Wood and Walther, 1983), but 
they are about four orders of magnitude slower than 
for rhyolitic glasses. Further experiments will be 
required to explain this significant difference. 

I have found little information that would help 
establish the rate of surface or intergranular diffusion 
of reactants or products through basalt, nor can I 
find sufficient information to predict surface precipi­
tation reactions controlling the growth of secondary 
minerals. Further study of relevant precipitation 
reactions is certainly required. 

Nothing appears to be known about how rock 
alteration affects the permeability and porosity of 
basalt. Measurements of basalt permeability and 
porosity have been reported in the literature and are 
summarized by Hume and Desai (1982), but these 
are inadequate for the purpose of predicting reposi­
tory behavior during hydrothermal alteration. 
Clearly, further study is required by reference to field 
material and through laboratory experiments. 

We are in a much better position regarding the 
prediction of groundwater pH, oxidation state, and 
composition. Arnorsson et al. (1983) show that Ice­
landic geothermal waters display smooth trends of 
the variation of chemical potentials of ... all major 
rock-forming components with temperature and that 
the only parameters required to define the composi­
tion of the groundwater are ionic strength and tem­
perature. Gunnlaugsson and Arnorsson (1982) also 
noted that all Icelandic geothermal waters contain 
sulfide species in equilibrium with sulfate ion and 
with either pyrite, pyrrhotite, or marcasite. The Eh 
of the system appears to be controlled by equili­
brium between these species, and therefore the Eh 
can also be uniquely determined as a function of 
temperature and ionic strength. 

The chemical composition of the water in Ice­
landic basalts is largely controlled by the rock, and 
the system behavior is said to be "rock dominated." 
Similar conditions are expected in a waste repository 
and in laboratory experiments where the water/rock 
ratio is less than 50. 

Experiments to measure conditions anticipated 
in a repository environment must be quantified and 
reconciled with published findings of field and 
laboratory observations. This can be done only if 
the host rock petrofabric is retained and alteration 
processes can be monitored as a function of time and 
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temperature. Traditional leaching experiments with 
pulverized rock will not yield the information 
needed. Specially sized rock wafers whose surface 
area, porosity, and permeability are known should be 
leached with water at temperatures ranging from 150 
to 350°C for periods up to 3 months while monitor­
ing the coexisting solution compositions. Pre- and 
post-experiment mineralogical examinations and 
water surface area, porosity, and permeability deter­
minations will contribute to the elucidation and 
quantification of rock alteration rates. 

Further details outlining the planned experi­
ments are given in Apps (1984). 
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GEOCHEMISTRY RESEARCH 
PLANNING FOR 
UNDERGROUND 
REPOSITORIES 

I.A. Apps 

In 1980 the Nuclear Regulatory Commission 
(NRC) asked for a plan for research on unresolved 
geochemical problems pertaining to underground iso­
lation of high-level radioactive waste. The plan was 
to identify projects that could resolve present uncer­
tainties and contribute to an acceptable technology 
for waste disposal. 

The response to this request is given in two 
reports (Apps et aI., 1982; Apps, 1984). The 
approach adopted is summarized as a flow chart in 
Fig. 1. In this article, I discuss the component steps 
taken and give some findings resulting from their 
execution. 

The objectives used to guide planning were those 
of the Interagency Review Group on Nuclear Waste 
Management (1979), who defined the objectives for 

PROGRAMMATIC OBJECTIVES 

+ 
TECHNICAL OBJECnVES 

~ 

APPROACH TO RESEARCH 
DEPARTMENT AND 
IMPLEMENTATION 

+ 
WASTE REPOSITORY 

AS A BARRIER SYSTEM , 
DEVELOPMENT OF A 

RESEARCH PLAN 

A. Definition of Problems 

· Review current status of knowledge 

· Define unresolved issues and critical ques~ons 

B. Research Planning 

· Address critical questions and recommend further research 

· Identify research projects and clarify by major topics 

· E~mate level of effort required and duraUon of projects 

· Compare proposed research with that in progress 

· Work out schedule 

· Investigate options 

+ 
UNCERTAINnES . Due to omissions of the plan . Arising from implementation 

Figure 1. Approach to geochemistry research planning 
for the underground storage of high-level nuclear waste. 
[XBL 843-9733] 
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disposal of nuclear waste from military and civilian 
activities. Research and development needs for an 
underground repository are much more elaborate 
than for conventional engineering design and con­
struction. Radionuclides must be contained for 
many thousands of years. Yet laboratory and field 
testing to verify containment can, at most, extend 
only for a few years' before answers are found and a 
decision made to start repository construction. To 
overcome this problem, predictive models of reposi­
tory performance are needed that can reconcile 
short-term experiments with analogous natural 
processes that have operated for periods correspond­
ing to required containment times. A logic diagram 
that incorporates this approach is laid out in Fig. 2. 

A repository is a system of engineered and 
natural barriers to radionuclide migration. The 
engineered barriers should be made of materials 
similar to those that persist naturally. Otherwise, 
there would be no means of reconciling their 
predicted performance with known natural processes. 

The engineered barriers include the waste form, 
container, overpack, and backfill. These in turn are 
surrounded by near- and far-field host rocks, the 
natural barriers to radio nuclide migration. The repo­
sitory host rock will be selected from one or more of 
the following rock types: salt (either dome or bed­
ded), basalt, tuff, and possibly granite. The choice 
will affect the selection and design of the engineered 
barriers. 'Lhe barriers, each designed to fulfill one or 
more discrete functions, constitute the "system" or 
framework for planning a logical sequence of 
research activities. 

The systems approach to the geologic repository 
was used to correlate the materials and barrier 
parameters with critical geochemical questions or 
issues concerning their functions. The issues were 
also correlated with present sections from the techni­
cal rules given in 10 CFR Part 60 (NRC, 1981). 
Tasks for clarifying the issues were initiated through 
review of the current status of knowledge pertaining 
to those issues. Each issue was then examined and 
evaluated by means of preliminary heuristic calcula­
tions and by modeling when time and resources per­
mitted. This approach differed from that used in 
earlier reviews in that it was designed to resolve or 
at least clarify the issue rather than merely determine 
the current status of research progress relating to it. 
Exhaustive literature reviews were de-emphasized in 
favor of identifying the principal hindrances to solu­
tion of the issues. Even though most issues could 
not be resolved with the resources available, conclu­
sions were reached and recommendations made for 
further research. 
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Figure 2. Logic chart for developing predictions of radioactive waste containment by an underground 
repository. [XBL 822" 1871] 

The issues were divided into three categories: 

1. Bounding geochemical conditions and 
radionuclide compositions expected to spend reactor 
fuel and high-level waste at various times after 1000 
years. The purpose was to set limits on the scope of 
subsequent evaluations by restricting conditions or 
radionuclides to those relevant to waste repository 
containment. Among the conditions discussed were 
pressure, temperature, host rock mineralogy, ground­
water composition, and hot rock physical parameters 
such as porosity, permeability, and effective surface 
area. All potentially toxic radio nuclides were con­
sidered. 

2. Problems relating to radionuclide migration. 
Problems relating to the transport of radionuclides 
through repository barriers fall into three sub­
categories: the forms in which radionuclides are 
transported, retardation mechanisms, and transport 
models incorporating chemical reactions. 

3. Specific problems relating to barriers. These 
include backfill physical properties that affect 
radionuclide migration, radionuclide transport 
through backfill (with and without sorption), critical­
ity potential, the effect of waste emplacement on the 
near-field environment, and groundwater dating in 
the far field. 
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The selection of tasks for evaluating each· issue 
resulted in a series of prioritized recommendations 
that led to the specification of 62 research proposals 
covering a wide range of theoretical, laboratory, and 
field studies. The proposed research was classified 
into seven scientific or technical areas: (1) bounding 
conditions, (2) transported radionuclide forms, (3) 
radionuclide transport mechanisms, (4) retardation 
mechanisms, (5) physical/chemical properties of bar­
riers, (6) chemical transport algorithms, and (7) field 
evaluation. This classification reflects the logic given 
in Fig. 2 but is now specified in terms of research 
projects. 

The review of issues, listing of recommenda­
tions, and descriptions of proposed research projects 
are given in Apps et al. (1982). Research planning is 
outlined in Apps (1984), where the projects described 
in Apps et al. (1982) are used to develop a research 
plan. This requires an estimation of the required 
level of effort and duration of each project. In addi­
tion, the linking of projects is needed-i.e., certain 
projects must be done sequentially because output 
from one or more projects may be required as input 
for another. On the basi~ of this additional input, 
16-year program schedule was produced using 
CPMG, a computer code to facilitate the planning 



and organization of complex projects. CPMG also 
graphs manpower distribution during the course of a 
project. In addition to the 16-year schedule, an alter­
native "minimum effort" schedule and manpower. 
distribution was also computed in which intermedi­
ate research results lead to the elimination of some 
projects. 

Schedule; and manpower charts are valuable 
because they identify projects on the critical path 
and uneven distributions of manpower in the pro­
gram, and they highlight the uncertainties that 
remain and pinpoint the options for overcoming 
them. Projects on the critical path are given in 
Table I. 

The plan also brings into focus the relationship 
between risk of repository malfunction and the 
research costs affecting that risk. For example, the 
repository size might possibly be decreased if the 
maximum temperature tolerated in the repository 
could be raised by IOO°e. Estimates of the addi­
tional research required to allow the design of a 
repository with the same integrity can be made, and 
the additional cost and expected delay in repository 
commissioning can also be estimated. Some options 

could have large payoffs in relation to the research 
funds expended. 

Support presently provided by the DOE is insuf­
ficient to resolve many of the issues raised. This 
does not mean that an underground repository can­
not be built; rather, greater uncertainty will attend its 
functioning as designed. Whether this uncertainty 
will prove acceptable to the public at large will be 
learned within the coming decade. 
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Table I. Projects on the critical path to the geochemistry program. 

Description 

Groundwater composition in the backfill and near 
field to 300°C 

Complexes of actinides in groundwater to 175°C 

Radioelement adsorption on backfill and host rocks 
to 175°C 

Sorption of radioelements on specific minerals 

Incorporating radionuclide adsorption to 175°C on 
appropriate mineral surfaces in a chemical solution 
algorithm' 

Development of transport algorithm incorporating a 
relistic description of the barrier medium 

Laboratory verification of transport models 

Field verification of transport models 

Interpretation of field data 
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Duration 
(years) 

3 

3 

3 

2 

3 

16 



Interagency Review Group of Nuclear Waste 
Management, 1979. Report to the President by 
the Interagency Review Group on Nuclear 
Waste Management, TID-29442, p. 140. 

EFFECT OF A SECOND-ORDER 
RATE OF INTERPHASE MASS 
TRANSFER ON 
ADVECTIVE/DISPERSIVE 
SOLUTE TRANSPORT IN 
POROUS MEDIA 

J.S. Remer and c.L. Carnahan 

The computer program NONEQ is being used to 
extend our earlier theoretical studies of sorption dur­
ing advective/dispersive solute transport in a three­
dimensional, infinite porous medium. Previously, 
we derived analytical solutions to the problem of 
solute transport for two different types of sorptive 
behavior: equilibrium between the solute concentra­
tion in the fluid and solid phases and mass transfer 
between the fluid and solid phases governed by a 
reversible, first-order rate of interphase mass transfer 
(Carnahan and Remer, 1981). NONEQ numerically 
solves the solute transport problem when the sorp­
tion is governed by a reversible, second-order rate 
law. The second-order rate law accounts for a finite 
sorptive capacity of the solid phase. The first-order 
rate law is an approximation made by assuming that 
the surficial concentration of the sorbed phase is 
very small relative to thesorptive capacity. The 
second-order rate law is regarded as more physically 
realistic than the first-order rate law, but the result­
ing system of equations is more difficult to solve. 

We completed development of NONEQ early in 
fiscal 1983, having presented preliminary results 
from our work with the code at the 1982 Fall Meet­
ing of the American Geophysical Union (Remer and 
Carnahan, 1982). During the remainder of the fiscal 
year, we ran many numerical simulations with 
NONEQ to determine under what conditions the 
concentration distributions predicted by the second­
order rate ·law will differ significantly from those 
predicted by the first-order rate law. 
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u.s. Nuclear Regulatory Commission, 1981. Dispo­
sal of high-level radioactive wastes in geologic 
repositories. Federal Register, v. 46, 37 and 
130, p. 1397-13987 and 35280-35296. 

EQUATIONS OF TRANSPORT AND 
INTERPHASE MASS TRANSFER 

To simplify the transport equation, we have 
made the following assumptions: The medium is iso­
tropic and homogeneous, the principal axes of the 
dispersion tensor are parallel to those of a Cartesian 
coordinate system, and the fluid velocity is steady 
and uniform in the direction of the z axis. After 
changing to cylindrical coordinates, the governing 
transport equation may be written 

a2c ac [ 1 -E E) S + DL - - v-.- - "AC -
az2 az 

(1) 

where C is the concentration in the fluid phase, S is 
the rate of interphase mass transfer, r is the radial 
distance, z is the longitudinal distance, t is the time, 
v is the average, steady fluid velocity in the z direc­
tion, D L is the coefficient of longitudinal dispersion, 
DT is the coefficient of transverse dispersion, E is the 
porosity, and "A is the radioactive decay constant of 
the solute. The governing equation for the solid 
phase concentration, Q, is 

aQ = -"AQ + S. 
at (2) 

The rate of interphase mass transfer expresses 
the rate at which the solute moves from the fluid to 
the solid phase. The rate law for Langmuir adsorp­
tion assumes a finite sorptive capacity: 

where kt' is the forward rate constant, k2' is the 
backward rate constant, and Qs is the sorptive capa­
city of the solid phase. If we assume that the sorp-



tive capacity of the solid phase is very large com­
pared to the solid concentration, then (3) may be 
reduced to a first-order rate law: 

(4) 

which is the expression for S used to obtain the 
analytical solutions described in the preceding sec­
tion. 

As initial condition and two boundary condi­
tions complete the problem formulation. Initially, 
the fluid and solid phase concentrations are zero: 

C(r,z,O) = 0, Q(r,z,O) = O. (5) 

At infinity, the solute in both phases is zero: 

lim C(r,z,t) = 0, lim Q(r,z,t) = O. (6) 
r ,z -.00 r ,Z-.oo 

The second boundary condition is a statement of 
conservation of mass, M(t), in the system: 

+00 +00 

211" J I [eC(r,z,t) 
-in! 0 

+ (1 - e)Q(r,z,t)]r dr dz = M(t). 

(7) 

The mechanism for introducing mass into the 
system is a point source located at the origin of the 
coordinate system. Three types of mass release have 
been incorporated into NONEQ; an instantaneous 
release of rno moles; a continuous release of rn; 
exp( - At) moles per unit time, where rno ' is the ini­
tial rate of release and A is the decay constant; and a 
continuous rate of release equal to rno' exp( - At) 
moles per unit time, which ceases at time tf . 

METHOD OF SOLUTION 

Before solving the governing equation for C 
numerically, the equation is transformed using a 
coordinate transformation that maps the infinite 
problem space onto a finite space. This is done to 
avoid approximating the boundary condition at 
infinity by a boundary condition at a finite distance 
from the origin. Transforming the partial differential 
equation introduces variable coefficients into the 
finite-difference equation, but because the new coef­
ficients depend only on the space variables, they 
have to be calculated only once. 
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Several numerical techniques have been com­
bined to solve the system of Eqs. (1), (2) and (3). 
The alternating-direction-implicit method has been 
used to solve (1) for C. This method was chosen 
because it is consistent and unconditionally stable; in 
addition, it yields a tridiagonal system of equations 
that computationally is easy to solve (Douglas, 1961; 
Douglas and Gunn, 1964). A simpler finite­
difference scheme is used to solve (2) for Q. 

Because of the nonlinear term CQ in (3), a half­
time step projection method followed by an iteration 
scheme must be used to calculate S (von Rosenberg, 
1969). At the beginning of the time step, S at the 
half-time step is approximated by a truncated Taylor 
series that involves time derivatives of C and Q at 
the previous time step. The time derivatives of C 
and .Q in the expression for S are replaced by finite­
difference approximations. This procedure gives an 
initial estimate for S at the half-time step, which is 
used in the finite-difference equations for C and Q. 
After C and Q have been calculated at the end of the 
time step, the value of S at the end of the time step 
is calculated from the rate law expression, (3). 
Thereafter, the average of the value of S at the previ­
ous time step and its new value at the end of the 
current time step is used to estimate S at the half­
time step for the next iteration. The iterative pro­
cess continues until the difference between the old 
and new estimates of S is less than a specified toler­
ance. 

The equation of mass conservation, (7), has been 
approximated by an integration formula that com­
bines three methods of numerical integration. A 
five-point integration formula is used in a small 
region surrounding the origin, the trapezoidal rule is 
used at the outer boundary, and Simpson's formula 
is used in the intermediate region (Abramowitz and 
Stegun, 1965; Dahlquist and Bj6rck, 1974). The 
final form of the equation is a weighted sum. In the 
case of an instantaneous release of mass, this form is 
used to check the agreement between the computed 
and actual mass in the system at the end of each 
time step. If the release of mass is continuous, the 
approximation replaces the finite-difference equation 
for C at the origin. 

RESULTS 

The difference between the second-order and 
first-order rate laws, (3) and (4), is the term k\'CQ. 
Therefore, it is not surprising that the concentration 
distributions that result from using the second-order 
rate law differ significantly from those of the first­
order rate law when a large value of the forward rate 



constant is used. For small values of k l ', the fluid 
phase concentrations for the two rate laws are barely 
distinguishable at early times. At later times, over a 
range of values of k2' and Qs' the relative difference 
between the fluid phase concentrations for the first­
order and second-order rate laws differ by a few per­
cent. For large values of k {, the fluid phase concen­
trations for the two rate laws differ significantly, in 
terms of both magnitude and shape of profile. 

Having determined a lower limit on the value of 
k { that would show a difference in the fluid phase 
concentrations predicted by the first-order and 
second-order rate laws, we investigated the effects of 
varying k2' and Qs. The difference between the fluid 
phase concentrations for the two rate laws increases 
with time for small values of Qx and decreases in 
time for large values. Initially, however, there is a 
larger relative difference between the fluid phase con­
centrations for the first-order and second-order rate 
laws for large values of Qs. The profile of the fluid 
phase concentration 'for the second-order rate law 
everywhere exceeds that for the first-order rate law 
for small values of Qs. Initially, that is also the case 
for large values of Qs' but at later times the profile 
for the first-order rate law exceeds that for the 
second-order rate law near the origin. 

Varying k2' has a larger effect on the fluid phase 
concentration for the first-order rate law than on that 
for the second-order rate law over the range of 
values investigated. At early times, the profiles for 
the first-order rate law differ in magnitude and in 
shape. The profile for a relatively small value of k2' 
peaks near the origin, whereas the profile for a larger 
value of k2' steadily decreases with distance away 
from the origin. At the same early time, the fluid 
phase concentrations nearly coincide for the second­
order rate law over the range of values of k 2' con­
sidered. At later times and in a region near the ori­
gin, the profile for the second-order rate law with a 
large value of k2' exceeds the profile for a small 
value of k2' by a difference that increases with time; 
the same statement also applies to the profiles for the 
first-order rate law atlater times. 

The solid phase concentrations for the first-order 
and second-order rate law always differ by many ord­
·ers of magnitude near the origin, regardless of the 
value of k { The reason for this is that using a first­
order rate . law is equivalent to assuming an infinite 
sorptive capacity. In the case of an instantaneous 
release of mass, the analytical solution for the solid 
phase concentration derived from the first-order rate 
law is actually infinite at the origin (Carnahan and 
Remer, 1981). 
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If the amount of mass released into the system is 
sufficient to cause saturation of the solid phase, the 
solute concentration in the· solid phase for the 
second-order rate law is approximately equal to Qs at 
the origin. Near its leading edge, the solid phase 
concentration profile for the second-order rate law 
coincides with or exceeds by a few percent the profile 
for the first-order rate law. 

CONCLUSION 

Our motivation for developing the computer 
code NONEQ has been to compare solute distribu­
tions (during advective/dispersive transport) result­
ing from first~order and second-order rates of inter­
phase mass transfer. If a first-order rate law is 
assumed, then the resulting system of equations can 
be solved analytically. The second-order rate law, 
however, includes a nonlinear term, the product of 
the fluid and solid phase concentrations. The system 
of equations is no longer amenable to analytical solu­
tion; NONEQ solves the system numerically. 

We are particularly interested in the concentra­
tion of solute in the fluid phase. Our work with 
NONEQ this year has shown us that for small values 
of the forward rate constant, the same fluid phase 
concentration results whether a first-order or 
second-order rate law is used. If the forward rate 
constant is large enough, the profile of the fluid 
phase concentration for the first-order rate law 
differs significantly in magnitude and shape from the 
profile for the second-order rate law. The backward 
rate constant and the sorptive capacity in the 
second-order rate law also affect the differences 10 

magnitude and shape between the profiles. 
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THE GALENA/DICHROMATE 
SOLUTION INTERACTION AND 
THE NATURE OF THE 
RESULTING CHROMIUM(III) 
SPECIES: AN IMPORTANT 
REACTION SYSTEM IN THE 
FROTH FLOTATION 
PROCESSING OF GALENA 

D.L. Perry and L. Tsao 

The reaction of aqueous sodium dichromate, 
Na2Cr20 7, with galena (PbS) is one of the most com­
monly observed reactions in the froth flotation 
separation of galena from other metal sulfide ores, 
the sodium dichromate acting as a modifier in the 
process. Surface studies (Clifford et aI., 1975; 
Nefedov et aI., 1980) have shown that the resulting 
chemical species on the galena include both the 
chromium(VI) species and the reduced chro­
mium(III) species. While the x-ray photoelectron 
data regarding the chromium(VI) species in these 
studies were consistent with PbCr04, the assignment 
of the chromium(III) species was not so unequivocal. 
One team of researchers (Clifford et aI., 1975) sug­
gested that the Cr(lll) probably was some type of 
oxidation product formed on the surface; another 
team of investigators (Nefedov et aI., 1980) specu­
lated that it was PbCr20 4 (a combination of 
Pb(OH)2 and Cr20 3) on the basis of binding energy 
data alone. This laboratory has reinvestigated this 
reaction system, making detailed studies of the x-ray 
photoelectron spectra (XPS) of the reacted galena 
surfaces and comparing them with those of model 
chromium(III) compounds. 

The galena samples were reacted with aqueous 
Na2Cr20 7 solutions in a manner almost identical to 
methods previously used (Clifford et aI., 1975; 
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Nefedov et aI., 1980) .. Instead of using an aqueous 
solution of S02 (H2S03, or sulfurous acid) to 
remove any oxidation products on the surfaces of the 
galena samples, boiling water was used. The result­
ing samples yielded spectra that show only the sul­
fide species; no traces of oxidation products such as 
sulfur or sulfate can be detected. Variations in the 
ratio of PbS:Cr20l- in the reaction solution yielded 
spectra that are virtually identical; this is in agree­
ment with results previously reported. 

RESULTS AND DISCUSSION 

Figure 1 shows the chromium 2P3/2 1/2 spin-orbit 
doublet spectrum of the reacted galena: Each of the 
two photoelectron lines consists of obvious doublets, 
one line in each doublet representing chromium(III) 
and the other line representing chromium(VI). Bind­
ing energies and spin-orbit splittings (Table 1) for the 

I Cd III) 

I 

: Cr(VI) 
I 

600 592 584 576 
Binding energy (eV) 

Figure 1. The chromium 2P3/2\f2 photoelectron spectrum 
of galena that has been reacted wIth an aqueous solution of 
NaFr20 7 using the reaction conditions given in Clifford 
et al. (1975) and Nefedov et al. (1980). [XBL 839-2218] 



Table 1. X-ray photoelectron 'data for the galena/Crp/- reaction and related Cr(lll) compounds.a,b 

Sample Cr 2P3/2 Cr 2P1/2 ° Is C Is" Cr (2Pl/2 - 2P3/2) Cr 3s splitting Cr 2P1/2 satellited 

Galena/Cr p/- 577.0-Cr(III) 

578.8-Cr(VI) 

586.4-Cr(III) 

588.4-Cr(VI) 

530.9 288.0 9.4 4.1 - 4.3 10.3 

9.6 

Cr20 3 576.3 586,1 529.9 9.8 4.3 10.3 

Cr(OH)3e 576.6 586.4 530.8 288.0 9.8 4.1 10.3 

CrlC03)3'nHpf 577.0 587.1 531.2 288.0 10.1 4.1 10.3 

aAIl values in electron volts, eV. 

bAdventitious carbon Is = 284.6 eV. 

cCarbon line attributable to the carbonate species. 

dOistance (to the high-binding-energy side) from the main 2P
1
/
2 

line. 
eAlso formulated as Cr20 3

·nH
2
0·xC0

2
• 

fAlso formulated as Cr203·nHzO·xC02• 

chromium(VI) lines are in good agreement with an 
assignment of PbCr04, as previously reported. 

The chromium(III) portion of the spectrum, 
however, represents a much more complex situation, 
since chromium(III), with its 3d3 electronic paramag­
netic configuration [as opposed to the diamagnetic 
3cP state of chromium(VI)] exhibits a broader 2p 
core line, associated "shake-up" satellite lines to the 
high-binding-energy side of the main photoelectron 
lines, and multiplet splitting of the 3s core levels by 
the 3d valence electrons (Vernon et aI., 1976). Addi­
tionally, spectral characteristics and parameters 
resulting from these effects can be altered by such 
factors as sample hydration. 

The two chromium(III) lines shown in Fig. 1 
have binding energies of 577.0 and 586.4 eV, respec­
tively, for the 2P3/2 and 2Pl/? lines. These values are 
very similar to those exhIbited by Cr(OH)3 and 
hydrated Cr iC03)3' shown in Table 1, as well as to 
those previously reported for the natural mineral 
CrOOH (Ikemoto et aI., 1976), a hydrated 
chromium(III) oxide. The spin-orbit splitting 
between the Cr 2P3/2 and 2Pl/2 lines is 9.4 eV within 
experimental error, also quite close to the splitting of 
9.8 eV exhibited by the hydroxide and carbonate 
chromium(III) models in Table 1. The seeming 
discrepancy of 0.4 e V between the two values can 
probably be attributed to the inability to locate the 
centroids of the chromium(lII) peaks exactly. While 
these splittings also compare favorably with that of 
9.7 eV, previously reported by Allen et aI. (1973) for 
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Cr 203' it is highly unlikely that any Cr 203 formed in 
an aqueous reaction medium would be anhydrous. 

If one examines the region of the spectrum on 
the high-binding-energy side of the chromium 2Pl/2 
peak, the similarities between the spectra of the 
dichromate-treated galena and the Cr(OH)3 and 
CriC03)3'nH20 compounds are even more striking. 
As a result of electronic configuration interactions 
(Vernon et aI., 1976), which are most pronounced in 
paramagnetic ions such as chromium(III), the 
"shake-up" satellites of each spectrum are identical, 
with a value of 10.3 eV to the high-binding-energy 
side of the main 2Pl/2 photoelectron line. Indeed, 
the chromium 2p spectra (and associated "shake-up" 
satellites) of the dichromate-treated galena and these 
two model compounds exhibit profiles that are virtu­
ally identical; with the exception of the small differ~ 
ences in binding energies, the spectra are superim­
posable. The profile of the chromium 2p spectrum 
of the other model compound in Table l-Cr20 3-is 
also identical to that of the dichromate-treated 
galena surface. The line width (FWHM, or full 
width at half maximum) of the chromium 2p lines 
for each of these compounds is approximately 
3.1 eV, virtually identical to that reported (3.0 eV) 
for Cr 203 (Allen et aI., 1973). The ratio of the inten­
sity of the satellite (at 10.3 eV to the high-binding" 
energy side of the Cr 2PI/2 line) to that of the main 
line is 0.18; this, too, is close to the value of 0.16 
reported for Cr20 3 (Vernon et aI., 1976), strongly 
indicating that all of the model compounds and the 



chromium(III) complex on the dichromate-treated 
galena surface are related to Cr20 3. 

The oxygen Is binding energies reported in 
Table 1 give further evidence that the chromium(III) 
species may be derived from some form of hydrated 
chromium(III) oxide such as Cr(OH)3. The binding 
energies for this photoelectron line are 530.9, 530.8, 
and 531.2 eV for dichromate-treated galena, 
Cr(OH)3' and CriC03)fnH20, respectively. This 
represents a range of only 0.4 e V for the three sam­
ples, which are in fairly close agreement with one 
another. Those three values, however, are a full volt 
higher than that for Cr20 3, further indicating that 
the chromium(III) species on the galena surface can­
not be the simple, anhydrous Cr 203. Since the 
degree of hydration of metal oxide has been shown 
by other workers (Allen et aI., 1973; Perry and Tay­
lor, 1983; Perryet aI., 1984) to strongly influence the 
oxygen Is binding energies, it is not surprising that 
the binding energy here for the ° 1 s line is this high. 
Allen et aI., (1973) have shown that hydrating 
chromium oxides can increase the binding energy to 
2 eV. This would be consistent with the present 
observations if one assumes that the chromium(III) 
species on the galena surface is some type of 
hydrated Cr20 3 or is derived from hydrated Cr20 3. 

The chromium 3s multiplet splitting (Vernon et 
aI., 1976) exhibited by the dichromate-treated galena 
is approximately 4.1 e V for all but one of the sam­
ples examined, the multiplet splitting in that sample 
being 4.3 eV. Again, this is in excellent agreement 
with the value of 4.1 e V reported in Table 1 for 
CriCO )3·nH20 and Cr(OH)3; the lower end of the 
range or values is also extremely close to the value of 
3.9 eV reported for CrOOH (Ikemoto et aI., 1976). 
A small range of 0.3 eV in the splitting values for 
different galena samples is not surprising in light of 
still other recent results from an investigation of 
hydrated iron(III) oxides; the 3s multiplet splitting 
has been shown to vary almost 2 e V because of the 
extensive hydration of the oxides (Perry and Taylor, 
1983). 

An examination of the carbon Is line reveals not 
only the adventitious carbon line at 284.6 eV but 
also a line at 288.0 eV for the dichromate-treated 
galena sample, Cr(OH)3' and CriC03)3·nH20. This 
line indicates the presence of the carbonate species, 
which undoubtedly results from the chemisorption of 
CO2 from the reaction solution and its subsequent 
reaction with the hydrated chromium oxide. This 
reaction, forming a mixed hydrated oxide/carbonate 
complex, has been documented for several other 
metal oxide (and "hydroxide") systems, including 
lead (Taylor and Perry, 1984), uranium (Perry et aI., 
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1984), and plutonium (Toth and Friedman, 1978). 
While one cannot assign the carbonate species to the 
chromium(III) exclusively, such an association is 
reasonable in light of the chemisorption of CO2 by 
all the anhydrous Cr 203 samples prepared and stu­
died in this investigation. Previous workers have 
indicated that Cr20 3 often has a coating of Cr(OH)3' 
or CrOOH, on its surface that acts as a reaction sub­
strate for CO2; moreover, Allen et a1. (1973) have 
shown the effects on the XPS spectra of aging Cr20 3 
in open air. The extreme similarities in the XPS 
spectral parameters of Cr 203 and CrOOH have also 
been compared previously (Ikemoto et aI., 1976). 
Strong evidence has been observed for the presence 
of the analogous lead(II) hydroxide/carbonate com­
plex (Taylor and Perry, 1984) on the galena surface 
on the basis of the lead core photoelectron lines. 

While not totally obvious initially, the model 
compounds Cr(OH)3 and CrlC03)3·nH20 are 
indeed very much related chemically. Cr(OH)3 
probably is not a true hydroxide but rather a 
hydrated chromium(III) oxide of the type 
O·203·nH20 (Rollinson, 1973). Similarly, 
Cr2(C03)3·nH20 cannot be considered a true car­
bonate but rather hydrated Cr 203 with a chem­
isorbed layer of CO2 (Udy, 1956). This can best be 
generally formulated as Cr20 3·nH20·.xe02, a mix­
ture of both chromium(III) oxide and carbonate. 
Both compounds are thus essentially chemical 
modifications of Cr20 3, with their exact chemical 
composition varying as a function of the degree of 
hydration and carbonation. 

On the basis of the present x-ray photoelectron 
data, the reaction between galena and an aqueous 
solution of sodium dichromate yields both 
chromium(III) and chromium(VI) species. The 
chromium(III) complex is actually hydrated 
chromium(III) oxide, Cr20fnH20, with a layer of 
chemisorbed CO2 on the surface, thus forming a 
mixed complex of the type Cr20 3·nH20·xC02. This 
product is a result of the hydration of chromium(III) 
oxide, which in turn adsorbs (and subsequently 
reacts with) CO2. There is, however, no way of 
determining the amount of carbon dioxide adsorbed 
from the air during handling. 
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THORIUM SPECIES ON BASALT 
SURFACES 

D.L. Perry and L. Tsao 

One of the most important areas of research 
used in determining the suitability of a nuclear waste 
repository site and its potential for retaining the 
waste is that of determining the chemical species 
involved in the interaction of the nuclear waste with 
the geologic material of the repository and subse­
quent interaction and migration by means of ground­
water. The various radionuclide species will exhibit 
different chemistries and solubilities; therefore, these 
radionuclides will migrate in a variety of-chemical 
forms (such as colloids). Furthermore, the solubili­
ties of the radio nuclide species will affect their con­
centrations in the groundwater and also the amounts 
of the radionuclides that will chemisorb/precipitate 
onto the surrounding geologic media. These geo­
chemical conditions must be addressed and 
evaluated if there is to be a thorough understanding 
of the effects they have on the movement of 
radionuclides in the ground. 

In a typical experiment, thorium(IV) was reacted 
with Hanford basalt at pH values of 10-12; the sur­
face of the basalt and accompanying precipitates 
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were then studied by x-ray photoelectron, infrared, 
and other techniques. Figure 1 shows a survey 
(0-1000 eV) x-ray photoelectron spectrum of tho­
rium that has been chemisorbed onto (and subse­
quently reacted with) Hanford basalt. The different 
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Figure 1. The x-ray photoelectron survey (0-1000 eV) 
spectrum of the surface of a Hanford basalt sample that 
has been exposed to an aqueous solution of 
thorium (IV). [XBL 837-2148] 



photoelectron lines· such as the Th 4f, Ca 2p, and 
Si 2p reflect both the thorium species and the 
mineralogical composition of the rock surface. Reac­
tion times longer than those used in this work (1 h) 
produced spectra identical to those resulting from 
the shorter-term exposure of the basalt to thorium. 

Several features of the basalt surface chemistry 
were observed after a detailed study of the lines of 
several of the elements. Figure 2 shows high­
resolution oxygen Is spectra of the same sample, the 
binding energy ("averaged," charge referenced 
against the carbon Is = 284.6 eV line) being 531.4 eV 
for the original "as reacted" surface. This is a nor­
mal value for the OH- (and COl-) species (Perry et 
al., 1977) on a surface and is not unexpected for a 
basalt surface at high pH. Additionally, asymmetry 
was also observed on both the high and low binding 
energy sides of the peak, possibly indicating more 
than one oxygen species. Indeed, when the peak was 
deconvoluted, peaks were also observed that are 
indicative of surface water and lattice oxides that are 
inherent in the rock. 

Figure 3, however, depicts the carbon Is spec­
trum of the same Hanford basalt sample. The prin­
cipal peak at 284.6 eV is due to the "adventitious" 
carbon peak that is used to compensate for the sur­
face charge in all of the x-ray photoelectron lines. 

542 
Binding energy, eV 

Figure 2. The oxygen Is photoelectron spectra of the sur­
face of the original sample of Hanford basalt, which was 
exposed to aqueous thorium(IV), and the resulting surface 
of the same sample after about 20 A (relative to a standard 
Ta20 S reference material) has been removed. [XBL 837-
2146] 
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Figure 3. The carbon Is photoelectron spectra of the sur­
face of the original sample of Hanford basalt, which was 
exposed to aqueous thorium(IV), and the resulting surface 
of the same sample after about 20 A (relative to a standard 
Ta20 S reference material) has been removed. [XBL 837-
2149] 

The smaller peak, however, at a binding energy 
3.6 eV higher, is indicative of the CO/- functional 
group and supports the inference of such a species 
from the oxygen Is spectrum. 

During the process of removing about 20 A (rela­
tive to a Ta20 S standard) of the basalt surface by ion 
sputtering, the concentration of thorium remained 
unchanged at 2-4% (atomic concentration) of the 
surface being examined, thus indicating that the tho­
rium species was not merely lightly chemisorbed but 
had instead penetrated into the rock bulk. Indeed, 
the thorium and carbon spectra in Figs. 2 and 3 
show virtually no change between the surface layer 
and the layer remaining after 20 A had been 
removed. Variable take-off angle x-ray photoelec­
tron spectra (Ebel and Wernisch, 1981) recorded for 
this sample surface also indicate significant penetra­
tion into the sample bulk. These data are consistent 
with a process involving the chemisorption of CO2 
onto (and subsequent reaction with) a hydrated tho­
rium oxide (Th0z"xH20, or "Th(OH)4", thus form­
ing a mixed oxide/hydroxide-carbonate. This reac­
tion phenomenon has been reported previously for 
plutonium (Toth and Friedman, 1978). 

Because of the basicity of the thorium hydrolysis 
products studied here, chemisorption of carbon diox­
ide from the atmosphere by the samples and subse-



quent complexation as a thorium carbonate cannot 
be precluded. As mentioned above, other research­
ers have observed the absorption of CO2 by other 
basic actinide complex surfaces such as 
plutonium(IV) polymers formed by the NaOH­
effected hydrolysis of plutonium(IV) salts in aqueous 
solutions (Toth and Friedman, 1978); this in effect 
forms Pu(IV) carbonate complexes as surface layer 
complexes with oxide/hydroxide species, and the 
same reaction occurs here to some extent. 

Indeed, there is additional infrared evidence in 
this study to support such a phenomenon with the 
present thorium surface products. Small infrared 
bands or inflections at 890 and 1350 cm- i that 
appear in the spectra of the Pu(IV) polymers (Toth 
and Friedman, 1978) also appear in the infrared 
spectra of the basalt/thorium samples studied here. 
A reaction of this type should not be unexpected for 
the basic thorium-reacted basalt samples studied 
here, especially in light of the similarity to the 
Pu(IV) polymers. Moreover, many other metal 
hydroxides, such as Pb(OH)2' also exhibit carbonate 
layers in their x-ray photoelectron spectra (Perry and 
Taylor, 1984); this, too, results from the same 
chemisorption/reaction of CO2 with the initial metal 
hydroxide. 

Data such as these are extremely important, 
since a thorough knowledge of the radionuclide 
species is important in dissolution experiments of 
actinide and radionuclide species that have been 
experimentally shown actually to be formed on 
basalt. Modeling of precipitation/dissolution 

ANALYTICAL PERFORMANCE 
MODELS FOR GEOLOGIC 
REPOSITORIES CONTAINING 
RADIOACTIVE WASTE 

T.H. Pigford, P.L. Chambre, R. Kobayashi, 
c.L. Kim, H.c. Lung, Y. Takagi, W.J. Williams, 
and s.J. Zavoshy 

This research is concerned with the development 
of analytical models to predict the long-termmigra­
tion and release of radioactive waste in geologic 
repositories. The work reported here deals with the 
following topics: (1) . time-dependent dissolution of 
solid waste as limited by diffusive-convective mass 
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processes using only a single species sucn as anhy­
drous Th02, for example, would not be correct. In 
the course of this research, we have also shown that 
the chemical characteristics of any thorium hydro­
lysis polymers generated at high pH values typical of 
those found in groundwater will change rather, 
dramatically with respect to their thermal and chem­
ical history (Perry et at, 1983). 
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transfer into groundwater, (2) steady-state mass 
transfer from solid waste through backfill and into 
rock, (3) mass transfer through backfill with non­
linear sorption, and (4) time"temperature-dependent 
mass transfer from heat-generating solid waste. 
Additional results during fiscal year 1983 are 
reported elsewhere (Chambre and Pigford, 1983; 
Kobayashi et at, 1983; Pigford, 1983). 

TIME-DEPENDENT MASS TRANSFER 
FROM WASTE INTO GROUNDWATER 

In an earlier report (Chambre et at, 1982) we 
presented Chambre's analytical space-time­
dependent, solution for the concentration field of 
radionuclides dissolved from a waste solid into 
groundwater and the solution for the mass-transfer 
rate 'from the waste solid, subject to the boundary 



condition that the concentration in the liquid at the 
waste surface is at the maximum concentration given 
by the solubility limit for the dissolving species. Our 
previous summary report (Pigford et aI., 1983a) con­
centrated on the rates of steady-state mass transfer 
from a waste solid in a repository environment and 
developed a means of predicting the long-term disso­
lution source term for repository performance 
analysis. During the past year the applications of 
Chambre's theory have been extended to unsteady­
state dissolution rates and the effect of radioactive 
decay. 

From Chambre's general solution for the time­
dependent mass transfer of decaying species from a 
long cylinder (of radius R and length L) into 
groundwater moving at pore velocity U in a sur­
rounding porous medium of porosity E, the equation 
for the time-dependent fractional release rate for a 
Peelet number (Pe) greater than 4 (Pe = UR / D, D 
= diffusion coefficient in the pore liquid) is 

j). = 8/VjE(DU)1/2(1 + R / L) {e->.t E[m 2(1")] 
(-rrR)3/2 nj m(1") 

+ Da JT e-D•T' E[m
2
(1"')] d1"'}' 

o m (1"') 
UR D large 

(1) 

where Da is the Damkohler number, a dimension­
less group defined as 

Da == KAR./U , (2) 

Kis the retardation coefficient in the surrounding 
rock, E[x 1 is the complete elliptic integral of the 
second kind, and 

m(1") == [1 - exp(-41")j1/2, (3) 

Ut 
1" == KR . (4) 

Typical results are shown in Fig. 1, where the nor­
malized fractional dissolution rate j nj / Nj* is plot­
ted against the time since the waste is first exposed 
to groundwater in the surrounding porous rock for R 
= 0.15 m and R / L = 0.062. A sorption retardation 
constant of 10 for the rock is assumed. If the waste 
solid can react with groundwater rapidly enough to 
maintain the saturation in groundwater at the waste 
surface, the early rate of mass transfer will be high, 
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Figure 1. Normalized mass transfer rate as a function of 
time and Damkohler number; flow around a waste 
cylinder. [XBL 8311-6584] 

and it will decrease as the concentration profile 
penetrates farther from the waste surface. With no 
decay, and for the parameters chosen for Fig. 1, 
steady state is reached in about 1 year. 

Radioactive decay can increase the rate of mass 
transfer by steepening the concentration gradient 
near the waste surface. This is shown in Fig. 1 by 
curves for various values of the Damkohler number. 
Increasing Damkohler number from zero, for no 
decay, to Da = 10 causes a more than fourfold 
increase in the steady-state dissolution rate, and it 
decreases the time to reach steady state. For the 
parameters in Fig. 1, a Damkohler number of 10 and 
a retardation constant of 10 correspond to a half-life 
of 0.1 year, too short to be of any consequence in 
geologic disposal. If the radionuelide were strongly 
sorbing, with a retardation constant of 104, then the 
decay correction would be important for half-lives of 
about 1000 years or less. For a mixture of stable and 
unstable isotopes of a given element, the appropriate 
half-life is the effective half-life of the isotopic mix­
ture at the time the half-life is the effective half-life 
of the isotopic mixture at the time the decay correc­
tion is to be applied. Decay corrections are more 
important if the mass transfer is controlled by diffu­
sion, when the pore velocity is so low that convec­
tion does not affect dissolution. 



For the waste-form parameters of Fig. 1, the nor­
malized fractional dissolution jnj/N; from Eq. (1) is 
plotted in Fig. 2 against time since the beginning of 
exposure to water for various values of the retarda­
tion coefficient K and for nondecaying species. 
Increasing sorption in the rock increases the time to 
steady state, and it increases the transient dissolution 
rate because sorption steepens the transient concen­
tration gradient. For a retardation constant of 1000, 
about 100 years would be required to reach steady 
state with no decay. At steady state, in the absence 
of decay, the effect of sorption disappears. 

For diffusion-controlled mass transfer from a 
sphere of radius R, Chambre has derived the equa­
tion for the time for the mass transfer of a nondecay­
ing species to equal (1 + v) times the steady-state 
value: 

KR2 
t=-D2 'U=0. 

7r v 
(5) 

For R = 44 cm, corresponding to a sphere of surface 
area equal to the cylindrical waste form of Fig. 1, 
and assuming a retardation constant of 10, the time 
for the dissolution rate to be no more than 1 % 
greater than the steady-state rate is 1.9 X 105 years, 
as compared with 1.8 years estimated for a pore 
velocity of 1 m/year about a cylindrical waste form. 

Using the solutions by Chambre for the transient 
dissolution rate from a waste sphere of constant 
radius, we obtain the normalized dissolution rate 
jnj/Nj as a function of time shown in Fig. 3 for 
various values of the retardation constant of the 
rock. The results are qualitatively similar to those in 
Fig. 1 with convection, but the times to steady state 
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Figure 2. Normalized mass-transfer rate as a function of 
time and retardation coefficient (K); flow around a waste 
cylinder. [XBL 843-996] 
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time and retardation coefficient (K); diffusion from spheri­
cal waste form. [XBL 843-995] 

are longer. Effects of backfill on times to reach 
steady state are considered later. 

STEADY -STATE MASS TRANSFER 
THROUGH BACKFILL INTO 
GROUNDWATER 

For a waste canister surrounded by backfill 
material of thickness L, a solution for the steady­
state mass transfer rate into groundwater in the sur­
rounding porous rock has been obtained by Chambre 
et al. (1983a) by approximating the waste cylinder as 
a slender prolate spheroid surrounded by backfill 
with the same focal distance (Fig. 4) and with a sem­
imajor axis a[ at the backfill-rock interface. The 
prolate spheroidal coordinate is a, in which a = as 
describes the backfill's inner surface and a = al the 
interface between the backfill and the exterior porous 
medium. The backfill is assumed to be sufficiently 
impermeable that liquid in backfill pores is stagnant. 
Groundwater is assumed to flow in the porous rock 
with an approach pore velocity U. Radioactive 
decay is neglected for this steady-state solution. 

The boundary conditions to be satisfied are 

(6) 

where N* is the saturation concentration and N[ is 
the yet unknown average concentration at the 
backfill-rock interface. Neglecting nearby waste 
sources, the concentration in the exterior medium 
approaches zero at a large distance from the waste. 

As in our previous analyses; we solve for the 
space-dependent concentration in backfill and exte­
rior medium and integrate the local mass flux over 
the outer surface of the backfill to obtain the mass 
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transfer rate M (mass/time) from the waste form 
into the porous rock: 

M = ___________ 4_~_N_·~~~D_a~/ __________ _ 

(7) 
where 

a 
Qo(a) = In(coth '2) (8) 

and Ep / Eb is the rock-to-backfill porosity ratio. The 
mass-transfer resistance in the exterior medium is 
given in Eq. (8) by the reciprocal of the Sherwood 
number, Sh, which depends on the Pedet number 
(Pe = Val / D, V = pore velocity in the exterior 
medium) as follows: 

{ 

Qr/..al ~Sh(a/) [ 1 + 2Qr/..a/~Sh(a/)]. Pe small 

Sh(Pe) = [ ]1/2 (9) 
7tanh(all ,Pe large. 

Moreover, an equation is developed for the concen­
tration NI at the backfill-rock interface: 

N· 
N, = ------------~~-------------

(10) 
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. Figure 4 shows the mass-transport rate as a func­
tion of backfill thickness, L; the backfill-to-rock 
porosity ratio, Eb / Ep; and Pe. For equal porosities of 
backfill and rock, backfill reduces the mass-transfer 
rate because of the assumed zero flow in the backfill. 
For a given backfill thickness, decreasing the backfill 
porosity decreases the mass-transfer rate. A decrease 
in Eb/Ep from 20 (solid curves) to 1 (broken curves) 
causes much of the exterior-medium resistance to 
shift to that of the backfill. For Eb / Ep = 20, the back­
fill is sufficiently porous that increasing L causes the 
rate of mass transfer into the rock to increase. 
Increasing the Pedet number from zero for pure dif­
fusive transport to Pe = 1000 shows an expected 
increase in the mass-transfer rate. 

Figure 5 shows the interface cDncentration ratio 
NI / N· as a functiDn Df the parameters. The ratio. 
Nd N· decreases with increasing Peelet number. It 
decreases with decreasing Eb / Ep, shDwing that as this 
parameter decreases, the backfill resistance increases 
and becomes more impDrtant than the exterior 
medium resistance. 

The steady-state nondecay mass-transfer rate is 
nDt affected by sDrption in backfill or rock. Unless 
the backfill can be made far less pDrous than the 
rock, large reductiDns in the steady-state rate of 
release of radionuclides into the rock cannDt be 
expected. 
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Figure S. Normalized backfill-rock interface concentra­
tion as a function of backfill thickness L, porosity ratio 
Eb/Ep, and Peelet number Pe. [XBL 831-5050] 



MASS TRANSFER THROUGH BACKFILL 
WITH NONLINEAR SORPTION 

In the previous analyses, we have assumed linear 
sorption in backfill, as expressed by a retardation 
constant independent of concentration. Some data 
show nonlinear sorption in bentonite, with a ten­
dency toward saturation. Here we analyze the time­
dependent diffusion of radionuclides through backfill 
material that can reach local sorption saturation 
(Lung et aI., 1983). Local equilibrium is assumed for 
the sorbing species in the solid and liquid phases, 
described by a Langmuir sorption isotherm (Fig. 6) 
of the form 

(11) 

where NsJ are the nuclide concentrations in the 
solid and liquid, respectively. The retardation coeffi­
cient K is then defined as 

where E is the backfill porosity. Assuming diffusive 
transport in the liquid phase and none in the solid, 
the governing equation for one-dimensional tran­
sport of the nuclide is 

- 'AK(Nf)Nf, x > 0, t > o. (13) 

An analytical solution in the absence of decay is 
obtained by approximating the isotherm by two 
straight line segments, as shown in Fig. 6a. Here Q 
is the saturation concentration of the nuclide in the 
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Figure 6. Nonlinear sorption isotherm and concentration 
profile. [XBL 843-997] 
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solid and Nb is the concentration in the liquid at the 
onset of saturation. The following side conditions 
for Eq. (13) are assumed: 

Nf = 0 at t = 0, x > 0 , (14a) 

Nf = N* > Nb at x = 0, t > 0, (14b) 

with Nf-O as x - 00 for t > O. Equation (l4b) 
implies a release from the waste form beginning at 
t = 0, with a constant concentration at the inner 
surface of the backfill (x =,0) given by a solubility 
limit N* for t > O. 

The above describes a backfill divided into parts, 
as shown in Fig. 6b: (1) an inner saturated region 
inside which the liquid concentration is greater than 
Nb and (2) an outer unsaturated region of lower con­
centration. Saturation will begin at the inner surface 
(x = 0), and the interface between saturated and 
unsaturated regions will move outward along the tra­
jectory S = S(t). The solution to Eqs. (13) and (14) 
shows, when 'A = 0, that the interface moves accord­
ing to 

S(t)=k[Z:,D,K) Vt. (15) 

Neglecting radioactive decay and assuming the 
semi-infinite medium are justified a posteriori. The 
interface position is an indicator of backfill perfor­
mance because it shows how quickly saturation takes 
place with a resulting loss of nuclide retardation. 
_ Figure 7 shows k as a function of (Nb/N*) with 

K as a parameter. As K for the unsaturated region 
increases, k decreases and slows the interface 
motion. Retardation by the backfill disappears when 
the saturation interface penetrates a distance L equal 
to the backfill thickness. The breakthrough time Tb 
for such penetration is given by (L / k)2 and is' shown 
in Fig. 7 as a function of the same parameters. 

The importance of saturation can be seen by 
comparing these results with those for no saturation. 
Assuming a linear isotherm with K = 4000 and the 
same diffusion coefficient, Nowak (1979) showed 
that it would take 1000 years to raise the concentra­
tion at x = 30 cm to I % of N*. If saturation can 
occur with Nb = 0.01 N*, the breakthrough time is 
reduced to 60 years, only 6% of the time for nonsa­
turation. Hence saturation in the backfill can greatly 
reduce the breakthrough time. 

To apply the solution for semi-infinite geometry 
and a backfill of finite thickness, we have limited the 
time span for Fig. 7 to a concentration ratio of 
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Nb / N* = 0.1 at the backfill-rock interface. Because 
Tb is less than 2000 years for K < 0.1, nuclides with 
half-lives greater than 5000 years can be treated as 
nondecaying for this analysis. 

MASS TRANSFER DURING REPOSITORY 
HEATING 

The theory for control of dissolution rate by 
mass transfer can be extended to predict the time­
dependent mass transfer for a waste solid exposed to 
groundwater when the repository is heated by 
radioactive decay. When the temperature is higher 
than ambient, dissolution rates can increase because 
of the increased solubilities and diffusion coefficients 
and because the increased groundwater velocities 
from thermal convection can decrease the thickness 
of the concentration boundary layer. Here we 
assume a repository with pore velocities low enough, 
even during repository heating, that the mass 
transfer is mainly by diffusion (Chambre et aI., 
1982). We also assume that the waste solid is 
directly in contact with porous rOck. For a reposi­
tory resaturated with groundwater, the temperature 
at the waste-rock interface is the appropriate tem­
perature for determining the solubility N* boundary 
condition. For a time-dependent maximum rock 
temperature prescribed from heat-transfer calcula­
tions, and given the temperature dependence on 
solubility, e.g., as for amorphous silica (Fournier and 
Power, 1977), the time-dependent boundary concen­
tration N* (t) can be expressed as 

(16) 
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The diffusion coefficient in groundwater adjacent to 
the waste solid will be greater at the waste-rock inter­
face than in the cooler rock, but we will conserva­
tively choose a time-dependent diffusion coefficient 
evaluated, using the data in Table 1, at the time­
dependent temperature of the waste-rock interface. 
The time-dependent diffusion coefficient can then be 
expressed as 

D(t) = Do g(t) , (17) 

The resulting analysis . by Chambre for the time­
dependent mass-transfer rate i1(t) from a spherical 
waste of radius R for a time-independent retardation 
coefficient, yields 

M(t) = 41rRD N', .fi!l e-)J 
o 0 K 

. f<T(t)) + _1_ flQ±l + r /,(T('1)-'1) d." • 
{ [

_ .(1) - ]} 

V; y';( t) '" v.; 
(18) 

where 

(19) 

and 

D t 

7(t) == -; I g(t')dt' . 
KRo 

(20) 

Table 1. Effect of temperature on the solubility and 
liquid diffusion coefficient for silica. 

. Diffusion 
Temperature Solubilit~ coefficientb 

eC) (g/cm3) (cm2/s) 

20 5.0 X 10- 5 1 X 10- 5 

50 8.8 X 10-5 2.0 X 10- 5 

100 1.7 X 10-4 4.5 X 10-5 

150 2.6 X 10-4 7.9 X 10-5 

200 4.2 X 10-4 1.2 X 10-4 

250 5.8 X 10-4 1.6 X 10-4 

aData of Fournier and Power (1977). 
bEstimated from the Stokes-Einstein equation: D J.LT 
= constant. D = diffusion coefficient, J.L = viscosity, 
T = absolute temperature. 



To illustrate, we adopt data (Altenhofen, 1981; 
Pigford et aI., 1983b) from the basalt waste-isolation 
project for the time-dependent temperature of rock 

, at the inner surface of emplacement holes (Fig. 8). 
The early rise from ambient temperature is neglected 
in these calculations. From these data and the data 
on temperature-dependent solubilities and diffusion 
coefficients (Chambre et aI., 1983b), we predict the 
time-dependent mass-transfer rates of silica from 
borosilicate glass waste in basalt for retardation coef­
ficients of 1 and 100. Normalizing to the mass­
transfer rate Mo that would occur at steady state and 
at the basalt ambient temperature of 58°C yields the 
results in Fig. 8. The mass-transfer rate at 1 year 
and K = 100 is 154 times the steady-state ambient 
rate because of the temperature-increased solubility 
and diffusion coefficient and because of the steeper 
concentration gradient at the waste surface near the 
beginning of dissolution. The transient concentra­
tion gradient and dissolution rate are reduced in the 
absence of sorption (K = 1). 

Also shown is the cumulative dissolution for K 
= 1, normalized to that predicted for steady state at 
ambient temperature. This ratio is 5.0 at 1000 years 
and 1.9 at 10,000 years. The cumulative dissolution 
of silica over 10,000 years is 1.5% of the initial silica. 

Equation (18) applies also to a glass constituent 
that dissolves at a fractional rate lower than the sil­
ica matrix, such as neptunium 237. Assuming equal 
heats of solution for silica and neptunium and a nep-
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Figure 8. Basalt temperature at waste hole and 
normalized-transfer rates as functions of time and retarda­
tion coefficient; diffusion from a waste sphere. [XBL 
8310-6514] 
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tunium retardation coefficient of 100 (Pigford et aI., 
1983b), the normalized dissolution rates of Fig. 9 for 
K = 100 also apply for neptunium 237. 

The effect of accelerated dissolution during repo­
sitory heating on the far-field concentration of dis­
solved radionuclides can be calculated from the gen­
eral solution (Harada et aI., 1980) for one­
dimensional advective transport for an arbitrary 
time-dependent boundary concentration. The result­
ing concentration N (z ,t), normalized to the boun­
dary concentration No predicted for steady-state 
ambient-temperature dissolution, is shown in Fig. 9 
for neptunium 237 at 100 m from the plane of waste 
emplacement for various values of dispersion coeffi­
cient. 

With no dispersion in groundwater transport, the 
dissolution rate at 1 year results in a 140-fold 
increase in the local far-field concentration above 
that for ambient steady state. This concentration 
spike rapidly dissapears, because later arrivals reflect 
lower-temperature dissolution and lower concentra­
tion gradients at the waste surface. 

Because the time span of the early spike in the 
dissolution rate and in the boundary concentration is 
only a few hundred years, dispersion in groundwater 
transport easily broadens and attenuates this spike. 
Increasing dispersion causes earlier arrival of the 
contaminant, destroys the far-field concentration 
spike, and results in far-field concentrations only 
slightly above those predicted for steady-state disso­
lution at ambient temperatures. This suggests that 
exposing high-level waste to groundwater during the 
thermal period may result in only small increases in 
the far-field concentration above those predicted for 
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Figure 9. Normalized concentration at 100 m from 
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the later steady-state dissolution at ambient tempera­
ture. 
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An experimental program has been initiated at 
LBL to investigate key compounds and solution 
species of high-level waste radionuclides that could 
be important to the prediction of solution concentra­
tions and migration rates in geologic settings associ­
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radionuclides will enter the local groundwater sys­
tem. The radio nuclides will react with various com­
ponents of the groundwater, with dissolved waste 
form materials, and with the host rock to form inso­
luble compounds and solution complexes that can 
control concentrations and migration rates of the 
waste radionuclides. Since the time scale being con­
sidered is 1000 years or longer, predictions based on 
realistic modeling studies provide the main avenue 
of assessment. Thus reliable data on the nature and 
solubilities of compounds, as well as on the nature 
and formation constants of complexes of the waste 
radionuclides that form in natural systems, are 
needed as a first step in the prediction of the 
amounts and rates of release of radionuclides from a 
proposed underground repository. 



Computer calculations show that the actinides U 
to Cm are major contributors to the radioactivity of 
the waste for storage times of 1000 years or greater 
(Little, 1977; Barney and Wood, 1980). Although a 
number of inorganic components present in ground­
waters can· form insoluble compounds and solution 
complexes with the actinides, hydroxide and car­
bonate are common to all groundwaters and are 
expected to playa dominant role in determining the 
speciation and solubilities of the important actinides 
(Allard, 1982; Moody, 1982). Data on trivalent 
lanthanide carbonates, good analogs for trivalent 
actinides, suggest that the carbonates of the latter 
should be quite insoluble. These compounds could 
be important in the control of actinide solution con­
centrations, but no data have been reported. The 
object of the work described here was to investigate 
the solubility of a trivalent actinide, americium, in 
an aqueous carbonate system. 

THE SOLUBILITY OF AmOHCO . 3 

The solubility of crystalline AmOHC03 was 
measured at 25 ± IOC and 1 atm in aqueous solu­
tions of 0.1 M NaCI04 and 2.08 ± 0.09X 10-4 M 
HC03 -. Initial experiments indicated that this 
compound, rather than AmiC03)3' was the stable 
solid phase in dilute aqueous solutions of bicar­
bonate. The measurements were conducted at a 
fixed pH, 6.12 ± 0.03. The pH and HC03- concen­
tration were sufficiently low to avoid significant 
hydrolysis and carbonate complexation of the Am3+. 
The pH was controlled with a potentiostat and the 
bicarbonate fixed by contacting the solution with an 
atmosphere of 0.792% CO2 and 99.2% Ar. 

The solubility studies were conducted in two 
parts. The first involved following· to steady state 
the solution concentration of Am over a period of 
30 d in a solution initially free of the element but 
which had been placed in contact with the crystalline 
solid. The second part involved following to steady 
state the solution concentration of Am over a period 
of 51 d in a solution initially supersaturated in Am 
with respect to the precipitation of a solid phase but 
with no solid initially present. At the beginning and 
end of part 1 and the end of part 2, x-ray powder dif­
fraction patterns were obtained from the solids, and 
the three patterns were found to be the same. There 
are no x-ray diffraction data on trivalent actinide 
hydroxycarbonates, but, the powder patterns 
obtained were nearly identical to that reported for 
NdOHC03 (Dexpert and Caro, 1974). From the 
molar concentrations of Am3+, HC03 - and H+, a 
solubility product quotient was calculated. The reac­
tion and the quotient, obtained from averaging the 
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results of parts 1 and 2, are given in Table 1. A 
more detailed description of these studies is given 
elsewhere (Silva, 1982). 

MODELING CALCULATIONS 

To test the effect of the presence of carbonate on 
the solubility of Am3+, a series of speciation calcula­
tions was performed for several pH values and car­
bonate concentrations. The reactions and constants 
used in the calculations are given in Table 1. Since 
this involves the solution of a number of coupled 
equations simultaneously, the calculation of the con­
centration of solution species and solubilities from 
the thermodynamic data were made using a com­
puter code called MINEQL (Westall, et al., 1976). 

Figure la shows a plot of the logarithm of the 
calculated concentrations of the various Am solution 
species (broken curves) and the sum of the concen­
trations of the solution species (solid curve), i.e., the 
solubility line, in the absence of carbonate using the 
Am(OH)3 solubility and hydrolysis quotients in 
Table 1. The solid curve is labeled with the stable 
solid phase. Figure 1 b shows a plot for a fixed par­
tial CO2 pressure of 10-3.5 atm, i.e., normal concen­
tration in air. Figure lc shows a plot for a constant 
total carbonate concentration of 2 X 10-3 M, or 
about 120 ppm. 

Finally, a MINEQL calculation was made for a 
simulated groundwater with a composition similar to 
that reported for a Hanford Basalt groundwater with 
a pH of about 9.5 (NRC, 1983). In addition to 
hydrolysis and carbonate complexation, fluoride, sul­
fate and chloride complexations were included. The 
reactions and quotients for 0.1 M ionic strength 
(Phillips, 1982) are given in Table 1. The solution 
comrosition was taken to be 42 ppm F-, 199 ppm 
SO 4 -, 297 ppm Cl- and 157 ppm total carbonate. 
The results of these calculations are shown in Fig. 
Id. 

CONCLUSIONS 

The results of the measurements and the 
MINEQL calculations lead to the followingconclu­
sions: 

1. The presence of carbonate at normal ground­
water concentrations can have a substantial effect on 
the nature and solubility of Am3+ compounds as well 
as solution species. Since actinides in the same 
valence state tend to exhibit similar properties (Katz 
and Seaborg, 1957), this result should be true for 
other actinides in the trivalent state as well. 

2. The solid phase AmOHC03 is predicted to 
be more stable than Am(OH)3 over the pH range 



Table 1. Thermodynamic data used in MINEQL calculations (25°C, 0.1 M ionic strength). 

Reaction 

Am3+ + H20 = AmOH2+ + H+ 

Am3+ + 2H20 = Am(OH)2+ + 2H+ 

Am3+ + 3H20 = Am(OH)3' + 3H+ 

Am3+ + 4H20 = Am(OH)4" + 4H+ 

Am3+ + CO/" = AmC03 + 

Am3+ + 2CO/" = Am(C03)2" 

Am(OH)lc) + 3H+ = Am3+ + 3H2O 

AmOHC03(c) + 2H+ = Am3+ + HC03" + H2O 

Am3+ + F' = AmF2+._ 

Am3+ + 2F' = AmF2 + 

Am3+ + 3F' = AmF3' 

Am3+ + SOl" = AmSO/ 

Am3+ + SOl" = AmSO/ 

Am 3+ + 2S04 2" = Am(SO 4)2" 

Am3+ + Cl" = AmCI2+ 

Am3+ + 2Cl" = AmCl + . 2 

6-9.5. It is expected to be more insoluble than 
Am(OH)3 by factors of 10-104, depending on the pH 
and carbonate concentrations in dilute carbonate 
waters. 
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log Q Reference 

-7.7 ± .3 Edelstein, 1982 

-16.6 ± .5 Silva, 1982 

-24.8 ± .2 Silva, 1982 

< -35 Silva, 1982 

6.1 Lundqvist, 1982 

10.1 Lundqvist, 1982 

16.5 ± .2 Silva, 1982 

2.74 ± .17 Silva and Nitsche, 1983 

3.9 Phillips, 1982 

6.4 Phillips, 1982 

9.3 Phillips, 1982 

2.6 Phillips, 1982 

2.6 Phillips, 1982 

3.7 Philli ps, 1982 

0.5 Phillips, 1982 

-0.1 Phillips, 1982 

3. The carbonate complexes of Am, AmC03 + 
and Am(C03)2 -, are predicted to be major solution 
species for pH values of about 7 and higher for low 
dissolved solid groundwaters. 
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Figure 1. Calculated concentrations of Am solution species (broken curves, labeled with species) and 
their sums (solid curves, labeled with the controlling solid phase) for 0.1 M ionic strength as a function of 
pH. (a) P(C02) = 0 atm; (b) P(C02) = 10-3.5 atm; (c) total C03 = 2 X 10-3 M; (d) simulated groundwater 
oflow dissolved. solids: Cl- = 8.4 X 10-3 M, SO/- = 2.1 X 10-3 M, F- = 2.2 X 10-3 M, total C03 
= 2.6 X 10-3 M. [XBL 839-3273A] 
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A CHEMICAL MIXING MODEL 
DESCRIBING GROUNDWATER 
CONTAMINATION FROM AN 
INACTIVE URANIUM MILL 
TAILINGS PILE 

A.F. White, J.M. Delany, T.N. Narasimhan, 
and A.R. Smith 

The Uranium Mill Tailings Remedial Action 
Program (UMTRAP) of the U.S. Department of 
Energy has responsibility for stabilizing and control­
ling radio nuclides and toxic elements associated with 
24 inactive uranium mill tailings piles in the United 
States. A primary concern is radio nuclide and trace 
metal contamination of groundwater by these tail­
ings. Detailed investigation at a typical site at River­
ton, Wyoming, indicates that chemical transport 
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occurs during initial dewatering of the tailings, 
downward infiltration of precipitation, and ground­
water intrusion into the base of the tailings pile. 

SITE HYDROLOGY 

Shallow groundwater is contained in 4-8 m of 
coarse gravel and sand of the Wind River flood 
plain. The water table in this alluvium is within 1 m 
of the base of the tailings pile, which in turn is as 
much as 1.5 m below grade relative to the natural 
land surface. The hydraulic gradient is toward the 
Little Wind River to the southeast (Fig. 1). 

Deeper aquifers are contained in coarse-grained 
sandstones of the underlying Wind River Formation 
of Eocene age. Radiogenic tritium (half-life = 12 
years) in the shallow aquifer is high, ranging between 
65 and 95 tritium units (1 TU = 3.2 PCI-I) and is 
indicative of modern recharge (Gat, 1980). Tritium 
concentrations in domestic wells completed in the 
Wind River aquifer are low, indicating negligible 
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Figure 1. Contaminant distributions for groundwater in 
the shallow alluvial aquifer. [XBL 83ll-7392B] 

recent recharge. This age difference implies a lack of 
aquifer interconnection and a low potential for con­
tamination of the Wind River aquifer. 

PORE WATER CHEMISTRY 

The tailings pile is currently 50-100% saturated. 
Vertical chemical profiles of pore waters in the pile 
can be constructed using data collected from the 
nested suction water samples. Profiles of major and 
selected trace elements are shown in Fig. 2. As indi­
cated, maximum chemical concentrations occur at 
intermediate depths within the pile. Clearly these 
high concentrations, particularly those of iron and 
aluminum sulfate, are associated with very low pH. 
This chemistry is indicative of residual process water 
containing concentrated H2S04 used to leach 
uranium during milling. 

In the upper 1.5 m of the tailings pile, pore water 
pH is less acidic (Fig. 2). Relatively rapid infiltra­
tion rates (3-5 X 10-6 m/s), measured in . artificial 
recharge tests coupled with heavy precipitation 
events such as summer thunderstorms, suggest 
periodic recharge events. Dilution and vertical dis­
placement' of the low pH pore water by recharge 
results in the loss of acid-soluble iron and aluminum 
salts. 

The lower third of the tailings pile contains even 
more dilute pore waters (Fig. 2) with the pH 
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Figure 2. Vertical chemical distribution of pore waters in 
the tailings pile. [XBL 8311-2367] 

approaching neutrality. This results from intrusion 
of the shallow groundwater into the base of the tail­
ings. 

Groundwater dilution also results in near­
background concentrations of iron, aluminum, and 
trace metals in the pore waters at the base of the tail­
ings. As indicated in Fig. 2, the major exception to 
this trend is molybdenum, which exhibits significant 
increases. The dominant molybdenum species at 
neutral pH is the soluble MoO 4 - 2 anion (Baes and 
Messmer, 1976), which is apparently mobilized by 
groundwater intrusion. 

CONTAMINATION OF THE SHALLOW 
AQUIFER 

Elevated concentrations of major dissolved 
species, including Na, Ca, and SO 4' occur in the 
shallow groundwater in the alluvium. As shown in 
Fig. 1a for the sulfate data, the contaminant plume 
parallels the hydraulic gradient. The lack of signifi-



cant lateral dispersion suggests channeling in the 
river-deposited alluvium. 

An interesting feature of the plume, again indi­
cated by the sulfate data, is that maximum chemical 
concentrations occur downgradient near the Little 
Wind River. This concentration offset from directly 
beneath the tailings pile suggests that accelerated 
dewatering of the pile probably occurred in the past 
during deposition of a tailings slurry. 

The lateral uranium distribution in the shallow 
aquifer (Fig. 1 b) closely parallels the sulfate distribu­
tion, again indicating a past episode of maximum 
contamination. Aside from 238U, no elevated 
radionuclide activities were detected in the shallow 
aquifer. The contaminant pltimefor molybdenum . 
(Fig. lc) shows a different configuration from that 
for sulfate or uranium, with maximum concentra­
tions (0.9 mg/l) directly beneath the pile and decreas­
ing concenirations downgradient. These elevated 
groundwater concentrations correlate with high 
molybdenum values in the base of the tailings (Fig. 
2) and appear to be related to later groundwater 
intrusion into the pile. 

MODEL FOR CONTAMINANT MIXING 

In both the tailings pore water and the ground­
water, pH is the prime variable in controlling con­
taminant speciation and concentration. As indicated 
by Fig. Id, the pH of contaminated groundwater 
beneath the pile is only slightly lower (pH 6.35-6.99) 
than that of uncontaminated groundwater upgradient 
from the pile (pH 7.50-7.60). This pH buffering is 
indicative of acid neutralization by carbonate 
minerals in the soil. At low pH, these reactions are 

and 

(1) 

The, saturation state of the groundwater relative 
to calcite (Eq. 1) was calculated by the PHREEQE 
code (Parkhurst et aI., 1980). Results indicate that 
the calcite buffer has not been consumed through 
acid reaction with tailings water. 

In addition to calcite saturation, groundwater 
contaminated by significant amounts of tailings 
water is saturated with gypsum. The effect of gyp­
sum precipitatio,n on pH is defined by the reaction 
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and the subsequent equilibration between CO2 and 
dissolved bicarbonate (Eq. 2). 

Additional important precipitation reactions dur­
ing contaminant mixing involve high concentrations 
of dissolved metals in the tailings pore waters, prin­
cipally iron and aluminum. Assuming oxidizing 
conditions within the tailings (on the basis of 
measurable 02 partial pressures), the precipitation 
reactions at neutral pH are represented as 

and 

Using the PHREEQE code, reactions (1) to (5) 
can define pH changes as a function of mixing 
between initially uncontaminated shallow groundwa­
ter and pore water contained in the tailings. Con­
straints on groundwater mixing included continual 
equilibration with Fe(OH)3 and Al(OH)3 (Eqs. 4 and 
5) and equilibrium with gypsum after saturation has 
been achieved (Eq. 3). The partial pressure of CO2 
was fixed at 0.1 atm, which is the average partial 
pressure for the gas data. The Eh was assumed to be 
oxidizing (0.4 V) and controlled by Fe2+ /Fe3+ equili­
brium. 

Calculated changes in groundwater pH as a func­
tion of the volume mixing fraction of tailings pore 
waters is shown in Fig. 3a. Two scenarios shown are 
for groundwater equilibrated and unequilibrated with 
calcite. Calcite equilibrium, which is the current 
mixing condition based on saturation data, results in 
strong buffering in the pH range 6.5-6.3. The lack 
of carbonate equilibrium, which corresponds to a 
buffering loss due to complete removal of calcite 
from the aquifer, results in a rapid decrease in pH. 

The volume fraction of tailings water mixed with 
the groundwater beneath the tailings is estimated 
from the range of pH values shown in the cross­
hatched area of Fig. 3a, which correspond to the con­
taminated groundwater samples. As indicated, the 
mixing fraction is relatively small, between 0.28 and 
0.56% of the total groundwater volume. 

An independent check on the mixing fraction 
can be made by also considering the volume of tail-
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Figure 3. Changes in groundwater pH and gypsum 
saturation as a function of mixing with tailings water 
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Broken vertical lines define the mixing range required to 
produce the observed pH (a) and minimum mixing 
required to achieve gypsum satuartion (b). [XBL 8311-
2366A] 

ings water required to produce gypsum saturation in 
the groundwater, as was documented for contam­
inated groundwater. The logarithm of the lAP /Ks 

INVESTIGATION OF NATURAL 
ANALOGS OF NUCLEAR WASTE 
REPOSITORY CONDITIONS IN 
COLUMBIA RIVER BASALT 

H.A. Wollenberg, D.G. Brookins, * S. Flexser, 
and M. Murphy* 

Among the natural analog studies conducted at 
Lawrence Berkeley Laboratory (Wollenberg et aI., 
1983), investigations in Columbia River basalt were 
emphasized in fiscal 1983. They comprised a 
detailed geochemical study of the contact zone 
between a rhyodacite dike. and the Wanapum Basalt, 
and a study of strontium isotope ratios in fracture­
filling minerals in the Grande Ronde Basalt. These 
studies are the subjects of more detailed papers by 
Brookins et ai. (1983a,b). 

*Department of Geology, University of New Mexico, Albu­
querque. 
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ratio for CaS04'2H20 is plotted in Fig. 3b against 
the mixing fraction of pore water. As indicated, the 
groundwater, saturated with calcite but initially unsa­
turated with gypsum, reaches gypsum saturation 
(IAP/Ks = 0) after mixing with approximately 0.4% 
tailings water. This volume percent is within the 
range predicted from the pH mixing model and indi­
cates low current rates of recharge through the tail­
ings pile and subsequent groundwater contamina­
tion. 
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THE RHYODACITE DIKE/W ANAPUM 
BASALT OCCURRENCE 

This contact zone, exposed in a quarry on the 
Hood River, Oregon, is considered to be an 
appropriate analog, because chemical: gradients 
between the dike and the basalt are pronounced, per­
mitting assessment of element migration during 
intrusion of the dike as well as during and after its 
cooling. In this study, radioelement contents and Sr 
isotope ratios were determined from a sampling 
traverse encompassing the dike and extending 
several meters into the basalt. If chemical and/or 
isotopic exchange has occurred between such con­
trasting rock types, mixing should be apparent in 
analyses of these samples. 

The distributions of radioelement contents and 
Sr isotope ratios are plotted in Fig. 1. The sharp 
contrast between the uranium and thorium contents 
of the rhyodacite and the basalt is evident, as is the 
strong contrast in 87Sr/86Sr. Uranium in the rhyoda­
cite averages 4.3 pf,m; thorium, 13.2 ppm; potas­
sium,3;1%; and 7Sr/ 86Sr ,0.7041. Corresponding 
average values for basalt are: U, 1.05 ppm; Th, 3.95 
ppm; K, 0.9%; and 87Sr/86Sr, 0.7052. These data 
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Figure 1. Variation in U, Th, and 87Sr/86Sr in a rhyoda­
cite dike and the surrounding basalt, East Fork, Hood 
River, Oregon. [XBL 828-2328] 

argue against any transfer of radioelements or Sr 
from one rock into the other, either during intrusion 
of the dike or through fractures formed in the basalt 
after the dike had cooled. 

It is concluded from this occurrence that 

1. The strontium isotopic characteristics of 
both the intrusive and intruded rocks are preserved. 
There is no evidence for Sr isotopic disturbance or 
redistribution due to the emplacement of the rhyoda­
cite dike in the Wanapum Basalt. 

2. The distribution of radioelements, with pro­
nounced gradients in V, Th, and K between the rhy­
odacite and basalt, shows that no radioelements have 
been transferred across the contact. 

3. Consideration of the rhyodacite as a heat 
engine, and therefore as an analog for buried 
radioactive waste in basalt, indicates that radionu­
clide migration into the host rock is unlikely under 
the conditions of dike intrusion. 
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STRONTIUM ISOTOPES AND TRACE 
ELEMENTS IN THE FRACTURE FILLINGS 
OF THE GRANDE RONDE BASALT 

Of concern is whether waters can percolate verti­
cally through the rocks at the Basalt Waste Isolation 
Project site at the Hanford Reservation, Washington. 
Flow in well-defined horizontal interbed units is well 
known, but vertical flow has not been fully investi­
gated. Since vertical fractures are common, it is pos­
sible that some waters could penetrate the basalts 
and move normal to the horizontal flow layers. To 
investigate this, we have examined the chemistry and 
isotopics of minerals found in the fractures. These 
minerals may have originated earlier in the basalt 
history, in whIch case their chemistry and isotopic 
composition should reflect that of the basalt. Alter­
natively, they may have formed late in the basalt's 
history, in which case their chemistry may be a 
reflection of material deposited from percolating 
waters or they may represent a mixing of the basalt 
and groundwater reservoirs. To examine this impor­
tant problem, we measured the strontium isotopic 
composition of the various reservoirs, and compared 
those measurements with the results of other chemi­
cal studies. 

Samples were selected of core (in the LBL collec­
tion) from hole DC-6 on the Hanford Reservation, 
spanning the depth range from 740 to 1153 m. Most 
of the fracture-filling material consists of a mixture 
of zeolite,·· primarily clinoptilolite, with quartz, 
although some samples contain phillipsite and cristo­
balite. Illite and erionite were identified in' only two 
samples. 

The trace-element data for basalt, fracture fil­
lings, and stream water are listed in Table 1. It is 
apparent that the data for fracture-filling trace 
elements are much more consistent with those for 
basalt than with those for stream water, especially 
when elemental ratios are considered. The stron­
tium isotopic data (Table 2) also support the lack of 
a major stream water component in the fracture­
filling minerals. There is only a very small differ­
ence in Sr isotope ratios between individual 
fracture-filling pairs, while there are variations in iso­
topic ratios with depth in the basalt. 

Waters from surface streams and groundwater of 
the Hanford region have not yet been made available 
for this study. As a result, we used Sr data for 
several western V.S. streams (Brass, 1973) to apply a 
mixing model (Faure, 1977). Assuming values of 
60 ppb Sr for average streams and a 87Sr/86Sr ratio 
of 0.709, we find that the data for fracture fillings 
are compatible with derivation from a large amount 
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Table 1. Comparison of basalt, stream water, and fracture filling materials. 

Stream 
Basalt waters 

Element (ppm)a (ppb)b 

Sc 30 0.004 

Ti 10,000 10 

Cr 170 1 

Mn 1500 8 

Fe major 40 

Co 48 0.2 

Ba 330 50 

Th 2.7 0.1 

U 0.1 

Rb 130 1 

Sr 465 60 

K/Rb 255 (1000±) 

Th/U 2.7 

Rb/Sr 0.28 0.016 

aData from Brookins et al. (1983c). 
bData from Drever (1982). 
CData from DOE (1982). 

of basalt (95%) and no more than 5% water. 
Further, the supporting trace element data argue that 
the actual surface water component is probably near 
zero, although specific waters must be tested to ver­
ify this. 

These investigations lead to the following conclu­
sions: 

1. Strontium isotopic signatures of fracture­
filling minerals are essentially identical to those of 
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Hanford 
groundwater Fracture/Fillings 

(ppb)C (ppm)a 

12.5 

8800 

30 41 

50 618 

50 53,000 

5 19.6 

30 718 

1.8 

0.55 

42 

60 240 

217 

3.3 

0.18 

their host basalt. 
2. The trace-element data indicate 'that the 

fracture-filling minerals reflect the chemistry of their 
basalt source. 

3. If water flowing vertically through the basalt 
had caused the precipitation of the secondary 
minerals noted, the chemistry of the minerals would 
reflect that origin. This is not the case. 



Table 2. Strontium isotopic data-basalt and frac-
ture fillings. 

87Sr/86Sr 

Fracture 
Samplea Basalt fillings 

2427 0.7053 0.7060 

2933 0.7050 0.7055 

3006 0.7054 

3089 0.7054 0.7056 

3275 0.7050 0.7052 

3337 0.7060 0.7059 

3340 7.7058 0.7057 

3436 0.7057 0.7089 

3541.7 0.7067 0.7059 

3542 0.7060 0.7063 

3572 0.7056 

3636 0.7060 0.7048 

3666.2 0.7056 

3688 0.7056 

aThe sample numbers are the depths of samples 
from drill hole DC-6. 
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THERMODYNAMIC COUPLING 
OF TRANSPORT PROCESSES IN 
NEAR-FIELD REGIONS OF· 
NUCLEAR WASTE 
REPOSITORIES 

c.L. Carnahan 

Processes of heat flow, fluid flow, and solute 
transport are expected to occur simultaneously in the 
vicinity of a nuclear waste repository, and efforts to 
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simulate these processes numerically are recelvmg 
increasing attention. In the near-field region, large 
gradients of temperature, pressure, and composition 
can give rise to thermodynamically coupled 
processes in which flows of heat and matter are 
driven by seemingly unrelated forces. Such 
processes include thermal osmosis, thermal diffusion, 
ultrafiltration, and chemical osmosis. 

PHENOMENOLOGICAL EQUATIONS FOR 
MATTER FLOWS 

The thermodynamics of irreversible processes is 
particularly adaptable to the description of transport 



processes in multicomponent systems acted on by a 
variety of driving forces. For the purpose of the dis­
cussion to follow, we consider a simple two­
component 'system~water (index 0) and a single 
solute (index s)-that forms a dilute, ideal solution 
in a saturated, porous or semipermeable medium 
acted on by gravity and gradients of temperature (n, 
pressure (P), and composition. It can be shown 
(Carnahan, 1983) that the vector flows of volume 
V), water Vo)' and solute Vs)' are given by the equa­
tions 

iv 
'l T h _ L RT 'l Ps 

- Lvq T - Lvv 'l vs Ms Ps (1) 

J [L 
'IT+L "h+L .. sRT'lps) o ~ - Po vq -T vv v • 

Ms Ps 

(2) 

( L + L )"h (L + L ) RT V' Ps - Ps vv . sv v - Ps vs ss , 
Ms Ps 

(3) 

where V' is the vector gradient operator, R is the gas 
constant, M is the molecular weight of the solute, 
and Po and ~s are the partial mass densities of water 
and solute, respectively. The vector force V' h is 
given by 

'1h = '1P + p!g'lz , 

where PJ is the total mass density of the fluid, g is 
the acceleration of gravity, and z is the height above 
an arbitrary datum. The volume flow is defined by 

where Vo and Vs are the partial specific volumes of 
water and solute, respectively. The flows are current 
densities, i.e., quantities of volume or mass per unit 
area per unit time. The Onsager reciprocal relations 
require equality of the phenomenological coefficients 
Lsv and Lvs' 

We identify various processes by reference to the 
phenomenological coefficients associated with them. 
The direct processes are advection (Lvv and diffusion 
(L ), described by Darcy's law and Fick's law, 
re::;ectively. The thermodynamically coupled 
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processes are thermal osmosis (Lvq)' thermal diffu­
sion (LSq)' chemical osmosis (Lvs)' and ultrafiltration 
(LsJ 

We use (l), (2), and (3) to compare flows of fluid 
and solute arising from thermodynamically coupled 
processes to the flows that would be predicted by the 
laws of Darcy and Fick. 

APPLICATION TO A HYPOTHETICAL 
REPOSITORY ENVIRONMENT 

To estimate possible magnitudes of thermo­
dynamically coupled effects relative to direct effects, 
we assume conditions previously hypothesized for 
the near-field region of a repository sited in basalt. 
Values of phenomenological coefficients are taken 
from experimental data reported in the literature. 
Although a considerable literature exists on thermo­
dynamically coupled processes in entirely fluid sys­
tems, data relevant to porous and semipermeable 
natural materials are relatively scarce. Thus we use 
data on thermal osmosis in kaolinite, even though 
we recognize that kaolinite may not be a principal 
candidate for a backfill material. However, the 
results obtained should be approximately 
representative of clay backfills, in general. 

Repository Conditions 

We assume that the repository is sited in basalt 
and that the near-field environment is saturated by 
groundwater flowing down a regional hydraulic gra­
dient equal to 10-3 m/m (V' h ~ 10 J /m4). To esti­
mate the thermal effects, we adopt calculations 
reported (Hodges, 1980) for a hypothetical basalt 
repository which indicate that at 50 years after clo­
sure the temperature a few tens of meters from the 
repository will be approximately 420 K and the tem­
perature gradient will be approximately 2 K/m. The 
groundwater characteristics of this basalt has a dis­
solved solids content equal to a solute partial mass 
density (Ps.) of 0.4 kg/m3. The molecular weight of 
the solute IS assumed to be 0.1 kg/mol. 

Thermal Osmosis in Kaolinite 

Experiments on thermal osmosis of pure water 
through kaolinite (Srivastava and. A vasthi, 1975) 
provide the following values of Lvv and Lvq 
corresponding to the experimental conditions: 



We assume that these values can be used to provide 
approximate results under our assumed repository 
conditions; then using (1) with gradient Ps equal to 
zero, we calculate the following contributions to ill 
from thermal osmosis and Darcy's law: 

ill (thermal oxmosis) ~ 4 X 10- 10 m/s, 

iv(Darcy) ~ 5 X 10- 13 m/s . 

Thermal osmosis in this material, under the 
assumed temperature gradient, produces a volume 
flow (specific discharge) 800 times as large as the 
Darcian flow. It is clear that the kaolinite acts as a 
semipermeable membrane with an extremely small 
Darcian permeability. 

A hydraulic gradient of about 0.8 m/m 
C'Vh ~ 8000 J/m4) would be required to produce a 
Darcian flow equal to the thermal osmotic flow 
estimated in this example. 

Chemical Osmosis, Ultrafiltration, and 
Diffusion in Bentonite 

Results of isothermal experiments with Wyom­
ing bentonite (Letey and Kemper, 1969) provide the 
following estimates of L slI' Lilli' and Lss: 

Lsv ~ -0.8 X 10- 16 kg· m2/(J . s) , 

Lvv ~ 2.4 X 10- 16 m5/(J. s), 

Lss ~ 6.8 X 10- 17 kg2/m . J . s) . 

We assume that these values are valid under the 
assumed repository conditions and that the relative 
concentration gradient of the solute (\7 Ps / Ps) is 
O.l/m. Then we use (2) and (3) with \7 T equal to 
zero to estimate contributions to flows of water and 
solute form processes driven by gradients of 
hydraulic potential and solute concentration. 

From (2), the contributions to water flow from 
chemical osmosis and from Darcy's law are 

io(chemical osmosis) ~ -2.9 X 10- 10 kg/m2·s) , 

Here the flow due to chemical osmosis is about 125 
times larger than the Darcian flow and is directed 
against the gradient of solute concentration. 
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If each partial flow of solute in (3) is regarded as 
a vector quantity, it is seen that the flow from 
ultrafilitration is directed against the advective flow 
and that the chemical osmotic flow is directed 
against the diffusive flow. The various contributions 
to the total flow of solute are 

is(advection) ~ 9.3 X 10- 16 kg/(m2·s) , 

is (ultrajiltration ) ~ - 8.2 X 10- 16 kg/(m2·s) , 

is(total along \7 h) ~ 1.1 X 10- 16 kg/(m2·s) , 

and 

is (chemical osmosis) ~ -1.2 X 10- 13 kg/(m2·s) , 

The bentonite used in this example is semi­
permeable and has characteristically low Darcian 
permeability and mass diffusivity; thus the thermo­
dynamically coupled processes, chemical osmosis 
and ultrafiltration, are significant contributors to 
flows of water and solute. In the case of solute tran­
sport ultrafiltration reduces flow along the hydraulic 
gradient by about an order of magnitude relative to 
the value that would be calculated from Darcy's law 
alone, and chemical osmosis greatly reduces flow 
along the concentration gradient relative to the value 
that would be calculated from Fick's law alone. 

Thermal and Fickian Diffusion in Permeable 
Material 

In granular, noncohesive materials that are 
permeable to solutes, the coefficients L llq and L

IIS 

may be vanishingly small relative to otlier coeffi­
cients in the phenomenological equations, leaving 
thermal diffusion as the only (potentially) significant 
thermodynamically coupled transport process. If a 
hydraulic gradient is absent in such a permeable 
material, (3) can be written as 

where Dss' the "diffusion coefficient," and ss' the 
"Soret coefficient," are defined by 



Lss RT Lsq Ms 
Dss = - M and Ss = -L --2· 

Ps s ss RT 

From (4), the ratio of the magnitude of solute flow 
produced by thermal diffusion to that produced by 
Fickian diffusion is 

js (thermal diffusion) 

jS<Fickian diffusion) 

Recent measurements of thermal diffusion of 
solutes in a system containing saturated, 3-J.Lm 
alumina have provided values of s of about 4 X 
1O-3/K (Thornton and Seyfried, 1983). Using our 
assumed repository conditions and the reported 
value of ss' the ratio given by (5) is 0.08. 

CONCLUSIONS 

The thermodynamics of irreversible processes 
provides phenomenological equations that encom­
pass a broader range of physical phenomena than is 
accessible through consideration of simultaneous, 
direct processes (Fourier's law, Darcy's law, Fick's 
law) alone. 

The approximate calculations presented here 
indicate that thermodynamically coupled transport 
processes can contribute to the mass flows in near­
field regions of nuclear waste repositories. Backfills 
containing large proportions of clay can act as semi­
permeable membranes and produce mass flows by 
thermal osmosis, chemical osmosis, and ultrafiltra­
tion that are significant relative to Darcian and Fick­
ian flows. Predictions of water and solute flows 
through semipermeable materials based only on 

RADON-222 IN GROUNDWATER 
OF THE LONG VALLEY 
CALDERA, CALIFORNIA 

H.A. Wollenberg, S. Flexser, A.R. Smith, 
and D.F. Mosier 

Continuing seismic actIVIty, together with 
measurable uplift (Savage and Clark, 1982) and the 
appearance of new fumaroles suggest that magma 
may be circulating at depths as shallow as 5 km 
beneath the Long Valley caldera. It is possible that 
the contents of elements dissolved in hot and cold 
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Darcy's law and Fick's law could be seriously in 
error in magnitude and possibly also in direction, the 
latter depending on the relative alignments of driving 
forces. Thermal diffusion can be active also in such 
backfills, but would be the only significant coupled 
process expected in permeable backfills and in 
porous or fractured geologic media. 
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springs in and near the caldera may reflect variations 
in the subsurface thermal-hydrologic regime as 
magma is injected, and they may also reflect the 
resulting structural changes in the earth's crust. The 
content of the radioactive gas 222Rn dissolved in the 
water has been demonstrated to vary as stresses in a 
region change in advance of or in response to 
seismic activity (Smith et aI., 1976; King, 1978). 
Changes in other chemical constituents of groundwa­
ter have also been interpreted as possible seismic 
precursors. For these reasons, samples from hot, 
warm, and cold springs are being collected periodi­
cally in the Long Valley area to furnish a baseline of 
data on water chemistry for comparison with results 
of future resamplings. A continuous monitoring sys-



tern has been installed to measure the radon contents 
of groundwater. 

The water sources sampled include many of 
those sampled and analyzed over the past decade by 
members of the USGS (Sorey et al., 1978). Sampling 
was done at orifices where boiling is occurring as 
well as at those of intermediate and cold tempera­
tures (the spring locations are shown in Fig. I). 
Specific conductance, temperature, pH, and radioac­
tivity were measured at the time of sampling. Sam­
ples for laboratory gamma counting for 222Rn were 
obtained by filling two 500-ml thick-walled Nalgene 
bottles, then capping them and taping them tightly. 
Samples were also collected for analyses of major 
and trace elements by filtering water into two 
polyethylene bottles at each site, one acidified to 
preserve the dissolved silica contents in solution. 
Unfiltered samples were also taken in small glass 
bottles for oxygen and hydrogen isotope analyses. 
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Figure 1. Outline map of the Long Valley caldera (after 
Sorey et al., 1978), showing locations of the springs sam­
pled. The broken line represents the border of the caldera; 
the dash-dot line outlines the outcrops of the resurgent 
dome. Letter symbols are keyed to Table 1. [XBL 843-
96831 

Table 1. Radon contents and other parameters of spring water. 

Rock No. of Specific condo Temp. 
Location typea Name pCi/L analyses (~ohms/cm) pH CC) 

BA al Big Alkali Lake 225 1700-1750 6.3-6.5 59 

BS b Big Spring 601 ± 67 4 175-180 6.5-6.7 10 

CD r Casa Diablo 23 1400-1425 7.6-7.8 94 

F b Fish Hatchery 
"CD" pool 789 ± 170 4 210-220 6.6-6.7 13 
"H-2&3" pool 664 ± 50 3 

H g Hartley Spring 2490 40-60 6.5-6.7 2 

HB r Hot Bubbling Pool 42 1800-1850 7.5-7.7 63 

HC r Hot Creek George 16 2 1700-1750 8.1-8.2 90 

L g Laurel Spring 2428 ± 135 20 100-110 8.5-8.6 11 

LHC r,l Little Hot Creek 319 2 

MS m Minaret Summit 1430 210-220 6.6-6.7 3 

NW r,l North of Whitmore 200 1400-1450 7.4-7.6 53 

W r,al Whitmore 395 625-650 7.0-7.2 51 

aRock types encompassing spring systems: al = alluvium, b = basalt, g = granitic rock, 1 = lake bed depo-
sits, m = metavolcanic rock, r = rhyolite. 
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Field measurement data and results of laboratory 
measurements of the 222Rn content of the samples 
are listed in Table 1. 

Examination of Table 1 indicates a wide range of 
radon contents, generally corresponding inversely to 
the temperatures and specific conductances meas­
ured at the springs. Gamma-ray spectral analyses of 
rock samples indicate that radon contents of spring 
water also correlate roughly with the uranium con­
tent of the encompassing rocks. The highest radon 
contents are in the dilute cold springs, Hartley and 
Laurel (from granite) and Minaret Summit (from 
metavolcanic rock), while the waters sampled at the 
hottest springs, Casa Diablo, Hot Creek, and Hot 
Bubbling Pool, are very low in radon. Springs of 
intermediate temperature in Long Valley proper, Big 
Alkali Lake, Whitmore, and north of Whitmore, 
have easily measureable radon contents, as do the 
cool springs emanating from basalt at the fish 
hatchery and Big Spring. 

A continuous monitoring system was installed in 
one of the springs emanating from a basalt flow in 
the south moat area to provide hourly records of Rn 
content. A NaI(Tl) detector is submerged in a pool 
so that the water surrounding the detector serves as a 
shield against gamma rays, except those originating 
in the water. We have observed that the gamma 
radioactivity measured in this manner is due almost 
exclusively to the Rn content of the water. Initial 
operation of this system in the late summmer of 
1983 shows diurnal variations that correspond to 
earth tidal fluctuations, as illustrated in Fig. 2. This 
correspondence is also illustrated by the frequency 
distribution diagram (Fig. 3), which shows the 12-
and 24-hour periodicities characteristic of earth tides. 
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Figure 3. Frequency distribution of radon in spring water. 
[XBL-83 I 2-2409] 

The concordance with the earth tidal response of the 
rocks encompassing the hydrologic system feeding 
the basalt spring indicates that radon variations are 
sensitive indicators of crustal stress and that this 
tidal response makes up a large part of the back­
ground upon which the effects of magma injection 
and seismicity will be superimposed. 

These, and more recent results are the subject of 
a paper by Wollenberg et aI., (1984). 
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Figure 2. Variation of gamma radioactivity with time from continuous monitoring of the fish hatchery 
spring water. Earth tidal variations also plotted are calculated for Long Valley's position and altitude and 
are expressed in gravitational visits. [XBL-83 I 2-2410] 
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ROCK-FLUID REACTIONS IN 
ENHANCED OIL RECOVERY 

W.H. Somerton 

Cores from a number of California oil-producing 
formations, that are potential candidates for 
enhanced oil recovery (EOR) operations have been 
tested, to evaluate the effects of disturbing fluid/rock 
equilibrium by injecting EOR fluids. The fluid-flow 
capacity of reservoir rocks may be severely affected 
by introduction of foreign fluids. In addition, loss of 
injected chemicals to the rock by adsorption, ion 
exchange, mineral dissolution, and reactions with 
formation brines may minimize the effectiveness of 
the EOR fluid injection. 

Many of the cores tested did show serious reduc­
tion in fluid-flow capacity upon changing the ionic 
content or concentration of the injected fluid. This 
reduction is attributed to mobilization of and subse­
quent plugging by formation fines. Ultrafine mineral 
particles have been noted in the effiuent from fluid­
flow tests. Some cores from two southern San 
Joaquin Valley fields (Kern Front and Midway­
Sunset) showed anomalous behavior in this regard. 
These cores showed a reduction of the effiuent pH to 
as low as 4.0 when neutral NaCl solution was 
injected. This pH reduction, which lasts for many 
pore volumes (PV) of injection, is attributed to 
H+ /Na+ exchange, releasing H+ into the flowing 
fluid. These cores, although mineralogically similar 
to other cores from the same formation and, in one 
case, from the same well, show no reduction in per­
meability regardless of the nature of the injected 
fluid. 

Screening tests have been developed to identify 
those cores that do not show permeability reduction 
to freshwater injection. Similar tests have also been 
developed to demonstrate the effectiveness of stabil-
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izing agents (dilute AlCl3 solution in this work) in 
reducing the susceptibility of cores to permeability 
reduction. 

FLUID FLOW TESTS 

Results of fluid flow tests on Midway-Sunset 
cores are shown in Figs. 1 to 4. Figure 1 shows large 
and irreversible reduction in permeability when the 
core is contacted by deionized water. Effiuent ana­
lyses for this core show sharp spikes in the Si and Al 
concentrations just one PV after injection of deion­
ized water (Fig. 2). These spikes are due to the 
passage of ultrafine mineral particles through the 
core, the larger of which plugged the core and caused 
a serious loss in permeability. The initial loss in per­
meability is caused by core stabilization and prob­
ably some clay swelling due to cationic exchange of 
Ca2+ for Na+. 

Figure 3 shows results of tests on a Midway­
Sunset core from the same producing formation. In 
this case there was no significant loss in permeability 
upon introduction of deionized water. Figure 4 
shows no spikes in the Si and Al concentrations of 
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Figure 1. Results of flow tests on Midway-Sunset core 
MSI-2. [XBL 841-319] 
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Figure 2. Emuent analysis for Midway-Sunset core 
MSI-2. [XBL841-318] 

the effluent, indicating no transport of fines through 
the core. These two findings are consistent. An 
unusual feature of this core is the low pH of the 
effluent during NaCl injection. This is attributed to 
cationic exchange of Na+ for H+, releasing H+ to the 
flowing fluid and causing reduction in pH of the 
effluent. 

SCREENING TESTS 

Flow behavior of Midway-Sunset cores noted 
above could have been predicted by simple jar tests. 
An amount of the core material is placed in a flask 
containing dilute NaCl solution. The pH of the solu-

o 
::E 

600 HaCI --~+----

500 

400 

I, 

Ii 
II ,'~\ pH· ~ 

:;; 300 
2 ,.,tI'~' I· 

'~ __ 6--l 
I 

,{ I 
200 r/ I 

e 
.r 

:' I , 
100 ~ I 

~ I 
I 

ThrouQhput, PV 

6 

4 

3 

Figure 3. Results of flow tests on Midway-Sunset core 
MS2-2. [XBL 841-317] 
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tion was measured at various times, yielding the 
results in Table 1. The MS1 core showed no pH 
response, as was found in the flow test, but the MS2 
core showed significant pH lowering, indicating 
again that cationic exchange was occurring. 

The above behavior has been noted in other 
southern San Joaquin Valley cores. Kern· Front 
cores from the same formation show the same two 
types of behavior. 

CONCLUSIONS 

From the present work, some general conclu­
sions can be reached that are not necessarily unique 
but do confirm previous findings. Further work is 
needed to test the validity of some of the screening 
tests presented here. 

Table 1. pH values from jar tests, Midway-Sunset 
cores. 

Time 
(hours) MSI MS2 

0 7.0 6.0 

20 6.9 5.1 

44 7.2 4.8 

68 7.3 4.2 

92 7.3 4.2 



1. Many California oil-producing formations 
show serious reduction in fluid-flow capacity when 
the ionic content or concentration of the flowing 
fluid is changed. This is particularly true when fresh 
water is injected into these formations. 

2. Loss of fluid-flow capacity is due primarily 
to the mobilization and subsequent deposition of 
mineral fines in pore necks. This is partly confirmed 
by the temporary restoration of part of the flow 
capacity upon reversal of flow direction. Moreover, 
ultrafine mineral particles in the effluent have been 
detected by atomic adsorption spectroscopy (AAS) 
analyses as spikes appearing about one PV after 
injection of fresh water. From the relative concen­
trations of Si and Al detected, it may be concluded 
that both finely divided aluminum silicates and 
quartz are being transported through the core, the 
larger particles of which cause the plugging and 
attendant loss in flow capacity. 

3. Some southern San Joaquin Valley cores 
show no loss in flow capacity upon changing the 

HIGH-RESOLUTION MAGIC­
ANGLE SPINNING NMR 
SPECTROSCOPY OF 
ALUMINO SILICATE MINERALS 
AND GLASSES 

J.B. Murdock. J.F. Stebbins. 1.S.E. Carmichael. and 
A. Pines 

Nuclear magnetic resonance (NMR) is a radio­
frequency spectroscopic technique in which a nucleus 
with nonzero spin is used as a sensitive probe of its 
local electronic environment. The most useful 
parameter obtained is the chemical shielding (or 
chemical shift), which characterizes the degree to 
which nearby electrons shield the probe nucleus from 
a large external magnetic field. Nuclei in different 
bonding sites or environments are shielded dif­
ferently and hence absorb energy at different fre­
quencies. 

In a polycrystalline solid, however, spectral 
features are broadened by the orientational aniso­
tropy of chemical shielding and by interactions 
between nuclei. By rapidly spinning a powdered 
sample at the magic angle, 54. r, relative to the 
external magnetic field, this broadening averages to 
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lDJection fluid to fresh water. These cores are 
characterized by unexpected behavior in that when 
contacted by dilute NaCl solutions, the pH of the 
solution quickly drops to values below 4.0. This is 
attributed to Na+ /H+ exchange, releasing H+ to the 
solution and reducing its pH value. The relationship 
of this pH response to inhibiting the loss of fluid­
flow capacity has not yet been established. However, 
jar tests may be used to identify cores that show pH 
response, and presumably these cores will not suffer 
permeability damage by freshwater injection. 
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zero. One can obtain well-resolved spectra of isotro­
pic chemical shifts, similar to NMR spectra com­
monly obtained from liquids. As such, magic-angle­
spinning (MAS) NMR is a powerful new means for 
studying structure and short-range order in minerals 
and glasses. 

The magnetically active nuclei we have investi­
gated are sodium-23 and aluminum-27 (both 100% 
isotopically abundant) and silicon-29 (4.7% abun­
dant). Silicon is thus harder to detect than alumi­
num or sodium, but offers two advantages: Its spec­
tra are intrinsically better resolved and are more 
easily interpretable. A large number of crystalline 
silicates have been analyzed in the past 4 years, and 
a good correlation has been found between silicon 
chemical shifts (measured in ppm relative to 
tetramethylsilane) and the degree of silicate polymer­
ization ranging from isolated Si04

4- units to three­
dimensional framework structures (Lippmaa et aI., 
1980). The silicon chemical shift is also affected by 
the number of adjacent aluminate tetrahedra, becom­
ing less negative as the number of next-nearest­
neighbor aluminums increases from zero to four 
(Klinowski et aI., 1981; Lippmaa et aI., 1981). These 
shift ranges are reasonably well separated, often 
providing an unambiguous structural assignment. 

Silicon shifts have also been correlated with 
average bond lengths (Higgins and Woessner, 1982), 



bond angles (Smith and Blackwell, 1983), and bond 
strengths (Smith et aI., 1982). These empirical rela­
tionships, determined using well-characterized cry­
stalline samples, can then be used in the study of 
disordered or glassy materials. 

Our own research in the past year has focused on 
two areas: the nature of silicon-aluminum ordering 
in feldspars and the extent of silicate polymerization 
in glasses, particularly as a function of the cations 
present. 

SILICON-ALUMINUM ORDERING IN 
ALBITE 

Albite (NaAISi30 g) is a triclinic alkali feldspar 
with four crystallographically distinct tetrahedral 
sites. In low albite, the most common naturally 
occurring form, silicons occupy three of these sites 
and aluminum exclusively occupies the fourth. Pro­
longed heating of albite close to its melting point of 
1100°C is known to cause disordering of the 
tetrahedral cations; from x-ray analysis, it is believed 
that about a month of heating will distribute the 
aluminum cations nearly equally among the four 
sites (Winter et aI., 1979). 

Using silicon-29 MAS NMR, we have been able 
for the first time to monitor the extent of short-range 
order during this process. Samples of a very pure 
Franciscan vein albite were heated at 1080°C for 
various lengths of time from 1 to 56 d. Four of the 
resulting NMR spectra are shown in Fig. 1, each 
scaled to the same overall height. Initially one sees 
three sharp peaks of roughly equal intensity 
corresponding to the three distinCt silicon sites. 
These peaks remain (and slightly broaden) as the 
albite is heated, contributing approximately 40% of 
the total 29Si spectral intensity even after 56 d. This 
suggests that the thermal disordering process occurs 
heterogeneously. Small additional features in the 
broad background associated with disordered regions 
of the 56-d sample can be assigned to silicons with 
zero to three aluminate neighbors, but the relative 
intensity of these peaks differs from the pattern 
expected for a purely random distribution of silicons 
and aluminums. In particular, the measured intensi­
ties are consistent with Loewenstein's rule (Loewen­
stein, 1954), which predicts an absence of AI-O-Al 
linkages. Such details of local ordering can contri­
bute to a better understanding of mineral thermo­
dynamics. Relaxation properties of the ordered and 
disordered albite phases differ as well: 29Si nuclei in 
a disordered environment return to equilibrium 
more rapidly after the application of a radio fre­
quency pulse. 
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Figure 1. Silicon-29 MAS NMR spectra of albite samples 
heated at 1080°C for various lengths of time. The spinning 
rate was approximately 3 kHz. [XBL 8311-44851 

As noted earlier, one can also use 23Na and 27 Al 
NMR to investigate feldspar structure. Unlike 29Si, 
these nuclei are nonspherical and hence interact with 
local electric field gradients. In a powdered or 
polycrystalline sample, this interaction gives rise to a 
characteristic broadening that cannot be removed by 
magic-angle spinning. Some representative 23Na 
spectra are shown in Fig. 2. The line shape in low 
Franciscan vein albite is consistent with electric field 
gradient (EFG) parameters determined from single­
crystal NMR measurements (Brun et aI., 1960). [A 
new technique, Fourier transform nuclear quadru­
pole resonance by pulsed field cycling (Bielecki et al., 
1984), can also be used to obtain EFG values in 
polycrystalline minerals.] The MAS spectrum of a 
disordered Amelia albite has the same chemical shift 
but is narrower, suggesting that either a greater 
degree of sodium motion or a more symmetric distri­
bution of surrounding silicons andaluminums has 
reduced the average electric field gradients experi­
enced by the sodiums. The same is true in albite 
glass.· 
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Figure 2. Sodium-23 MAS NMR spectra of ordered and 
disordered crystalline albite and albite glass, measured in 
ppm relative to aqueous NaCl. The small peak in the top 
spectrum is due to a few grains of solid NaCI added as an 
internal frequency standard. The small features flanking 
each of the center peaks are spinning sidebands, which 
appear when the chemical shift anisotropy expressed in Hz 
is greater than the spinning frequency. [XBL 8311-4484] 

STRUCTURE OF SILICATE GLASSES 

The structure of glasses is of ~riterest in that they 
are a frozen approximation of silicate liquids, for 
which a detailed knowledge of silicate speciation is 
needed to better understand magmatic processes. A 
typical 29Si MAS spectrum, that of albite glass, is 
featured in Fig. 3. The broad peak reflects a wide 
range of silicon sites, characterized in part by both 
longer and shorter Si-O bond lengths than those 
found in crystalline albite. (The line width for the 
glass is 19.2 ppm versus 1.4 ppm for each of the 
three crystalline peaks.) The spectrum of albite glass 
is nonetheless quite distinct from that of nepheline 
glass (NaAISiO 4). In albite glass, with a 3: 1 silicon.;. 
to-aluminum ratio, each silicon most likely has one 
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Figure 3. Silicon-29 MAS NMR spectra of 
(NaAISipg) and nepheline (NaAISi04) glasses. 
widths at half height are 19.2 and 13.9 
respectively. [XBL 835-9908] 
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or two aluminate neighbors. In nepheline glass, with 
a 1: 1 silicon-to-aluminum ratio, each silicon is most 
likely surrounded by four aluminate tetrahedra. 

We have recently determined the range of silicon 
environments in a series of disilicate glasses with 
various network-modifying cations present (K+, Na+, 
Li+, sr2+, and Ba2+). For these glasses, the following 
equilibrium has been proposed (Virgo et aI., 1980): 

where Si20 52-, SiOl-, and Si02 refer to structural 
units in sheet-like, chain-like, and three-dimensional 
framework environments, respectively., More gen- . 
erally, one can write 

where Qn refers to a silicate tetrahedron with n 
bridging oxygens (Lippmaa et aI., 1980). 

Intuitively, one would expect that an increase in 
the polarizing power of the charge-balancing cations 
(defined as the ionic charge divided by the ionic 
radius) would tend to disrupt the silicate network, 



shifting these equilibria to the right. Our NMR 
results support this simple hypothesis. Silicon-29 
MAS line widths, which reflect the range of silicate 
environments, increase as follows: 

K :;:;: Na < Li :;:;: Ba < Sr , 

matching the increase in cation polarizing power. 
We have observed a similar relationship for the 
metasilicate glasses CaSi03, CaMgSi20 6, and 
MgSi03, for which an increase in cation polarizing 
power would be expected to shift an equilibrium 
such as 

to the right. These findings are in general agreement 
with results obtained by SiK,8 x-ray emission spec­
troscopy (de Jong et ai., 1981) and Raman spectros­
copy (Matson et ai., 1983). 

We have also explored the effect of quenching at 
high pressure on glass structure. Because high­
pressure quenched melts are prepared in small 
amounts, we must use 23Na or 27 Al NMR, nuclei 
which provide better sensitivity than 29Si. The 
sodium NMR spectra of two albite glasses-one 
quenched at 1 bar, the other quenched at 30 kbar­
are essentially the same, suggesting that at least the 
sodium environments are similar in the two glasses. 

Finally, we have used 29Si MAS NMR to exam­
ine a series of iron-poor sililic lava glasses as a func­
tion of silica content and to compare several sodium 
gallosilicate glasses with the corresponding alumino­
silicates. 
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Ayatollahi, M.S., Noorishad, J., and Witherspoon, P.A., 1983 
Stress-fluid flow analysis of fractured rocks 
Journal of Engineering Mechanics, v. 109, no. I (LBL-11430) 

A variational principle is used in conjunction with the finite-element 
method to solve the nonlinear coupled field equations of an initial boun­
dary value problem for flow in deformable fractured rock masses. This 
results in a powerful method for modeling coupled stress and fluid flow 
behavior of rocks. Stress and deformation history for both solid and liquid 
phases, for arbitrary boundary conditions, and within complex geometrical 
configuration, can be determined. Direct application can be made to fluid 
flow problems in hydraulically fractured reservoirs and naturally fractured 
rocks. 

Benson, S.M., and Bodvarsson, G.S., 1983 
Analysis of non isothermal injection andfallojJtests 
Society of Petroleum Engineers Journal, in press (LBL-14270) 

Injection tests are commonly performed in geothermal wells to obtain 
reservoir and well data. Most of the tests are analyzed assuming that either 
the injected fluid is the same temperature as the reservoir fluid or that a 
stationary boundary separates the reservoir regions of different fluid proper­
ties. In general, neither of these assumptions is appropriate for the analysis 
of nonisothermal injection tests. Pressure transients in response to non­
isothermal injection are controlled, to a great extent by the temperature­
dependent fluid properties, viscosity and density. In this study, numerically 
simulated pressure transients during injection and falloff tests are analyzed 
to develop methods for obtaining the correct permeability-thickness of the 
reservoir and the skin factor for the well. 

The results show that to correctly analyze pressure transients governed 
by a moving thermal front the values used for the fluid properties must 
correspond to the temperature of the injected fluid. On the other hand, for 
pressure falloff tests and for injection tests conducted in a well cooled by 
previous injection or drilling, the physical properties of the in situ reservoir 
fluids must be used. It is also shown that the application of conventional 
isothermal methods for calculating skin values from injection and falloff 
data will give erroneous results. A new method is presented for calculating 
skin values from injection and falloff data that accurately corrects lor non­
isothermal effects. A number of detailed examples are given that illustrate 
the suggested method of analysis. The technique is applied to the analysis 
of injection test data from a well located in the East Mesa geothermal field 
in southern California. 

Bodvarsson, G.S., Benson, S.M., Sigurdsson, a., Stefansson, Y., and Elias­
son, E.T., 1983 

The Krafla geothermal field, Iceland: 1. Analysis of well test data 
Water Resources Research, in press (LBL-16203) 

Extensive modeling studies of the Krafla geothermal field in Iceland are 
presented in a series of four papers. This first paper describes the geological 
settings of the field and the analysis of well test data. 

The geothermal system at Krafla is very complex, with a single-phase 
liquid reservoir overlying a two-phase reservoir. The reservoir rocks are 
volcanic with sequences of basalt flows, hyloclastics, and intrusions. The 
fluid flow in the reservoir is fracture-dominated. 

Considerable pressure transient data from injection tests have been 
gathered from the Krafla wells. These data are analyzed to yield the 
transmissivity distribution in the reservoir system. As the data are compli­
cated by various factors (wellbore effects, nonisothermal effects, two-phase 
flow, and fractured rocks) the applicability of conventional well test analysis 
methods is questionable. We have developed a methodology to analyze 
injection tests for such systems. The results obtained show that .the 
transmissivity of the Krafla reservoir is low, averaging 2 Darcy-meters (O­
m). The average transmissivity of most commercially successful 
geothermal fields is an order of magnitude higher. 
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Bodvarsson, G.D., Pruess, K., Stefansson, Y., and Eliasson, E.T., 1983 
The Krafla geothermal field, Iceland: 2. The natural state of the system 
Water Resources Research, in press (LBL-16204) 

A ~odel of the natural state of the Krafla reservoir system in Iceland 
has been developed. The model consists of a vertical cross section which 
includes reservoirs in both old and new well fields. The physical processes 
considered include mass transport, conductive and convective heat transfer 
and boiling, and condensation. Natural heat losses to surface manifesta­
tions (springs) are also included. The model matches very well all relevant 
data from the Krafla field. The natural flow of hot fluids through the reser­
voirs is estimated as approximately .20 kg/so Steam escaping to surface 
springs constitutes the bulk of the heat losses in the area modeled. Conduc­
tive heat losses through the caprock are approximately 1.0 W /m', and heat 
recharge from below is about 2.0 W/m'. The excellent match with observed 
data gives confidence in the transmissivity values inferred from the injec­
tion test data. 

Bodvarsson, G.S., Pruess, K., Stefansson, V., and Eliasson, E.T., 1983 
The Krafla Geothermal Field, Iceland: 3. The generating capacity of the 
field 
Water Resources Research, in press (LBL-16205) 

This paper presents analytical and numerical studies of the generating 
capacity of the Krafla field. A lumped-parameter model is developed, 
which can be used to obtain rough estimates of the generating capacity of a 
geothermal field based on the size of the wellfield, the average formation 
porosity, and the amount of recharge to the system. The model is applied. 
to the old well field at Krafla. More sophisticated calculations of the gen­
erating capacity of the Krafla field are performed using distributed­
parameter models. Two-dimensional areal models of the different reservoir 
regions at Krafla are developed and their generating capacities in MW­
years evaluated. The results obtained indicate that the old wellfield ca~ 
sustain steam production of 30 MW for 30 years. years. The estimated 
power potential of the new wellfield is 20 MW, years. To obtain the 
required steam production several additional wells may be drilled in the old 
and new wellfields. 

Bowman, H., Stross, F.H., Asaro, F., Hay, R.L., Heizer, R.F., and Michel, 
H.Y., 1983 

The northern Colossus of Memnon: New slants 
Archaeometry, in press (LBL-15633) 

Chemical and petrographic studies of the two nO-ton "Colossi of Mem­
non" located near Luxor in Upper Egypt, and of quartzite quarries (near 
Cairo, Aswan, Silsila, and Silwa (EI Massaid», indicate that the rear pede­
stal blocks of the northern statue (as well as the reconstructed upper torso) 
were quarried at Aswan, about 210 km south of Luxor. The large front 
pedestal block of this statue, like its lower torso and the southern statue and 
pedestal were quarried at Cairo about 676 km north of Luxor. These stu­
dies suggest that the rear pedestal blocks of the northern statue were part of 
the same reconstruction project which was undertaken by the Roman 
emperor Septimius Severus around 200 A.D. 

The statues are tilted toward each other, a feature that at least to some 
degree had already been observed in antiquity. The tilting of the front part 
of the northern pedestal at present is considerably more pronounced than 
that of the rear pedestal blocks. Our studies, including an analysis of meas­
urements of the angles of tilt, further suggest that the rear part of the lower 
torso of the northern statue was moved when the statue was reconstructed. 
Then a foundation was built of quartzite blocks from Aswan, and the lower 
rear torso placed on the new foundation and aligned with the front torso. 
The upper part of the statue was also reconstructed with blocks from 
Aswan, and the added weight was centered roughly over the new quartzite 
foundation blocks. This study suggests that a substantial part of the 
present-day tilting of the northern statue occurred prior to its reconstruc­
tion. 



Bunge, A.L., and Radke, c.J., 1983 
Divalent ion exchange with alkali 
Society of Petroleum Engineers Journal, v. 23, August (LBL-17723) 

Exchange of hardness ions is important in EOR with chemical additivi-
ties. In both micellar/polymer and caustic flooding processes, multivalent 
ions released from rock surfaces can interact with anionic surfactants, 
rendering them preferentially oil soluble and/or insoluble in water. Because 
hardness cations are sparingly soluble and precipitate in alkaline solutions, 
such solutions may be more efficient as surfactant-flood preflushes than are 
softened brines. Multivalent ion precipitation may also occur in alkaline 
waterflooding. To permit design of such processes, this paper presents a 
chromatographic theory for simultaneous ion exchange with precipitation of 
divalent ions. 

Theoretical effluent histories and concentration profiles are presented 
for the cases of finite pulses and continuous injection of hydroxide ions into 
linear cores. Complete capture of the insoluble salt particles is assumed. 
Results are given for the case of instantaneous equilibration of the solution 
with the precipitate, as well as for the case of complete nonequilibrium, in 
which the solid precipitate does not redissolve. These two physical 
extremes predict field performance and laboratory results, respectively. 
Data for Berea sandstone and an argillaceous sand compare favorably with 
the proposed theory. 

The efficiency of alkaline preflushing is shown to depend on thOe 
exchange isotherm, initial divalent loading of the 0 rock, injected pH and 
salinity, the solubility product of the precipitated salt, and pulse size. The 
effect of pulse size on complete equilibrium removal of hardness ions is 
reduced efficiency with increasing size until a critical volume approximating 
continuous injection is reached. Increasing injected pH and salinity pro­
vides a more favorable response. 

The theoretical model, when applied to field conditions, predicts redis­
solution zones that have not been previously recognized because solution 
residence times in laboratory columns are too short. Calculations show that 
precipitate redissolution by the low-pH solutions following alkaline pulses 
may introduce high concentrations of calcium behind the preflush where 
interference with micellar or polymer solutions is likely. These results sug­
gest that reservoir preflush design from laboratory tests, while possible, 
must be made carefully. 

Buscheck, T.A., Doughty, c., and Tsang, C.F., 1983 
Prediction and analysis of a field experiment on a multilayered aquifer 
thermal energy storage system with strong buoyancy flow 
Water Resources Research, v. 19, no. 5, p. 1307-1315 (LBL-15037) 

The results of the first two cycles of the seasonal aquifer thermal energy 
storage field experiment conducted by Auburn University near Mobile, Ala­
bama, in 1981-1982 (injection temperatures 59°C and 82°C) were predicted 
by numerical modeling before their conclusion with good accuracy. Subse­
quent comparison of experimental and calculated results provided impor­
tant insight into areas of model improvement and alternative experimental 
designs. Key factors influenCing energy recovery appear to be aquifer 
heterogeneity (layering) and strong buoyancy flow in the aquifer. An optim­
ization study based on second-cycle conditions calculated a series of 
scenarios, each using a different injection and production scheme, to study 
possible ways to improve energy recovery. The results of this optimization 
study were used by Auburn University in the design of the third-cycle 
experiment. 

Carnahan, c.L., and Remer, J.S., 1983 
Nonequilibrium and equilibrium sorption with a linear sorption isotherm 
during mass transport through an infinite. porous medium: Some 
analytical solutions 
Journal of Hydrology, in press (LBL-13005) 

Analytical solutions have been developed for the three-dimensional, 
axisymmetric problem of solute transport in a steady field of groundwater 
flow with nonequilibrium mass transfer of a radioactive species between 
fluid and solid phases and with unequal longitudinal and lateral hydro­
dynamic dispersion. Interphase mass transfer is described by a first-order 
rate expression. Solutions are presented also for the case of equilibrium dis­
tribution of solute between fluid and solid phases. Three types of release 
from a point source were considered: instantaneous release of a finite mass 
of solute, continuous release at an exponentially decaying rate, and release 
for a finite period of time. Computational results for point-source solutions 
show the expected variation of sorptive retardation effects progressing from 
the case of no sorption, through cases of nonequilibrium sorption, to the 
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case of equilibrium sorption. The point-source solutions can be integrated 
over finite regions of space to provide analytical solutions for regions of 
solute release having finite spatial extents and various geometrical shapes, 
thus considerably extending the utility of the point-source solutions. 

Chambre, P.L., Lung, H.C., and Pigford, T.H., 1983 
Mass transport from waste emplaced in backfill and rock 
Transactions of the American Nuclear Society, v. 44, p. 112-113 (LBL-
16414) 

Previous studies of radionuclide transport through backfill have con­
sidered only delays for dissolved radionuclides to penetrate into infinite 
backfill. However, a steady-state rate of transport into surrounding rock 
can result if concentrations at the inner surface of the backfill are governed 
by solubility, as is considered in the present paper. Earlier publications 
have presented analytical solutions for the rate of dissolution of radionu­
c1ide species from solid waste emplaced in porous rock, as limited by solu­
bility at the waste surface and by diffusion and convection into the ground­
water. Here we extend those analyses to include the effect of a finite back­
fill layer between the waste and rock. 

Chan, T., Hood, M., and Board, M., 1982 
Rock properties and their effect on thermally induced displacements and 
stresses 
Journal of Energy Resources Technology, v. 104, p. 384-388 (LBL-
16428) 

A discussion is given of the importance of material properties in the 
finite-element calculations for thermally induced displacements and stresses 
resulting from a heating experiment in an in-situ granitic rock, at Stripa, 
Sweden. Comparisons are made between field measurements and finite ele­
ment method calculations using (i) temperature independent, 
(ii) temperature dependent thermal and thermomechanical properties, and 
(iii) in-situ and laboratory measurements for Young's modulus. The calcu­
lations of rock displacements are influenced predominantly by the tempera­
ture dependence of the thermal expansion coefficient, whereas the dom­
inant factor affecting predictions or rock stress is the in-situ modulus. 

Clarke, J., Gamble, T.D., Goubau, W.M., Koch, R.H., and Miracky, R.F., 
1983 

Remote-reference magnetotellurics: Equipment and procedures 
Geophysical Prospecting, v. 31, p. 149-170 (LBL-13559) 

During the past 3 years, major advances in the magnetotelluric tech­
nique have improved the quality of magnetotelluric data to the point where 
random errors in the impedance tensor and tipper are generally smaller 
than the uncertainty in their interpretation. The major factor in this 
improvement has been the introduction of the remote-reference technique, 
although the use of ultrasensitive magnetometers and minicomputers for 
in-field data processing has also been important. After a review of the 
remote-reference technique, this paper describes the equipment and pro­
cedures used for remote-reference magnetotellurics by the authors. Magne­
tometers using d.c. Superconducting Quantum Interference Devices typi­
cally have a sensitivity of 10- 14 T HZ-Ill, a dynamic range of 10' in a I Hz 
bandwidth, and a slewing rate of 3 X 10-' T s·' at 10 kHz. The electric 
field measurements use conventional Cu-CuSO, electrodes. The remote 
magnetic reference signals are transmitted to the base station using FM ana­
log telemetry. The data are collected and processed by a minicomputer 
based on an LSI-II microprocessor; the essential results-for example, the 
apparent resistivities and the tipper components, with their probable 
errors-are available in the field. Practical details are given of the handling 
of superconducting devices, low temperature cryostats and liquid helium in 
the field. Various spurious noise sources are mentioned, and techniques for 
minimizing their effects are described. 

deLima, M.C.P., and Pitzer, K.S., 1983 
Thermodynamics of saturated aqueous solutions including mixtures of 
NaC!. KCI. and CsCI 
Journal of Solution Chemistry, v. 12, p. 171-186 (LBL-15301) 

The activity coefficients for saturated aqueous KCl, CsCI and mixtures 
of NaCI with each of these electrolytes are calculated from solution proper­
ties using the ion interaction model as well as from the solubility. The 
agreement between the two sets of results for both single and mixed electro­
lytes is, in general, good when it is considered that the saturated solution 
molalities are often much higher than those whose properties were used in 



the evaluation of the ion interaction parameters. Also, for pure KCI(aq) the 
agreement is good up to 300"C, an extrapolation 50"C above the range of 
data on which the equations were based. 

deLima, M.C.P., and Pitzer, K.S., 1983 
Thermodynamics of saturated electrolyte mixtures of NaCl with Na~O. 
and with MgCI, 
Journal of Solution Chemistry, v. 12, no. 3, p. 187-199 (LB1.15323) 

The ion-interaction equation is used to calculate the mean activity coef-
ficients for the saturated aqueous mixtures, NaCi + Na,SO. and NaCi + 
MgCI,. A comparison between these values and those obtained from solu­
bility shows a good agreement over a wide temperature range as well as at 
high ionic strengths for both mixed systems. 

Feng, R., and McEvilly, T.V. 1983 
Interpretation of seismic reflection profiling data for the structure of the 
San Andreas fault zone 
Bulletin of the Seismological Society of America, v. 73, no. 6, p. 
1710-1720 (LB1.16563) 

A seismic reflection profile crossing the San Andreas fault zone in cen­
tral California was conducted in 1978. Results are complicated by the 
extreme lateral heterogeneity and low velocities in the fault zone. Other 
evidence for severe lateral velocity change across the fault zone lies in hypo­
center bias and nodal plane distortion for earthquakes on the fault. Con­
ventional interpretation and processing methods for reflection data are 
hard-pressed in this situation. Using the inverse raw method. of May and 
Covey (1981), with an initial model derived from a variety of data and the 
impedance contrasts inferred from the preserved amplitude stacked section, 
an iterative inversion process yields a velocity model which, while clearly 
non unique, is consistent with the various lines of evidence on the fault zone 
structure. 

Frink, D., and Sundaram, P.N., 1983 
Regression analysis of experimental data using desktop computers 
Geotechnical Testing Journal, in press (LB1.14485) 

This paper describes regression analysis of certain types of experimental 
data obtained from geotechnical' testing. By suitable transformation, non­
linear equations may' be converted into linear equations if appropriate 
weighting factors are applied to the data before performing the regression 
analysis. Sample problems in BASIC which can be used with desktop com­
puters are described. Typical examples from soil mechanics and rock 
mechanics are included. 

Ghiorso, M.S., Carmichael, I.S.E., Rivers, M.L., and Sack, R.O., 1983 
The Gibbs free energy of mixing of natural silicate liquids; an expanded 
regular solution approximation for the calculation of magmatic intensive 
variables 
Contributions to Mineralogy and Petrology, v. 84, p. 107-145 (LBL-
17257) 

The compositions of liquids coexisting with experimentally grown 
crystals of olivine, plagioclase, clinopyroxene, orthopyroxene, leucite, spinel, 
rhombohedral oxide, melilite and potassium feldspar are used to define, 
through mass action expressions of liquid/solid equilibrium, compositional 
derivatives of the Gibbs free energy of mixing of naturally occurring silicate 
liquids as a function of temperature, pressure and the fugacity of oxygen. 
The available experimental data describe these derivatives over a range of 
compositions which includes basic magmas. Therefore, for silicate liquids 
in this composition range, the topology of the Gibbs free energy of mixing 
can be approximated from experimental determinations of its derivatives. 
The majority of the existing thermodynamic data on the liquid phase is 
consistent with the application of regular solution theory to model the free 
energy of mixing. Strictly symmetric, temperature and pressure indepen­
dent, regular solution interaction parameters are calibrated from this phase 
equilibrium data using regression techniques which have their basis in 
inverse theory. These techniques generate numerically stable interaction 
parameters which incorporate inter-variable correlation and account for 
experimental uncertainty. The regular solution model fits the available data 
on anhydrous silicate liquids to within the accuracy of the thermodynamic 
database (± 550 cals). Extensions to regular solution theory allow water 
solubility in more silica rich liquids to be modeled somewhat less accurately 
(± 750 cals). 
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The topology of the excess free energy of mixing surface is strongly 
asymmetric, possessing a single multicomponent saddle point which defines 
a spinodal locus. Given this prediction of a multicomponent spinode, a 
mathematical procedure based upon minimisation of Gibbs free energy of 
mixing, is developed for the calculation of the compositions of coexisting 
immiscible liquids. Predicted binodal compositions substantially agree with 
elemental liquid/liquid partitioning trends observed in lavas. Calculations 
suggest that an immiscible dome, in temperature-composition space, inter­
sects the liquidus field of the magma type tholeiite. Immiscible phenomena 
are predicted at sub-liquids temperatures for the bulk compositions of more 
basic or alkalic lavas, but are absent in. more siliceous rock types for tem­
peratures of the metastable liquid down to 900 K. 

The regular solution model is used in four petrological applications. 
The first concerns a prediction of the binary olivine-liquid phase diagram. 
The calculated geometry exhibits a minimum near Fa", which though not 
in accord with experimental results on the pseudobinary system, compares 
quite favorably with olivine-liquid phase equilibria interpreted froin rhyol­
ites, namely that the olivine phenocrysts of rhyolites are more iron rich 
than their coexisting liquids. The second petrological example concerns 
estimating the depth of the source regions of several basic lavas whose com­
positions cover a range from ugandite to basaltic andesite. The third appli­
cation is a calculation of the saturation temperatures and compositions of 
plagioclase and olivine in four experimental basaltic liquids and a predic­
tion of the liquidus temperatures and first phenocryst compositions of the 
Thingmuli lava series of Eastern Iceland. Lastly, enthalpies of fusion are 
computed for a variety of sioichiometric compounds of geologic interest. 
These demonstrate good agreement with calorimetrically measured quanti­
ties. 

Goldstein, N.E., Wilt, MJ., and Corrigan, DJ., 1984 
Analysis of the Nuevo Le6n magnetic anomaly and its possible relation 
to the Cerro Prieto magmatic-hydrothermal system 
Geothermics, v. 13, no. 1/2, p. 3-11 (LBL-14900) 

The broad dipolar magnetic anomaly whose positive peak is centered 
near Ejido Nuevo Leon, some 5 km east of the Cerro Prieto I power plant, 
has long been suspected to have a genetic relationship to the thermal source 
of the Cerro Prieto geothermal system. This suspicion was reinforced after 
several deep geothermal wells, drilled to depths of 3-3.5 km over the ano­
maly, intersected an apparent dike-sill complex consisting mainly of diabase 
but with minor rhyodacite. A detailed fit of the observed magnetic field to 
a computer model indicates that the source may be approximated by a 
tabular block 4 X 6 km in area, 3.7 km in depth, 2.3 km thick, and dipping 
slightly to the north. Mafic dike chips from one well, NL-I, were analyzed 
by means of electron microprobe analyses which showed them to contain a 
titanomagenetite that is paramagnetic at in situ temperature conditions. As 
the dike mineralogy does not account for the magnetic anomaly, the mag­
netic source is believed to be a deeper, magnetite-rich assemblage of 
peridotite-gabbro plutons. The. suite of igneous rocks was probably 
emplaced at a shallow depth in response to crystal extension and thinning 
brought on by an echelon strike-slip faulting. The bottom of the magnetic 
source body, at an estimated depth of 6 km, is presumed to be at or near 
that of the Curie isotherm (575"C) for magnetite, the principal ferromag­
netic mineral in periodotitic-geophysical data. In particular, earthquake 
data suggest dike injection is occurring at depths of 6-11 km in an area 
beneath the magnetic source. Thus, it is possible that heat for the geother­
mal field is being maintained by continuing crystal and magnetic activity. 

Goubau, W.M., Maxton, P.M., Koch, R.H., and Clarke J., 1983 
Noise correlation lengths in remote reference magnetotellurics 
Geophysics, in press (LB1.15484) 

In remote reference magnetotellurics one uses a reference magnetome­
ter, located typically several kilometers from the magnetotelluric site, to 
obtain estimates of the impedance tensor that are unbiased by random 
noise. Measurements have been made of the correlation length of this noise 
by using a third SQUID magnetometer as a local reference. The impedance 
tensor was determined as a function of the separation between this magne­
tometer and the magnetotelluric site, and compared with the tensor 
obtained simultaneously using the remote reference. This study yielded the 
surprising result that a separation of as little as 200 m was sufficient to 
obtain an unbiased estimate of the impedance tensor. The magnitude of 
the magnetic noise was determined with two different techniques, one 
involving the impedance tensor, and the other involving a magnetic transfer 
tensor. The second method produced a substantially lower estimate of the 



magnetic noise at periods above about I second. It is concluded that a 
component of the noise arises from the non-plane wave nature of the mag­
netic and electric fields. 

Haimson, B., and Doe, T.W., 1983 
State of stress, permeability and fractures in the Precambrian of Northern 
Illinois 
Journal of Geophysical Research, v. 88, no. B9, p. 7355-7371 (LBL-
16463) 

In situ fracture logging, permeability tests, and stress measurements 
have been conducted in UPH 3, a 1600-m-<ieep hole drilled into the Pre­
cambrian granitic basement of northern Illinois. Two major fracture zones 
are revealed, which cannot be discerned in UPH 2, a similarly deep hole 
about I km away. The segments of the UPH 3 core that were oriented indi­
cated the existence of three sets of subvertical joints striking at N55"E, 
N40"W and E-W. These sets correspond to surface and shallow borehole 
joint directions in the Precambrian and Paleozoic rock of southern Wiscon­
sin as well as other areas of the Midwest. The permeability values in 
UPH 3 display an overall reduction with depth from about 10-4 darcy at 
700 m to 10-'-10-9 darcy at 1600 m. Permeability is highest in the zones 
of greatest fracturing, one of which occurs near the top of the granite and is 
probably related to fractures which were formed when the granite was at the 
surface in late Paleozoic times. Permeability reduction with measurements 
in UPH 3 reveal a compressional stress field with the largest stress horizon­
tal and oriented at N48"E (± 3~"). Based on linear regression of 13 test 
results in the depth range of 686-1449 m, the greatest horizontal stress has 
a magnitude of [20.5 + (0.023 X depth (m»] MPa. The least horizontal 
compression has a value of[8.7 + (0.019 X depth (m»] MPa. The vertical 
stress, based on density measurements, is given by [-1.3 + (0.026 X depth 
(m»] MPa. Both magnitudes and directions support previous results in the 
tectonically stable Great Lakes region of the midcontinent. However, a 
m. = 4.4 earthquake did occur in 1972 some 90 km south of UPH 3, at a 
depth of 13 km. The focal mechanism solution revealed strike slip motion 
with the pressure axis horizontal and trending northeast, in accord with our 
measured stress directions and relative magnitudes but not predicted from a 
frictional sliding criterion based on Byerlee's law. 

Hajnal, Z., Stauffer, M.R., King, M.S., Wallis, P.F., Wang, H.F., and Jones, 
L.E.A., 1983 

Seismic characteristics of a Precambrian pluton and its adjacent rocks 
Geophysics, v. 48, no. 5, p. 569-581 (LBL-17662) 

Surface, borehole, and laboratory acoustic measurements all confirm the 
existence of a near-surface low-velocity zone in metavolcanic, metasedimen­
tary, and plutonic rocks of the FEn Flon region of Canada. This zone is 
caused by a high frequency of open fractures and extends from the surface 
to depths of between 5 and 44 m, although occasional open fractures extend 
to at least 60 m. 

There is a linear decrease in sonic velocity with increasing frequency of 
large fractures; the details, however, vary for different sites, depending upon 
several geologic features including rock type and nonfracture porosity. 
Laboratory sonic data indicate very low microcrack densities in the volcanic 
and plutonic rocks. 

Synthetic seismograms derived from sonic log information from the 
center of the granitic pluton have been compared with a nearby multifold 
seismic profile. This shows that the near-surface low-velocity zone attenu­
ates most of the high-frequency seismic energy. However, the remaining 
low-frequency portion of the seismic spectrum can be used to map some 
features of the pluton. 

Halfman, S.E., Lippmann, M. J., Zelwer, R., and Howard, J.H., 1984 
Geologic interpretation of geothermal fluid movement in Cerro Prieto 
Field, Baja California, Mexico 
American Association of Petroleum Geologists Bulletin, v. 68, no. I, p. 
18-30 (LBL-15201) 

A geologic model of the liquid-dominated Cerro Prieto geothermal Field 
was developed on the basis of geophysical and lithologic well logs. The 
direction of subsurface geothermal fluid flow before exploitation, and the 
geologic features controlling this movement were determined by integrating 
well completion and downhole temperature data with the geologic model. 

The data show that fluid (possibly heated by intrusive dikes found in 
wells drilled in the eastern area of the field) enters the system from the east 
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at depths> 10,000 ft (>3,050 m). The fluid moves westward through 
sandstone beds and rises to shallow depths through fault zones and perme­
able sandy gaps in the overlying shale layers. The shale lavers provide local 
cap rocks. Some of the hot fluid reaches the surface west of the field, in an 
area characterized by numerous geothermal manifestations. The rest of the 
fluid mixes with colder ground waters west of the geothermal resource. 

Javandel, I., and Witherspoon, P.A., 1983 
Analytical solution of a partially penetrating well in a two-layer aquifer 
Water Resources Research, v. 19, no. 2, p. 567-568 (LBL-9479) 

The behavior of a layered aquifer under the influence of a pumping well 
is a problem of interest in the fields of hydrogeology, geothermal engineer­
ing, and petroleum engineering. In this paper we shall present an analytic 
solution to the problem of transient flow to a partially penetrating well that 
is open in either layer of finite thickness in a two-layered system. Crossflow 
is permitted at the interface between the two layers. Closed form solutions 
have been obtained which can easily be evaluated numerically. Simplified 
forms of the solutions for small and large values of time have been 
developed from the main solution. It has also been shown that the solution 
reduces to the case of single layer partial penetration once we allow the per­
meability of the non perforated layer to vanish. The approach here is to 
start with the problem when the pumping well is open only in the top layer. 
A second solution is also developed when the well is partially penetrating 
only in the lower layer. A numerical evaluation of these solutions and the 
application of the results to the interpretation of field problems will be 
presented in a subsequent paper. 

Kanehiro, B.Y., 1983 
Reply to "Comment" on 'A note on the meaning of storage coefficient' by 
J.D. Bredehoeft and R.L. Cooley 
Water Resources Research, v. 19, no. 6, p. 1635 (LBL-17519) 

In their comment on our paper [Narasimhan and Kanehiro, 1980], 
Bredehoeft and Cooley state that "Jacob [1950] demonstrated that the tran­
sient flow equation is quite general and does indeed apply to what 
Narasimhan and Kanehiro describe as undrained conditions." In general, 
undrained conditions refer to conditions where fluid is neither introduced 
nor removed from the system. Under such constraints, changes in pore 
pressure can only result from changes in the total stress on the system. The 
form of the transient flow equation that is commonly cited in the ground­
water literature does not include consideration of changes in total stress. 
While there may be some latitude in the interpretation of the transient flow 
equation and an element of judgment may be involved, it would seem that 
the suggestion of Bredehoeft and Cooley that such a term is implicitly 
included in the flow equation places a considerable burden on the reader. 
Indeed, it would appear that the derivation of their equation (12), which 
considers changes in total stress, involves an extension of the commonly 
cited form of the equation. Thus, for the purposes of our original paper, 
there appears to be reasonable justification for concluding that the com­
monly cited form of the transient flow equation does not explicitly apply to 
undrained conditions because it does not explicitly consider changes in total 
stress. 

The transient flow equation presented by Bredehoeft and Cooley as 
their equation (12) appears to be applicable to drained as well as undrained 
conditions. In particular, for constant total stress, as assumed in Jacob's 
derivation for drained conditions, the equation simplifies to the standard 
transient flow equation. For undrained conditions, where the divergence 
term goes to zero, the equation simplifies to a commonly accepted expres­
sion for the change in pressure with respect to change in total stress. 

Keely, J.F., and Tsang, C.F., 1983 
Velocity plots and capture zones of pumping centers for ground water 
investigations 
Ground Water, v. 21, no. 6, p. 701-714 (LBL-16101) 

Nonpumping monitoring wells are commonly installed and sampled to 
delineate the extent of a contaminant plume and its chemical character. 
Samples from municipal and private pumping wells are frequently collected 
during ground water contamination investigations as well. Pumping wells 
are also employed for remedial actions. 

To properly interpret sampling data from monitoring and pumping 
wells and to estimate their potential effectiveness in remedial actions, it is 
important to clearly define the geometry of that portion of the aquifer con-



tributing water to the well (the capture zone). Velocity distribution plots by 
manual and computerized methods are illustrated and shown. to be simple 
and of reasonable accuracy. 

Kilinc, A., Carmichael, I.S.E., Rivers, M.L., and Sack, R.O., 1983 
The ferric-ferrous ratio of natural silicate liquids equilibrated in air 
Contributions to Mineralogy and Petrology, v. 83, p. 136-140 

Results of chemical analyses of glasses produced in 46 melting experi­
ments in air at 1,350·C and 1,450·C on rocks ranging in composition from 
nephelinite to rhyolite have been combined with other published data to 
obtain an empirical equation relating In(Xp~,1 XP.\b) to T, In f 0, and bulk 
composition. The whole set of experimental data range over 1,200-I,450·C 
and oxygen fugacities of 10-•. 00 to 10-0 ... bars, respectively. The standard 
errors of temperature and log,! 0, predictions from this equation are 52·C 
and 0.5 units, respectively, for 186 experiments. 

King, M.S., 1983 
Static and dynamic elastic properties of igneous and metamorphic rocks 
from the Canadian Shield 
International Journal of Rock Mechanics and Mining Sciences and 
Geomechanics Abstracts, v. 20, p. 237-241 (LBL-15823) 

Techniques involving the propagation of acoustic or seismic waves are 
becoming of increasing importance in the characterization ofrock masses in 
mineral exploration, mining operations, site investigations and other 
engineering applications. " 

As part of a number of research studies in the Canadian Shield associ­
ated with the stability of underground mine openings (King et aI., 1978), 
seismic reflection surveys (Hajnal et aI., 1983), and the proposed use of a 
tunnel-boring machine (TBM) for developing mine headings, a long-term 
laboratory rock mechanics program has been conducted to determine the 
static and dynamic elastic properties of samples of igneous and 
metamorphic rocks from the Canadian Shield. This paper reports the 
results of 174 measurements of static elastic modulus (E) and 152 measure­
ments of uniaxial compressive strength (C) for these rocks as a function of 
dynamic elastic modulus (Ed' 

King, M.S., 1984 
Elastic-wave velocities in quartz monzonite at different levels of water 
saturation 
International Journal of Rock Mechanics and Mining Sciences and 
Geomechanics Abstracts, v. 21, in press (LBL-16665) 

During a comprehensive rock mechanics and geophysics research pro­
gramme associated with large-scale heater tests at a subsurface depth of 340 
m in an abandoned iron-ore mine in central Sweden, it became evident that 
the interpretation of cross-hole acoustic surveys required a knowledge of 
compressional (V) and shear-wave (.V) velocities in the granitic rock under 
different conditions of stress and water saturation. A number of workers 
have reported significant increases in V at low stress levels when dry rocks 
containing porosity predominantly in Pthe form of cracks were saturated 
with water. However, they also reported little change in V for rocks ofthis 
type with changes in water saturation. ' 

Reported here are the results of laboratory ultrasonic velocity measure­
ments made on quartz monzonite core specimens recovered from two of 
the vertical boreholes surrounding one of the heaters referred to above. The 
specimens were tested first in their fully water-saturated state and then 
oven-dried. The dry specimens were then stored in an atmosphere of 100% 
relative humidity and tested periodically over a period of 3-1/2 months, by 
which time they had reached almost full saturation. 

It is concluded that rocks containing porosity predominately in the form 
of cracks and maintained in an environment of 100% relative humidity for 
periods of time of the order of months can become more than 90% water 
saturated. Small increases in moisture content of dry rocks containing 
appreciable crack porosity result in substantial increases in V and V. The 
Kuster and Toksoz model provides a convenient frameworkP within 'which 
to study the variation of elastic wave velocities in partly and fully water­
saturated low porosity rocks. 
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King, M.S., 1984 
The influence of clay-sized particles in seismic velOCity for Canadian Arc­
tic permafrost 
Canadian Journal of Earth Sciences, v. 21, p. 19-24 (LBL-16174) 

Seismic wave velocities have been measured on 37 unconsolidated per-
mafrost samples as a function of temperature in the range -16· to +5·C. 
The samples, taken from a number of locations in the Canadian Arctic 
Islands, the Beaufort Sea and the Mackenzie River, were tightly sealed 
immediately upon recovery in several layers of polyethylene film and main­
tained in their frozen state during storage, specimen preparation, and until 
they were tested under controlled-environmental conditions. During test~ 
ing, the specimens were subjected to a constant hydrostat"ic confining stress 
of 0.35 MPa (50 psi) under drained conditions. At no stage was a devia­
toric stress applied to the permafrost specimens. The fraction of clay-sized 
particles in the test specimens varied from almost zero to approximately 
65%. At temperatures above O·C the compressional-wave velocity was 
observed to be a function only of porosity, with virtually no dependence 
upon the fraction of clay-sized particles. Calculation of the fractional ice 
content of the permafrost pore space from the Kuster and Toksoz theory 
showed that for a given fraction of clay-sized particles the ice content 
increases with an increase in porosity. It is concluded that the 
compressional-wave velocity for unconsolidated permafrost from the Cana­
dian Arctic is a function of the water-filled porosity, irrespective of the ori­
ginal porosity, clay content, or temperature. 

Kobayashi, R., Pigford, T.H., and Chambre, P.L., 1983 
S07ubility-limited dispersive transport through porous media 
Transactions of the American Nuclear Society, v. 45, p. 108-109 (LBL-
16988) 

Although increasing the dissolution rate of a radionuclide in a geologic 
repository increases the near-field concentration, we have shown elsewhere 
that with suitably large transport time and dispersion, the maximum far­
field concentration is not affected by dissolution rate. Also, we have shown 
that similar effects occur in fracture-flow transport due to pore diffusion, 
even when hydrodynamic dispersion is neglected. Here we extend that 
analysis to examine the effect of different solubilities on the maximum far­
field concentration in a porous medium with dispersion. 

Lippmann, M.J., 1983 
Overview of Cerro Prieto studies 
Geothermics, v. 12, no.4, p. 265-289 (LBL-15664) 

The studies performed on the Cerro Prieto geothermal field, Mexico, 
since the late 1950's are summarized. Emphasis is given to those activities 
leading to the identification of the sources of heat and mass, the fluid flow 
paths, and the phenomena occurring in the field in its natural state and 
under exploitation. 

Lippmann, M.J., and Bodvarsson, G.S., 1983 
Numerical studies of the heat and mass transport in the Cerro Prieto 
geothermal field 
Water Resources Research, v. 19, no. 3, p. 753-767 (LBL-15509) 

Numerical simulation techniques are employed in studies of the natural 
flow of heat and mass through the Cerro Prieto reservoir, Mexico, and of 
the effects of exploitation on the field's behavior. The reservoir model is a 
two-dimensional vertical east to west-southwest cross section, which is 
based on a recent hydrogeologic model of this geothermal system. The 
numerical code MULKOM is used in the simulation studies. 

The steady-state pressure and temperature distributions are computed 
and compared against observed preproduction pressures and temperatures; 
a reasonable match is obtained. A natural hot water recharge rate of about 
I X 10-2 kg/s per meter of field length (measured in a north-south direc­
tion) is obtained. 

The model is then used to simulate the behavior of the field during the 
1973-1978 production period. The response of the model to fluid extrac­
tion agrees to what has been observed in the field or postulated by other 
authors. There is a decrease in temperatures and pressures in the produced 



region; no extensive two-phase zone develops in the reservoir because of 
the strong fluid recharge .. Most of the fluid recharging the system comes 
from colder regions located above and west of the produced reservoir. 

Lung, H.C., Chambre, P.L., and Pigford, T.H., 1983 
Nuclide migration in backfill with a nonlinear sorption isotherm 
Transactions of the American Nuclear Society, v. 45, p. 197-108 (LBL-
16987) 

A function of backfill material between waste form and rock is to retard 
the migration of nuclides released from the waste package. Here we analyze 
the time-<iependent diffusion of radionuclides through backfill material that 
can reach local sorption saturation. This is an extension beyond previous 
analyses, which assume a linear sorption isotherm. 

Narasimhan, T.N., Kanehiro, B.Y., and Witherspoon, P.A., 1984 
Interpretation of earth tide response of three deep confined aquifers 
Journal of Geophysical Research, in press (LBL-12093) 

The response of a confined, areally infinite aquifer to external loads 
imposed by earth tides is examined. Because the gravitational influence of 
celestial objects occurs over large areas of the earth, the confined aquifer is 
assumed to respond in an undrained fashion. Since undrained response is 
controlled by water compressibility, earth-tide response can be directly used 
only to evaluate porous medium compressibility, if porosity is known. 
Moreover, since specific storage, S .. quantifies a drained behavior of the 
porous medium, one cannot directly estimate S from earth tide response. 
Except for the fact that barometric changes act b~th on the water surface in 
the well and on the aquifer as a whole, while stress changes associated with 
earth tides act only in the aquifer, the two phenomena influence the con­
fined aquifer in much the same way. In other words, barometric response 
contains only as much information on the elastic properties of the aquifer 
as the earth tide response does. Factors such as wellbore storage, aquifer 
transmissivity, and storage coefficient contribute to time-lag and damping 
of the aquifer response as observed in the well. Analysis shows that the 
observation of fluid pressure changes alone, without concurrent measure­
ment of external stress changes, is insufficient to uniquely interpret earth­
tide response. In the present work, change in external stress is estimated 
from dilatation by assuming a reasonable value for bulk modulus. Earth­
tide response of geothermal aquifers from Marysville, Montana; East Mesa, 
California; and Raft River Valley, Idaho were analyzed and the ratio of S 
to porosity was estimated. Comparison of these estimates with indepen~ 
dent pumping tests shows reasonable agreement. 

Perry, D.L. and Taylor, J.A., 1984 
An x-ray photoelectron (XPS) and electron energy loss study of the oxida­
tion of lead 
Journal of Vacuum Science and Technology, in press (LBL-17515) 

Lead-oxygen compounds, the lead-oxygen minerals massicot and 
litharge, and the exposures of clean polycrystalline Pb· to 0" H,O, and air 
at various temperatures have been studied with x-ray photoelectron (XPS) 
and electron energy loss (EELS) spectrosCopies. Results indicate that the 
shape of the Auger ° K VV lines and EELS are sufficiently different to dis­
tinguish PbO, PbO" PbP., and carbonate-hydroxide. Differences in the 
EELS spectra indicate that orthorhombic PbO is formed one clean Pb· 
exposed to dry 0", at temperatures below the melting point of Pb· and 
tetragonal PbO is formed at or above its melting point. 

Perry, D.L., Tsao, L., and Brittain, H.G., 1984 
Luminescence studies of thorium hydrolysis products 
Journal of Luminescence, in press (LBL-15974) 

Raising the pH of an aqueous solution of thorium nitrate results in the 
precipitation of a hydrated thorium oxide, rather than in the generation of a 
hydroxide species. At room temperature, this material does not exhibit any 
emissive properties, but upon cooling to 77·K a strong green luminescence 
can be observed. The emission spectrum is fairly broad and is character­
ized by an emission lifetime of 125 Ilsec. Emission from a thorium hydro­
lysis product has not hitherto been reported in the literature. Calcination of 
this material at 800·C for three hours produces thorium dioxide after dehy­
dration of the hydrolysis product, and this material does not exhibit any 
luminescence properties at any temperature. 
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The nature of the luminescence associated with the thorium hydrolysis 
product was further investigated by examining the emission of a series of 
mixed-hydrolysis products. It was found that the coating of hydrolyzed 
thorium onto silica resulted in the production of the emission, but that pre­
cipitation from a mixed Th/La solution yielded hydrolysis products which 
only exhibited luminescence at low La concentrations: Precipitation from 
mixed Th/Gd solutions yielded material which could emit over much wider 
ranges of Th concentration. Finally, production of the mixed Th/Eu pro­
duct enabled the demonstration that excitation energy could be transferred 
to the Eu ion, resulting in enhanced emission from this species. These 
observations lead one to conclude that the green Th emission is due to 
luminescence associated with an inorganic eximer. Separation of the Th 
centers (by bulky La ions, or less bulky Gd ions) eliminates the lumines­
cence in a manner not linear with concentration, and the emission lifetime 
associated with the green emission also does not vary in a linear manner. 

Perry, D.L., Tsao, L., and Brittain, H.G., 1984 
Photophysical studies of uranyl complexes. 4. X·ray photoelectron and 
luminescence studies of hydrolyzed uranyl salts 
Inorganic Chemistry, in press (LBL-16975) 

The solid state hydrolysis products of the uranyl ion, VO,'+, have been 
studied using x-ray photoelectron spectroscopy (XPS) and luminescence 
spectroscopy. The hydrolysis products consisted of uranium oxides and 
various forms of uranyl hydroxides, two of the most important classes of 
uranium species· involved in the geologic transport of uranium. Evidence 
for carbon dioxide chemisorption by the complexes from the atmosphere, 
leading to mixed oxide/hydroxide/carbonate complexes, is discussed. 

Perry, D.L., Tsao, L., and Brittain, H.G., 1984 
P,hotophysical studies of uranyl complexes. 5. Luminescence spectrum of 
KPOlCO!, 
Journal of Luminescence, in press (LBL-17516) 

The photoluminescence spectrum of the potassium salt of the 
UO,(COl)l'- ion, one of the most important chemical species of uranium in 
geologic and oceanographic environments, has been studied under condi­
tions of high resolution at cryogenic temperatures. The bonding parameters 
of this compound are important, since they control the chemical reactions 
of the species involved in geologic migration. Additionally, they are 
responsible for the close association of uranium with coal and peat deposits. 

Perry, D.L., Tsao, L., and Taylor, J.A., 1984 
The galena/dichromate solution interaction and the nature of the result· 
ing chromium(III) species 
Inorganica Chimica Acta; v. 85, p. L75 (LBL-17517) 

X-ray photoelectron spectroscopy has been used to study the surface 
species on galena after its reaction with aqueous sodium dichromate, a reac­
tion that occurs in the froth flotation processing of galena. Data indicate 
the chromium(III) species resulting from reduction on the surface to be a 
mixed hydrated chromium(III) oxide/carbonate complex formed by the 
chemisorption (and subsequent reaction) of carbon dioxide onto hydrated 
chromium(III) oxide. This compound can best be formulated as 
Cr,Ol·nH,O·xeO,. 

Pigford, T.H., Chambre, P.L., and Zavoshy, S.1., 1983 
Effect of repository heating on dissolution of glass waste 
Transactions of the American Nuclear Society, v. 45 (LBL-16416) 

Here we analyze the effects of repositofy heating on the dissolution rate 
of borosilicate glass waste, using the equations derived by Chambre for the 
steady-state dissolution of low-solubility species, limited by diffusion and 
convection in the surrounding groundwater. 

To illustrate, we adopt calculations for a repository in Hanford basalt 
that show basalt temperatures as high as 250·C during the thermal period. 
Higher temperatures increase dissolution rates by increasing both the solu­
bility and the diffusion coefficient in the groundwater. Also, thermally 
induced flow can decrease the boundary layer thickness and increase the 
dissolution rate. 



Pitzer, KS., 1983 
Dielectic constant of water at very high temperatures and pressure 
Proceedings of the National Academy of Sciences USA, v. 80, 
p: 4575-4576 (LBL-15941) 

Pertinent statistical mechanical theory is combined with the available 
measurements of the dielectric constant of water at high temperature and 
pressure to predict that property at still higher temperature. the dielectric 
constant is needed in connection with studies of electrolytes such as 
NaCI/H,o at very high temperature. 

Pitzer, KS., and Li, Yi-gui, 1983 
Thermodynamics of aqueous sodium chloride to 823 K and I kilobar 
Proceedings of the National Academy of Sciences USA, v. 80, p. 
7689-7693 (LBL-16561) 

It is shown that a very simple semi-empirical question represents quite 
accurately the thermodynamic properties of aqueous sodium chloride from 
373 K to 823 K The equation comprises one Margules term and a Debye­
Hiickel term. Just the one Margules parameter is freely adjustable since the 
Debye-Hiickel parameter is determined by the properties of water. The 
equation is valid from the saturation composition down to infinite dilution 
for solvent density above 0.75 g cm-> but at lower density only above a sol­
vent mole fraction of about 0.1 on an ionized basis. Both solute and sol­
vent activity coefficients are fitted from the lowest pressure of solution 
existence up to I kbar. Derivation of enthalpy and other related functions 
is discussed. 

Pitzer, KS., and Li, Yi-gui, 1984 
Critical phenomena and thermodynamics of dilute aqueous sodium 
chloride to 823 K 
Proceedings of the National Academy of Sciences USA, v. 81, p. 
1268-1271 (LBL-16831) 

Semi-empirical equations are developed that represent the behavior of 
dilute solutions of NaCI in water (steam) in the range 723-823 K where ion 
pairing is extensive. This supplements the equations given earlier for more 
concentrated. solutions. In this temperature range the system NaCl/H,o 
shows critical behavior with two phases below the critical pressure. The 
equations for the dilute solutions yield critical behavior. Though the equa­
tions for concentrated solutions do not yield critical behavior at the critical 
pressure, only a very small interpolation function is required to connect 
smoothly the two equations. The ion-pairing equilibrium constants are 
reported as well as the Gibbs energies of hydration for both ions and ion 
pairs. 

Pitzer, KS., and Simonson, J.M., 1983 
Ion pairing in a system continuously miscible from the fused salt to 
dilute solution 
Journal of the American Chemical Society, in press (LBL-16562) 

Electrostatic ion pairing is well-known for highly charged ionic systems 
in water or for I-I electrolytes in solvents oflow dielectric constant. Davies 
first presented equations for the conductance of such systems in which the 
solute fraction of the ion pairs reached a maximum and then decreased 
with further increase in concentration. This apparent "redissociation" 
phenomenon is investigated by experimental measurements, theory, and 
model calculations. The solvent activity is measured at 373 K for the sys­
tem tetra-n-butyl-ammonium picrate in n-butanol for which the conduc­
tance and viscosity are known. Over the measured range from solute mole 
fraction 0.08 to 0.94 the activity data can be fitted without ion pairing using 
a simple equation including a Debye-Hiickel term and a van Laar term. 
But conductance data demonstrate ion pairing in more dilute solutions, and 
both sets of data can be fitted with a model including ion pairing. The ion 
distribution implied by this model is calculated. In the "redissociation" 
range the fraction of defined "ion pairs" does diminish, but the total proba­
bility of finding unlike ions near one another steadily increases with increas­
ing concentration. Thus there is redissociation only in a formal sense in 
terms of a particular model. 

In broadening the understanding of concentrated electrolytes, systems 
continuously miscible from a fused salt to dilute solution in polar solvent 
are of particular interest. Since the pure salt is clearly ionic, any.ion pairing 
effects at lower concentration must arise primarily from electrostatic effects. 
Most systems for which data are available over the full composition range 
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are aqueous,. near 373 K, and show no significant ion pairing. But with 
lower dielectric constant one expects ion pairing and this is known to occur 
in many highly but not fully miscible systems. In water, ion pairing is 
important for higher valence salts at moderate temperature or for I-I salts 
at very high temperature. Thus a careful study of a fully miscible system 
showing ion pairing is of broad interest. 

Seward measured both conductance and viscosity for the system tetra­
n-butylammonium picrate-n-butanol at 91·C which is miscible over the full 
range. The conductance indicates substantial ion pairing in the range 
0.0001 to 0.01 molar but the conductance-viscosity product for more con­
centrated solutions is similar to that for fully ionized systems. The pure 
fused picrate has properties typical of fully ionized fused salts. Thus it 
seemed especially interesting to obtain activity data for this same picrate­
butanol system over the full range of composition. Measurements of the 
vapor pressure of butanol are reported and the solvent activity calculated 
therefrom. These activity data are fitted to the equations corresponding to 
several models or theories, with and without simultaneous consideration of 
the conductance data, and the results are discussed with respect both to the 
structural implications and to the practical representation of thermo­
dynamic properties. 

Pitzer, K.S., Peiper, J.e., and Busey, R.H., 1983 
Thermodynamic properties of aqueous sodium chloride solutions 
Journal of Physics and Chemical Reference Data, in press (LBL-15512) 

Experimental measurements of the osmotic and activity coefficients, the 
enthalpy, and the heat capacity were used to derive a semi-empirical equa­
tion for the thermodynamic properties of NaCI(aq) at constant pressure. 
This equation may be combined with the previous paper on the volumetric 
properties to yield a complete equation of state valid in the region 273 K ..; 
T ..; 573 K, saturation pressure..; p ..; I kbar, 0 ..; m ..; 6.0 mol kg-I. It 
is shown that this equation may be extrapolated to higher solute molalities 
at lower pressures. An estimation of uncertainties in various quantities is 
given. Tables of values for various thermodynamic properties are presented 
in the ap.pendix. 

Pruess, K., 1983 
Helit transfer in fractured geothermal reservoirs with boiling 
Water Resources Research, v; 19, no. I, p. 201-208 (LBL-136 I 5) 

Analytical and numerical techniques are used to study nonisothermal 
flow of water and steam in idealized fractured porous media. We find that 
heat conduction in the rock matrix can substantially alter the flowing 
enthalpy in the fractures. Effects of matrix permeability and fracture spac­
ing are demonstrated for production from and injection into vapor­
dominated and liquid-dominated geothermal reservoirs. 

Pruess, K., and Narasimhan, T.N., 1982 
On fluid reserves and the production of superheated steam from frac­
tured, vapor-dominated geothermal reservoirs 
Journal of Geophysical Research, v. 87, no. BII, p. 9329-9339 (LBL-
12921). 

Vapor-dominated geothermal reservoirs produce saturated or 
superheated steam, and vertical pressure gradients are close to vapor static. 
These observations have been generally accepted as providing conclusive 
evidence that the liquid saturation must be rather small «50%) in order 
that liquid may be nearly immobile. This conclusion ignores the. crucial 
role of conductive heat transfer mechanisms in fractured reservoirs for 
vaporizing liquid flowing under two-phase conditions. We have developed 
a multiple interacting continuum method (MINC) for numerically simulat­
ing two-phase flow of a homogeneous fluid in a fractured porous medium. 
Application of this method to reservoir conditions representative of The 
Geysers, California, and results from an analytical approximation show 
that, for matrix permeability less than a critical value (= 2.5 to 5 microdar­
cies), the mass flux of water from the matrix to the fractures will be con­
tinuously vaporized by heat transported due to conduction. This gives rise 
to production of superheated steam even when the matrix has nearly full 
liquid saturation. Simple estimates also show that heat-driven steam/water 
counterflow can maintain a nearly vapor static vertical pressure profile in 
the presence of mobile liquid water in a reservoir with low vertical matrix 
permeability. The implication of these findings is that the fluid reserves of 
vapor-dominated geothermal reservoirs may be larger by a factor of about 2 
than has generally been believed in the past. 



Pruess, K., Bodvarsson, G.S., Stefansson, Y., and Eliasson, E.T., 1983 
The Krafla geothermal field. Iceland: 4. Well performance and reservoir 
depletion . 
Water Resources Research. in press (LBL-16206) 

A detailed distributed-parameter model, in which all wells are 
represented individually, is reported for the Krafla geothermal system. The 
model is based on a synthesis of geological, geophysical, geOChemical, and 
reservoir engineering data from the field. Numerical simulations achieve 
an approximate match for production rates and flowing enthalpies for ten 
wells during the period 1976-1982. Predictions of future field performance 
on a well-by-well basis are presented for alternative field development 
plans, including additional production wells, and reinjection of waste fluids. 

Pruess, K., Weres, 0., and Schroeder, R.e., 1983 
Distributed parameter modeling of a producing vapor-dominated geother­
mal reservoir: Serrazzano. Italy 
Water Resources Research, v. 12, no. 4. p. 1219-1230 (LBL-1l235) 

The simulator SHAFT79 of Lawrence Berkeley Laboratory has been 
applied to a field-wide distributed parameter simulation of the vapor­
dominated geothermal reservoir at Serrazzano, Italy. Using a three­
dimensional geologically accurate mesh and detailed flow rate data from 19 
producing wells, a period of 15.5 years (from 1959 to 1975) has been simu­
lated. The reservoir model used is based on field measurements of tem­
peratures and pressures, laboratory data for core samples, and available geo­
logical and hydrological information. The main parameters determined 
(adjusted) during development of the simulation are permeabilities and 
much of the initial conditions. Simulated patterns of pressure decline show 
semiquantitative agreement with field observations. Field pressures decline 
overall somewhat more rapidly than predicted in the simulation. It is con­
cluded that (I) the interface between overlying steam cap and deeper boiling 
aquifer remains stationary during exploitation and (2) the aquifer boils 
approximately uniformly throughout in response to production. Further­
more, the simulation suggests that some steam flowing to the main well 
field originates from deep fractures rather than from boiling in the two­
phase zones modeled. Effects Of cold recharge, incomplete thermal equili­
bration between rock and fluid, and different assumptions regarding the 
depth of the steam/two-phase interface are investigated. The reservoir 
model is used to extrapolate (forecast) production rates on a well-by-well 
basis through 1990. Injection of spent condensate is briefly examined, and 
negligible impact on field performance is predicted. Simulation methodol­
ogy and ambiguity of parameter determination are discussed. 

Pruess, K., Wilt. M .• Bodvarsson, G.S., and Goldstein, N.E., 1983 
Simulation and resistivity modeling of geothermal reservoir with waters 
of different salinity 
Geothermics, v. 12, no. 4, p. 291-306 (LBL-14652) 

Apparent resistivities measured by means of repetitive dipole-dipole 
surveys show significant changes within the Cerro Prieto reservoir. The 
changes are attributed to production and natural recharge. To understand 
better the observed geophysical phenomena. we performed a simple reser­
voir simulation study combined with the appropriate DC resistivity calcula­
tions to determine the expected magnitude of apparent resistivity change. 
We consider production from a liquid dominated reservoir with dimensions 
and parameters of the Cerro Prieto 'A' reservoir and assume lateral and 
vertical recharge of colder and less saline waters. Based on rather schematic 
one-nd two-dimensional reservoir simulations, we calculate changes in for­
mation resistivity which we then transform into changes in apparent resis­
tivity that would be observed at the surface. Simulated changes in apparent 
resistivities over the production zone show increases of 10 to 20% over a 3 
year period at the current rate of fluid extraction. Changes of this magni­
tude are not only within our ability to discern using proper field techniques, 
but are consistent in magnitude with some of the observed effects. How­
ever, the patterns of apparent resistivity changes in the simulated dipole­
dipole pseudosection only partially resemble the observed field data. This 
is explained by the fact that the actual fluid recharge into the 'A' reservoir is 
more complicated than assumed in our simple, schematic recharge models. 
DC resistivity monitoring appears capable of providing indirect information 
on fluid flow processes in a producing geothermal reservoir. Such informa­
tion is extremely valuable for the development of quantitative predictions 
of future reservoir performance. 
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Rezowalli, J.J., King, M.S., and Myer, L.R., 1984 
Cross-hole acoustic surveying in basalt 
International Journal of Rock Mechanics and Mining Sciences and 
Geomechanics Abstracts, in press (LBL-17314) 

The in situ assessment of geomechanical characteristics of rock masses 
is an essential prerequisite to the design and analysis of structures, both on 
the surface and underground. A particular in situ investigative technique 
that continues to show promise for this purpose is the cross-hole higher­
frequency acoustic method. 

The purpose of this technical note is to present preliminary results of a 
series of cross-hole acoustic measurement performed in a tunnel situated in 
a basaltic rock mass. The tunnel, at a subsurface depth of 46 m, was exca­
vated by conventional drill-and-blast techniques. Located well above the 
water table, the rock mass is characterized as dense basalt with a jointing 
structure of 0.15 to 0.36 m thick vertical columns cut by low-angle cross 
joints. 

The objectives of the test program were: first, to evaluate in situ 
dynamic elastic properties, and to assess their spatial variation around the 
opening; second, to evaluate the extent of blast damage around the opening; 
and third, to assess the spatial variation of jointing and fracturing around 
the opening. Analysis of the data included an evaluation of the velocities 
and frequency spectra of compressional and shear waves transmitted 
through the rock. 

It is concluded that the acoustic velocity and attenuation data are 
clearly indicative of an anisotropic, jointed rock mass, with a greater inten­
sity of jointing in the horizontal than the vertical direction. Low acoustic 
velocities are indicative of blast damage, and of zones of intense jointing or 
fractures. The same trend is seen also in the values of dynamic elastic 
modulus. The dynamic Poisson's ratio, however, appears to be relatively 
insensitive to the degree of jointing or fracturing. 

Roy, R.N., Gibbons, 1.J., Peiper, J.e., and Pitzer, K.S., 1983 
Thermodynamics of the unsymmetrical mixed electrolyte HCI-LaCI] 
Journal of Physical Chemistry, v. 87, p. 2365-2369 (LBL-15319) 

The contribution of higher order electrostatic terms (beyond the Debye­
Hiickel approximation) has been investigated for the system W-La"-CI­
H,O. Emf measurements were carried out on solutions at temperatures 
from 288.15 to 318.15 K, and at ionic strengths from 0.1 to 5.0 mol kg-', by 
using hydrogen and silver-silver chloride electrodes. From these measure­
ments it is possible to determirie the Pitzer mixing coefficients H,La" and 
,yIH,La,C as a function of temperature. They are well represented by linear 
equations yielding temperature-invariant estimates of a'8H,La/aT. These 
estimates may be used to predict the relative apparent molal enthalpy for 
aqueous solutions containing H+, La", and Cl- with reasonable confidence. 
A brief table of the enthalpy and the activity coefficients is included. 

Roy, R.N., Gibbons, J.J., Williams, R., Godwin, L., Baker, G., Simonson, 
J.M., and Pitzer, K.S., 1983 

The thermodynamics of aqueous carbonate solutions including mixtures 
of potassium carbonate. bicarbonate. and chloride 
Journal of Chemical Thermodynamics, in press (LBL-16317) 

Electromotive force data for the cell without liquid junction 
Pt,H,I~CO,<m,), KHCO,(m,),KCI(m,)/AgCI,Ag have been obtained over a 
broad range of solute concentration at 298.15,298.15,310.15 and 318.15 K. 
These data have been used in conjunction with previously available electro­
chemical cell data and isopiestic data to calculate activity and osmotic coef­
ficients of aqueous ~CO, and KHCO, using the ion-interaction equations 
of Pitzer for mixed electrolyte systems. 

Roy, R.N., Gibbons, J.J., Wood, M.D., Williams, R.W., Peiper, J.e., and 
Pitzer, K.S., 1983 

The first ionization of carbonic acid in aqueous solutions of potassium 
chloride including the activity coefficients of potassium bicarbonate 
Journal of Chemical Thermodynamics, v. 15, p. 37-47 (LBL-13482) 

The electrochemical cell without liquid junction Pt,HJKHCO,(m l ), 

KCI(m,), CO,(m,)/AgCI,Ag has been used to determine the first ionization 
constant of carbonic acid and the activity coefficient of KHCO, in POtaS-



sium chloride solutions and in water at 278.15, 298.15, and 318.15 K. The 
molality ratios m,:m, were approximately 1:1, 2:1, 3:1, 4:1, and 6:1. The 
range of molality for KHCO, varied from 0.015 to about I mol kg-I, 
whereas at that for KCI ranged from 0.01 to about 0.34 mol kg-I. Certified 
primary grade gas mixtures (H, and CO ) were used. The average value of 
pK, for all different ratios of m/m, at 2~8.15 K is 6.360, which is the same 
as the previous result of 6.360 lor the NaHCO, + NaCl + H,O system. The 
data were also treated by fitting to the Pitzer equations for mixed electro­
lytes. All parameters reliably and accurately known from other systems 
were adopted leaving only the KHCO, parameters to be determined. From 
these results, values are calculated for activity and osmotic coefficients of 
pure KHC~ at selected molalities and temperatures as well as the trace 
activity coeilicient of KHCO, in KCI. 

Sato, Y., Fujita, A., Chambre, P.L., and Pigford, T.H., 1982 
Effect of solubility-limited dissolution on the migration of radionuclide 
chains 
Transactions of the American Nuclear Society v. 43, p. 64-66 (LBL-
14731) 

Pigford et al. have presented the analytical solution for transport of a 
parent nuclide, such as plutonium, uranium, and neptunium, with limited 
solubility in groundwater. It was pointed out that neglect of the effect of 
solubility limits leads to an overestimate of the maximum concentration of 
the radionuclides. In Ref. 2, the solubility-limited migration of the 
daughter nuclide was studied, and it was shown that the solubility limit 
decreases its maximum concentration comparable to that of the mother 
nuclide. In the following we generalize the analysis to the space-time­
dependent concentrations of the daughter nuclides in a multimember decay 
chain in groundwater, with the mother nuclide exhibiting solubility-limited 
dissolution. 

Schmidt, D.P., Soo, H., and Radke, C.J., 1983 
Linear oil displacement by the emulsion entrapment process 
Society of Petroleum Engineers Journal, in press (LBL-14926) 

Lack of mobility control is one of the major impediments to successful 
enhanced oil recovery, especially for high viscosity oils. This work presents 
experimental and theoretical results for continuous, linear, secondary oil 
displacement using dilute, stable suspensions of oil drops. The major 
hypothesis is that the O/W emulsion provides microscopic mobility control 
through entrapment or local permeability reduction, not through viscosity­
ratio improvement. In order to describe the displacement process, previous 
emulsion filtration theory is extended to longer cores and to two-phase flow. 
Agreement between theory and experiment is satisfactory for continuous 
secondary oil displacement with I to 2 I'm diameter drops of volume con­
centrations up to 5 percent in unconsolidated sand packs with permeabilities 
ranging from I to 3 I'm'. 

Soo, H., and Radke, e.J., 1983 
The flow mechanism of dilute, stable emulsions in porous media 
Industrial and Engineering Chemicals, Fundamentals, in press (LBL-
17474) 

This work establishes the flow mechanism of dilute, stable emulsions in 
fine grained porous media. Oil-in-water emulsions of mean drop sizes rang­
ing from I to 10 I'm are studies in sandpacks of 0.57 and 1.15-l'm' permea­
bility at a superficial velocity of 0.07 mm/s. Low viscosity oil drops cause 
permeability reductions of up to 80%, with 4 to 5-l'm size drops being the 
most effective. By examining drop sizes and pore sizes, as well as transient 
effluent emulsion concentration and transient pressure data, we find that 
permeability reductions during emulsion flow are caused by droplet capture 
mechanisms similar to those found for solid particles in deep-bed filtration. 
The proposed filtration mechanism is verified by a micromodel study. 

Stebbins, J.S., and Carmichael, I.S.E., 1983 
The heat of fusion of fayalite 
American Mineralogist, in press (LBL-16237) 

The relative enthalpies (HT-H
lOOK

) of crystalline fayalite (""Fe,SiO.) 
and of the liquids resulting from the melting of fayalite in platinum and 
iron-plated capsules have been measured from 985 to 1705 K by drop 
calorimetry. Analyses of the samples quenched from the liquid show that 
because of incongruent melting and disproportionation of FeO during cool­
ing, a mixture of phases was produced, possibly including the mineral 
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laihunite (""Fe,(SiO.),). Measured enthalpies have been corrected for these 
effects, resulting in an enthalpy of equilibrium, incongruent melting at 
1490 K of 88.4 ± 1.1 kJ mol-I and an enthalpy of hypothetical congruent 
melting of 89.3 ± 1.1 kJ mol-I. 

Stebbins, J.F., Bishop, F.e., and Carmichael, I.S.E., 1983 
Solubility of sulfur in silicate liquids at high fa, 
Transactions of the American Geophysical Union, v. 64, p. 874 (LBL-
17174) 

The occurrence of CaSO. phenocrysts in the 1982 pumice eruption of EI 
Chichon has stimulated an experimental study of sulfur-oxygen gas solubili­
ties in silicate liquids. The CaSO. phenocrysts have the following composi­
tion (in ppm) in contrast to the residual glass: 

pheno. 
glass 

La Ce Nd Yb 
159 258 77 2.0 
34 59 21 1.9 

Th U 
2.4 1.1 

19.1 5.8 

Ta 
.15 

1.2 

Hf 
<0.5 

5.4 

Ba S 
8 

1320 2800 

and are taken to represent equilibrium. Thus, in high fa, magmas 
(>NNO), the reaction: 

NasAI6Si6024S02 + CaAI2Si20 S + 16Si02 = 8NaAISi30 S + CaS04 

demonstrates that anhydrite plays a role in siliceous magmas that is similar 
to that of nosean in mafic melts. The presence of pyrrhotite phenocrysts in 
the Chichon samples suggests that some of the sulfur in the glass is sulfide 
and the balance more oxidized species. 

Results of others indicate that high sulfur contents (S ) can be pro­
duced in synthetic melts at high f so,. We have made experiments in eva­
cuated silica tubes using the SiO,-CaSiO,-CaSO. buffer at 1250'C and 
f so, = 0.029 b. Preliminary results indicate that SID' is greater in Li,Si,O, 
and K,Si,o, than in a 58% SiO, andesite in 24 hr runs. No S « 100 ppm) 
was detected in an albite melt under the same conditions. L;nger experi­
ments have produced up to 1.5 WI% SlOt in Li,Si,O,. Higher S contents 
after longer run times and concentration gradients indicate that 'these sam­
ples have not reached equilibrium. Further experiments in gas mixing 
apparatus are underway, and sulfur speciation determinations by wet chem­
ical techniques are being made. 

Stebbins, J.F., Carmichael, I.S.E., and Weill, D.F., 1983 
The high temperature liquid and glass heat contents and the heats of 
fusion of diopside, albite, sanidine, and nepheline 
American Mineralogist, v. 68, p. 717-730 (LBL-16238) 

Accurate values of the heats of fusion of minerals are required in a 
variety of problems in igneous petrology, including the modeling of energy 
budgets of cooling magmas and the definition of standard states for the 
components of more complex silicate liquid and solid solutions. 

We have recently reported on the heat of. fusion (t:JI) of anorthite 
(CaAl,Si,O.) (Weill et al. 1980b) and have presented data on liquids and 
glasses of plagioclase composition (Stebbins et al. 1982). Here we introduce 
new data to define better the heats of fusion of disordered albite 
(NaAlSi,O.) diopside (CaMgSi,o.), sanidine (KAISi,o.), and nepheline 
(NaAISi0.J. The calculations presented here, which use enthalpy and heat 
capacity results for the stable liquids, should produce much more reliable 
estimates than those based on data for glasses alone (e.g. Robie et al. 1979; 
Yoder 1976). 

It has been suggested (Boettcher et al. 1980) that albite liquid which is 
produced by reheating' of the glass above its liquidus temperature may not 
come to equilibrium during high temperature calorimetric experiments. We 
present here direct evidence that places strong limits on the magnitude of 
such an effect on the measured thermal properties. 

Finally, we have measured the heat content of disordered crystalline 
albite near its melting point. 

Stebbins, J.F.,Carmichael, I.S.E., and Moret, L.K., 1984 
Heat capacities and entropies of silicate liquids and glasses 
Contributions to Mineralogy and Petrology, in press (LBL-17312) 

The heat capacities of several dozen silicate glasses and liquids com­
posed of SiOt TiO" AI,O" Fe,o" FeO, MgO, Cao, BaO, Lip, Na,o, K,0, 
and Rb,O have been measured by differential scanmng and drop 
calorimetry. These results have been combined with data from the litera-



ture to fit C as a function of composition. A model assuming ideal mixing 
(linear com~ination) of partial molar heat capacities (independent of com­
position), reproduces the glass data within error. The assumption of con­
stancy of C . is less accurate for the liquids, but data are not sufficient to 
adequately ~onstrain a more complex model. For liquids containing alkali 
metal and alkaline earth oxides, heat capacities are systematically greater in 
liquids with high "field strength" network modifying cations. Entropies of 
fusion (per g-atom) and changes with configurational entropy with 
temperature, are similarly affected by composition. Both smaller cation size 
and greater charge are therefore inferred to lead to greater development of 
new structural configurations with increasing temperature in silicate liquids. 

Weres, 0., 1983 
The partitioning of hydrogen sulphide in the condenser ofGeyers Unit 15 
Geothermics, v. 12, no. I, p. I-IS (LBL-1279I) 

The transport and partitioning of hydrogen sulphide and other gases 
within the surface condenser of Geysers Unit IS has been numerically 
modelled. It was concluded that the venting of gas-rich vapor from the tub­
bing bundles in the main condenser was very uneven. This contributed to 
the poor hydrogen sulphide partitioning observed with this Unit. It was 
recommended that the condenser be physically modified to eliminate this 
problem, and these modifications were implemented. After the modifica­
tions, the hydrogen sulphide partitioning performance of the Unit was 
approximately as had been predicted by the modelling work. 

Weres, 0., 1983 
Numerical evaluation of surface condensers for geothermal powerplants 
Geothermics, in press (LBL-IS047) 

The transport and partitioning of gases in four surface condensers for 
geothermal power plants has been modelled numerically. A vent condenser 
between the main condenser and the first stage gas ejectors improves hydro­
gen sulphide partitioning, particularly if the condensate from it, and from 
the interand after condensers, is recirculated to the main condenser tub 
bundles. Regardless of steam composition, hydrogen sulphide emissions 
may be largely eliminated by a Stretford Unit combined with a suitable sur­
face condenser. However, if the steam contains ammonia it may be neces­
sary to add sulphur dioxide to neutralize part of the ammonia. In no case 
is hydrogen peroxide needed to largely eliminate hydrogen sulphide air pol­
lution. 

Weres, 0., 1983 
Numerical evaluation of contact and hybrid condensers for geothermal 
power plants 
Geothermics, in press (LBL-IS048) 

The transport and partitioning of gases in two contact condensers in use 
at The Geyers has been modelled numerically. Improvements on these 
designs have been investigated. Adding a surface type vent condenser 
between the main condenser and first stage gas ejectors improves hydrogen 
sulphide partitioning dramatically. This "hybrid condenser" can match the 
performance of a surface condenser. Adding a contact type gas cooler 
allows 90% partitioning to be attained with steam that contains little 
ammonia. (This has been demonstrated in practice by Clover and Hart.) 

White, A.F., 1983 
Surface chemistry and dissolution kinetics of glassy rocks at 25·C 
Geochimica et Cosmochimica Acta, v. 7, p. 80S-81S (LBL-17S77) 

The weathering rates and mechanisms of three types of glassy rocks 
were investigated experimentally at 2S·C, pH 1.0 to 6.2, and reaction times 
to as much to 3 months. Changes in major element chemistry were moni­
tored concurrently as a function of time in the aqueous solution and within 
the near-surface region of the glass. Leach profiles, obtained by a HF leach­
ing technique, displayed near-surface zones depleted in major cations. 
These zones increased in depth with increasing time and decreasing pH of 
reactions. Release rates into the aqueous solution were parabolic for Na 
and K and linear for Si and AI. A coupled weathering model, involving 
surface dissolution with concurrent diffusion of Na, K, and AI, produced a 
mass balance between the aqueous and glass phases. Steady-state condi­
tions are reached at pH 1.0 after approximately 3 weeks of reaction. Steady 
state is not reached even after 3 months at pH 6.2. 
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An interdiffusion model describes observed changes in Na diffusion 
profiles for perlite at pH 1.0. The calculated Na self-diffusion coefficient of 
S X 10-19 cm2's- 1 at 2S·C approximates coefficients extrapolated from pre­
viously reported high temperature data for obsidian. The self-diffusion 
coefficient for H,O·, 1.2 X 10-20 cm2's- l

, is similar to measured rates of 
water diffusion during hydration of obsidian to form perlite. 

White, A.F., 1984 
Weathering characteristics of natural glass and influences on associated 
water chemistry 
Journal of Non-Crystalline Solids, in press (LBL-1639I) 

Weathering rates and mechanisms of volcanic glasses at ambient tem­
perature are investigated both experimentally and in the natural environ­
ment. As documented previously for man-made glasses, natural silicate 
glasses weather by a two step process involving surface corrosion and cation 
interdiffusion. Diffusion rates display a strong valence state dependence 
with monovalent species less pH-dependent than bivalent species. Rates of 
release also decrease with increasing aqueous concentrations and glass­
surface to solution-volume ratios. Numerical solutions to Fick's second law 
of diffusion are presented for surface-concentration dependent diffusion and 
diffusion coupled with surface corrosion. Calculated diffusion coefficients 
of I X 10- 19 cm2 X S-I and activation energies of9S KJ'mol- 1 are in agree­
ment with data for man-made glasses. 

Geochemical data are presented for short and long term natural weath­
ering of glassy rocks. XPS data for glass phases in the 1980 Mount St. 
Helens ash fall indicate rapid loss of readily exchangeable surface cations 
followed by longer term diffusion release. Incongruent leaching of 
Tertiary-age vitric tuffs in Nevada is found to control associated ground 
water chemistry. 

White, A.F., and Yee, A., 1984 
Surface oxidization-reduction kinetics associated with experimental 
basalt/water reaction at 25T 
Chemical Geology, in press (LBL-17S78) 

Distributions of Fe(II) and Fe(I1I) during basalt/water interaction were 
experimentally investigated under open and closed system 02 conditions at 
2S·C. XPS analyses showed oxidized iron on the surface of basalt, the con­
centration of which decreased as a function of reaction pH. Concurrent 
increases in Fe(II) and decreases in Fe(III) in solutions at pHs less than S 
indicated continued surface oxidization by the reaction 

(Fe(II»·I/ZM')..!. Fe(III)..!.. Fe(III)..!. Fe(II) Sol;;''' I/ZMz
so1 .... 

where the electrical charge in solution is balanced by dissolution of a cation 
from the basalt. 

At neutral to basic pH, Fe(I]) is oxidizated to Fe(III) and precipitated as 
ferric oxyhydroxide in the presence of 02' Fe(II) is also strongly sorbed on 
the basalt surface resulting in low aqueous concentrations even under 
anoxic conditions. The rate of 02 uptake increased with decreasing pHs. 
Diffusion coefficients of the order 10-4 cm2 S-I were calculated using a one­
dimensional diffusion model and suggest grain boundary diffusion in iron 
oxides. 

Wilson, c.R., Witherspoon, P.A., Long, J.C.S., Galbraith, R.M., DuBois, 
A.O., and McPherson, M.J., 1983 

Large-scale hydraulic conductivity measurements in fractured granite 
International Journal of Rock Mechanics and Mining Sciences and 
Geomechanics Abstracts, v. 20, no. 6, p. 269-276 (LBL-14876) 

The large-scale hydraulic conductivity experiment at Stripa, Sweden, 
was an attempt to produce a macromeasurement of the average hydraulic 
conductivity of approximately 200,000 m' of low-permeability fractured 
granite. Groundwater seepage into a 33 m long, 5 m dia drift was measured 
as the net moisture pickup of a ventilation system. Water pressures were 
monitored at 90 locations in the rock mass. The experiment was designed 
to treat the rock as a porous medium. Analysis. of test results indicates a 
behavior approximating radial flow in a porous medium. Tests made at 
three different drift air temperatures yielded very similar results. Computa­
tions indicate that the average hydraulic conductivity of the monitored rock 
mass, exclusive of a zone of lower conductivity immediately surrounding 
the drift, is approximately 9.8 X 10" m/sec. 



Wilt, M.J., and Goldstein, N.E., 1984 
Interpretation of dipole-dipole resistivity monitoring data at Cerro Prieto 
Geothermic!;, v. 13, no. 1/2 p, 13-25 (LBL-14499) 

Repetitive dipole-dipole resistivity data have been taken on a yearly 
basis by LBL at Cerro Prieto since 1978. Stations along a single profile line 
extending from the Cucapa Mountains to the center of the Mexicali Valley 
and passing over the present production zone have been remeasured with 
sufficient accuracy to detect subsurface changes in resistivity, some of which 
are probably related to fluid production. The precision of the most recent 
measurements (November, 1981) averages about 1%. Results from 2.5 
years of monitoring indicate a 5% annual increase in apparent resistivity 
over the present production area and decreases in apparent resistivity of the 
same magnitude in the regions immediately eastward and westward from 
the production zone. The increase in resistivity in the production zone is 
most likely due to dilution of reservoir fluids with fresher water, as evi­
denced by a drop in chloride content of produced waters. An attempt was 
made to determine whether specific lithologic zones in wellbores show resis­
tivity changes with time by comparing well logs from newly drilled wells 
with logs from older nearby wells. Results show that lateral resistivity vari­
ations within stratigraphic units between closely spaced wells are sufficient 
to obscure possible temporal changes. The area of decreasing resistivity in 
the eastern part of the field is associated with a steeply dipping conductive 
body, a zone of higher thermal gradients and an increase in shale thickness 
in the section. Well log analysis shows that the low resistivity is mostly due 
to higher temperatures. Decreasing resistivity in this area may be caused by 
an influx of hotter and more saline brines from depth. Recent measure­
ments also show dramatic increase in near-surface resistivity at the western 
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end of the monitored line. This is most likely due to recent changes in local 
irrigation practices which resulted in a general improvement in groundwater 
quality. To investigate. the phenomenon of resistivity changes caused by 
groundwater movement and chemical reactions, we propose the establish­
ment of an additional resistivity line crossing both the new eastern produc­
tion zone and the present survey line at an angle of 60·. This line would 
permit the acquisition of baseline data over the future production zone 
(Cerro Prieto II and III areas), in conjunction with the present line, and 
would establish a grid of stations which could be used to map subsurface 
groundwater fronts. 

Witherspoon, P.A., and Gale, J.E., 1983 
Hydrogeological testing to characterize a fractured granite 
Bulletin of the International Association of Engineering Geology, Paris, 
no. 26-27, p. 515-526 (LBL-17658) . 

A comprehensive program of in situ testing has been carried out in an 
iron ore mine in Stripa, Sweden, to investigate the problems of obtaining a 
hydrogeological characterization of a fractured granite rock mass. The field 
investigations consisted of: (I) the collection of fracture geometry and 
borehole injection test data to determine directional permeabilities, (2) a 
macropermeability experiment to determine the bulk rock mass permeabil­
ity, (3) groundwater sampling for investigations of geochemistry and isotope 
hydrology, (4) pump testing of surface wells, and (5) tracer tests to deter­
mine effective porosity. This report summarizes results from all but the 
last item, the tracer work, which had not been carried out when the field 
work ended in 1981. 
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