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ABSTRACT 

An application of intensity interferometry to relativistic heavy ion 

collisions is reported. The correlation between two like-charged pions is 

+ -
used to study the reactions Ar+KCl + 2~- + X and Ne+NaF + 2~ + X, both at 

an incident beam energy of 1.8 A·GeV. Source sizes and lifetimes are 

measured and compared to the predictions of simple geometric models and of 

Monte Carlo cascade calculations •. There appears to be a substantial co-

herent component of the pion source, although measurement is complicated 

by the presence of final state interactions. 

A detailed discussion of the techniques of intensity interferometry is 

also presented. The generation of uncorrelated background events is dis-

cussed, along with the influence of the correlation on the background and 

the prescription for its removal. The statistical errors in the back-

ground spectrum are examined and found to have non-trivial implications 

for the analysis. The effect of the mutual Coulomb repulsion of the two 

pions, and of the pion-nuclear Coulomb interaction, on the two-pion corre-

lation function is analyzed. The impact parameter bias resulting from a 

two-pion trigger is calculated and found to be substantial. Finally, a 

simple model for the interpretation of Gaussian source parameters is pre-

sented and compared to the preditions of Monte Carlo cascade calculations. 

KEYWORD ABSTRACT 

NUCLEAR REACTIONS 40Ar (KCl) ELAB = 1.8 A·GeV. Measured 2~+ and 2~- corre-

lations. Interferometry analysis deduced size and coherence of pion 

emission source. Techniques of background generation, statistics, and 

Coulomb corrections in intensity interferometry discussed. Impact para-

meter bias estimated. Results compared to Monte Carlo cascade code. 
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1. INTRODUCTION 

The collision of two nuclei at relativistic energies is an event of 

both considerable interest and considerable complexity. The interest 

arises from the high energy densities expected in the collision region. 

The complexity results from the large number of inelastic nucleon-nucleon 

collisions. To date, all efforts to understand such a system proceed through 

the construction of a model, rather than an exact solution of the under­

lying dynamics. In the past ten years, a large variety of models have 

been used in attempts to explain the systematics of relativistic heavy ion 

collisions (RHIC), with varying degrees of success. Similarly, experimental 

attempts to discriminate between various approaches have been frustrated by 

the ability of models with vastly different (and mutually inconsistent) 

assumptions to predict equally well the single-particle momentum spectra. 

Two-particle inclusive measurements offer a more sensitive tool for 

understanding RHIC. In particular, the measurement of two-particle relative 

momentum distributions allows one to determine the collision geometry quite 

directly, by using the technique of intensity interferometry. In this paper, 

the results of such a measurement for Ar+KCl and Ne+NaF collisions at 

L 8 A· GeV are reported. In Section II, a brief description of intensity 

interferometry is provided. The experimental apparatus is described in 

Section III. Data analysis procedures are discussed at some length in 

Section IV. Results are presented in Section V, with a summary and con­

clusion in Section VI. Three appendices discuss the question of impact 

parameter biases, the error analysis of the background spectrum, and the 

consequences of a simple geometric model for the pion production process 

in RHIC. 
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II. INTENSITY INTERFEROMETRY 

Intensity interferometry uses the correlations between like particles 

induced by Fermi or Bose statistics to det~rmine the space and time dimen-

sions of the particle source. The method is quite general, first finding 

application to the measurement of stellar diameters in the pioneering work 

, 1 
of Hanbury-Brown and Twiss Go1dhaber, Go1dhaber, Lee, and Pais2 (GGLP) 

were the first to extend these methods to particle physics. By modifying 

,the Fermi statistical model to include symmetrization between like particles, 

GGLP were able to explain the observed differences in opening angles between 

like-charged pairs and oppositely-charged pairs of pions created in pp anni-

hilation. 3 Since then, many authors, have used similar approaches to measure 

the size of hadronic interaction regions. A particularly convenient approach 

to intensity interferometry in particle physics proceeds through the intro-

duction of the two-particle correlation function C2, first introduced by 

Kopy10v and podgoretskii4 . An heuristic discussion is presented here for 

the sake of completeness. For further details, with particular emphasis 

5 on RHIC, the reader is referred to the work of Gyu1assy et a1. and Yano 

d K 
. 6 an oon1n. 

Consider the detection of two like pions, shown schematically in Fig-

ure 1. Assume that the pions are created in the same event, such that a 

pion of momentum P1 is detected at xl' while the pion detected at x2 has 

momentum P2. (In what follows, the quantities p, r, and x are four-vectors.) 

If the pion source extends over some spatial region including r 1 and r 2 , 

there are two ways to obtain the same final state observed at Xl and x2• 

Since the particles are indistinguishable, the amplitudes for the two 

alternate paths must be added. The probability of such an event is then 

.. 
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proportional to the square of the resulting amplitude, so that (assuming 

the pions may be described by plane waves) 

(1) 

If the distribution of individual pion sources in space and time is des­

cribed by a distribution function p(r), and if the emission of pions at 

different space-time points may be treated as statistically independent, 

the net probability is then obtained by integrating Eq. lover the coordi­

nates r 1 and r 2 , so that 

(2) 

where q = P2 - P1 and p is the Fourier·transf.orm of p(r) with respect to q. 

This is the essential result of intensity interferometry: The probability 

of detecting two bosons depends on their relative momentum, with an enhance­

ment equal to the square of the Fourier transform of the source distribution 

function. If R is some characteristic source size, the range of the en­

hancement will extend over q~l/R, as expected from the uncertainty principle. 

Thus, a comparison of the observed relative momentum spectrum to the rela­

tive momentum spectrum expected in the absence of Bose-Einstein correlations 

(using, for example, pion pairs from sources wide1y separated in space and 

time) permits extraction of the pion source size and lifetime. 

The more refined treatments of Ref. 5 and 6 show that the LHS of Eq.2 

may be expressed as the ratio of the two-particle inclusive cross section 

to the product of the single-particle cross sections (suitably normalized 

by the mean multiplicities), so that 
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(3) 

The above expression defines the two-particle correlation function C2 , which 

is generally a function of the two momenta PI and P2. If the pions may be. 

described by plane waves, and if the individual pion emitters may be regarded 

as point-like7, then C2 becomes a function of only the relative four-momentum 

q. Arguments similar to those leading to Eq. 2 then give for C2 

C2(Pl,P2) + C2 (q) = 1 + Ip(q,qo)1 2 

where q P2-Pl and qo = IE2- El l. 

Note that the normalization of per) insures that Ip(q=o, <i =01 2 = 1, so 
o 

+ 
that an ideal C2(q,qo) would have an intercept of 2. 

As an example of this procedure, consider a source density given by 

(4) 

where R(T) is the distribution of pion emission points in space(time). 

Calculation of the squared Fourier transform for this distribution then 

gives for the correlation function 

(5) 

+ 
As noted above, the normalization of per) would imply that C2(q=qo=O) = 2. 

In practice, the zero-intercept of C2 is usually observed to be somewhat 

less than 2. 8 This observation motivated Deutschmann et al. to introduce 
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the parameter A to avoid the introduction of systematic biases in 

fitting the data to the observed correlation functions. Possible sources 

of the deviation of A from unity and their interpretation will be discussed 
" 

in Section V. 

'0' 

III. EXPERllfENTAL METHODS 

Figure 2 shows a plan view of the apparatus used in this experiment. 

. 40 20 
Beams of 1.8 A·GeV Ar and Ne from the Berkeley Bevalac were directed 

onto KCl and NaF targets, respectively, which in each case provides a nearly 

symmetric target-projectile system. Targets of 0.5 to 1.0 gm cm- 2
, which 

provide an interaction probability on the order of 1%, gave a good compro-

mise between high event rates and multiple scattering of the pions in the 

target material. Intensities were typically 108-109 beam particles per 

pulse, where one pulse is slightly less than a second in duration. At these 

intensitites, between .1 and 1 good events per pulse were obtained. (The 

Bevalac duty cycle is one pulse every six seconds at a magnetic field 

corresponding to 1.8 A·GeV). 

Pions emerging at 45 ± 8 degrees from the beam direction were accepted 

into a simple magnetic spectrometer system. A 9 kG central field was 

provided by an H-type magnet with a 56cm x l68cm pole tip and a 21. Scm 

gap. The ingoing trajectories of the pions were defined by two small 

(30.2cm x l4.2cm) multi-wire proportional counters, MWPClandMWPC2. After 

being bent in the field, the pions pass through two large (200cm x 25cm) 

MWPCs, thereby defining their outgoing trajectories, and hence the bend 

angle. Each of the four MWPCs consisted of three planes of sense wires 

with 2mm wire spacing, with 1.4cm spacing between the sense planes. 
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A two-pion trigger is created using the scintillation counters Sl, 

S2, various combinations of the A and B counters, and a fast signal FO 

from the }&WCs. The geometric overlap of a given A counter with a B 

counter defines 17 allowed combinations (AB)k. Two-pion events are there­

fore defined by the requirement EVENT = Sl.S2'FO~\(AB) . (AB) , with m "" n. m n 

Time-of-flight (TOF) signals were measured between 82 and the various AB 

combinations. The pulse height (ADC) for each A and B counter is also 

recorded. Proton contamination is reduced on-line by narrow TOF gate-

widths, and off-line by a combination of further TOF cuts and ADC cuts 

(see Figure 3 for an example of typical TOF and ADC spectra). This pro-

cedure reduces the proton contamination to less than 1%, as may be seen 

in Figure 4. Note that the arrow at E = 500 MeV in Figure 4a is equiv­cm 

alent to the arrow in Figure 4b located at I;lab l = 70~ MeV/c, so that the 

apparently large proton contamination in the first graph is in reality 

barely discernible in the total event sample. The narrow TOF gates also 

serve to reduce the electron contamination to a negligible level for all 

pion momenta considered here. Accidental triggers due to the simultaneous 

detection of two single~pion events are minimized by the narrow « 100 ns) 

gate used in the overall trigger. Such events never exceeded a 5% contri-

bution at the highest" beam intensities and were reduced to a negligible 

level off-line using the time-of-flight data for each AB combination. 

More detailed information concerning the fast electronics and data acqui-

sition, as well as the anlaysis codes to be described below, may be found 

9 elsewhere • 

Off-line analysis begins by identifying all possible track candidates 

using a simple geometric algorithm. These candidates are then 
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momentum-analyzed using an interpolation method based on a Chebyshev para-

10 
metrization of Monte Carlo tracks • The accuracy of this procedure may 

be assessed from the contents of Table 1, which give the predicted resolu-

tion for the momentum, both in magnitude and in angle, as well as the intial 

position of each pion on the target (in the plane perpendicular to the beam). 

These results are calculated by a Monte Carlo procedure which includes the 

effects of the spatial extent of the beam on the target, the decay in 

flight of the pions, spatial resolution of the wire chambers, and multiple 

scat tering and.energy loss in the target, counters, MWPC' s and air, averaged 

over the observed momentum spectrum. In Figure 5 the absolute and relative 

momentum resolution are shown as a function of the laboratory momentum. 

For low momenta, the resolution is determined by multiple scattering in the 

target and the'S' counters, while for high momenta th~ spatial resolution 

(lmm) of the MWPC's in the bend plane is the limiting factor. For Ipi > 

200 MeV/c, the relative momentum resolution is always better than 2.5%. 

All results reported here will be for pions with laboratory momentum satis-
+ . 

fying 220 MeV/c < I Plab I < 800 MeV/c. These cuts provide an essentially 

proton-free sample of pions with high momentum resolution. 

Of particular importance for an intensity interferometry experiment 

is the resolution in relative momentum. These distributions are shown in 

Figure 6, for both the relative momentum and the relative energy, again 

averaged over the single-pion momentum distribution. Also shown is the 

relative invariant mometum, q. = (I q 12 - q 2) 1/2 • This quant~ ty will be 
l.nV 0 

used in the Coulomb corrections to the relative momentum spec~rum, to be 

discussed below. 
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IV. GENERATION OF THE CORRELATION FUNCTION 

Following the Chebyshev parametrization for the vector momentum of 

each track, cuts are made on various quality-of-fit variables, the TOF 

and pulse-height in the AB counters, etc. The result is a data set con-

sisting of momentum-analyzed pion pairs, from which the correlation 

function will be created. This section describes the means by which C
2 

is calculated and the motivation for doing so. 

In principle the definition of C
2 

as the ratio of the invariant cross 

sections (Eq. 3) could be used to calculate the correlation function. 

5 While this approach is often used in theoretical work , it is extremely 

impractical from an experimental point of view. Aside from the purely 

statistical problems resulting from binning events in six-dimensional 

phase-space, a more fundamental difficulty in triggered experiments is 

the bias introduced by the two-particle requirement. Unless the single-

particle inclusive cross-sections in Eq. 3 reflect this bias, the numerator 

will contain pions from a different class of events than the denominator, 

which is known to produce spurious effects in the calculation of the 

1 . f . 11 corre at10n unct10n • Appendix A shows that such a bias does indeed 

exist for the two-pion trigger used in this experiment. By relating the 

number of produced pions to the number of participant nucleons, it is shown 

there that requiring pion production reduces the mean impact parameter <b> 

considerably from the unbiased value of 5.5fm (for Ar+KCl collisions). 

Not suprisingly, higher pion multiplicities are associated with smaller 

impact parameters, so that for the one-pion trigger (in our spectrometer) 

we have <b(ln» = 3.3fm, while for the two-pion trigger <b(2n» = 1.2fm. 

To avoid the difficulties that arise from mixing pions from different 

event classes, an alternative approach based solely on the observed 

", 
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two-particle relative momentum spectrum A(q,q ) is desirable. (For the 
o 

remainder of this paper we will use q to denote Iql). If a background 

spectrum B(q,q ) could be found such that all details such as production 
o 

dynamics, experimental acceptances and biases, etc., were incorporated, 

EXCEPT those induced by Bose-Einstein correlations, then it is clear that 

C2 would be given by 

A(q,q ) 
C ( ) - 0 (6) 2 q,qo - B(q,qo) 

The most common prescription used to generate B(q,q ) is that of' 
o 

. 12 different-event mixing, as first suggested by Kopylov • In this scheme, 

fake events, generated by combining individual pions' taken from different 

events, are used to calculate a "random" background spectrum inq and q • 
o 

Intuitively, it would appear that acceptance effects, single-particle 

spectra, etc., would be contained in this spectrum, but that interference 

effects, which are not expected to extend to pions from different events, 

would be removed, thereby satisfying the definition of a suitable back-

ground spectrum. 

In practice, it is found that different-event mixing never fully removes 

the correlations induced by Bose statistics. This is most easily appre-

ciated by considering a hypothetical experiment that measures only a very 

small region of the total Pl-P2 phase space. As the size of this region 

shrinks to zero, every real pion pair will be within the "range" of the 

correlation, so that Pl-P2 for all events, and thus any mixing process on 

this data set will also create events with Pl-P2. Mathematically, this 

may be understood by the following argument: First, we adopt the notation 
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(7) 

The background spectrum generated by different-event mixing then has a 

distribution in PI given by integrating over a1lp2' so that 

d~ldn dl d ---d = d d dP2 = d
n 

{I + A(PI,P2)} d
n 

dP2 
PI Q PI P2 PI Q P2 

:: dn {I + 6. (p • A) } 
dp l' 

1 
(8) 

In the above expression, Q is the region of integration, which of course 

is given by the acceptance of the spectrometer used to measure the two-

pion distribution. The desired single-particle spectrum dn/dpl is thus 

modified by a correction term 6.(Pl,A), which in the ideal case should be 

a quantity small compared to one. Similarly, a correlation function using 

this background spectrum will contain these (momentum-dependent) correction 

terms: 

(9) 

Before discussing the removal of the 6. 's from the different-event mix-

.ing correlation function, several remarks are in order. First, it should 

be obvious that the above results are independent of the origin of the 

two-particle correlations. Instead, they derive immediately from the 

assumed form of Eq. 7, and therefore apply to any attempt to generate 

correlation functions, whether the source of the correlations is kine-

matic, dynamic, or statistical. Second, even in the limit of 4n spec-

trometer acceptance, the 6.'s are non-zero. Explicit calculation of the 

6. 's, using reasonable forms for A(q,qo) and dn/d~l' shows that the 

.. 
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correction terms in C2 are of order «kTI >R)-3, where <kTI> is the average 

pion momentum, and R is the pion source size. 
.. 5 

Very general arguments 

independent of the assumed form for A and dri/dpl,lead to the same con­

clusions. Thus, for n = 4TI and for ruilC,these correction terms are of 

the order 2-5%. Finally, it should be clear that a "figtire-of-merit" for 

the different-event mixing method is the average value of ··11 over the data 

set. Since failure to remove these'effects can lead'to spurious conclu-

sions concerning the degree of pion source coherence, large average values 

of 11(>10%) must be removed explicitly. We nqw direct our attention to the 

removal method. 

Assume one had a priori knowledge of C2 , and thus of A(q,q~). Con-· 

sider an arbitrary background event b .. generated by taking a pion with 
1J 

momentum Pi from one event and one with momentum Pj from a different 

event. If each b .. is assigned a weight given by 
1J 

w(b .. ) :: {I + l1(p.;A)}·{l + l1(p.;A)} 
1J., 1 J 

(10) 

these weight factors will then precisely cancel the unwanted terms appear-

ing in Eq. 9. Binning .in terms ofq and q simply introduces a sum over 
0" " 

a projection operator p{(qq ) + (p.P.)} 
o 1 J 

w(q,q ) = ~ p{(qq )+ (P.p.)}w(bi .) 
o ij 0 1 J J 

(11) 

without affecting the basic result that explicit knowledge of C2 allows 

us to develop a prescription for weighting background events such that 

the spurious factors terms in Eq. 9 are cancelled. 

In practice, of course, C2 is not known beforehand. Instead, an 

interative procedure must be used. C2 is parametrized in terms of assumed 

values for the source radius and lifetime. A weighted background spectrum 
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is calculated via Eq. 11, which is then used in Eq. 6 to calculate a new 

C2. This correlation function is then fit to determine the new source 

parameters, which are then used to recalculate B{q,q ), and thus close 
. 0 

the loop. Monte Carlo simulations of this procedure have verified that 

it does indeed regenerate the correlation function from pion pairs 

observed in a small acceptance region. The iteration converges to stable 

values for the radius and lifetime very quickly (between 2 and 4 itera-

tions), and is independent of the starting values of these parameters 

(within reasonable limits, so that the first guess for the correlation 

function has some structure on the same scale as that observed in the data). 

At each step of the iterative process, the correlation function is 

fit to the functional form of Eq.4. Fits were performed using a .maximum 

likelihood procedure to predict the actual number of observed pairs in a 

given q-qo bin in terms of B{q,qo) and the assumed form for C2 . Essential 

to this method is the assumption that the statistical errors in B(q,q ) are 
o 

small compared to those in the real events. A naive extension of the sum 

in Eq. 11 to all i I j would seemingly lead to a very large number of 

background events, thereby easily satisfying the criteria of negligible 

error in the determination of B{q,q). In reality, the question of the 
o 

statistical errors in the background spectrum is somewhat more subtle, 

and leads to the surprising conclusion that (if all possible background 

candidates are generated) the statistical fluctuation in a bin containing 

. 3/4 1/2 n background events 1s proportional to n , not n • The origins and 

implications of this behavior are discussed in Appendix B. 
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V. EXPERIMENTAL RESULTS 

Results from three data sets are reported here, all for incident 

beam energies of 1.8 A·GeV. For the Ar+KCl system, approximately 6700 

2n- pairs and 5500 2n+ pairs passed all cuts. In the case of Ne+NaF, 

nearly 10,000 2n- pairs were accepted. All pions were required to have 

a laboratory momentum satisfying 220 < Ipl < 800 }leV/c. Relative momentum 

and energy were always calculated in the nucleon-nucleon center-of-mass 

system. For relativistic pions, our laboratory acceptance of 45 ± 8 degrees 

translates to roughly 89 ± 12 degrees in the center-of-mass system. All 

three data sets were fit13 to the functional form of Eq. 5; the results of 

which may be found in Table 2. 

Before analyzing the results of the fitting procedure, we first 

discuss the visual presentation of the data. Figure 7 shows the appearance 

of an ideal C2(q,qo) (as defined by Eq. 5 with A equal to one) convoluted 

with our spectrometer's acceptance. The contours are separated by 10 MeV, 

and values of Rand t characteristic of nuclear dimensions are assumed. 

It is clear that only a limited region of the relative phase-space is 

accessible, dominated by events with q-q. (Note, however, that only half 
o 

of the q-q plane is kinematically allowed, as calculation of the invariant 
o 

relative momentum qi in the n-n center-of-mass shows that one always 
nv 

has q > q .) 
o 

One consequence of our acceptance is that fixing qo 

restricts q to a narrow band, so that a slice of the correlation function 

given by C2(q,qo = constant) is of little interest. Instead, we define 

the projections 
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E A(q,qo) 
qo 

<C2(q» = (12) 
L: B(q,qo) 
qo 

and :E A(q,qo) 

<C2(qo» = 9 
L: B(q,qo) 
q 

where A and B are as defined in Eq. 6. We will always write these projec-

tions with brackets to emphasize that they are spectrometer-dependent 

observables. Nonetheless, they provide an adequate means for displaying 

the data and assessing quality of fits to the same. For convenience, the 

quantities defined in Eq. 12 will often be referred to as correlation 

functions, while keeping in mind that they are in reality projections of 

correlation functions. 

A. GAMOW CORRECTIONS. 

We first turn our attention to the entries labeled as "No Gamow." 

The corresponding correlation functions are shown in Figure 8. For both 

sets of 2ir- data, the radius is fit to a value of zero, and for all three 

systems the value of A is less than O.SO,a substantial reduction from the 

expected value (for a fully random source) of 1.0. 

This behavior is consistent with a -systematic effect that has been 

neglected until this point: the mutual Coulomb interaction of the two pions. 

It is well known that the Coulomb interaction of two like-charged particles 

modifies the phase space density in relative momentum via the Gamow factor, 

so that 

27Tn 
27Tn 1" n 

e -

me 2 
=--

flq. 
(13) 
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(The corrections to this form due to the finite extent of the pion source 

have been calculated and found to be smal19 .) Here e and m are the charge 

and reduced mass of the particles. This factor suppresses the probability 

of finding two like-charged particles with small relative velocities 

f3 1 ~ 1/137. re Note that f3 1 must be calculated in the center~of-mass re 

frame of the two pions, where, of course, one has f3 1 = q/m. Substituting 
re 

the previously defined relativistic invariant qi for q in the above expres­
nv 

sion gives the correct generalization to an arbitrary Lorentz frame, since 

in the center-of-mass frame of the two pions one has by definition q = O. 
o 

This observation is of more than passing interest, since it implies that the 

Gamow corrections are large~ not just for small q, but rather along the 

entire q = q line (see Figure 7). o 

Monte Carlo calculations have verified that large Gamow corrections 

persist in the two-pion relative momentum spectra as measured by our spec-

trometer, preCisely because the good momentum resolution of this device 

. f . 14 enables us to resolve the reg10n 0 suppress10n Since the net effect of 

the two-pion Coulomb interaction is to modify the correlation function 

C2 (q,q ) + G(me2/hqi )C
2
(q,q), it is important that the Gamow correction 

. 0 nv 0 

be applied to the background events via Eq. 10, rather than attempting to 

correct for its influence after the generation of C2. These results are 

presented in Table 2 under the heading "Gamow corrected". The correspond-

ing correlation functions are shown in Figure 9. In each case the radius 

now acquires a non-zero value and A increases to the range 0.6-0.7. 

B. INTERPRETATION OF R AND L. 

We now discuss the quantitative values obtained for Rand L in the 

context of the simple model for pion production presented"in Appendix C. 
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There it is shown that: 1.) AradiusR defined for a Gaussian source as 
, 

in Eq. 4 is essentially indistinguishable (via intensity interferometry) 

from a source with uniform density of radius R = 1.52R. 2.) A schematic 
u 

model for pion production gives 

where A is the mass number of one of the incident nuclei. (We use here. 

units with c=l, so that lifetimes may be quoted in fm.) 3.) More realistic 

Monte Carlo cascade calctilations
15 

predict values of T 2-3 times larger 

than the naive value given immediately above, but provide values of R 

consistent with the above estimate. 

To facilitate comparison of our results to these predictions, we have 

b " d h 1 f h "d ." Al/3 " com 1ne t e resu ts 0 t e var10US ata sets tiS1ng an parametr1za-

tion to obtain 

R = (1.0 ± 0.2)Al/3fm T = (0.8 ± 0.3)Al/3 fm 

The experimental value for T obtained by this method is intermediate 

in value between the prediction of the geometric model and that of the 

cascade code. On the other hand, the measured value of R is substantially 

larger than either the geometric model or cascade calculations would 

indicate. 

Before assessing the significance of the disagreement between these 

models and the data, it is necessary to examine more closely the errors in 

the determination of Rand T. Figure 10 displays the 68% and 95% confi-

dence limits for Rand T allowed by each data set. It is clear that our 

maximum sensitivity is to some overall measure of the space-time extent 

(such as R2 + T2). This is simply the spatial consequence of our acceptance 

.. 



.. 
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in momentum space (where most pions have q ~ q). Another consequence of 
o 

the R-T correlation is that specifying one of the parameters allows the 

other to be determined with significantly greater accuracy. Table 2 

presents the results of fitting with either R or T fixed to the "expected" 

value given by the schematic model. Of some interest are the cases where 

R has been fixed to the nominal value (as given by either the schematic 

1/3 
model or the cascade codes) of R = O.S6A • Doing so always leads to 

values of T larger than the prediction of the geometrical overlap model 

by a factor of 2-3, but in good agreement with the results of the cascade 

code calculations. 

The most severe constraints on models of the pion source may be 

obtained by examining the confidence levels that result from using an 

assumed Al / 3 scaling behavior to combine the three dat~ sets. These levels 

are presented in Fig. 11, where it is apparent that the 20 errors in Rand 

T are substantially less than twice the 10 errors in these quantities. 

(It is important to note that the 10 errors quoted above have been obtained 

directly from the 68% confidence level, rather than by calculating the 

weighted average of the three sets of Rand T values.) Figure 11 clearly 

demonstrates that both the schematic model and the cascade codes predict 

a radius significantly smaller than our measured value. Conversely, both 

models predict values for the lifetime parameter consistent with our 

results . 

C. EXTERNALCOULOHB CORRECTIONS. 

There is an additional Coulomb interaction to be considered, that be-

tween a pion and all the nuclear protons. We call these the "Coulomb" 

interactions in contrast to the TI-TI interactions denoted by "Gamow" 
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interactions. Noticeable in Fig. 10 is the qualitative difference in the 

confidence level contours between the 21T- and 21T+ measurements. We have 

attempted to determine if these differences are due to the opposite sign 

of the Coulomb interactions experienced by the 1T-'S ~ith the nuclear charge 

+ ' 
as compared to the 1T 'so Using a first-order formalism correct in both the 

1 . 1 d h '. 1 1· . 16 h h . f f h c aSS1ca an quantum mec an1ca 1m1t t e momentum s 1 t 0 eac pion 

due to the Coulomb interaction with a nuclear fragment of charge Z. and 
1 

four-velocity u. is calculated in terms of the final pion momentum accord-
1 

ing to 

(14) 

The effective radius Reff is the reciprocal of the mean inverse radius 

Reff =<~>l = If R 

where the last equality holds for our usual Gaussian source parametriza-

tion. We have idealized the complicated final-state distribution of nuclear 

charge by three charge fragments, two having charge (l-f)Z and moving 

with the projectile or 'target velocity, and the third having charge f· 2Z 

at rest in the center-of-mass, where Z is the charge of one of the incident 

nuclei. Guided by the results for mean impact parameter biases presented 

in Appendix A, we have chosen f = 0.80. Eq. 14 is used to correct the 

momentum of each observed pion; then the correlation function is calculated 

in the usual fashion. These results appear in Table 2 with the designation 

"Gamow and Coulomb corrected". In all cases the changes in extracted para-

meters are much smaller than the statistical errors, which is in accord 

with our intuitive expectations that the changes in the relative momentum 
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spectrum will be small, since each pion receives essentially the same im-

pulse. In reality, such a post hoc correction procedure is at best a crude 

approximation to the very complicated multi-body Coulomb problem, but the 

large kinetic energies of the pions relative to thei! potential energies 

lead us to conclude that any such effects are likely to be small. 

D. IMPLICATIONS FOR SOURCE COHERENCE. 

We now discuss briefly the significance of the values obtained for A 

in Table 2. Many authors have cited deviations of this parameter from 

unity as evidence for coherence in the pion source, since for a maximally 

coherent source one has A = O. Furthermore, the assumption of a completely 

chaotic source leading to independent emission of pions is at best an 

approximation, since the relevant pion wavelengths are not substantially 

11 h h ' f d d" 17 sma er t an t e 1n erre source 1menS10ns . Noneth~less, to date 

experimental complications prohibit any quantitative conclusions concern-

ing the fraction of coherent emitters implied by a given value of A. First 

note the direct coupling between the Gamow correction and the value obtained 

for A. A second difficulty arises from the iterative generation of C2 dis-

cussed in Section IV, which introduces a systematic tendency to increase 

the errors in A from the purely statistical values quoted in Table 2. 

Other effects known to affect the value of A, such as the creation of 

pions through the decay of long-lived resonances, or the averaging over 

unobserved reaction variables
ll 

further obscure the interpretation of 

deviations of this variable from unity in a given experiment, since a very 

complete set of measurements indeed would be required to determine which 

of these many contributions is the dominant one. 
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E. COMPARISON TO OTHER RESULTS. 

We conclude this section with a comparison of our results to those 

obtained by other authors. At 1.8 A·GeV, the only two-pion experiments 

reported in the literature are for Ar nuclei incident on heavy (Pb
3

0
4 

or 

18 19 BaI
2

) targets ' Rather than attempting to deal with the complicated 

issues of the role of impact parameter biases and spectator matter in 

asymmetric collisions, we concentrate on the only other result reported 

for the Ar+KCl system, at the slightly different energy of 1.SA·GeV20 • 

(This corresponds to a center-of-mass energy differing by less than 10% 

from ours.) These authors perform their fits by fixing the value of T 

to 1.5 fm. The contours of Figure lOa allow us to read off the value of 

R obtained in our analysis when T is fixed to 1.5 fm, viz. R = 3.6±0.40 

fm, in excellent agreement with their value (for their.data set most 

closely analogous to ours, i.e., the Gamow corrected analysis for pions 

with center-of-mass momentum greater than 150 Mev/c), of R = 4.l4±0.Sl fm. 

The value of A measured for their Gamow corrected data, A = 1.06±0.24, is 

statistically consistent with the value extracted in this experiment, 

although we note that these authors systematically find values of A higher 

than those reported here. We offer no explanation of this phenomenon, 

other than to observe that the two experiments are more complementary than 

comparable, one being a high statistics, high resolution exploration of a 

narrow region of relative momentum, while the other provides a relatively 

unbiased global sample of events. 

VI. CONCLUSIONS 

We have shown that a high statistics intensity interferometry measure-

ment of pion source parameters in RHIC provides valuable information for 
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dynamical models of these collisions. The two-pion trigger itself has 

been shown to give a significant bias towards central collisions. The 

effect of the two-pion relative Coulomb interaction has been analyzed and 

found to be important, while correction for the pion-nuclear Coulomb inter­

action produced little change in the extracted radius and lifetime. These 

final state interactions, and the iterative nature of the background 

generation, prevent any definite statement quantifying the coherent contri­

bution to the pion source. The results presented here are consistent with 

previous measurements, and should provide a basis for future experiments 

using larger acceptance spectrometers to apply these techniques to heavier 

nuclear systems. 
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APPENDIX A: IMPACT PARAMETERS BIAS IN A TWO-PION TRIGGER, 

In this appendix we argue that a two-pion trigger provides a good 

approximation to a central collisi(;m trigger. We do s,? by using the 

observed correlation between pion mu1tiplicity,~nd participant nucleon 

multiplicity to establish the relation between pion multiplicity and impact 

parameter. Streamer chamber data are thep used to relate the trigger re-

quirement of this experiment to the total pion multiplicity, and thus to the 

mean impact parameter. 

Figure 12 shows the mean negative pion multiplicity is linearly 

proportional to Q, the total number of participant p~otons, for 1.8 A·GeV 

Ar+KCl collisions2l • The number of participant protons may be~alculated 

as a function of impact parameter with an analytic approximation (for 

. ) d S· k· 22 symmetr1c systems ue to w1atec 1 

3 
Q(b) ;;; 2Z(1 -- S)2[1 + (12 -:- l)S] (A.l) 

where S = bib and b is the maximum, impact parameter 2R. The normaliza-
m m 

tion is in terms of the total number of protons, sd that Q(b=O) = 2Z. 

The rough nature of these arguments justifies the further approxima-

tion (for small values of S): 

Q(b) = 2Z(1 - $)2(1 + 1.12S) 

~ 2Z(1 - S) 
(A.2) 

This approximation is valid to (at worst) 20% for S < 0.5. In fact, evi-

dence from recent Monte Carlo calculations (see Figure 8 in Cugnon and D. 

L' Hote23) favors this linear form over Eq. A.l for 0.8 A·GeV/A collisions. 

Eq. A.2 allows us to translate Q directly into impact parameter; such a 

scale has been applied to the upper axis of Figure 12. 
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24 
We now use streamer chamber data to determine the mean pion multi-

plicity imposed by our two-pion trigger requirement. These data consist 

of approximately 3000 1.8 A·GeV Ar+KCl events taken with an inelastic 

trigger sensitive to approximately 85% of the total reaction cross section. 

All negative tracks in this sample have been momentum analyzed, which allows 

us to selectively examine those events satisfying the two-pion trigger used 

in this experiment. Figure 13 shows the pion multiplicity distribution 

which results from requiring two pions in our spectrometer acceptance. As 

shown by the curve, the distribution is roughly Poisson, with.a mean given 

by <n > = 6.l4±0.18. 
1T 

We can now use Figure 12 to immediately translate <n > into the equiv-
1T . 

alent Q, and thus the corresponding impact parameter, thereby obtaining 

<h> = 1.2fm. Assuming the fluctuations in <n > are in fact Poisson, the 
1T 

fluctuation in <b> may be determined in a similar fashion to be 2.8fm. The 

fact that Figure 13 is somewhat narrower than the superimposed Poisson dis-

tribution (and the fact that negative impact parameters are meaningless, so 

that fluctuations of 2.8fm about 1.2fm must be asymmetric) indicate that 

this method provides an overestimate for the event-to-event fluctuations 

about <b>. 

APPENDIX B: BACKGROUND FLUCTUATIONS 

In this appendix we examine the statistical fluctuations in a spectrum 

of background events generated by creating all possible combinations of 

pions taken from different events. In particular, we show that if such a 

process generates n events in a given bin, the statistical fluctuations of 

this quantity are of order n3/ 4 ndt nl / 2 • We ~egin by eX"amining a sche­

matic model that illustrates the basic princ~ples involved
25

• 
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Assume we wish to calculate the area of the small region n shown in 

Figure 14, using a straightforward Monte Carlo technique, Ordered pairs 

(n ,n ) would be thrown randomly over the area L2, with the calculated 
x y 

area of n being proportional to the number m of such pairs contained within 

. 1/2 
n. The error in this estimate will of course be proportional to m • 

Now suppose we attempt to circumvent the requirement of generating M 

random pairs over the are L2, and instead pick only N random points nl along 

the x axis, then use these SAME points along the y axis to define the set 

of points in the plane (n.,n.). This process generates N(N-l)/2 such pairs, 
1. J 

but our intuition suggests that the statistical significance of such a set 

. 1/2 is still only of order N .•. 

Simple error propagation suffices to confirm this suspicion. If n = 
x 

~ N/L is the mean number along the x axis expected to fall in n, and 
x 

similarly for n along the y axis, the number of "random" points in n is 
y 

then n = n n. We now use standard methods to calculate the error in this 
x y 

quantity, thus 

. (ann)2 
= - a 2 (n) an x 

x 
(

an )2 
+ ~ a 2 (n) any 

y 

Specializing to the case t 
x 

~ , we immediately obtain from the above 
y 

{B. 1) 

o{nn) = 12n~/4. Had n been located on the diagonal of the region L2, as 

for the region labeled n' in Figure 14, nand n are no longer even 
x y 

3/4 
approximately independent, and we obtain instead o(nn) = 2 nn • The gen-

eralization to d dimensions is trivial and gives for the fluctuations 
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1 
about the mean number n in a sub-volume V cr(n ) = d·n (1- 2d) 

v v v 

This model is suggestive of the different-event mixing prescription 

used to generate a background spectrum in intensity interferometry analyses: 

The N points chosen represent the N pion events, with the real events being 

distributed along the diagonal and the background events coming from the 

pairs (n.,n.), i ; j. However, a typical correlation analysis involves a 
1. J 

complicated projection from the six-dimensional PlP2 space into a two-dimen-

sional qq sub-space. Rather than attempting to extend our model (which o 

really is intended only as a plausibility argument) to this case, we 

instead demonstrate empirically that the background fluctuations are 

. 1 3/4 d· d 2 proport1.ona to n , correspon 1.ng to = . 

To do so, we define the variable r2 given by 

r 2 = l: __ (A......;1.=:.. J ..... _-_B..:;i:..oj_)_2_ 

ij cr2 (A .. ) + cr2 (B .. ) 
1.J 1.J 

(B .2) 

where the sum over i and j represents a summation over the q and q bins o 

in a relative momentum spectrum. Here B .. is the number of background 
1.J 

events in a given bin, and A .. is some other distribution we expect to be 
1.J 

identical with the B .. 's in the limit of large statistics for A and B. 
. 1.J 

The cr's are the assumed errors for each A and B. Since by definition r2 

has expectation value = 1, explicit evaluation of this variable for various 

assumed forms of the cr's allows us to determine the form best supported by 

the data. As our known A distribution we take the real two-pion events 

with Iql > 150 MeV/c, where all evidence (see Figure 9) indicates the 

absence of correlations. Similarly, the B distribution is taken to be the 

background spectrum in the same relative momentum interval. The functional 

dependence of cr(B) is parametrized with the general d-dimensional result, 



1-.1:... 
i.e., a(B) = d.B 2d 
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Testing two different data sets then gives p = 

O.77±O.02 and p = O.75±O.02, where p = 1 - 1/2d, thereby confirming the 

3/4 
n form for background fluctuations corresponding to d = 2. (See Ref. 9 

for a discussion of the error estimates on p.) 

Since the errors on n background events in a given bin are no longer 

Gaussian, the usual property of invariance of statistical significance 

under binning is lost. To see this, suppose we wish to create a background 

spectrum with negligible fluctuations in a given bin relative to the fluc-

tuations in the number of real events expected in the same bin. Let the 

number of real events in the total sample be N, and assume the bin size is 

such that a fraction of them f fall into the i-th bin, so n. = fN. Assume 
l. 

that the fraction of real events used to generate the background spectrum 

by different-event mixing is g, so that the total number of background 

events created is approximately (gN)2/2 • If we retain the notation C
2 

for 

the correlation function, the expected nuinber of background events in the 

i-th bin is then of course m = 
i 

(gN)2 
2 

The correlation function as 

calculated for this bin is then n./m .• 
l. l. 

Requiring that the errors in n. 
l. 

dominate the error in the calculated correlation function then implies 

Using the above expressions for n. and mi , and assuming a 
l. m. 

obtain the condition 

1:. v'2C . f « 1:. 
g 2 4 

l. 

= 2m. 3/ 4 , 
l. 

we 

(B.3) 

While independent of the original number of events N, this result does 

depend both on g, the fraction used in the background generation and f, 

the fractional bin size. The fact that small background errors requires 
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g to be large is, of course, reasonable. Setting g = 1 then establishes the 

maximum allowed bin sizes 

(B.4) 

Failure to satisfy this condition for each bin will invalidate the require-

ment of small background errors necessary to a Principle of Maximum Likeli-

hood fitting procedure. This inequality is satisfied for nearly all of the 

bins used in generating the correlation functions calculated in this paper. 

We have verified that an alternative fitting method, based on minimization 

of a quantity that explicitly contains the background errors (the quantity 

r2 defined in Eq. B.2), produces essentially the same source parameters as 

calculated by the Principle of Maximum Likelihood analysis. 

APPENDIX C: GAUSSIAN MODELS FOR PION SOURCE PAREMETERS 

This appendix explores some simple consequences of the Gaussian para-

metrization used for the pion source in this paper. We begin by interpret-

ing R in terms of conventional nuclear radii: 

The normalized Gaussian (spatial) distribution implied by Eq. 4 in 

the text is given by 

-+ -+ p(r)dr (C.I) 

To obtain the value of R equivalent to a unifo~m distribution R , we can 
u 

equate moments of these distributions, thus obtaining 

by equating <r> for the two distributions, and 
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by equating <r2>. These are but special cases of the general result stated 

by GGLp2 that for R = R /1. 52, the squared Fourier transform of a Gaussian u . . .. 

distribution differs from the corresponding transform of the uniform dis-

tribution by 2% or less everywhere. Thus, no fo;eseeableintensity inter-

ferometry experiment can hope to distinguish ~etween these two distribu-

tions. 

To motivate the use of a GaussIan to describe the space-time distri-

bution of pion sources, we use the following heurist.ic model fqr pion 
. ,. 26 
production in RHIC Consider the collision of two equal-mass nuclei at . . " , 

impact parameter b, in the center-of-mass frame, where each is moving with 

velocity ± (3 .• Let the nucleon density for each nucleus be described by a .. cm 

Lorentz-contracted Gaussian of radius RA. 

Ycm 
3/2R3 

'IT A 

. [2 b 2 2 
- X + (y ± -2) + Y (z ± cm 

e (C.2) 

As discussed above, RA is given in terms of the corresponding uniform­

density radius Ru via R
A

/I.52 = 0.S·A
I / 3fm. 

Assume the pion production rate is g~ven by the overlap of these 

densities, so that 

dltn 
'IT 

(C.3) 

Here aNN is the NN cross section for pion production, and vrel is the NN 

relative velocity. Ignoring all such effects as pion reabsorption, slow-

ing of the incident nuclei, trarisverse expansion, etc., the pion source 

density may then be written as 

.. 
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- e 

Thus, the source is also Gaussian in space and time, with lifetime and 

(transverse) radius parameters given by 

RA 
T = --""-- (C.4) 

128 Y cm cm 

(Here we have absorbed the factor of two so that the source takes on the 

precise form assumed in Eq. 4 of the text.) The neglected effects mentioned 

above all tend to increase the values of Rand T, so that the above values 

should be regarded as lower limits. Using the Al/3 parametrization of RA 

introduced above, and specializing to the values of 8 and Y appropriate cm cm 

to 1.8 A'GeV beam energies, we have for Rand T: 

(C.S) 

Note that the near-equivalence of the predicted values for Rand T is 

"accidental" in the sense that 8cmYcm is very nearly equal to one for this 

particular beam energy. Also note that while the source strength depends 

on the impact parameter b, the source radius R does not. The parametriza­

tion for R in Eq. C.S is in good agreement with the relation R = 0.SO·Al/3 

f d b d · 27 b f·' h 1 fMC 1 d oun y Cugnon an Koon1n y 1tt1ng t e resu ts 0 onte ar 0 casca e 

code calculations of pion production sites. (This result differs by a 

factor of 2 from the result found in their paper, again due to writing 

their radius in the same form as Eq. 4 of this work.) 

We may also apply the Gaussian form for the distribution of pion 

1 f 1
15 

sources in time to the Monte Carlo cascade resu ts 0 Cugnon et a , which 

provides a quantitative picture for the temporal as well as the spatial 
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evolution of a heavy ion collision. Figure .15 shows their results for the 

collision of two Ca nuclei at a beam energy of 1.8 A·GeV. Two curves are 

shown, one giving the production of free pions plus delta resonances, while 

the dotted curve gives the number of free pions as a function of time (deltas 

being regarded as "bound" pions). Haximum overlap occurs for ct = S.lfm. 

The circular and triangle points are the results obtained by integrating 

(C.6) 

for appropriately chosen values of T. Thus, for the N + N~ curve, 
, 

have we 
IT 

for t > S.lfm, 

N(t) 
1 = (0) [1 + erf(t-~.l)J = 7N(t , 2 

with T = 2.3lfm. ·For the free pion production curve, we have T = S.SSfm. 

These expressions provide reasonable approximations to the time depen-

dence predicted by t,he Honte Carlo code, particularly for the total pro-

duction rate (the closed circles). The required value of T = 2.3lfm is in 

good agreement with that estimated by the schematic argument based on 

Gaussian overlap, i.e., T > 1.9Sfm. Note, however, that the production of 

free pions is predicted to proce~d at a much slower rate, due to reabsorp-
. ;, 

tion, energy dependent cross sections and finite delta lifetimes. Never-

theless, the time deve~opment is still.roughly described by the Gaussian 

parametrization. 
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Table 1 

Resolution for Fitted Quantities in Presence of 
Energy Loss and Multiple Scattering 

Quantity «actual-fit» «actual-fit) 2> 

1;1 (MeV/c) 3.74 3.79 

e (degrees) 0.042 1.01 

cp (degrees) 5.63x10- 3 1.39 

int 
(em. ) -0.053 1.09 x 

int 
(em. ) 0.046 0.893 Y 
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Table 2 

System Fit A R ct X
2

/ NDF 
conditions (fm) (fm) 

No Gamow 0.40±.05 o 0+1.1 
• -0.0 4.58~~:6 57.2/80 

Gamow 0.63±.04 2.88~~:~ 3.29~~:~ 98.2/80 corrected' 

Gamow 
4 5+0 . 6 Ar+KC1 corrected, O. 64± .• 04 1.92 • -0.4 98.2/80 

27T- R fixed 

Gamow 
3.50~:~~ corrected, 0.64±.04 1.95 98.6/80 

T fixed 

Gamow and 
2. 77~:~ 3.44~i:; Coulomb 0.63±.04 80.3/80 

corrected 

No Gainow 0.48±.07 2.26 1.4 4 12+1. 2 
.. -2.0 52.4/81 

Gamow 0.73±.07 4.20~:: 1 54+2 . 4 67.1/81 Corrected • '-1. 54 

Gamow 
5 5+0 •9 

Ar+KC1 corrected 0.69±.09 1.92 · -1.8 67.1/81 

27T+ R fixed 

Gamow 
corrected 0.72±.06 4.10±.54 1.95 67.2/81 

T fixed 

Gamow and 
1 76+2 . 10 Coulomb 0.73±.07 4.10±0.4 • -1. 76 78.5/81 

corrected 

No Gamow 0.46±.09 o 0+3. 1 
. -0.0 2. 98±1. 0 76.5/82 

Gamow 
1.83~i~ 6 2.96~i:g corrected 0.59±.08 125.7/82 

Ne+NaF 
- Gamow 

27T corrected, 0.59±.06 1.52 3.3±0.3 126.1/82 
R fixed 

Gamow 
corrected, 0.60±.06 2.80±.30 1.54 126.6/82 

T fixed 
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FIGURE CAPTIONS 

Schematic illustration of .a two~pion correlation experiment in 

which a pion of momentum Pl is detected at xl simultaneously with 

the .detection of a pion with momentum P2 at.x2 • The pions'are 

assumed to originate from an extended source encompassing r land r 2. 

Plan view of the experimental apparatus. 

a.) TOF spectrum for 'IT'S and protons. Each bin corresponds to 

l.6ns. b.) ADC spectrum showing the pulse heights obtained for 

'IT'S and protons. 

a.) Invariant single-particle spectrum (arbitrary normalization) 

+ for Ar+KCl ~ 2'IT + X events. b.) Raw spectrum (uncorrected for 

spectrometer acceptance) in the laboratory for the same reaction 

as above. The arrow at E = 500 MeV in (a) is equivalent to the cm 

arrow in (b) at IPlabl = 700 MeV/c. 

Relative (a) and absolute (b) momentum resolution as a function 

of the magnitude of the laboratory momentum. 

a.) Resolution in the magnitude of the relative momentum as a 

function of the relative momentum. b.) Resolution in the relative 

energy as a function of the relative energy.·c.) Resolution in 

the magnitude of the relative four-momentum, as a function of the 

relative three-momentum. 

Profiles of a theoretical correlation function with nuclear 

dimensions evaluated over the spectrometer acceptance used in 

this experiment. The region on the left-hand-side of the ridge 

is kinematically forbidden. 
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Fig. 8. Projected correlation functions with no Gamow correction for the 

systems a.) Ar+KCl + 2TI- + X + b.) Ar+KCl + 2TI + X c.) Ne+NaF + 

Fig. 9. Projected correlation functions after Gamow correction for the 

systems a.) Ar+KCl + 2TI- + X + b.) Ar+KCl + 2TI + X 

c.).Ne+NaF + 2TI- + X. 

Fig. 10. Contours for the 68% and 95% confidence levels arising from fits 

to Eq. 10 in. the text. a.) Ar+KCl + 2TI - + X' b.) Ar+KCl + 2TI + + X 

c.) Ne+NaF + 2TI- + X. 

Fig. 11. Contours of the 68% and 95% confidence levels from combining the 

h d " F" 10" Al/3 I" b 40A tree ata sets l.n l.g. USl.ng an sca l.ng etween r 

and 20Ne results. 

Fig. 12. Relation between total charge multiplicity and mean pion multi-

plicity <~f (Q». Also shown is a schematic impact parameter 
TI 

scale. 

Fig. 13. Total pion multiplicity distribution for those events in 1.8 

A·GeV Ar+KCl collisions satisfying the two-pion trigger require-

ment used in this experiment. 

Fig. 14. Schematic illustration of Monte Carlo area calculations analogous 

to two-pion background event generation. 

Fig. 15. The curves are Monte Carlo calculations from Ref. 15 of produc-

tion rates for pions and deltas from 1.8 A"GeV Ca+Ca collisions. 

The points ,are predictions assuming a Gaussian dependence in 

time. 
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