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ENERGY ANALYSIS PROGRAM 

INTRODUCTION 

The Energy Analysis Program is engaged in 
interdisciplinary activities in which analysts from 
different fields work together on issues of national 
significance. The Program's emphases on 
economics, public policy, and behavioral science 
distinguish it from other LBL activities. At the same 
time, however, engineering and technical analyses 
underlie its economic and policy studies, a 
foundation that distinguishes its work from that of 
most other analysis groups working on public policy 
issues. Virtually all of the Program's research and 
analysis is quantitative, and much of the research 
staff is engaged in developing and applying 
mathematical models. 

At present, the work of the Energy Analysis 
Program emphasizes the study of energy use in 
buildings. This subject has been stressed for a 
number of reasons; one of the most important is the 
strong research effort within the Applied Science 
Division on energy conservation in buildings 
(especially the Energy Efficient Buildings and Solar 
Energy programs). The Energy Analysis Program 
provides a rigorous and extensive analytical 
capability that complements the more technical 
pursuits of other groups in the Division involved in 
building energy research. The Program will continue 
to emphasize analysis of energy use and efficiency in 
buildings, and it is also applying techniques to other 
important national and international energy and 
resource policy issues. 

The work of the Program during fiscal year 1983 
can be divided into the following groups of projects: 

(1) Engineering and technical residential energy 
studies, including simulation studies and 
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(2) 

(3) 

analysis of results of program survey data. 
This work includes the development of a 
simple and accurate tool for approximating 
energy demand for residential buildings in any 
U.S. climate and technical analysis of 
commercial building energy standards for 
Singapore. 

Economic modeling, including studies of 
regulatory policies to reduce energy use of 
appliances and of heating and cooling 
equipment; studies of market behavior; 
development of models to evaluate hourly and 
peak effects of conservation programs for 
residences; residential energy demand 
forecasting; and analysis of the effects of energy 
conservation programs on electric and gas 
utilities. 
International studies of the structure and 
determinants of energy demand in developed 
and less developed countries. 

The projects described in the following pages 
provide a good beginning to a systematic analysis of 
the issues studied. Most of them will continue to 
expand and evolve. They can be expected to deepen 
our understanding of energy use and energy 
conservation in buildings. In addition, the Program 
is striving to expand its work to encompass other 
key energy and resource policy issues. In particular, 
international energy issues, critical energy price and 
supply questions, key resource and environmental 
issues, and electric utility analyses are likely to 
constitute some of the new initiatives of the Program 
over the next few years. 



Residential Energy Conservation: 
Developing a Guide for 
Homebuilders* 

R. Ritschard, Y.l. Huang, I. Turiel, G. Verzhbinsky, 
S. Byrne, D. Wilson, L. Chang, and C. Hsui 

The influence of various energy conservation 
options on residential energy use in prototypical 
houses in the United States has been extensively 
analyzed over the past few years by the Lawrence 
Berkeley Laboratory. This research effort has pro­
vided technical support for the Building Energy Per­
formance Standards (BEPS) that were mandated by 
the Energy Conservation Act of 1976. This Act 
required analysis of building energy use to develop 
mandatory energy performance standards. Manda­
tory standards were replaced in 1981 by voluntary 
performance guidelines, but technical support has 
continued in order to make the relevant information 
available to user groups such as the building indus­
try. 

Under the performance guideline approach, 
builders, architects, and engineers are encouraged to 
develop innovative energy management schemes and 
designs that can substantially reduce energy require­
ments for new single-family houses. Homeowners 
will benefit from such measures through lower 
monthly fuel bills, with investment in energy effi­
ciency amortized over the life of the building as well 
as through greater home resale values. In support of 
these goals, this project endeavored to develop sim­
plified energy analysis tools capable of accurately 
estimating the energy savings associated with various 
conservation measures used in site-built single­
family homes. These tools were designed to be used 
by a nontechnical audience such as home buyers, 
homebuilders, and others in the building industry. 

The basic tool we have developed is a "slide 
rule" for estimating the energy savings that will 
result from adding energy conservation options to a 
home. It is a simple graphic representation of a 
comprehensive data base of computer simulations on 
changes in energy use as a function of building con­
struction and location. Five prototype homes and a 
full range of energy conservation measures were 
selected. By simulating each prototype in representa­
tive weather locations with the conservation options 

*This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Buildings Systems Division, U.S. 
Department of Energy under Contract No. DE-AC03-76SF00098. 
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added, changes in energy use were calculated. These 
changes were then converted into a simple graphic 
format on the slide rule. This device thus recreates 
the results of a complex state-of-the-art analytical 
procedure without substantially sacrificing accuracy 
and without requiring technical knowledge to operate 
it. The slide rule is described more fully in the next 
article ("Simplified Energy Analysis: Slide Rules For 
Single-Family Houses"). 

ACCOMPLISHMENTS DURING FY 1983 

LBL assembled a comprehensive data base on 
the predicted energy consumption of five residential 
prototypes from a series of simulations using the 
DOE-2.1A computer program. Significant analysis 
was also done on the relationship of heating and 
cooling load changes to climate variables to develop 
a simple method for extrapolating results from 45 
base locations to more than 1000 intermediate loca­
tions. For example, the climate analysis included the 
correlation of building conductivity and various cli­
mate parameters (Fig. 1). This work was crucial in 
defining climate zone boundaries and in gaining a 
better understanding of building physics. 

To represent the energy use characteristics of 
site-built single-family housing, five prototype build­
ings were defined that encompassed the majority of 
new residences being built in the United States. 
Building types studied were one-story, two-story, 
split-level, mid-townhouse; and end-townhouse. 

For each building prototype in any weather con­
dition, a full range of energy conservation options . 
was identified and simulated. These options 
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Figure 1. Plot of cooling energies vs. various conservation 
measures for a one-story, 1540-ft2 ranch house in 10 cities. 
The x-axis corresponds roughly to increasing thermal 
integrity. (XCG 834-7037) 



included various combinations of insulation (ceiling, 
floor, and walls), window glazing, and infiltration 
levels. Three types of building foundation (slab-on­
grade, ventilated crawl space, and basement) were 
also considered, depending on the weather location. 

Standard building operating conditions were 
defined. Thermostat settings for both heating and 
cooling periods were established, includirtg night set­
back during the heating months. A schedule was 
determined for summer natural venting conditions 
and for the heat gains due to estimated internal 
loads. These conditions were generally kept constant 
throughout the analyses. 

We also performed sensitivity analyses of the 
effects on building energy use of variations in build­
ing design and operating conditions. These analyses 
were used to extend the base case results to account 
for differences between individual buildings and to 
give accurate values for differences between conser­
vation measures as applied to specific buildings. 
Our efforts in parametric analysis of building varia­
tions emphasized the development of basic scientific 
understanding of the parameters that determine 
energy use. For example, in studying the energy 
impact of temperature setback, we found a strong 
correlation between night setback and percent 
degree-day reductions (Fig. 2). We also conducted 
sensitivity studies of the following topics: building 
floor area; building orientation; equipment efficien­
cies; window size, type (wood, aluminum, etc.), and 
location (north, west-east, or south side); levels of air 
infiltration; and enhanced solar design (direct-gain 
and attached sunspace configurations). 

For simplicity, we designed the slide rule to con­
tain only part of the sensitivity work-namely, insu­
lation, infiltration and window options, and different 
equipment efficiencies, all scaled to the appropriate 
floor area and location. Additional energy conserva­
tion measures such as movable night insulation, 
building orientation, exterior roof and wall color, 
enhanced solar design, and night thermostat setback 
were considered as modifiers to the values displayed 
on the slide rule. More complete descriptions of the 
study methodology, assumptions, and results have 
been presented elsewhere. 1,2 
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Figure 2. Plot of temperature-setback savings vs. degree­
day differences, for a 1540-ft2 house with loose and tight 
thermal integrities. (XBL 836-2754) 

PLANNED ACTIVITIES FOR FY 1984 

This work will continue, with the major 
emphasis on completion of a full set of slide rules for 
45 climate zones and five building prototypes. We 
will begin to extend this analysis to other prototypi­
cal buildings, including garden apartments and other 
multi-family residences. In addition, we will develop 
a microcomputer program and software package as 
the next version of the Homebuilders' Guide. 

REFERENCES 

1. Energy Analysis Program (1983), Affordable 
Housing Through Energy Conservation: Techn­
ical Support Document, LBL-16342 (Draft). 

2. Energy Analysis Program (1983), Affordable 
Housing Through Energy Conservation: Data 
Base for Simplified Energy Analysis, LBL-
16343 (Draft). 



Simplified Energy Analysis: Slide 
Rules for Single-Family Houses* 

Y.J. Huang, G. Verzbhinsky, R. Ritschard, I. Turie/, 
S. Byrne, P. Chan, D. Wilson, C. Hsui, and L. Chang 

As part of a project sponsored by the Depart­
ment of Energy ("Affordable Housing Through 
Energy Conservation"), a Homebuilders' Guide was 
developed for new, site-built, single-family houses. 
The Homebuilder's Guide consists of (1) a set of 
slide rules with sets of interchangeable tabs and (2) a 
user's manual with tables for optional correction 
terms. With these tools, users can analyze the energy 
effectiveness of a large range of conservation meas­
ures in single-family residences without detailed cal­
culations. 

The slide rules are graphic representations of a 
comprehensive data base of over 10,000 DOE-2.1A 
computer simulations covering five building proto­
types (one-story, two-story, split-level, and two types 
of townhouses) and three foundation types (slab, 
basement, and ventilated crawl space) in 45 climate 
regions. There is a separate slide rule for each proto­
type, with interchangeable of tabs for different loca­
tions, equipment, and fuel types. By inserting the 
correct tabs in the appropriate slide rule, users can 
recreate with good accuracy any portion of a DOE-
2.1A data base that covers the range of conventional 
housing in the United States.! 

The user's manual includes climate data that 
extends the data base to nearly 1,000 secondary loca­
tions and "modifier tables" that delineate the energy 
effects of measures such as building color and orien­
tation, window orientation and shading strategies, 
thermostat controls, and attached sunspaces. This 
additional information extends the range and utility 
of the slide-rule calculations. 

ACCOMPLISHMENTS DURING FY 1983 

The cornerstone of the Homebuilder's Guide is a 
large computer-generated data base of residential 
energy use compiled by this project over the past 3 
years using the DOE-2.1A building simulation pro­
gram (see the Energy and Environment Annual 
Reports for 1981 and 1982). This data base quanti­
fies the savings possible with more energy efficient 

·This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Building Systems Division, U.S. 
Department of Energy under Contract No. DE-AC03-76SF00098. 
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homes and supports DOE's goal of promoting 
"affordable housing through energy conservation." 

In 1983, we developed a mixed format of slide 
rules and tables to make this technical data usable 
and appealing to a nontechnical audience, specifi­
cally homebuilders. The slide rules provide a flexi­
ble and quick method for comparing energy savings 
for standard conservation measures, while the 
"modifier tables" in the manual permit more 
detailed comparisons of optional measures. The 
refinement of this format required solving numerous 
technical and graphic-design issues, with a final 
result that is visually attractive but maintains close 
correspondence to the technical data base. 

Working slide-rule prototypes and draft copies of 
the modifier tables were submitted to DOE in late 
1983 for public review. (Printing and manufacture 
of the draft and final versions will be done by DOE.) 
Because of the large number of tabs required for the 
complete Homebuilder's Guide package, a computer 
program was written that automatically plots the 
slide rules, using a commercial graphics package. 

Methodology 

The public review version of the slide rule (see 
Fig. 1) allows users to estimate energy savings from 
the addition of conservation measures to a base-case 
house design. A slightly different design also allows 
the user to calculate a building's total energy con­
sumption. 

The slide rule gives energy savings associated 
with standard conservation measures such as insula­
tion, number of window glazings, and reduced infil­
tration. These savings are then adjusted for differ­
ences in house size, equipment efficiencies, and cli­
mate variations from the base-case locations. 

The data base was first analyzed extensively to 
derive the change in loads for the prototype house 
due to incremental changes in conservation, such as 
switching from R-ll to R-19 wall insulation.2 These 
load differentials ("Aloads") are then translated 
graphically onto the slide rule as either linear or log­
arithmic scales, depending on their functional rela­
tionships. 

The first five tabs (A through E) correct for 
differences in building loads due to differing ceiling, 
wall, and foundation insulations, window sizes and 
glazings, and infiltration rates. Since analysis showed 
these Aloads to be basically additive, they were plot­
ted on linear scales. In setting the tabs to the correct 
conservation measures, the user is actually subtract­
ing Aloads from a highest possible value. For legibil­
ity, Aloads from the data base were normalized so 
that the subtotal always gives an unadjusted building 



11.. .. . l 
60j9l!JO HI9 11 1 

III 'illi II ~ Iii: I i I; I i 1I1I1I111 i 1I1I1 i III iii 1I1I1I1 i 1I1I111I1 i 1IIII II 
21191111 1 

Ceiling 
Insulation A 

Wall 
Insulation B 

Floor 
Insulation . C 

1[lilllllllilllilil[lllilljilllili~ill ; ii', . i ~ i ;liIlli1~1 - Window 
1~ , . , . ,~ .. . 110 Percent 01 Floor Area '----- Area 
______ ~--------------------------~ ____ D 

.11.~lII~lW II 11.llliL..l.U.l.J.l..lL..l..l.J..Ll..1.l.l..l..l.J.l.l..l.l..U..l..JL.J.ULLUJJ., Window 
Tri ~ ~~ijb~~ I~S;n ?!~o Percent of noor Area Glazing E 

.vg Tigh! WTight 

," , ,~, ':":" '~'~' '..:..'~' ..:..'~"~' ~T;;;';;;":;;';:;" ~~~~~~~~~~~ Infiltration 
~ 10 10 )0 40 ~o 60 ro aD gO 

I' j •. I i· I" i i I ii' f Subtotal ; F o 10 10 50 411 50 iD 70 aD gO 100 

I ~ ~ 111[1111~llllilllillllm III II 1III II lillmm II ~ 111II ~ 11111I filllill ~ II [film ~ ~ 

11111111'llllllil.mlllrllllll~111111111111111111111111111111111111111111111111111111l1111~1 
Equipment 
Efficiency : G 

mo 1000 I~OO 1100 

·[11111,111111,1111111,111111111111111 [lllllmlllllllllllllllllllllllllllllllllllllllllllllll11111111111111111111111111111111,111111. Location 
11 1 0_9 II.! OJ 0.6 ... ______ . ___ . _ .. _ ___ Multiplier 

4 1 0 I 

, , , 'SOD' , "tOOO I "S00' I I '20'00' , , '1S'OG' I , ',O'OO' I , '35'00' I , "0'00' , , I 

Kwh/Year 

Energy . 
Savings J 

o ~ _ ~ rn _ _ ~ ~ ~ _ _ 

i {!', ! .11 I,' i! Ii! i'l I' i ! Ii! il!'j II !', )'i'l j Ii ('i ! il! i 'i ! \ )"'1 i 'i !', ! \I! i : I! 'I j"p-'--rrrUTI ! I ! I ! I ! I! 

~a "H '0 l~ 20 l~ 10 ~ D 

Figure 1. Slide rule ("Cooling Calculator") for one-story ranch house. There are corresponding slide rules 
for the other prototypes, and a similar set for heating calculations. (XBL 8312-2462) 

load for the prototype house-from 0 for the highest 
to 100 for the lowest possible load. 

The next four tabs (F through I) adjust the sub­
total from the prototype house and base-case loca­
tion for differences in floor area, equipment effi­
ciency, and climate. These corrections are based on 
the functional relationships established in the data 
base analysis. 3 Since these adjustments are multipli-
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cative, logarithmic scales are used. The detailed 
simulation work is sometimes hidden by the simpli­
city of the scales. For example, the scale for air con­
ditioner efficiency on Tab G is based not on the 
nominal SEER values (Seasonal Energy Efficiency 
Ratios) indicated, but on the net seasonal efficiency 
from the DOE-2.IA simulations incorporating the 
effects of both performance curves and part-load 



degradation. Tab I corrects for degree-day differ­
ences from the base city to other locations and 
allows the slide rule values to be extended to 1,000 
other locations listed in the user's manual. The 
resultant total from setting Tab I gives the adjusted 
total building energy use, again normalized to range 
from a to 100. 

The final tab (J) indicates the savings in fuel 
between two sets of conservation measures. The 
difference in total building energy use between the 
two sets is calculated and then converted to standard 
units of fuel such as therms/year or kWh/year. 

In developing the slide rule, it was necessary to 
compromise between ease of use and accuracy. For 
example, interactions between window sash types 
and window sizes, and between air conditioner effi­
ciencies and house thermal integrities have been 
ignored. The relatively small errors resulting from 
these approximations are preferable to the complex-

Night Setback Modifiers 

Table 1 
Setback Factor 

Ranch, 
Location Two-Story, 
Number Split-Level Townhouses 

1 4.1 3.6 
2 4.6 3.9 
3 4.9 4.6 
4 2.9 1.7 

5 3.5 3.0 
6 3.7 3.0 
7 6.2 7.5 
8 3.3 2.5 
9 2.7 1.8 

10 5.1 5.2 
11 3.6 2.9 
12 3.4 3.0 
13 3.7 3.0 
14 4.0 3.4 

IS 4.7 4.7 
16 4.5 4.6 
17 5.1 5.9 
18 3.3 2.5 
19 0.0 0.0 

20 4.3 4.8 
21 2.3 1.6 
22 3.1 2.6 

ity of more precise procedures, since this guide is 
intended to be used by a fairly nontechnical popula­
tion. 

The "modifier tables" permit more detailed cal­
culations of energy savings for the following optional 
strategies: building and window orientations, reflec­
tive and absorptive glass, movable night insulation, 
temperature setback, building color, and attached 
sunspaces. Figure 2 shows a typical example. The 
tables are based on correlations of the DOE-2.IA 
data base with various climate parameters.3 Since 
they are designed to be used in conjunction with the 
slide rule, the modifier tables also use normalized 
units. 

Results 

The slide rule and modifier tables give users a 
complete, simplified calculation technique based on 

Setback Factor 

Ranch. 
Location Two-Story. 
Number Split-Level Townhouses 

23 4.5 4.7 
24 4.8 5.1 
25 10.2 13.2 
26 4.2 4.0 

27 4.2 3.9 
28 0.0 0.0 
29 2.4 1.9 
30 3.8 3.7 
31 4.1 3.1 

32 3.9 3.4 
33 3.4 2.5 
34 3.8 3.1 
35 5.9 6.8 
36 3.6 2.8 

37 3.8 2.8 
38 5.0 4.8 
39 3.5 3.1 
40 3.4 2.6 
41 4.0 4.3 

42 9.1 11.0 
43 7.2 9.5 
44 4.5 4.7 
45 3.2 2.7 

Figure 2. Example of a "modifier table" from the user's manual. 
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a large, well-documented data base created using a 
state-of-the-art computer program. A prototype slide 
rule, modifier tables, technical support document, 
and the DOE-2.1A data base were submitted to DOE 
in November 1983 for release during the public 
review period beginning in early 1984. 

PLANNED ACTIVITIES FOR FY 1984 

At the close of the 6-week DOE public review 
period, LBL will review all public comments and 
incorporate suggested improvements into the final 
slide rules and modifier tables. LBL will also incor­
porate into the slide rules results from its current 
research on masonry walls. After all these changes 
are made, a complete master set of slide rules and 
tabs will be produced and sent to DOE for final 

Attached Sunspaces as Energy 
Savers* 

R. Ritschard, Y.J. Huang, D. Wilson, and J. Bull 

One response to higher energy prices and the 
widespread popularity of solar technologies has been 
increased interest in passive solar buildings, includ­
ing isolated gain systems such as attached sunspaces. 
Although many new homes incorporating passive 
solar designs have been constructed and other houses 
have been retrofit, little analytical work has been 
done to determine the effect of these additions on 
space conditioning loads. In support of a 
comprehensive Department of Energy effort to 
develop guidelines for construction of energy­
efficient single-family houses, we conducted sensi­
tivity analyses using a modified version of the DOE-
2.1A code to model the effects of sunspace options 
attached to the south side of a one-story ranch house 
in 11 cities. The results, presented below, are com­
pared to a base-case house without a sunspace but 
with similar thermal properties. The analysis pro­
vides homebuilders with general information on the 
energy performance of a sunspace option. 

·This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Building Systems Division, U.S. 
Department of Energy under Contract No. DE-AC03-76SF00098. 
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printing and distribution. It is anticipated that the 
entire package will be completed during FY 1984. 

REFERENCES 

1. DOE is concurrently funding a similar project 
to produce energy calculation slide rules for 
manufactured houses. This work is being con­
ducted by Steven Winter Associates, Inc., with 
technical support from the Building Energy 
Analysis Group at LBL. 

2. Energy Analysis Program (1983), Affordable 
Housing Through Energy Conservation, Data 
Base for Simplified Energy Analysis, LBL-
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ACCOMPLISHMENTS DURING FY 1983 

Approach 

We modeled the attached sunspace as an exten­
sion to the south wall of the building, covering as 
much as 44% of the wall's surface area. The sun­
space constituted a separate thermostatic zone, thus 
allowing heat transfer into the house to reduce the 
heating loads for the living space. The suns pace was 
modeled for a one-story ranch house prototype with 
1540 square feet of floor area (plus the suns pace ). 

As shown in Fig. 1, the suns paces modeled were 
8 feet wide, and either 12 or 24 feet long (96 and 192 
ft2, respectively). We simulated single-glazed sun­
spaces for all options and also ran some sensitivity 
analyses for double-glazed sunspaces. We assumed 
that side walls and the partition between the sun­
space and the living space had the same level of 
insulation as the main building. 

We modeled thermal mass in the sunspaces by 
assuming a 6-inch-thick concrete floor slab and a 
facing brick wall on the sunspace side of the parti­
tion. We assumed the sunspace roof extended at the 
same angle as the house roof (tilt: 18.4°) and 
modeled it in two configurations: glazed and opaque. 
We also assumed glazed roofs to have the same glaz­
ing as the rest of the suns pace and opaque roofs the 
same insulation levels as the roof of the main house. 

We treated the sunspace as a semi-conditioned 
space representing a compromise between energy 
efficiency and livability-i.e., it could be occupied 



South window glazing 
divided proportiona Ily 
to woll areas inside and 
outside of sunspace 

Sunspace roaf can--;--__ ---=::::IL:l­
be either: 

1. Glazing with or 
without shading 
schedule 

2. Opaque with 
insulation 

Length: 12' or 24' 

-:r--'---Side walls insulated to same 
level as house walls, na glazing 

Figure 1. Sunspace model. (XBL 836-956) 

during the day and was not allowed to freeze at 
night. Therefore, its thermostat settings differ from 
those of the living space. Temperatures were 
allowed to drop to 45°F, below which we assumed a 
baseboard heater would be used. When the sunspace 
temperature exceeded 80°F, natural venting would 
bring it down to that of the outdoors. In the heating 
season, night heat loss would be reduced by covering 
the sunspace's front glass wall (and the roof, if glass) 
with R-5 movable insulation from 10 p.m. to 8 a.m. 
In the cooling season, movable shading (shading 
coefficient of 30%) would be used during hours of 
sunlight exposure. 

Heat was transferred from the sunspace to the 
living space by using a thermostatically controlled 
fan, thus reducing the living-space heat load. We 
assumed that the fan was activated hourly when the 
differential between the two areas was greater than 
3°F during heating periods in the living space. 
Forced air was returned to the sunspace through 
another set of vents. We assumed convection did 
not occur between the two zones through either open 
doors or windows in the partition. 

We made certain modifications to the DOE-2.1A 
code to account for the forced-convection heat 
transfer from the sunspace to the living space. We 
calculated a set of custom weighting factors and used 
them to estimate the impact of the thermal mass in 
the sunspace and to account for the difference in 
radiative heat lo.sses between day (glass only) and 
night (glass plus movable insulation). In addition, 
we made code changes to approximate the impact of 
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the solar gains through the windows in the partition 
wall between the sunspace and the living space. 

Results 

We performed sensitivity analyses for 11 CItIes 
representing different climatic conditions for four 
sunspace configurations (12 and 24 feet with glass 
roof, and 12 and 24 feet with opaque roof) and three 
thermal integrities (loose, medium, and tight). The 
cities and foundation types modeled are shown in 
Table 1, while Table 2 lists the various thermal 
integrities by foundation type. 

Table 3 presents our sensitivity results for the 
sunspace configurations and for the various thermal 
integrities. The results are reported as net changes 
(in MBtu) in the total space conditioning loads of the 
house. 

Table 1. Cities and foundation types modeled. 

Slab Basement 

Albuquerque Chicago 

Atlanta Denver 

Lake Charles, LA Minneapolis 

Miami New York 

Phoenix Seattle 

San Francisco 



Table 2. Thermal integrities and foundation types. 

Slab Foundation 

Lo'ose Medium Tight 

R-19 Ceiling R -19 Ceiling R-30 Ceiling 
R-ll Wall R-ll Wall R-19 Wall 
No Found. insul. R-5 (2') Slab R-5 (2')Slab 
0.7 ach infltr. 0.7 ach infltr. 0.4 ach infltr. 
Single glazing Double glazing Double glazing 

Basement Foundation 

Loose Medium Tight 

R -19 Ceiling R-30 Ceiling R-38 Ceiling 
R-ll Wall R-II Wall R-19 Wall 
R-5 (4') Bsmt wall R-5 (8') Bsmt wall R-lO (8') Bsmt. wall 
0.7 ach infltr. 0.7 ach infltr. 0.7 ach infltr. 
Single glazing Double glazing Triple glazing 

Conclusions 

Table 3 indicates that in many climates a sun­
space operated under the conditions assumed in this 
study can indeed reduce the space conditioning loads 
of a house. The reduction, however, is related to 
design factors like the size of the sunspace and the 
type of roof (glass or opaque) and to the particular 
space conditioning requirements of the location. 
The larger sunspace (24 feet long) with a glass roof 
usually performed better than the other configura­
tions. For example, we estimate that such a sun­
space could reduce the total space conditioning load 
of a house by more than 20% in Albuquerque and 
San Francisco, and by about 15% in Atlanta, Denver, 
and Phoenix. In other climates, the contribution was 
significantly smaller, and in some instances (e.g., 
Miami), an attached sunspace actually increased 
cooling loads so much that total space conditioning 
requirements were substantially increased. 

For cold climates like Minneapolis, an attached 
sunspace, as operated in this analysis, will not contri­
bute much to reducing space conditioning loads 
(only 1-2%); however, if the sunspace is double­
glazed, the reduction in energy use improves signifi­
cantly. The analysis suggests that in colder climates 
such as Chicago, Denver, Minneapolis, and New 
York, a double-glazed sunspace, although expensive, 
may be justified. Furthermore, in such climates one 
should consider the energy savings in Btu/ft2 of 
usable area because the sunspace (96 ft2 or 192 ft2, 
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depending on the design) substantially increases the 
inhabitable area of the base house. 

We found that, at a minimum, sunspaces were 
able to heat themselves in all climates studied and, 
with proper design and operation, contributed to the 
heating requirements of the house to which they 
were attached. Since we did not let the sunspace tem­
perature drop below 45°F, the sunspace becomes a 
usable addition only during the day. Doing this 
allows a modest decrease in total house energy use 
and provides a partially conditioned space even in 
cold climates. It becomes important to consider how 
usable that space is, i.e., the number of hours during 
the day (and which hours) the homeowner would be 
able to live in the space without paying any heating 
bill for it. In other words, an attached sunspace 
must have value to the homeowner as a living space 
beyond its value as an energy conservation measure. 

PLANNED ACTIVITIES FOR FY 1984 

We plan to continue this effort during FY 1984, 
when a new sunspace model (an addition to DOE-
2.1) will become available at LBL. We will simulate 
the same sunspace options with the new code and 
compare the results with those given above. In addi­
tion, we will investigate the number of hours (and 
which hours) during the day that the sunspace can be 
used as a living space without requiring auxiliary 
heating. 



Table 3. Net changes in total space conditioning load for six sunspace types with 
three insulation options in II climates. 

Location/ OPI2 OP24 OP24(2) GLl2 GL24 GL24(2) 
Option (.:lMBtu) (.:lMBtu) (.:lMBtu) (.:lMBtu) (.:lMBtu) (.:lMBtu) 

Albuquerque 
Loose -3.76 -6.63 -5.70 -9.41 
Medium -2.57 -4.56 -6.10 -3.97 -6.45 -8.41 
Tight -1.98 -3.38 -4.71 -2.81 -4.34 -6.01 

Atlanta 
Loose -1.81 -3.30 -3.00 -4.62 
Medium -1.01 -1.93 -2.86 -1.65 -2.51 -3.91 

Chicago 
Loose -1.26 -2.68 -2.53 -4.44 
Medium -0.56 -1.32 -2.86 -1.50 -2.51 -5.75 
Tight -0.07 -0.27 -1.62 -0.67 -0.97 -3.96 

Denver 
Loose -2.28 -4.51 -4.57 -7.90 
Medium -1.52 -3.05 -4.90 -3.31 -5.67 -9.11 
Tight -0.99 -1.89 -3.66 -2.38 -3.87 -7.01 

Lake Charles 
Loose -1.40 -2.42 -2.16 -2.81 
Medium -0.83 -1.47 -2.08 -0.91 -1.21 -2.13 

Miami 
Loose -0.10 -0.17 +0.27 +0.77 
Medium -0.06 -0.09 -0.13 +0.31 +0.81 +0.81 

Minneapolis 
Loose -0.77 -2.02 -1.25 -2.29 
Medium -0.03 -0.44 -2.97 -0.11 -0.05 -5.78 
Tight -0.58 +0.69 -1.59 -0.29 +1.68 -3.83 

New York 
Loose -1.47 -3.03 -3.04 -5.19 
Medium -0.85 -1.83 -3.18 -2.04 -3.48 -6.04 
Tight -0.44 -0.93 -2.24 -1.l6 -1.98 -4.46 

Phoenix 
Loose -1.55 -2.66 -2.27 -3.26 
Medium -0.92 -1.62 -1.98 -1.l4 -1.66 -2.14 

San Francisco 
Loose -2.67 -4.72 -5.62 -8.94 
Medium -1.56 -2.86 -4.02 -3.54 -5.60 -7.85 

Seattle 
Loose -1.22 -2.55 -2.67 -4.78 
Medium -0.57 -1.29 -2.46 -1.67 -3.01 -5.59 
Tight -0.11 -0.34 -1.44 -0.96 -1.60 -3.92 

OP 12 = 12 ft. long sunspace with opaque roof. 
OP 24 = 24 ft. long sunspace with opaque roof. 
OP 24(2) = 24 ft. sunspace with opaque roof, double-glazed. 
GL 12 = 12 ft. long sunspace with glass roof. 
GL 24 = 24 ft. long sunspace with glass roof. 
GL 24(2) = 24 ft. sunspace with glass roof, double-glazed. 
Loose, medium, and tight options defined in Table 2. 
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Impact of Windows on House 
Heating and Cooling Loads: 
A Parametric Analysis* 

I. Turiel, Y.J. Huang, G. Verzhbinsky, R. Ritschard, 
L. Chang, C. Hsui,and D. Wilson 

To represent the energy-use characteristics of 
site-built single-family housing, the Energy Analysis 
Program defined five prototypical buildings that 
encompassed the majority of new residences built in 
the United States. These prototypes were one-story, 
two-story, split-level, and middle-unit and end-unit 
townhouses. A report on the methodology and 
assumptions employed in the energy analysis of these 
residential buildings has been written.! The report 
includes construction details of the buildings. 

Here we discuss only the impact of movable win­
dow insulation on heating and cooling loads. A 
description of other studies in which. the window 
area and the number of panes are varied is presented 
elsewhere.2 

ACCOMPLISHMENTS DURING FY 1983 

Methodology and Assumptions 

For each building prototype, a full range of 
energy conservation options was· identified and simu­
lated in 45 U.S. locations. These options included 
various combinations of insulation (ceiling, floor, 
and walls), window glazings, and infiltration levels. 
Four types of building foundation (slab-on-grade, 
ventilated crawl space, heated and unheated base­
ments) were also considered, depending on the loca­
tion. 

For these analyses, the DOE-2.1A computer pro­
gram was used.3 Test Reference Year (TRY) weather 
tapes were used for all locations except Juneau, 
Alaska, and Las Vegas, Nevada. For these two loca­
tions, Typical Meterological Year (TMY) weather 
tapes were used. The climate data included dry- and 
wet-bulb temperatures, wind speed and direction, 
barometric pressure, cloud cover, and an atmos­
pheric clearness index. 

Standard building operating conditions ate those 
under the control of the homeowner, such as 

*This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Building Systems Division, U.S. 
Department of Energy under Contract No. DE-AC03-76SF00098. 
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temperature settings,· night thermostat setback, 
whole-house ventilation, day shading devices, load 
variations due to average house occupancy and use 
of appliances, and the type and operation of space 
conditioning equipment in the building. We kept 
these operating conditions constant to provide a 
basis for comparing different physical and climatic 
conditions. In addition, we tested many of these 
assumptions through sensitivity analyses in which a 
particular parameter was varied from the assumed 
value. 

The whole building (living space) was assumed 
to consist of one zone; the basement, if there were 
one, constituted a second zone. The first zone was 
thermostatically controlled, while the second zone 
was allowed to have a floating temperature (no con­
trol). Thus, only one thermostat was required to 
control temperatures in the living space. The ther­
mostat setting was assumed to be 70°F for heating 
and 78°F for cooling. A night setback to 60°F 
between the hours of 12 midnight and 6 a.m. was 
also assumed during the heating season. 

Natural window venting was assumed when the 
outdoor temperature in the summer was lower than 
the indoor temperature, but not higher than 78°F. 
So that the indoor humidity would not be adversely 
affected by window venting, we also required that 
the enthalpy of the outdoor air must be less than 
that of the indoor air whenever venting was prac­
ticed. A single venting schedule was assumed for all 
climates (May 15 through September 30). 

Two types of space-conditioning systems were 
modeled for all options in this analysis: (l) an oil or 
gas furnace for heating and (2) an electric air condi­
tioner for cooling. The furnace was assumed to have 
a fixed efficiency of 0.70, which is achievable with an 
intermittent ignition device and a tight. stack 
damper; its rated capacity was 50,000 Btu/hr. The 
rated capacity of the air conditioner was 33,000 
Btu/hr. It had an EER of 9.2 at 95°F outdoor dry­
bulb and 6rF indoor wet-bulb temperatures. A 
full-load efficiency curve (COP) versus outdoor dry­
bulb and indoor wet-bulb temperatures was used to 
modify the COP as a function of weather. The curve 
for partial-load efficiency as a function of the 
partial-load ratio of the air conditioner was derived 
from measured data obtained by the National 
Bureau of Standards that assumed a one-cycle-per­
hour frequency of operation.4 

Variables for window sensitivity were window 
area, number of panes, window orientation, movable 
night insulation, reflective glazing, and absorptive 
glazing. The first two were studied in 45 cities, but 
the latter four in only 11. Climate studies had 



indicated that these 11 cities-listed in Table 1 of 
the preceding article-would adequately characterize 
heating and cooling load impacts of changes in these 
four variables for all U.S. locations.' Results were 
extrapolated to other cities by using correlations 
between heating and cooling load impacts and cli­
mate developed for the 11 cities. 

Window area in new construction was found to 
equal 8% to 10% of the floor area in a 1979 National 
Association of Home Builders survey.5 We assumed 
a 10% ratio for the one-story prototype. Windows 
were assumed in the base case to be equally distri­
buted on all four sides to reflect the statistical ran­
domness of building orientation. 

Solar heat gain through the windows has both 
diffuse and direct components. For each component, 
the amount of solar radiation transmitted directly 
through the windows was added to the amount of 
solar radiation absorbed in the window and reradi­
ated inwards. The transmittance and reflectance 
values for solar radiation at normal incidence are 
shown in Table 1 for single, double, and triple glaz­
ing. The DOE-2.1A program used precalculated 
transmission and absorption coefficients to deter­
mine solar gain as a function of the angle of 
incidence of the solar radiation. 

Movable Window Insulation 

Shades, drapes, and blinds drawn over windows 
in the evening to reduce wintertime heat losses are 
classified as movable insulation. We studied the 
impact of such movable insulation on the annual 
heating load, using the 11 cities mentioned earlier to 
represent the range of characteristic climates in the 
U.S. 

Three types of products were modeled. Drapes 
or other typical window coverings, which are tightly 
fit and sealed around all edges of the window, are 
considered to have an R-value of approximately 1, 
corresponding to that of the air space between the 
drapes and the window. In the remaining categories, 
standard off-the-shelf products with material R­
values of 2 and 4 were also modeled. Total com­
ponent R-values for these products were assumed to 

Table 1. Transmittance and reflectance of glazing. 

Glazing 

Single pane 
Double pane 
Triple pane 

Transmittance 
(%) 

88 
75 
68 

Reflectance 
(%) 

7 
16 
18 
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be R-3 and R-5, respectively, the additional R-1 
value being attributed to the air space between pro­
duct and glazing. In all cases, the movable insula­
tion was assumed to be in place between 10 p.m. and 
8 a.m. during the heating season, but the length of 
the heating season was varied according to local cli­
mate. Thus, for cities in cool climates, the assumed 
heating season was from October 1 through April 30; 
for cities in temperate zones, from November 1 
through March 31; and, for cities in hot climates, 
from December 1 through February 28. 

The results of this study showed a good correla­
tion between heating load reduction and nighttime 
heating degree-days (degree-days during the hours 10 
p.m. to 8 a.m.). Figure 1 shows heating load reduc­
tion plotted as a function of nighttime heating 
degree-days (base 63°F) for ranch-style houses in 11 
cities. For these houses, single-pane windows were 
evenly distributed (2.5% per side) among all four 
wall orientations with a 10% window-to-floor area 
ratio. 

The straight line represents the least-squares 
best-fit for the 10 cities shown as triangles. To test 
the reliability of this regression analysis, three addi­
tional cities were simulated and plotted as X's. As 
can be seen, the test DOE-2.1A simulations were all 
within 10% of the original regression-line predictions. 
Miami was excluded from the original 11 cities in 
the analysis because of its extremely small (0.33 
MBtu) heating load. 

Similar fits were obtained for the 15% and 20% 
window area simulations. The lowest correlation 
coefficient (0.94) was for 10% window area, triple 
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Figure 1. Reduction in annual heating load from use of 
movable insulation (single-glazed window, 10% window­
to-floor area ratio). (XBL 836-10484) 



glazing. The reduction in heating loads per square 
foot of window was not constant, but decreased as 
the window area increased. For example, for 
double-glazed windows, the heating load reduction 
for 15% window area was 1.42 times that for 10% 
window area (instead of being 1.5 times), while for 
20% window area, the reduction was 1.78 times 
(instead of 2 times). For this reason, we used 15% 
window area simulation results in 10 cities to com­
pute regression lines for prediction of heating load 
reductions in other locations. The following regres­
sion equations were used: 

Single pane: 

~ [Mf~tu ) = 0.00677 + 2.247 X 10-5 NHDD 

Double pane: 

~ [M~tu ) = 0.00456 + 1.216 X 10-5 NHDD 

Triple pane: 

D.L [MBtU) = 0.00394 + 0.870 X 10-5 NHDD 
A ft2 

where: 
NHDD = nighttime heating degree-days; 

D.L = change in heating load (MBtu); 
A = window area (ft2). 

Nighttime heating degree-days are summed from 
10 p.m. to 8 a.m., the hours during which the insula­
tion covered all windows. These values can be 
inserted in the regression equation to obtain predic­
tions of heating load reduction per square foot for 
single-, double- and triple-pane windows. 

Movable window insulation can be placed over 
windows during nighttime hours to reduce heating 
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loads. DOE-2.1 A simulations show substantial reduc­
tions in load for cold climates. For example, the use 
of movable insulation in the base-case house with 
single-pane windows decreases heating loads by 
approximately 10 MBtu (15-20%) in 2000 nighttime 
heating degree rF) day climates. We have not yet 
investigated the cost-effectiveness of the use of mov­
able insulation. 

PLANNED ACTIVITIES FOR FY 1984 

We plan to assess several other conservation 
measures. These include: external window shading, 
movable interior shading under varying operator 
schedules, and reflective/absorptive glazing for selec­
tive orientations. We also expect to explore the 
interactive effect of carrying out two or more meas­
ures simultaneously. A more detailed analysis of the 
cost-effectiveness of these measures will also be con­
ducted. 
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Parametric Energy Analysis in 
Support of Singapore Energy 
Conservation Standards for Office 
Buildings* 

I. Turiel, R. Curtis, and M.D. Levine 

Energy use in commercial buildings is an i~por­
tant economic issue for the member countnes of 
ASEAN, the Association of Southeast Asian Nations. 
In 1979 the government of Singapore, a member of 
ASEAN: established energy conservation standards 
for new commercial buildings. These standards con­
sist of maximum allowable lighting loads and max­
imum allowable overall thermal transfer val~es 
(OTTV) of the building envelope and roof. I Owners 
of existing buildings may write off in one year. the 
cost of conversion work to conform to the prescnbed 
OTTV. Consumers of electricity in buildings that 
have not achieved the standard must pay a surcharge 
of 20% tax on electricity bills as of January 1, 1982. 

Under the Second ASEAN-U.S. Energy Project, 
Singapore was designated the focal point for the sub­
project on Energy Conservation in Buildings. The 
U.S. Agency for International Development (AID) 
arranged for a project team from the Lawrence 
Berkeley Laboratory (LBL) to undertake this subpro­
ject in close consultation with the Develop.ment and 
Building Control Division of the PublIc Works 
Department of Singapore, the subproject coordina­
tor. In the latter part of 1982, members of the LBL 
Energy Analysis and Energy Efficient Buildings pro­
grams initiated a joint effort with the Singapore 
government to assess the effectiveness of the present 
Singapore standards for office buildings and to 
update these standards where appropriate. 

Commercial buildings account for about 32% of 
electricity consumption in Singapore.2 In 1981, total 
electricity consumption reached 6.66 X 109 kWh 
with a demand growth rate of 7.9% and 7.5% per 
year in 1980 and 1981, respectively. 3 Singapore's 
electricity is generated with imported oil, and half of 
all the oil it imported in 1980 was used to generate 
electricity. If we assume a price of $0.105/kWh 
(U.S. dollars) and an annual growth rate of 7% for 
1982-1983 (so that total 1983 consumption is 7.6 X 
109 kWh), the cost of electricity for operating com­
mercial buildings (primarily cooling and lighting) in 

*This work was supported by the U.S. Agency for International 
Development through the U.S. Department of Energy under Con­
tract No. DE-AC03-76SF00098. 
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Singapore for 1983 is about: 

$0.105/kWh X 0.32 X 7.6 X 109 kWh/yr 

= $255 X 106/yr . 

Therefore a 10% reduction in energy use in commer­
cial buildings would save $25 million per year in 
energy costs. This large potential for addi~ion~l 
energy savings and the concomitant decrease m 011 
imports have motivated the joint effort b~t,:,,~en the 
Development and Building Control DIVISIOn of 
Singapore and LBL. 

ACCOMPLISHMENTS DURING FY 1983 

Methodology 

We chose a building design based on the refer­
ence building described in the Handbook on Energy 
Conservation in Buildings and Building Services, a 
document published by the Singapore Public Works 
Department along with its building energy standards 
in 1979. 1 In our discussions with representatives of 
the Department's Development and Building Con­
trol Division (DBCD), some modifications to the 
design characteristics of the typical office building 
described in the Handbook were suggested. The 
final reference building design was jointly agreed 
upon by DBCD and LBL. .. 

The base-case design is a 10-story office bUlldmg 
with a total conditioned area of 5200 m2. It has a 
window-to-wall ratio of 44%, and the shading coeffi­
cient of the windows is 47%. The lighting power 
density is 20 W /m2 in occupied areas. A variable air 
volume system was modeled with a minimum air 
flow rate ratio of 0.5. A chiller with a coefficient of 
performance (COP) of 4.5 (excluding ~ans a.nd 
pumps) provides chilled water to the coolmg COlIs. 
Details Of construction characteristics and occupancy 
and system operating schedules can be found in a 
forthcoming LBL report.4 The DOE-2.1B computer 
program for the energy-use analysis of buildings ~as 
selected because of its ability to simulate a WIde 
variety of potential energy conservation measures in 
buildings and because it has been widely tested for 
accuracy. 5 

A Singapore weather tape for 1979 was obtained 
from the National Climatic Center. This tape con­
tained hourly data for dry-bulb temperature, wet­
bulb temperature, wind velocity, and cloudiness. 
Hourly solar insolation data for direct and diffuse 
radiation were obtained from data collected in 
Singapore. 6 



There is little seasonal variation in dry-bulb tem­
perature. The difference between average daily max­
imum and minimum temperatures varies from about 
4S to 6°C throughout the year, a very narrow range. 
On an average day, the dry-bulb temperature 
increases from approximately 25° to 30°C. The rela­
tive humidity is very high in the early morning 
hours, dropping to about 74% in the afternoon (4 
p.m.). These climatic data indicate that the dry-bulb 
temperature difference is not expected to be a driv­
ing force on building loads in Singapore. The cool­
ing loads due to outside air moisture removal, on the 
other hand, can be significant. 

Results of Parametric Energy Analysis 

The parameters with the greatest impact on 
energy use were those that affected lighting loads and 
solar gain. This was predicted by DOE-2.1 B. (The 
simulated base-case heating and cooling load com­
ponents are summarized in Fig. 1.) Solar gains and 
heat from lights together account for 50% of the cool­
ing loads in the base-case building. The load from 
ventilation air is approximately 16% of the total 
cooling load, while heat conduction across the walls 
and windows together account for another 16%. The 
right-hand side of Fig. 1 shows the energy used for 

lighting, miscellaneous electrical equipment, cooling, 
and ventilation. The cooling energy use (36%) is the 
electrical energy consumed by chillers and cooling 
towers to remove the heat from occupied spaces. 
Most of the energy used to run fans and pumps 
(17.4%) is also for cooling. A small fraction of fan 
energy supplies outside air to building occupants. 

In Fig. 2, we have ranked the conservation meas­
ures considered in this study. For each measure, the 
relevant parameter was varied from its base-case 
value to a value that was readily achievable in a 
technical sense. As can be seen in Fig. 2, the use of 
daylighting, lighting reductions, external shading, 
and window-to-wall ratio reductions produce the 
greatest decreases (20% to 6%, in order of impact) in 
total energy use. Roof and wall insulation, roof and 
wall solar absorptivity, glass conductance, and infil­
tration all affect total energy use insignificantly « 
2%). Shading coefficient, cooling setpoint, and venti­
lation rate have intermediate (2-4%) impacts. 

Lighting and three factors that affect 
insolation-window-to-wall ratio (WWR), shading 
coefficient (SC), and external shading-were among 
the parameters studied in detail. Total energy use 
decreases linearly as lighting power, window-to-wall 
ratio, or shading coefficient are reduced. Total 
energy use decreases with increased window setback 
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Figure 1. Base-case building cooling loads and energy use components shown as percentages of total. 
(XBL 841-67) 
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Daylighting 
r#~~~~##.##.~~L~i9~h~ti~ng~(2~0~t"'0 ~15~.:8 W/m2) 

rg;~~~~ External shading (1.4 m window setback) 
~~~~;.u Window·to·wall ratio (0.44 to 0.25) 
~~~ Shading coefficient (0.47 to 0.35) 
~~~ Cooling set point (25 to 26.1°C) 

Ventilation (7 to 5 cfm/person) 
Wall absorptivity (0.45 to 0.30) 
Glass conductance (double pane to single pane) 

Minimum cfm ratio (0.5 to 0.3) 
Insulation (AO to A 11) 
Infiltration (0.6 to 0.3) 
Aoof absorptivity (0.30 to 0.15) 

o 2 4 6 8 10 12 14 

Reduction in total energy use (0/0) 

Figure 2. Conservation measures ranked by percentage 
reduction in total energy use. (XBL 841-68A) 

ratio, but the rate of decrease is not constant. When 
two or more insolation measures are performed 
simultaneously, the energy-use reduction is less than 
the reduction predicted by simply adding the reduc­
tions resulting from each measure. 

In addition to the parameters discussed above, 
detailed analyses were performed on the use of day­
lighting and the effectiveness of the OTTV formula­
tion in reducing energy use. These analyses are dis­
cussed below. 

Daylighting 

Daylighting is one method of reducing lighting 
energy use. Photoelectric sensors in the perimeter 
zones of a building detect the magnitude of daylight 
availability. Electrical lighting in those zones is then 
reduced to maintain a fixed total of electric-plus­
daylight lighting intensity. Since an important goal 
is to minimize total energy consumption, both light­
ing and cooling energy use must be considered. 

Our parametric analysis of daylight as a substi­
tute for artificial lighting required a large series of 
simulations; to make this task easier, we used a 
module or subroutine prepared by the LBL Windows 
and Daylighting Group to represent a typical floor in 
a multistory building. The floor has a square core 
zone surrounded by four identical perimeter zones, 
each 4.6 m (15 ft) deep. Three levels of light 
intensity-30, 50, and 70 footcandles (fc), from elec­
tric lighting and natural daylight in combination­
are provided for at a distance of 3.08 m (1 ° ft) from 
the window all along the perimeter. Two lighting 
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control strategies--continuous dimming and step 
dimming-were studied. 

Eight sets of parametric runs were carried out. 
We modeled the single floor with and without exter­
nal shading and with and without step or continuous 
daylighting. There were 20 runs in each set. The 
variables were window-to-wall ratio (WWR), shading 
coefficient (SC), glass conductance (GC), and wall 
insulation R-value. The visible transmittance was 
assumed to be equal to 67% of the shading coeffi­
cient, a reasonable assumption for glass with a shad­
ing coefficient around 0.50.7 For clear glass, the visi­
ble transmittance may be 90% of the shading coeffi­
cient. Lighting energy use and chiller load are calcu­
lated for each of the five zones in the module. 

Figure 3 illustrates the percentage lighting energy 
savings in the perimeter of the daylighting module 
(continuous dimming) for the case of no external 
shading. Three values of desired lighting intensity 
(30, 50, and 70 fc) were assessed. Since the lighting 
energy savings were very similar for all four orienta­
tions in the building perimeter, we plotted the total 
lighting energy savings for the whole perimeter as a 
function of the product of window-to-wall ratio and 
visible transmittance, WWR X TVIS. TVIS is equal 
to the fraction of solar radiation in the visible por­
tion of the spectrum that is transmitted through the 
glazing. For our studies, we assumed that TVIS 
equals 0.67 times the shading coefficient. This is rea­
sonable for double-pane but not for single-pane win­
dows. Expressing the results as a function of TVIS 
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Figure 3. Percentage lighting energy savings from use of 
daylighting for three lighting intensities, shown as a func­
tion of TVIS X WWR. (XBL 841-69) 



allows the user to choose his or her values for TVIS 
according to the glazing selected. 

Smooth curves are obtained in all three cases 
that show lighting energy savings initially increasing 
linearly with WWR X TVIS and then beginning to 
level off. This indicates that, at high daylight levels 
(high WWR X TVIS), not all of the daylight can be 
used to reduce artificial lighting levels; i.e., during 
some hours the artificial lighting has already been 
reduced to zero, and additional daylight only adds to 
the cooling load. Lighting energy savings increase 
more rapidly with WWR X TVIS for the module 
without external shading. For example, at WWR X 
TVIS = 0.14 (base-case building), for a desired light­
ing intensity of 50 fc, the savings is 58% without 
external shading and 50% with shading. The differ­
ences between buildings with and without external 
shading diminish as WWR X TVIS increases. The 
maximum lighting energy savings can only reach 
about 70% because of artificial lighting during non­
daylight hours. As expected, the annual savings is 
greatest for the lowest lighting intensity (30 fc) and 
least for the highest (70 fc). We have applied the 
results of this daylighting analysis to the reference 
building. 

For the reference building with daylighting, as 
WWR X TVIS increases in magnitude, cooling 
energy use increases and artificial lighting energy use 
decreases. Total energy use shows a very shallow 
minimum at WWR X TVIS = 0.10 and steadily 
increases with higher values of WWR X TVIS. 
Therefore, for office buildings without overhangs, 
very low values (- 0.13) of WWR X TVIS are 
optimum as regards total energy use. For the base­
case reference building, WWR X TVIS has a value 
of 0.14, corresponding to a WWR of 0.44 and tinted 
double glazing with a shading coefficient of 0.47. 
There is a 20% energy savings resulting from the use 
of daylighting in the base-case reference building. 
Even at high values of WWR X TVIS, daylighting 
gives substantial (18%) energy savings relative to the 
base-case building. 

For the building with external shading, the total 
energy savings with daylighting are dependent on 
WWR X TVIS, but total energy use is almost 
independent of it. Although the maximum total 
energy savings (-20%) are similar for daylighting 
with or without fixed shading, there is a significant 
advantage to shading. Shading allows much more 
flexibility in choosing the values of WWR and Sc. 
In particular, buildings with larger window-to-wall 
ratios are possible without any energy penalty if 
shading is incorporated into the daylighting strategy. . 
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A daylighting analysis for step lighting as a con­
trol strategy was also performed, and two other 
aspects of daylighting were investigated: (1) the 
amount of external shading and (2) occupant 
behavior in the use of internal shading. The results 
are discussed in Ref. 4. 

Overall Thermal Transfer Value (OTTV) 
Analysis 

Thus far, we have mostly considered the energy 
impact of conservation measures taken one at a 
time. We now turn our attention to a building 
envelope thermal standard that considers insolation, 
glass conductance, and wall conductance simultane­
ously. Singapore's building standards currently 
require that air-conditioned buildings have an OTT V 
less than 45 W 1m2. The OTTV concept takes into 
account the three basic heat gains that occur through 
the external walls of a building: 

(1) heat conduction through opaque walls; 
(2) heat conduction through glass windows; 
(3) solar radiation through glass windows. 

The OTTV of an external wall depends upon four 
factors: window-to-wall ratio, shading coefficient, 
window V-value and wall V-value. (V-value deter­
mines heat loss or gain through various materials.) 
We have studied the energy-use impact of construct­
ing office buildings with various OTTV s. 

To determine if cooling energy use is linearly 
related to OTTV, we performed a series of simula­
tions where OTT V was varied by altering the 
window-to-wall ratio, shading coefficient, and win­
dow and wall V-values. These simulations were per­
formed with the daylighting module at the same time 
the day lighting parametrics were carried out. The 
load (in MBtu) that must be satisfied by the chiller 
was plotted as a function of OTTV. Separating out 
the simulations according to the value of a, the solar 
energy fraction of the OTTV, results in four separate 
straight lines. We define a as follows: 

= 130(WWR) (SC) 
a OTTV 

Another approach is to redefine OTTV so that 
an equation linear in OTTV can be used to fit the 
data thus far described by four separate equations, 
one for each value of a. We tried various additions 
to the last term in the OTT V expression, increasing 
the importance of solar gain relative to conductive 
heat transfer across the windows and opaque walls. 



We found that the greater the relative impor­
tance of the last term (solar radiation) in the OTTV 
equation the better the correlation between cooling 
energy use and OTTV. This led us to determine the 
correlation coefficient when a linear regression is 
performed for cooling energy use versus WWR X 
Sc. That is, we eliminated the first two terms in the 
OTTV formulation. Figure 4 shows the result of this 
regression analysis. The correlation coefficient is 
0.993. When a linear regression analysis was carried 
out using the original OTTV definition, the correla­
tion coefficient was 0.948. The implication is that 
the last term of the OTTV equation is sufficient to 
explain 98.6% of the variation in cooling energy use, 
whereas the original OTTV equation (with three 
terms) explains only 90% of the variation. There­
fore, including the first two terms in the equation 
worsens the ultimate prediction of cooling energy use 
by OTTV. 

It remains to calculate the correct solar factor 
(SF) to be used in this new formulation of OTTV. 
To do this, we used the regression equation obtained 
from considering the chiller load (excluding fan 
energy) as a linear function of WWR X sc. As can 
be seen in Fig. 4, a straight line results. The equa­
tion of this line is: 

Chiller Load = La + (B X WWR X SC) 

where 
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Figure 4. Chiller load plotted as a function of WWR X 
SC for a single-story module. (XBL 841-70) 
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The values for B and La are derived from DOE-2.1B 
runs. B represents the slope of the line in Fig. 4 and 
is the amount of solar radiation (in W /m2) incident 
on a vertical surface; La equals the chiller load from 
lights, people, and equipment and conductive loads 
from windows, walls, and roof. If we assume that all 
of the solar gain results in a cooling load for the 
chiller to remove, then we can equate the variable 
term in the equation above to the heat gain from 
insolation. Therefore: 

1034 X WWR X SC = A walls X WWR X SC X SF 

where SF is the solar factor or the average power (in 
watts) incident on each square meter of vertical sur­
face. Solving for SF we find that: 

( 1034 MBtu/yr) (293 kWh/Mbtu) 
SF= ~--------~~--------~-

( 454.5 m2) (3050 h/yr) 

= 218 W/m2 . 

We have calculated the number of cooling hours to 
be equal to 3050 hours per year if the chiller is on 
from 6 a.m. to 5 p.m., Monday through Friday, and 
from 6 a.m. to noon on Saturdays. The total wall 
area is 454.5 m2. 

The estimated value of 218 W/m2 for the solar 
factor is within 10% of the values estimated from the 
weather tape. If the diffuse radiation is assumed to 
be anisotropic, weather-tape analysis gives a value 
for SF of 232 W/m2 for the hours 8 a.m. to 5 p.m. 
and 210 W/m2 for 7 a.m. to 6 p.m. The consistency 
of these two approaches to calculating the solar fac­
tor reinforces our belief that OTTV (in W /m2) 
should be redefined for the Singapore climate as fol­
lows: 

OTTV = 220 X WWR X SC . 

PLANNED ACTIVITIES FOR FY 1984 

We plan to work with the Singapore government 
in implementing some of the energy-conserving 
measures discussed here. In particular, we will esti­
mate the cost-effectiveness of energy-efficient lighting 
and daylighting systems and develop a simplified 
approach for determining compliance with future 
daylighting regulations. 
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Microeconomics of Residential 
Energy Conservation* 

M.D. Levine, P. Chan, H. Ruderman, and D. Tucker 

Considerable analysis of the costs and benefits of 
improving the thermal integrity of houses has been 
done in the past. Analysis of efficiency improve­
ments has also been performed. However, there has 
been very little analysis of the combined effects of 
thermal integrity and improvements in appliance 
efficiency, even though the interactions between ther­
mal integrity and appliance use are significant and 
have a marked effect on the impact of investments 
in residential energy efficiency. Furthermore, the 
potential for downsizing space conditioning equip­
ment as a result of thermal integrity improvements 
in houses has not been analyzed systematically. 
Finally, the variation in energy prices, weather, and 
average thermal integrity throughout the nation 
requires that analysis be conducted as a function of 
location. This research attempts to integrate all 
these factors into a comprehensive analysis of the 
microeconomics of residential energy efficiency 
investments. 

*This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Building Systems Division of the 
U.S. Department of Energy under Contract No. DE-AC03-
76SF00098. 
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4. Turiel, I., Curtis, RB., and Levine, M.D. 
(1984), Parametric Energy Analysis in Support 
oj Singapore Energy Conservation Standards Jor 
Office Buildings, LBL-17427, forthcoming. 

5. DOE-2 ReJerence Manual, Parts 1 and 2, Ver­
sion 2.1B (1980), National Technical Informa­
tion Service, Springfield, VA 22161. 

6. Solar data was collected by Professor KR. Rao 
of the Department of Building Science, 
National University of Singapore. 

7. Technical data from Libby-Owens-Ford on 
single-, double-, and triple-pane glazing. 

ACCOMPLISHMENTS DURING FY 1983 

Method of Approach 

Our approach uses the data base of over 10,000 
DOE-2 simulations of energy use in residential build­
ings described in the article by Ritschard et al. 
("Residential Energy Conservation ... "). We manipu­
late this data base to estimate space conditioning 
energy use as a function of conservation measure, 
house type, and weather throughout the nation. 

Our approach also involves the following steps: 
(1) Through additional simulations using DOE-2, we 
evaluate the effect of different levels of appliance 
energy efficiency on space conditioning loads as a 
function of house thermal integrity and weather. (2) 
We collect data on the costs of downsizing heating 
and cooling equipment and of measures to improve 
thermal integrity. (3) We merge the data base on 
costs of appliance efficiency improvements (available 
from the analysis of appliance standards presented in 
an accompanying article by Levine et al.). (4) We 
construct a data base of energy prices for approxi­
mately fifty locations throughout the nation. (5) We 
code a computer model for using all of these data to 
calculate the economics of conservation measures 
(expressed as a life-cycle cost curve and in terms of 
simple payback to the investor). (6) We perform 
economic studies for 50 locations to arrive at a 
comprehensive assessment of the economics of 
residential conservation investments throughout the 
nation. 

Results to Date 

The project is only partially completed. The 
DOE-2 simulation data base has been put into a 
form suitable for the economic calculations. (Addi-



tional work, however, is needed to place the meas­
ures more easily in order of declining life-cycle 
costs.) The analysis of effects of appliance efficiency 
improvements on heating and cooling loads is under 
way. The data collection on costs and energy prices 
is largely completed and under review. The coding 
of the economic analysis computer program is just 
starting. 

Here we summarize the results of two economic 
case studies: Chicago (a cold climate) and Phoenix 
(a hot climate). These case studies have not yet 
treated the effects of equipment downsizing or the 
interaction between appliance efficiency and heating 
and cooling loads. As such, these results will be 
interesting as a "base case" for determining the 
impact of these other factors on the economics of 
residential energy conservation investments. 

Figure 1 shows the results of the life-cycle cost 
analysis of measures to improve thermal integrity for 
gas heating and central air conditioning in Chicago. 
The life-cycle costs are evaluated at a 3% real 
discount rate, comparable to the average cost of 
mortgage capital (over and above inflation) from the 
end of World War II until the late 1970s. (The real 
cost of mortgage capital has been higher during the 
past decade.) The life-cycle cost minimum assumes 
R-30 insulation in the ceiling, R-19 insulation in the 
wall, R-8 basement insulation extending 8 feet below 
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the ground, and triple glazing. The resulting annual 
energy use (including electricity for air conditioning 
calculated at 3413 Btu per kilowatt-hour) is expected 
to be 40 kBtu/ft2. Typical building practice in Chi­
cago is R-ll ceiling insulation, R-19 wall insulation, 
R-4 basement insulation to a depth of 4 feet, and 
double glazing (generally with storm windows). The 
estimated energy use for these measures is 57.5 
kBtu/ft2. Thus, if new residences in Chicago were 
built at the life-cycle cost minimum, they would use 
30% less energy. This would represent a life-cycle 
savings with a present value of $2700. (The 
increased first cost is about $1000. When the 
smaller cost of downsized equipment is accounted 
for, the first costs will also be reduced. The 
discounted fuel savings is about $4500.) 

The decline in air infiltration (the air change rate 
in the building envelope is reduced from 0.7 to 0.2 
per hour and a heat exchanger with mechanical ven­
tilation is installed to maintain air quality) is cost­
effective and could cut annual energy use by an addi­
tional 15%. 

It is worth noting from Fig. 1 that at low levels 
of insulation and single glazing, the energy use of a 
typical house in Chicago increases dramatically. 

Figure 2 shows the results for a new house in 
Phoenix with electric resistance heating and central 
air conditioning evaluated at a 3% real discount rate. 

Order of Measures: 
a - Ceiling Insulation 
b - Wall Insulation 
c - Foundation Insulation 
d - Infiltration 
e - Number of Glazings 

a b c d e 
1 (11, 11, 0, HI, 2) 
2 (11, 19, 1, HI, 2) 
3 (19, 19, 1, HI, 2) 
4 (30, 19, 1, HI, 2) 
5 (30, 19, 3, HI, 2) 
6 (30, 19, 4, HI, 2) 
7 (30, 19, 4, HI, 3) 
8 (38, 19, 4, HI, 3) 
9 (38, 27, 4, HI, 3) 

10 (49, 27, 4, HI, 3) 
11 (60, 27, 4, HI, 3) 
12 (38, 19, 4, LO, 2) 
13 (38, 19, 4, LO, 3) 

130 140 14 (49, 27, 4, LO, 3) 

Figure 1. Life-cycle cost of measures to increase thermal integrity (no capacity credit), for a Chicago one­
story ranch house with gas heating. (XBL 845-1968) 
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Figure 2. Life-cycle cost of measures to increase thermal integrity, for a Phoenix one-story ranch house on 
a slab foundation (no capacity credit). (XBL 845-1967) 

The measures at the life-cycle cost minimum are R-
30 ceiling insulation, R-19 wall insulation, R-8 per­
imeter insulation, and double glazing. These meas­
ures will reduce energy use by about 26% in Phoenix 
compared with current practice for new houses in the 
area. This represents a substantial life-cycle cost 
benefit of $5800 (increased first cost of $1800 and 
reduced discounted fuel savings of $7600) to the 
homeowner. 

Occupant Behavior and Residential 
Energy Use* 

E. Vine, J. Cramer, P. Craig, D. Kowalczyk, S. Gold, 
M.D. Levine, B. Hackett, and T. Dietz 

Lawrence Berkeley Laboratory, in conjunction 
with a number of other organizations,t has been 

*This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings and Communi­
ty Systems, Systems Analysis Division of the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098. 
tKellogg Public Research Program, University of California, 
Davis; Pacific Gas and Electric Company, San Francisco, CA; 
Center for Environmental and Energy Policy Research, University 
of California, Davis; and the California Energy Commission, Sa­
cramento, CA. 
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PLANNED ACTIVITIES FOR FY 1984 

Continuing research will complete all tasks 
required to evaluate the economics of downsizing of 
space conditioning equipment and the effects of 
changes in internal loads on heating and cooling 
loads. The results will use local fuel prices and costs 
of conservation measures in 45 to 50 locations 
throughout the nation. 

investigating the effects of occupant behavior on 
residential energy use since 1980. The principal 
objective is to improve our understanding of the 
determinants of energy use in occupied houses. Dur­
ing the past year, we undertook several activities to 
accomplish this objective. First, we extended our 
earlier work in modeling the immediate, physical 
determinants of summer electricity use in Davis, 
California, by developing statistical models of energy 
use. Second, we broadened our analysis of residen­
tial energy use by developing a causal model of sum­
mer electricity use in Lodi, California, that included 
both physical and social variables. Third, we sur­
veyed studies of submetered space heating, space 
cooling, and water heating in the United States since 
1970. Fourth, we initiated a study of energy use in 
households in the Pensacola, Florida, area that have 
had their heating and cooling energy use metered. 



And fifth, we initiated a survey of energy-conserving 
behavior among households in the United States. 

ACCOMPLISHMENTS DURING FY 1983 

Statistical Models of Energy Use! 

In this project, we investigated simple statistical 
models of summer electricity use and compared 
them to engineering models. The statistical models 
had four purposes: (1) to modify our earlier energy 
use models2 by adding and redefining variables; (2) 
to compare the explanatory value of alternative 
models; (3) to perform sensitivity analyses and iden­
tify the variables most important to electricity use; 
and (4) to apply the models to other housing types 
besides detached single-family houses. 

We collected the data for this research in 1980, 
from a random sample of 241 Davis households. 
The methodology is described in detail in Refs. 1 
and 2 and summarized briefly below. 

We measured social characteristics and self­
reported, energy-related behaviors in lengthy inter­
views; immediately after the interviews, we. per­
formed energy audits, measuring building area and 
orientation, window area, shading, . and insulation 
characteristics. We recorded the model numbers of 
major appliances and obtained efficiency ratings 
from the manufacturers; we also obtained billing 
data on electricity consumption from the local util­
ity. We collected hourly weather data on solar radia­
tion, dry-bulb temperature, air pressure, wind speed, 
and wind direction. After deleting cases that had 
incomplete summer electricity data or long vacan­
cies, we analyzed 221 homes (74 single-family 
detached houses, 92 apartments, and 55 duplexes or 
townhouses). 

We predicted summer electricity use (July 1 to 
September 30) with appliance and cooling-load 
models constructed previously. The appliance model 
(APPL) included an electric water heater, swimming 
pool or hot tub (with electric filter), refrigerator, 
freezer, electric stove, oven, dishwasher, and clothes 
washer and dryer. We obtained estimates of average 
electrical loads for each appliance from a variety of 
sources and referred to a specific manufacturer's 
model whenever possible. The cooling-load model 
(CE) included the major variables used in the U.S. 
Department of Energy's energy use model (DOE-
2.1A) as well as residents' self-reported frequency of 
use of air conditioning. 

Using ordinary least-squares regression, we were 
able to explain nearly 55% of the variation in sum-
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mer electricity use in a sample' of single-family 
detached homes with the following equation: 

Summer electricity use (kWh) 

= -1160 + 0.715 CE + 1.114 APPL 

An even simpler model explained nearly 60% of the 
variation between houses: 

Summer electricity use (kWh) 

= - 1700 + 1.054 APPL + 0.458 A 

+ 0.186 (A X Far> 

where A is 'floor area and Fac is frequency of air con­
ditioning. 

The second model demonstrates that survey 
respondents reported their behavior well enough to 
provide valuable information. It is thus possible to 
predict electricity use from simple, easily obtainable 
survey data. Moreover, our results agreed reason­
ably well with calculations based on DOE-2.1A 
simulations, indicating that DOE-2.1A, built from 
engineering data for experimental houses, works also 
for occupied buildings. Relatively inexpensive sur­
vey research methods and statistical models can, 
therefore, be safely used to estimate energy consump­
tion' in individual households. This conclusion is 
important for residential energy conservation audits 
and labeling programs. 

In summary, most structural research on residen­
tial summer electricity use has been done on single­
family detached homes. However, by simplifying 
our models and incorporating self-reported behavior 
directly, we were able to predict summer electricity 
use in townhouses and apartments. Our findings 
thus suggest, at least tentatively, that it may not be 
difficult to extend such research to other housing 
types. 

Causal Models of Energy U se3 

This project integrates social and physical vari­
ables in a single causal model of household energy 
use. The social variables include household size, 
income, and a variety of measures of attitudes, 
values, and access to information. The physical 
variables represent the immediate, engineering deter­
minants of energy use, and include an inventory of 
major appliances, the size of the home, and self­
reported behaviors regarding frequency of use of 
appliances and air conditioning. We assumed that 
energy use was related to the two types of variables 
in a simple causal chain: consumption was 
explained entirely by the physical variables, and the 



physical variables, in turn, were explained by the 
social variables. 

The data came from a survey conducted in Lodi, 
California, during the summer of 1981. Using a 
questionnaire similar to one for the Davis project, 
we interviewed 291 households. These interviews 
provided information on appliarice and air condi­
tioning use, attitudes toward to energy and the 
environment, and demographic characteristics. We 
measured physical characteristics of the residence as 
part of an extensive energy audit. The municipal 
utility and Pacific Gas and Electric provided 
monthly energy use data for the survey respondents 
for 1980 and 1981. After deleting cases that had 
incomplete summer electricity data or long vacan­
cies, we analyzed 192 single-family detached houses. 

We first predicted summer electricity usage (June 
I to September 30) with appliance and cooling 
models (the physical variables) constructed previ­
ously.l,2 The social variables examined were family 
income, education, minority status, employment of 
spouses, household size and composition, thermal 
comfort, conservation attitudes, environmentalism, 
and energy knowledge. 

We were able to explain 51.3% of the variation 
in summer electricity use by including the appliance 
and air conditioning models by themselves (the 
engineering model) in a regression equation. In 
addition to successfully explaining electricity use in 
Lodi, these results compared favorably with the 
results reported for Davis in the previous section. 
With better measurement of appliance efficiencies 
and frequencies of use of appliances and air condi­
tioning, these models doubtless would work even 
better. 

When we included the social but not the physical 
variables in the equation, we were able to explain 
33.5% of the variation in summer electricity use. 
Thus, there is clearly a social basis to energy use. 
The significant social variables were family income, 
household size, thermal comfort, minority status, 
and energy knowledge. 

We then put all the variables in one equation. 
Adding the social variables to the physical variables 
increases R2 from 0.513 to 0.584, a small increment. 
Most of the social variables have small and nonsigni­
ficant coefficients while the physical variables have 
large and significant coefficients. These results con­
firm our assumption that the social and physical 
variables are related to energy use as a simple causal 
chain. 

We also examined how the social variables were 
directly related to the physical variables. Higher 
income was associated both with greater appliance 
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load and greater cooling load, the latter due to larger 
house size and more use of air conditioning. Larger 
families had greater appliance loads; household size 
did not seem to be related to cooling load. Adults 
used more electricity than children, but there did not 
seem to be special consumption patterns by the very 
young or very old. Electricity demand, because of 
air conditioning, also was related to preferences 
regarding indoor temperature, as measured by our 
thermal comfort scale. The environmentalism scale 
was related to appliance saturation and house size, 
but was only weakly related to overall energy use. 
The conservation scale was not strongly related to 
energy use through any of the physical variables. 
Low energy use in Lodi, therefore, appears to by 
caused mainly be demographic and economic 
constraints rather than by concerns for environmen­
tal quality. 

Submetering Survey4 

In this project, we surveyed studies of metered 
space heating, space cooling, and water heating in the 
United States since 1970. We contacted as many of 
the major utilities involved in end-use metering as 
possible~ While the survey did not include all utili­
ties in the country, we believe that it covers much of 
the end-use metering conducted in the United States 
in the last 13 years. 

After reviewing the energy literature, we person­
ally contacted key people in the energy field and 
compiled a list of over 75 organizations involved in 
submetering energy use in the home. From each 
organization, we requested information on all pro­
jects (past, current, and proposed) that met the fol­
lowing criteria: 

(1) Metered end uses must include space heating, 
space cooling, and/or water heating. 

(2) Each project must have been conducted since 
1970. 

(3) There must be 20 or more households in each 
project. 

We compiled lists of 100 submetered projects by util­
ity company and by end use (cooling, heating, and 
water heating). We characterized each project 
according to the following types of data: 

• Name and location of utility. 
• Size of sample metered. 
• Years in which project began and ended. 
• Extent of data collected on house characteris­

tics and occupants. 
• Collection of whole-house energy use (in addi­

tion to the metering of specific end uses) 



• 
• 
• 
• 

Metering of other end uses in the same houses. 
Problems in analyzing metered data. 
Recording of indoor air temperature. 
Extent of published material on project. 

One of the most surprising results of this survey 
was the discovery of many projects around the coun­
try that have collected end-use energy data from a 
large number of households. In addition, both the 
number of submetering projects and their sample 
sizes appear to be increasing. Most of these studies 
have not collected much data on house and occupant 
characteristics: the most common information col­
lected was floor area and number of occupants. 
Only a few organizations collected data on 
socioeconomic characteristics of occupants, 
appliance saturation, thermal integrity (e.g., wall and 
ceiling insulation), indoor air temperatures, and air 
infiltration. We also found that many projects were 
concerned with peak energy demand (kW) rather 
than energy use (kWh) and that some were actually 
part of load control programs. In addition to end­
use metering, whole-house energy use also was fre­
quently metered. Finally, we obtained and reviewed 
39 reports on these projects. 

We are using a data base collected by one of 
these organizations to analyze the effects of occupant 
behavior on energy use; this project is described 
below. 

Submetered Energy Use Study 

From the list of projects reported above, we 
selected for further study one by a utility in which 
houses in the Pensacola, Florida, region were sub­
metered. We chose this project because of its large 
sample size, an offer of cooperation from the local 
utility, and the. area's high humidity and tempera­
tures in the summer. During the summer of 1983, 
we surveyed 52 households that had their air condi­
tioning and heating submetered. Through a ques­
tionnaire, we collected data on attitudes, behavior, 
socioeconomic background, and housing characteris­
tics. We are in the process of obtaining energy and 
weather data from the local utility before analyzing 
electricity and heating use. We intend to develop 
engineering and statistical models of energy use simi-
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lar to the ones constructed in the Davis and Lodi 
projects. 

Survey of Energy-Conserving Behavior 

During the summer of 1983, we contacted a 
number of utilities and state energy offices to see 
what kind of behavioral data they have collected in 
their energy programs. According to the responses, 
some households were audited, while others were 
interviewed in appliance saturation surveys. The 
types of information we collected were: insulation 
actions, heating and cooling behavior, water heater 
use, appliance behavior, lighting behavior, and audit 
information. We are in the process of analyzing 
these data and we hope to determine the kinds of 
energy-conserving behavior that are occurring in dif­
ferent parts of the country .. 

PLANNED ACTIVITIES IN FY 1984 

We intend to analyze the heating season and 
total energy use in Davis and Lodi as was done for 
the cooling season in these communities. Some of 
the models will also include attitudinal and demo­
graphic data. We will analyze the sub metered data 
from Florida, using models similar to the ones for­
mulated in the Davis and Lodi projects. We will 
also analyze the data on energy-conserving behavior 
that we recently collected. Finally, we will work with 
the Energy Performance of Buildings Group in col­
lecting and analyzing data on building retrofits. 
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Energy Efficiency Choice in the 
Purchase of Residential Appliances* 

H. Ruderman, M.D. Levine, and J.E. McMahon 

Energy efficiency as a factor in the purchase of 
residential appliances and of heating and cooling 
equipment has been quantitatively analyzed in this 
study. Such quantitative assessments of market deci­
sions about energy efficiency are necessary for accu­
rate forecasts of residential energy use. The results 
of our investigation can lead to a better understand­
ing of the barriers to investment in energy.con.serva­
tion. Such understanding of market behavIOr IS also 
prerequisite to an evaluation of the need fO.r, and 
importance of, policies to promote energy efficIency. 

The importance of this analysis to DOE's assess­
ment of its proposed Consumer Products Efficiency 
Standards relates to its use in forecasting the 
behavior of the market. Most of the direct impacts 
of standards (energy savings, net present benefit, and 
cost of proposed standards) depend critically on the 
degree to which higher efficiency would be incor­
porated into new products in the absence of sta~­
dards. Our research will lead to improvements 10 

the methodology and data in base-case residential 
energy forecasting, thereby improving estimates of 
the impacts of these proposed standards. 

In this study, we examined the historical effi­
ciency choices for eight consumer products: gas ce~­
tral space heaters, oil central space heaters, room aIr 
conditioners, central air conditioners, electric water 
heaters, gas water heaters, refrigerators, and freezers. 
These products were selected because they account 
for a major part of residential energy consumption, 
data on their efficiency and costs are readily avail­
able, and they are under consideration by DOE for 
efficiency standards. 

We characterized the behavior of the market for 
these eight products by a single quantity that we call 
an aggregate market discount rate. The aggregate 
market discount rate quantifies the behavior of the 
market as a whole with respect to energy efficiency 
decisions. Choices by individual purchasers are con­
strained by the decisions made by the manufacturers 
of appliances, the wholesalers and retailers who dis­
tribute them, and third-party appliance installers 
such as builders or plumbers. The value of the 

·This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Building Equipment Division of the 
U.S. Department of Energy under Contract No. DE-AC03-
76SF00098. 
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discount rate reflects the actions of all these decision 
makers. It is determined empirically from data on 
the efficiency and cost of appliances purchased 
between 1972 and 1980. By examining the historical 
behavior of the market discount rate, we can better 
understand the factors that influence efficiency 
choice. Furthermore, the market discount rate can 
be used as a parameter in forecasting future residen­
tial energy consumption. An LBL report on this 
work is being prepared for publication. 1 

ACCOMPLISHMENTS DURING FY 1983 

Method 

The analysis assumes that consumer behavior in 
the appliance marketplace can be characterized as if 
the purchasers made some type of. life-cycle. co~t 
decision. The observed average effiCIency chOIce IS 
characterized by an aggregate market discount rate. 
This measure is the discount rate at which the 
minimum of the life-cycle cost curve is at the 
observed average efficiency choice. Even if pur­
chasers do not actually decide on the basis of life­
cycle costs, the market discount rate .is useful a~ a 
measure of market imperfections. ThIS formulatIOn 
looks at decision-making for products of different 
efficiencies but of the same fuel type. It does not 
account for other factors that might influence consu­
mer choice. 

The life-cycle cost for an appliance is the sum of 
the purchase cost, PC, and the discounted operating 
cost: 

LCC = PC + (PWF X FP X TJ X E), (1) 

where PWF is the present worth factor defined 
below FP is the average fuel price (assumed constant 
over time, i.e., the consumer expects no price escal~­
tion), TJ is the relative thermal integrity, and E ~s 
the average annual energy consumption by the applI­
ance. The thermal integrity factor is included for 
temperature-sensitive appliances to account for the 
effects of the thermal characteristics of the building 
shell, such as insulation, on energy consumption. 
The present worth factor is defined in terms of a 
discount rate r. 

Nil [ 
PWF = t~ (1 + rY ="7 1 

Finding the minimum of Eq. (1) with respe~t to 
energy and solving for the present worth factor gIves 



-1 dPC 
PWF = FP X TI dE 

E min 

(3) 

Hence, given the analytic form of the cost versus 
energy use curve, we can evaluate the derivative 
dPC/dE at the annual energy use corresponding to 
average efficiency purchased during any year and 
determine the aggregate market discount rate. 

For the relationship between purchase cost and 
energy use, we employed an exponential curve of the 
form 

E = Eoo + (Eo - Eoo) exp[-A(C - 1)] 

where C 
E 

PC/PCo 
annual unit energy 
consumption (VEC) 
highest VEC 
minimum VEC attainable 
at infinite purchase cost 

(4) 

purchase cost corresponding to E 
purchase cost corresponding to Eo 

and A is a parameter determined from the shape of 
the curve. With this expression, the present worth 
factor becomes 

PWF = PCa 1 
A X FP X TI (E - Eoo) 

(5) 

Thus, to perform an analysis of aggregate market 
behavior, we must know: (1) purchase price and 
unit energy consumption of alternative design 
options for each product; (2) average efficiency pur­
chased; (3) energy prices; (4) thermal characteristics 
of houses; and (5) average appliance lifetimes. 

The major sources of data on the costs and 
energy use of appliances are the engineering cost ana­
lyses performed for the V.S. Department of Energy's 
analysis of the ~roposed Consumer Product Effi­
ciency Standards. These reports provided estimates 
of the purchase prices of individual appliances with 
different efficiencies. Supplemental data were 
obtained from Arthur D. Little, Inc. to extend the 
data back in time to 1972 and forward to 1980 from 
the original data sets, which were for 1978. The data 
were aggregated from the various appliance classes 
into a single set of data points representing the pro­
duct type. Finally, a least-squares fit was performed 
to the functional form specified above to obtain the 
parameters of the curve. A typical cost versus 
energy use curve is shown in Fig. 1. 

The Department of Energy's Survey of Manufac­
turers3 provides historical data from appliance 
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Figure 1. Cost vs. energy consumption for room air condi­
tioners, according to design options. (XCG 8311-4908) 

manufacturers on the average efficiencies of units 
shipped in 1972 and 1978 and projections for 1980. 
The efficiency factor (e.g., efficiency, energy effi­
ciency ratio, etc.) for each model is multiplied by the 
number of units of the model shipped in the given 
year, then summed over all models and divided by 
the total shipments to give the shipment-weighted 
energy factor (SWEF). Table 1 shows the SWEFs 
used to calculate the market discount rates. Effi­
ciency data from trade associations and individual 
manufacturers were used as a check on our results. 

Average energy prices for 1972, 1978, and 1980 
were obtained from the Energy Information 

Table 1. Shipment-weighted energy factors 
(SWEF). 

Appliance 1972 1978 1980 

Gas central space heater 62.7 63.6 65.9 
Oil central space heater 73.6 75.0 76.0 
Room air conditioner 6.22 6.75 7.03 
Central air conditioner 6.66 6.99 7.76 
Electric water heater 79.8 80.7 81.3 
Gas water heater 47.4 48.2 51.2 
Refrigerator 4.22 5.09 5.72 
Freezer 8.08 10.07 10.83 

Source: Department 
Manufacturers.3 

of Energy Survey of 



Administration.4 Winter and summer marginal elec­
tricity rates are used for heating and cooling equip­
ment, respectively. Marginal rates are calculated as 
the average rate for the 500 to 1000 kWh per month 
block. Thermal integrity factors were defined as the 
relative annual energy consumption for space condi­
tioning end uses, reflecting changes from the stock 
house in existence in 1977 in terms of thermal 
characteristics (including insulation, window glaz­
ings, infiltration, etc.). The thermal integrity values 
for historical years were estimated from survey 
data.5 The appliance lifetimes are the same values 
used in the Consumer Product Efficiency Standards 
analysis.2 

Results 

Aggregate market discount rates were calculated 
for years 1972, 1978, and 1980. The first step is to 
estimate the parameters of the annual energy use 
versus purchase cost curve for each appliance. 
Evaluating Eq. (5) at an E (annual unit consump­
tion) corresponding to the shipment-weighted energy 
factor (SWEF) gives the present worth factor, which 
is then converted to a discount rate. The results 
presented in Table 2 are based on a single cost­
efficiency curve for each appliance for the period 
1972-1980. The tabulated discount rates are 
expressed in percent per year. Changes in discount 
rates over time for a single appliance are due to 
changes in SWEF, fuel prices, and, in the case of 

. temperature-sensitive appliances, thermal integrity. 
The observed discount rates range from less than 
20% to more than 200% per year. Those for central 
space heating and water heating appear to be increas­
ing over this time, whereas the others either are 
decreasing or remain constant. 

To understand these year-to-year differences, we 
performed an analysis of the sensitivity of the results 
to changes in SWEF and the cost-efficiency curve 

Table 2. Aggregate market discount rates for 
appliances (in percent per year). 

Appliance 1972 1978 1980 

Gas central space heater 33.5 41.9 45.1 
Oil central space heater 42.8 j8.9 85.1 
Room air conditioner 17.9 19.5 17.3 
Central air conditioner 17.1 21.8 16.1 
Electric water heater 209.1 244.4 243.2 
Gas water heater 66.5 93.4 102.0 
Refrigerator 74.0 69.0 59.2 
Freezer 167.4 148.8 138.2 

parameters. We found that the observed discount 
rate is extremely sensitive to the assumed SWEF; a 
change in SWEF of less than 5% could explain the 
year-to-year differences. Of the cost-efficiency 
parameters of Eq. (4), the greatest sensitivity is to the 
value of Eoo. Since the other three parameters all 
enter Eq. (4) in a similar way, they all have the same 
percentage effect. 

It is our judgment that the SWEFs are known to 
within 5%. They would thus lead to relatively little 
uncertainty in the discount rate. The parameters of 
the cost-efficiency curve are less well known, perhaps 
to within 10%. Because of the fitting procedure, E 00 

may be too low, leading to a high discount rate. 
Future work on the cost and efficiency of the most 
efficient products should lead to better estimates of 
these parameters. We do not, however, believe that 
the present uncertainty will affect the observed 
change in discount rate. 

As a check on our results, market discount rates 
were calculated for refrigerators, freezers, gas fur­
naces, and room and central air conditioners using 
historical data on efficiencies from several sources. 
The discount rates show the same trends as the DOE 
Survey of Manufacturers data in Ref. 3. 

The high discount rates observed for most appli­
ances in this study make it difficult to interpret them 
as individual consumer discount rates. If a rational 
consumer's discount rate is higher than the current 
interest rate, he or she would borrow money to pur­
chase a more efficient appliance. The data, however, 
indicate that this does not occur. We believe that 
the high discount rates show that imperfections in 
the market prevent consumers from making econom­
ically optimal decisions because: 

• Consumers may not have adequate information 
about appliance efficiencies or access to capital 
markets. 

• The person purchasing the appliance may not 
be the one who uses it. 

• Price may be determined by factors other than 
efficiency. 

• Or high-efficiency appliances may not be pro­
duced in quantities large enough to satisfy 
demand. 

Thus all the participants in the marketplace could 
contribute to making the discount rate high. 

Conclusions 

Several generalizations can be made: (1) The 
values of the aggregate market discount rate for the 
appliances studied are higher than real interest rates 



or the discount rates commonly used in life-cycle 
cost analyses of consumer choice. (2) The aggregate 
market discount rates appear to be relatively con­
stant over time, with rates for some products (space 
and water heating) increasing somewhat over the 
past decade and rates for others (freezers and refri­
gerators) decreasing over the same period. (3) The 
sensitivity analyses show considerable changes in 
results as inputs are varied. This large variation, 
combined with other limitations of the analysis, sug­
gests that considerable care must be used in discuss­
ing the numerical results; however, the first two 
observations are likely to be meaningful in a qualita­
tive sense. 

Overall, the high values of the aggregate market 
discount rates in Table 2 indicate that the average 
appliance or heating and cooling system purchased 
does not include energy efficiency measures that 
yield very high returns on investment. Several 
explanations for this underinvestment in energy effi­
ciency in the residential sector have been proposed: 

• Buyers lack information about costs and bene­
fits of energy efficiency improvements or do 
not understand this information if it is avail­
able. 

• Many purchases are made by a third party or 
under rushed or emergency conditions (e.g., 
landlord purchase of equipment for rental pro­
perty or immediate replacement of malfunc­
tioning equipment). 

• The most efficient equipment may not be avail­
able in retail stores or may be available only 
with features (so-called "gold-plating") not 
desired by most purchasers. 

• Manufacturer decisions to improve product 
efficiency are often secondary to other design 
changes and take several years to implement. 

• Marketing strategies of manufacturers or 
retailers may intentionally promote sales of less 
efficient equipment. 

Several studies have been initiated during this fiscal 
year to compare these explanations with empirical 
data. 

A significant finding from Table 2 is that the 
aggregate discount rates have changed only modestly. 
We are aware of no previous work that has investi­
gated the behavior of the market for energy effi­
ciency in residential appliances over time. This 
work indicates that the behavior of the market from 
1972 to 1980 has been relatively unchanged (in terms 
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of return on investment for energy efficiency in con­
sumer products). The market for appliances does 
not appear to be influenced by rapidly rising energy 
prices and consumer awareness of energy issues. 
This is similar to the results obtained by Levine and 
Scott6 for investment in house thermal integrity. 

PLANNED ACTIVITIES FOR FY 1984 

An external review group has been empaneled by 
DOE to recommend future directions to improve the 
analysis of consumer product efficiency standards. 
We expect the review group to recommend addi­
tional research into market behavior. In the mean­
time, we are continuing to examine the possible 
effects of several programs aimed at making efficient 
appliances more attractive to purchasers. Studies 
begun in FY 1983 of utility incentive programs and 
the Federal Trade Commission's labeling program 
will be completed. Alternative methods for charac­
terizing market behavior, such as internal rates of 
return and payback period, will be considered. The 
work on market behavior described in this article 
will be submitted for publication. 
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Improvements in Residential Energy 
Modeling* 

J.E. McMahon and P. Chan 

Analysis of proposed federal policies affecting 
home energy use, especially appliances and residen­
tial heating and cooling equipment, requires model­
ing of residential energy demand. Since 1979, LBL 
has performed simulations of future energy demand 
and associated costs to provide estimates of the 
energy and economic effects of possible policy 
actions, incentives, and alternative scenarios.! New 
and more detailed data have become available 
through research and through public comments on 
proposed rules. In addition, our ability to analyze 
the effects of policies on consumers has been 
expanded to meet issues raised by rulemakers, equip­
ment manufacturers, the public, and other interested 
parties. 

ACCOMPLISHMENTS DURING FY 1983 

We have made advances both in the quality of 
the data base and in modeling methodology. We 
will first describe data improvements not requiring 
methodological changes and then our methodological 
improvements. A more complete account will be 
found in a forthcoming LBL publication.2 

Data Base Improvements 

Taking advantage of new data, we upgraded, in 
four steps, the data base upon which the modeling 
effort depends. First, we made significant improve­
ments in the exogenous projections of housing starts 
and floor space per house. The number of houses 
constructed and their average size have been less 
than previously expected, because of the depressed 
economy of the last 5 years. We adjusted projections 
of future housing construction activity to account for 
these events. 

Second, we incorporated into the model 
improvements in efficiency not previously made 
publicly available by manufacturers. This provides a 
better base from which to forecast future efficiency 
improvements. (The behavior of the market with 
regard to choices in efficiency3 is described in the 
preceding article). 

*This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Building Systems Division of the 
U.S. Department of Energy under Contract No. DE-AC03-
76SF00098. 
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Third, we updated the set of appliance designs 
available for purchase to account for recent techno­
logical changes. This moves us closer to characteriz­
ing the full set of technologies expected to be avail­
able over the next 20 years. 

Finally, we improved characterization of 
national average energy consumption by central air 
conditioners. 

Methodological Changes 

The existing model framework has proved its 
usefulness as an analytical tool. A number of 
changes this year improved the capabilities of this 
model to provide detailed simulations useful for pol­
icy analysis: 

(1) We generalized the model to include all 
residential end uses. In the process, we reformatted 
the input stream to permit us to analyze either a sub­
set of end uses or the full set. This change facilitates 
intensive analysis of particular end uses efficiently by 
foregoing calculations for other end uses. Further, 
this change provides a consistent forecast of total 
residential energy demand when all end uses are 
included, which eases the comparison of results from 
alternative models. 

(2) We included heat pumps explicitly for the 
first time. These products are making a substantial 
penetration into the space conditioning market. 
They now comprise 15% to 20% of all central 
heating/cooling installations.4 Further work is under 
way to improve the characterization of this technol­
ogy in future years. 

(3) We changed the formulation used to 
represent the relationship between equipment pur­
chase cost and appliance efficiency to remove ambi­
guities in the old method. Also, we conducted pre­
liminary work on specifying the technological limit. 
This limit is defined as the highest efficiency physi­
cally and economically achievable. These efforts, 
together with updates of the set of technologies 
currently available, should continue to reduce our 
uncertainty about the future energy consumption of 
appliances. 

(4) We improved the analysis of policies restrict­
ing the choice set, such as mandatory appliance effi­
ciency standards, by incorporating distributional 
data. That is, where we previously characterized 
appliance choices in a given year by the average effi­
ciency, we now use a distribution of efficiencies. 

(5) We installed a capability to allow for changes 
in the real price of appliances over time. Advances 
in manufacturing technique, as well as other factors, 
can lead to changes in the cost of producing 



appliances. The simulation model can now incor­
porate such changes, providing estimates of their 
effects on appliance selection and market penetra­
tion. 

(6) We improved the analysis of the economic 
effects of government policies through a normaliza­
tion process. Such policies as mandatory efficiency 
.standards could have an impact on the market pene­
tration of particular appliances. The old method 
mistakenly treated a policy-caused decrease in sales 
of a product as an economic benefit, since the 
decrease in purchases was treated as a drop in pur­
chase and operating costs. The new approach nor­
malizes economic benefits and costs on a per-unit 
basis, thus providing a better measure of policy 
effects. 

(7) A previous improvement (FY 1982) involved 
incorporating the age distribution of appliances in 
use. 5 During FY 1983, we extended this to include 
an accounting of the differences in efficiency as a 
function of production year. This change captures 
the difference in energy consumption due to the 
replacement of an old (less efficient) product with a 
newer design. 

(8) We added a number of auxiliary routines to 
the main simulation model. One of these performs 
comparisons between two simulations-usually a 
no-policy forecast and a policy scenario-to 
automatically provide difference tables of the signifi­
cant variables. Other routines provide outputs 
integrated with graphics routines, so that the projec­
tions can be displayed pictorially as well as in tabu­
lar form. 

Overall Impact of Changes 

Updating the data base is an ongoing process, 
one that takes advantage of new data sources as they 
become available and corrects for changes in trends 
as they become apparent. The methodological 
changes are more fundamental, and in that sense 
more significant. Such changes affect the capabilities 
of the forecasting tool. Among the examples cited 
above are several in which the amount of detail 
delivered in a forecast is enhanced. Other changes 
involve incorporating factors affecting future residen­
tial energy consumption that were not previously 
considered. Consideration of these additional factors 
is important where they diminish uncertainty in the 

. simulation and enhance insight into the deter­
minants of energy consumption. The changes 
described here serve to refine our view of the future, 
while constraining the forecasts to treat all these fac­
tors in a consistent framework. The resulting 
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methodology has new capabilities, greater detail, 
improved consistency, and better data than previous 
efforts. Of course, much remains to be done to 
reduce the uncertainty in the simulation results still 
further. 

We now illustrate the effect of one methodologi­
cal change, replacement of the retirement function of 
appliances. The old methodology used an exponen­
tial retirement scheme: a fixed percentage of the 
entire population of a product was retired each year, 
independently of the age distribution. Thus, 6% of 
all l-year-old central air conditioners, as well as 6% 
of all 20-year-old central air conditioners, were 
assumed to retire each year. When data on historical 
purchases of products became available, we substi­
tuted an empirical retirement function for the 
exponential. Figure 1 illustrates the effect on instal­
lations in existing houses. Where the old method 
provided a smooth projection of annual installations, 
the new method shows waves of installations, such 
as the peak in 1987. These peaks correspond well 
with expectations based upon historical purchases. 
In particular, periods of high sales of equipment 
imply large numbers of replacement installations 
approximately one equipment lifetime later (about 
12 to 15 years). The peak in shipments of residential 
central cooling equipment was in 1973. Note further 
that peaks in heating and cooling equipment sales 
tend to correlate with additions to the housing stock, 
such as the 1972 peak in housing construction. 
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Figure 1. Predicted annual installations of central air con­
ditioners, including heat pumps, in existing houses: a 
comparison of two forecasting methodologies. The older 
method is based on assumed appliance retirement rates; 
the newer method, using an age-dependent formula, takes 
actual retirement rates into account. (XCG 8312-4925) 



The use of the empirical retirement function 
together with data on past purchases of equipment 
provides a much more detailed understanding of the 
driving forces behind future sales, and a more com­
plex forecast. Furthermore, the interaction between 
changes in the housing construction industry and 
equipment installations is captured. This is one 
example of improvements to the model methodology 
in terms of increased detail and internal consistency. 

All of the methodological changes together pro­
vide a lower estimate of future residential energy 
consumption than would have been obtained 
without this research effort (Fig. 2). The expected 
increase in primary energy consumption after 1977 is 
reduced by 35% in the year 2005, corresponding to a 
reduction of 0.86 quads in that year. Most of the 
reduction (0.40 Q) is in natural gas consumption, fol­
lowed by electricity (0.23 Q), heating oil (0.16 Q), 
and other (0.07 Q). The end uses with the greatest 
percentage change in annual energy consumption are 
refrigerators, freezers, cooking appliances, air condi­
tioners, and water heaters. Of these, only water 
heaters show an increase in energy consumption 
under the new method, compared with the old. 
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Figure 2. Predicted changes in total residential energy con­
sumption after 1977; the new forecast incorporates changes 
in modeling methodology and improvements in the data 
base. (XCG 8312-4926) 
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PLANNED ACTIVITIES FOR FY 1984 

We will obtain recommendations for further 
methodological improvements from a review group 
working for DOE. The review group is intended to 
provide an outside technical perspective on issues 
affecting the analysis of appliance efficiency stan­
dards, including the use of this model. It may 
address such issues as data requirements, availabil­
ity, and quality; consumer and manufacturer 
behavior on energy efficiency and fuel choice; and 
engineering/economic issues affecting the availability 
and cost of more efficient equipment. 

In addition, LBL research will address aggrega­
tion issues concerning variance in weather, energy 
prices, and classes of appliances. We wish to deter­
mine how great an error, if any, is introduced by 
using averages for input. 

We will begin a preliminary investigation into 
methods for improving the treatment of heat pumps 
as a space conditioning alternative. As they become 
available, we will incorporate the results of other 
research activities such as an assessment of market 
behavior regarding energy efficiency choice and new 
analyses of elasticities in specific end uses. 
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Analysis of Federal Energy 
Efficiency Standards for Appliances* 

M.D. Levine, P. Chan, J.E. McMahon, and 
H. Ruderman 

In 1978, Congress required the U.S. Department 
of Energy (DOE) to develop and promulgate 
minimum energy efficiency standards for all major 
residential appliances and heating and cooling equip­
ment. Lawrence Berkeley Laboratory's Energy 
Analysis Program has been deeply involved in the 
analysis of these standards. The major responsibility 
of the LBL team has been to assess the benefits and 
costs of standards to the consumer and to estimate 
the reductions in energy use that could result from 
them. Present DOE policy is not to set any stan­
dards for appliances. LBL is now responsible for 
carrying out over the next several years a reevalua­
tion of the original standards to provide guidance in 
case of further major revisions in DOE policy. 

ACCOMPLISHMENTS DURING FY 1983 

Methodology 

Our basic approach to evaluating impacts of 
appliance standards is to estimate the differences 
between a base-case forecast (i.e., the expected energy 
efficiency and other parameters when no federal 
standards are promulgated) and a standards case 
forecast, in which the energy efficiency and related 
variables are determined or influenced by the federal 
policy. If the efficiency of new appliances, appliance 
usage, first costs, and operating costs were precisely 
known over the time horizon of the study (as they 
cannot be) for both the base case and the standards 
case, then the direct economic impact of the stan­
dards on appliance purchasers-the difference 
between the two cases-would also be exactly 
known. 

Figure 1 presents an overview of the research 
methodology. The general categories of data 
required are shown at the left: socioeconomic data 
for energy forecasting (e.g., projections of housing 
starts); economic data (demand elasticities); 
economic forecasts (energy prices); and the econom­
ics of appliance efficiency improvements. The 
model used to project the base and standards cases is 

·This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings, Energy 
Research and Development, Building Systems Division of the 
U.S. Department of Energy under Contract No. DE=AC03-
76SF00098. -

a version of the Oak Ridge Residential Energy 
Demand Forecasting Model (ORNL).i This model 
has been substantia17 improved for the purpose of 
analyzing standards. The results of the analysis, 
shown at the right of Fig. 1, provide direct measures 
of the impact of standards on appliance purchasers 
and on the nation: change in energy use as a func­
tion of time, change in the life-cycle cost of the appli­
ance over time, net present benefit or cost of the 
standards to the consumer, and changes in ship­
ments of products resulting from the standards. 
Impacts on manufacturers and on different groups of 
consumers cannot be evaluated directly from the 
model and the data. However, the analysis of direct 
economic impacts can be combined with other data 
to obtain estimates of these impacts. 

The analysis requires a great deal of data disag­
gregated by appliance type. Only from such 
disaggregation can we estimate the retirement rates 
of individual appliances, the direct and cross price 
(between fuels) elasticities for energy by end use, and 
the cost of efficiency improvements for each appli­
ance type. 

Key Issues 
Some of the most important issues in the 

analysis of appliance efficiency standards involve the 
following questions: 

• What is the nature of the market for energy 
efficiency in residential appliances? 

• What are the likely impacts of standards on 
consumers, manufacturers, other interest 
groups, and the U.S. economy? 

• How will the impacts on appliance purchasers 
vary among different income groups and 
among different regions of the country? 

, • How do the estimated impacts vary with dif­
ferent products, and why? Should a govern­
ment policy set different criteria for different 
appliances? If so, on what basis? 

• What are the most important sources of uncer­
tainty in estimates of the impacts of standards? 
How can such uncertainty be dealt with to 
improve the quality of public policy analysis? 

• If standards are promulgated, might their be 
effects be reduced (or even eliminated) by 
increased usage of the more efficient products? 
What is the implication of such a "usage elasti­
city" on the analysis of policy? 

• How does the interaction among end uses 
effect our estimates of energy savings and 
economic impacts? 

• What is the effect on other conservation invest­
ments (e.g., thermal integrity)? 
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Figure 1. Overview of research methodology. (XBL 845-1963) 

• How accurate are the underlying data on cost 
versus efficiency improvements for the appli­
ances? How can one account for technological 
improvements that will take place in the 
future? 

Results 

Under various plausible assumptions, the 
analysis projected estimates of energy savings from 
the standards that ranged between 11 and 19 quads 
over a 20-year time horizon, with an expected value 
of 13 to 15 quads. While 14 quads amount to only 
about 5% of aggregate residential energy demand 
over the 20-year period, the impact on energy 
demand growth is dramatic. Figure 2 shows pro­
jected residential energy demand with and without 
standards. The standards originally contemplated by 
DOE were designed to be within present technologi­
cal capabilitie~ and to be below life-cycle cost 
minimums at current fuel prices; if they were to be 
introduced in 1986, overall residential energy 
demand growth would be reduced to zero for a 
decade. Because the legislation provided for updates 
to the standards, the process could lead to level 
residential energy demand for two decades or longer. 
(Other policies or higher-than-expected energy prices 
could result in declining residential energy demand.) 

The total economic impact on consumers is sig­
nificant. Absent periodic updates to and tightening 
of the minimum efficiency standards, energy demand 
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is reduced by almost 0.5 quads per year within 6 or 7 
years of implementation. At a cost to the consumer 
of $6 per million Btu, this is a reduction in fuel costs 
of $3 billion per year. The estimated net present 
benefit of minimum efficiency standards (fuel cost 
savings discounted at 10% real, minus the increased 
first cost of more efficient appliances) is $12 billion 
dollars, with a range between $10 billion and $16 bil­
lion under various alternative assumptions. 

Figure 3 shows the estimated energy savings and 
net benefits of the standards for the six products that 
consume the largest amounts of energy. Water 
heaters and refrigerators yield the greatest potential 
energy savings. The net benefits are also greatest for 
these two products, both because the energy savings 
are largest and because the increased first cost of effi­
ciency improvements are low. Room air condition­
ers and freezers also yield high net benefits per unit 
of energy saved. 

Standards are estimated to have relatively little 
impact on furnaces. The major reason is that DOE 
originally proposed relatively low standards that 
would have yielded little improvement in energy effi­
ciency over that expected without standards. Since 
then, condensing furnaces with efficiencies substan­
tially higher than the trial standards have been intro­
duced and are currently selling well. Thus, a tighter 
minimum standard for furnaces could show substan­
tial energy savings; uncertainty in costs have until 
recently made the estimation of net benefits specula­
tive. 



17.5 

17 

::l 

iii 
c:: 16.5 
~ 
''::: 
"0 
as a 16 

15.5 

Electricity price increase "" 1.0% . 
per year 

Gas price increase"" 4.4% per year 

1985 

Base 
_~O/ 

Case 

Appliance /" 
Standards --7 Zero 
Case /" Growth 

.~-==-.-:.:=-.-:.:=-~::::=,.....:::::~-... ~ 

1990 1995 
Year 

2000 2005 

Figure 2. Residential energy demand forecasts. 
(XBL 845-1966) 

Central air conditioners show significant energy 
savings; however, the net benefits are not nearly so 
great per dollar invested, nor are the unit energy sav­
ings as much as for other products. This is because 
it is assumed that measures to reduce energy use are 
added incrementally to existing central air condi­
tioner models, making efficiency improvements rela­
tively expensive. If a full redesign of central air con­
ditioners (and other products) were evaluated, the 
cost of efficiency improvements could conceivably 
be different (and lower) than the incremental 
approach. 

Figure 4 shows the projected annual energy sav­
ings for several of the most important variables for 
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posed federal standards, by product. (XBL 845-1965) 

which we performed sensitivity analyses. The refer­
ence or base case assumes a real price escalation 
averaging 4.4% per year for natural gas and 1.0% per 
year for electricity over a 20-year period. The low 
energy price forecast assumes real energy price 
increases of 1.6% per year for natural gas and no 
increase for electricity. The high energy price fore­
cast is for annual real price increases of 6.1 % and 
2.0%. The forecast labeled "historic efficiency" does 
not consider energy prices explicitly; rather, it 
assumes that, for each appliance, the efficiency 
improvements of the past decade will continue. The 
two remaining cases (high and low market share elas­
ticities) make different assumptions about market 
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Figure 4. Projections of annual savings in residential energy use under proposed standards for appliance 
energy efficiency, using various base-case assumptions. (XBL 845-1964) 
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response to higher energy prices (in terms of the 
energy efficiency of new product purchases). The 
results of research conducted to date suggest that the 
reference case with a constant discount rate may best 
approximate reality. (This research is discussed in a 
preceding article on energy efficiency choice by 
Ruderman et al.) 

PLANNED ACTIVITIES FOR FY 1984 

The reanalysis of appliance efficiency standards 
is expected to take place over the next 3 years. A 
thorough review of all aspects of the research has 
been initiated by a panel of experts convened by 
Lawrence Berkeley Laboratory. Current work at 
LBL involves (1) improvements to the energy 
demand forecasting model (particularly in treating 
different classes of appliances such as frost-free and 
partially automatic refrigerators); (2) systematic ana­
lyses of the strengths and weaknesses of the energy 
demand model; (3) analysis of energy demand and 
usage elasticities to improve forecasting results; (4) 
studies of aggregation issues involved in forecasting 
impacts at the national level and for consumers with 

Effects of Utility Incentive Programs 
on the Energy Efficiency of Newly 
Purchased Appliances* 

D.F. Dickey and M.D. Levine 

Rebates are a new form of financial carrot that 
utilities have developed to influence the appliance 
purchase decisions of residential customers. The 
novelty of utilities' provision of "up-front cash" to 
homeowners who select particular appliances has 
captured the interest of consumers, utilities, and 
regulatory bodies. 

Appliance incentive programs have been offered 
only in the last several years and have spread widely 
since 1979. State public utility commissions have 
encouraged (and sometimes required) these efforts. 

*This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Building Equipment Division of the 
U.S. Department of Energy under Contract No. DE-AC03-
76SF00098. 
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"average" incomes; (5) research on improving esti­
mation of consumer fuel choice; (6) improvements 
in analyzing heat pump market penetration and effi­
ciency choices; and (7) conceptual studies to begin 
the design of the analysis of factors affecting 
manufacturers' decisions regarding the energy effi­
ciency of new product lines. 

The LBL team will work closely with the 
research review group. Subcontracting will 
emphasize improved data on the distribution of 
energy efficiency of appliances sold both nationally 
and by region of the nation and a preliminary 
reassessment of trade-offs between cost and energy 
efficiency in appliances. 

REFERENCES 

1. Hirst, E., and Carney, J. (1978), The ORNL 
Engineering-Economic Model of Residential 
Energy Use, Oak Ridge National Laboratory, 
ORNL/CON-24. 

2. McMahon, J.E. (1984), "An Improved Residen­
tial Energy Model," LBL report in preparation. 

Commissions and state legislatures have determined 
that utilities' direct subsidies of customers' appliance 
purchases are justified because they encourage use of 
efficient equipment, thus providing energy at a lower 
cost than investing in new generating capacity or 
purchasing expensive peak-load fuels. 

The two primary forms of incentives offered are 
cash rebates and subsidized loan programs. Of the 
two, rebate programs have proved to be much more 
popular. A wide range of appliances have come 
under these rebates, and eligible recipients have 
included homeowners, renters, dealers, builders, and 
utility employees. 

As part of an investigation into the impact of 
public policies (especially appliance standards) on 
the energy efficiency of residential equipment, we 
contacted 76 utilities to assess the effect of utility 
rebate programs on the energy efficiency of newly 
purchased residential appliances and heating and 
cooling equipment. We were interested in learning 
whether utility rebate programs have increased the 
average energy efficiency of these products, and if so, 
by how much. We also wanted know whether these 
utility programs would be likely to have a significant 
impact in the future. 



ACCOMPLISHMENTS DURING FY 1983 

Methodology 

We surveyed the 76 utilities in two groups. 
Group 1 consisted of 41 utilities that had been iden­
tified before contact as offering incentives for 
residential appliance purchases. We surveyed these 
first to learn whether the programs were being con­
tinued in 1983, and to collect data on their results. 

We then contacted a second group of 35 utilities 
that had not been identified as offering rebates or 
loans. To gain a broad perspective about utilities' 
interest in starting incentive programs, we included 
large investor-owned and municipal utilities from 
various states and climatic regions. Because many of 
the programs surveyed in group 1 had been identi­
fied through an air conditioner and heat pump 
manufacturers' industry association, we anticipated 
that group 2 would provide a more comprehensive 
indication of utilities' relative interest in appliance 
incentive programs. 

Additionally, we included the Tennessee Valley 
Authority and the Bonneville Power Administration 
because of their unique capability to implement pro­
grams that include many utilities and power distribu­
tors. 

We mailed written versions of the survey to 
respondents when an appropriate iime to speak on 
the telephone could not be arranged. Some program 
managers sent pamphlets, promotional materials, 
and internal work plans to supplement the telephone 
or written survey. 

Results 

Extent of Incentive Programs 

We found that 51 of the 76 utilities surveyed-
67%-had incentive programs for appliances; these 
programs are thus much more widespread than we 
had anticipated and have the potential to affect a 
substantial proportion of appliance purchases. 

The 51 utilities with incentive programs in 1983 
represent 45.9% of investor-owned residential electric 
sales and 32.3% of municipal residential electric 
sales. Thus, at a minimum, appliance rebate pro­
grams can affect purchase decisions in regions of the 
country in which almost 50% of residential electricity 
is consumed. An upper limit on the magnitude of 
these programs was determined to be 60% [45% of 
total electric sales plus 0.4 (utilities not surveyed) X 
0.4 (fraction of group 2 offering programs) = 60%1. 

Utilities operating programs appear likely to con­
tinue them. In the first group of utilities contacted, 
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only one had discontinued its incentive efforts by 
1983.t Additionally, one program was stopped dur­
ing 1983 to allow the state regulatory commission to 
re-evaluate the cost-benefit assumptions under which 
the program was operating. Thus, at present it 
appears that the rebate programs will continue in the 
future. 

Many utilities are presently in the process of 
implementing appliance incentive programs. More 
than 20% of the utilities in group 2 that we surveyed 
were considering or planning such programs, or 
awaiting regulatory commission decisions about 
them. Thus, 60% (by sales) of the utilities in group 
2-the group not previously identified as offering 
appliance incentive programs-were either offering 
such programs (40%) or planning to do so (20%). 

A summary of the results measuring utility 
interest in rebate programs is contained in Table 1. 

Appliances Affected 

Heat pumps and room air conditioners were the 
most popular appliances for subsidies. As noted in 
Table 2, 37 of the utilities surveyed offered incen­
tives for central heat pumps in 1983, representing 
36% of national investor-owned utility (IOU) 
residential electricity sales and 25.6% of national 
municipal utility sales. 

Rebates for central air conditioners were the 
second most widely offered, chosen by 25 utilities 
that represent 31.1 % of IOU residential electric sales 
(but only 6.3% of municipal sales). 

Solar water heaters were favored next (20% of 
IOUs by sales) and were similarly the next choice 
among municipal utilities (16.8% by residential elec­
tric sales). 

Room air conditioners were promoted by a 
slightly larger share of investor-owned utilities than 
solar water heaters (20.9% of sales versus 20.2%). 
No municipals offered incentives for room air condi­
tioners. 

Utility Objectives 

The objective most frequently mentioned by util­
ities with rebate programs was peak-load growth 
reduction; 63% of the utilities offering programs 
cited this reason. Utilities' predominant selection of 
air conditioning and heat pump units for appliance 
subsidy programs appears directed toward this objec­
tive. 

tThe reason given for discontinuation was that higher fuel costs 
were providing sufficient incentives for energy conservation. 
Thus the incentive program was seen as no longer needed. 



Table 1. Status of utilities' incentive programs and percent of national residential electric sales represented by utilities surveyed. 

Total 

% Natl. resid. 

%of electric sales 

Number Sample IOU Muni 

Utilities surveyed 76 100 61.7 45.3 

Utilities offering 

programs in 1983 51 67 45.9 32.3 

Utilities planning! 

considering or awaiting 

regulatory approval 9 11.8 5.2 7.9 

Utilities not 
considering or offering 
programs 16 21 10.6 5.1 

Note: IOU = investor-owned utilities; Muni = municipal utilities. 

aUtilities identified before survey as having incentive programs. 

bUtilities not known before survey to have incentive programs. 

Reduction of base load was cited in 22% (11/51) 
of the responses, followed by balancing of seasonal 
loads through increased off-peak sales (20% or 
1O/51). 

Table 2. Appliances for which incentives are offered. 

% Natl. resid. 
Utilities electric sales 
offering 

Appliances incentive IOU Muni 

Central heat pump 37 36.0 25.6 
Window/room heat pump 14 16.4 0 
Central air conditioner 25 31.1 6.3 
Room air conditioner 15 20.9 0 
Solar water heater 20 20.2 16.8 
Heat pump water heater 14 17.1 10.3 
Heat recovery water heater 8 9.9 0.8 
Gas water heater 5 0.8 0 
Electric water heater 4 3.8 1.0 
Gas heat 4 1.5 0.3 
Electric heat 3 2.1 1.0 
Solar heat 2 0 1.3 
Gas dryer 4 3.7 0 
Refrigerator/freezer /r /f 5 13.1 0 
Gas ranges/ovens 3 0 0 

Group la Group 2b 

% Natl. resid. % Nat!. resid. 
%of electric sales %of electric sales 

Number Group IOU Muni Number Group IOU Muni 

41 

38 

2 

100 38 21.6 35 100 23.6 23.7 

92.6 36.4 16.0 13 37 9.6 16.2 

2.4 0 5.5 8 22.5 5.2 2.3 

4.9 1.6 0 14 40 8.8 5.1 

Impact on Energy Efficiency 

Utility incentive programs were found to have 
little impact on the energy efficiency of household 
appliances, despite their rapid and extensive penetra­
tion throughout the nation. This conclusion can be 
inferred from the data in Table 3. Some calculations 
for the most important appliances are given in the 
discussion below. 

We concluded that the effect of utility incentive 
programs on the average energy efficiency of heat 
pump shipments is negligible. The average 
minimum SEER (seasonal energy efficiency ratio) for 
a utility heat pump program is 7.5, while the sales­
weighted SEER for the nation is 8.0, the more effi­
cient level. In addition, 38% of the incentive pro­
grams require an average of 8.0 and above, so we 
infer that 8.5 is about average for the efficient units. 

Adjustment for the impact of program require­
ments above the survey average yielded a maximum 
increase of 0.01 SEER. This estimate is derived as 
follows: the fraction of utility programs requiring 
efficient heat pumps is 38% (0.38); the fraction of 
heat pump sales affected by the programs is 10% 
(0.1); and the increase in SEER for heat pumps 
owing to the efficiency requirements of the programs 
is 20% (0.2). The product of these three factors (0.38 
X 0.1 X 0.2) is approximately O.Ol-as stated, a 
negligible increase. (The estimate assumes that per-
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Table 3. Estimated annual incentives and average program efficiencies for utilities providing data. 

% Utilities Total % Annual Annual National sales- Utility 
reporting annualized U.S. U.S. weighted energy program 

Appliance data incentives shipments shipments efficiency avg. effic. 

Central heat pump 62 32,089 8.7a 372,615 7.97 (1982) 7.5 
Room heat pump 50 321 n/a n/a n/a 8.1 
Central air 

conditioner 52 121,651 11.9 1,018,938 8.31 (1982) 8.5 
Room air 

conditioner 60 43,241 1.2 3,692,500 7.06 (1981) 8.39 
Solar water heater 55 18,287 n/a n/a n/a n/a 
Heat pump heater 64 1,114 n/a n/a n/a n/a 
Heat recovery 

water heater 63 3,247 n/a n/a n/a n/a 
Gas water heater 60 6,402 0.2 2,921,052 48.17 (1978) n/a 
Elec. water heater 50 1,511 0.5 2,684,104 80.67 (1978) n/a 
Gas range 0 n/a 0 1,794,200 17.66 (1978) n/a 
Gas dryer 25 3,915 0.6 682,400 2.41 (1980) n/a 
Gas furnace 25 3,300 0.2 1,764,000 63.58 (1978) n/a 
Elec. space heater 33 0.84 n/a n/a n/a n/a 
Solar space heater 50 0 n/a n/a n/a n/a 
Refrigerator, freezer 

r/f(new) 100 84,552 1.5 5,704,000 6.12(r&r/f) (1982) 
11.28(f) (1982) n/a 

Refrigerator, r/f (old) 100 12,500 n/a n/a n/a n/a 

aShipment and efficiency figures aggregate central and room heat pumps. Percent of annual U.S. shipments is therefore based on 
aggregation of their totals. 

Sources: Appliance Manufacturers' Magazine 
Air Conditioning, Heating, and Refrigeration Institute (1983), Comparative Study of Energy Efficiency Ratios. 
Association of Home Appliance Manufacturers. 
U.S. Department of Energy, CS-179 Survey of Manufacturers. 

sons purchasing the more efficient heat pump under 
an incentive program would not otherwise do so.) 

Incentives for central air conditioners identified 
in the survey total 12% of national sales. Correcting 
for utilities not included in the survey (by assuming 
the same percentage of these as those in group 2 also 
had incentives) yields a best estimate of 14% of total 
sales. 

The impact of current incentive programs on the 
efficiency of central air conditioners is larger than for 
heat pumps but nonetheless small. The average 
SEER of the air conditioner incentive programs is 
8.5. The sales-weighted SEER for central air condi­
tioners is 8.43. However, 40% of all incentive pro­
grams require an SEER of 9.0 or above (to a max­
imum of 9.5). Assuming that the high-efficiency pro­
grams promote an average SEER of 9.1, and that 
consumers in these programs would have purchased 
at the national average of 8.31, the effect of the util­
ity programs on the SEER can be calculated as 
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follows: 0.8 (increase in SEER) X 0.12 (fraction of 
central air conditioner sales impacted by utility pro­
grams) X 0.4 (fraction of utility programs requiring 
high efficiency central air conditioners) = 0.04. This 
is a negligible increase in SEER. 

It might be argued that to the extent that utility 
incentive programs are speeding up the replacement 
of older, less efficient central air conditioners, they 
will improve the average SEER more rapidly than 
the estimate presented here. However, available 
data (to 1972) indicate that older central air condi­
tioners are only slightly less efficient than current 
models. It is unlikely that efficiencies of central air 
conditioners improved significantly before 1982. 
Thus, the replacement effect is not expected to be 
large. 

Interestingly, the minimum EERs for room air 
conditioners were substantially above the national 
sales-weighted EER: 8.4 versus 7.1. However, the 
number of incentives offered was too small to raise 



the efficiencies of room air conditioners for the 
nation as a whole. 

For all other products, the incentives identified 
in the survey covered only a small fraction of total 
sales nationwide. Incentives for refrigerators among 
utilities surveyed were 1.5% of total sales, and for 

Residential Hourly and Peak Demand 
Model* 

G. Verzhbinsky, E.L. Vine, H. Ruderman, and 
M.D. Levine 

room air conditioners, they were about 1 %. 

PLANNED ACTIVITIES FOR FY 1984 
A final report is being prepared that will detail 

the results of the survey. Otherwise, no further work 
is planned. 

tlvlty runs (this utility provided us with the most 
complete set of data), and several scenarios were 
chosen to study the effect of various conservation 
policies on this service area. The validation and sen­
sitivity studies required some improvements in the 
model and changes in its operation. 

One of the main reasons for developing the 
hourly and peak demand model was to create a tool 
that would help electric utilities to evaluate the 
results of different conservation policies on peak 
demand, load factor, and load-duration curve. To 
illustrate the broad spectrum of options that can be 
simulated with the model, the following scenarios for 
newly built houses were examined: 

For the past few years, we have been developing 
a residential hourly and peak demand model under. 
the sponsorship of the Department of Energy. This 
peak load model has enabled us to examine the 
effects of various energy conservation policies on 
utility load shapes. Changes in peak load and load 
factor can affect the financial picture of an electric 
utility by reducing or increasing the need for new 
generating capacity. Knowledge of how conservation 
policies affect electricity sales and load shapes is cru­
cial for understanding whether utilities will support 
the policies and assist in their widespread adoption. 

. (1) Base case 

The model operates by disaggregating projections 
of annual residential electricity consumption for 12 
end uses to each hour of the year. The annual con­
sumption projections are provided by the 
ORNL/LBL Residential Energy Use Model. 1,2 
Because of the high level of disaggregation in both 
the peak load and the ORNL/LBL models, utility 
and government policies targeted at specific appli­
ances and building characteristics can be evaluated. 
Details of the construction, operation, and validation 
of the peak load model will be appear in a forthcom­
ing LBL report. 3 

ACCOMPLISHMENTS DURING FY 1983 

Several types of analysis have been performed 
using the LBL residential and peak demand model. 
Data from the Detroit Edison Company (DECO) 
have been used for model validation and for sensi-

*This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Building Equipment Division of the 
U.S. Department of Energy under Contract Number DE-AC03-
76SF00098. 
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(2) Passive solar case 
(3) Low infiltration case 
(4) Base case with Consumer Product Efficiency 

Standards (CPES) 
(5) Tight houses . 
(6) Case 5 combined with Case 2 
(7) Case 5 combined with CPES. 

Each case was run for a summer- and a winter­
peaking utility. The summer-peaking utility was 
based on data obtained from Detroit Edison; the 
winter~peaking utility was derived from the DECO 
data by increasing the saturation and market pene­
tration of electric heating systems. (At present, heat­
ing in the DECO service area is primarily by gas.) 
Cases 4 and 7 assume that the level 4 Consumer Pro­
duct Efficiency Standards proposed by DOE4 were 
implemented in 1982. The standards affect gas and 
oil central space heaters, room and central air condi­
tioners, electric and gas water heaters, refrigerators, 
and freezers, but not electric space heaters. Table 1 
shows the house characteristics used in the simula­
tions. 

Each case required adjustments to the fraction­
in-use (appliance-use) matrices5 because of the differ­
ences in house thermal characteristics and energy 
performance. A fraction-in-use matrix. shows the 
fraction of appliances of a given type that are in 



Table 1. Summary of house characteristics in LBL peak and hourly demand model 
simulations. 

Case Ceiling Wall Foundation Type of Infiltration Window 
no.a insulation insulation insulation 

(R-value) (R-value) (R-value) 

23.7 11.3 0.0 

2 23.7 11.3 0.0 

3 23.7 11.3 0.0 

4 23.7 11.3 0.0 

5 38.0 19.0 10.0 
(8 ft deep) 

6 38.0 19.0 10.0 
(8 ft deep) 

7 38.0 19.0 10.0 
(8 ft deep) 

aSee text for descriptions of these scenarios. 

operation in a service area during each hour of the 
day under different temperature conditions. To 
adjust these matrices, we used the DOE-2.IA pro­
gram to simulate the heating and cooling loads in the 
building for all cases considered. The output rou­
tines of the DOE-2.IA program were modified to 
reformat the hourly loads into electricity demand 
matrices by hour and temperature (or temperature­
humidity index). Each element of the matrix gives 
the electricity load for specified time and tempera­
ture conditions. Then the original fraction-in-use 
matrices were adjusted by multiplying each element 
of the matrix by the ratio of the corresponding ele­
ments in the electricity demand matrices for the pol­
icy and base cases. 

We were particularly interested in how different 
conservation policies would change the peak demand 
and the load factor. The load factor is the ratio of 
average hourly load to peak load; it quantifies how 
much the load varies over time. Utilities like to 
keep their load factor high-i.e., to have a minimal 
difference between average and peak loads-because 
it makes more efficient use of their generating capa­
city. Reducing the growth in peak load is important 
to a utility facing capital constraints, since it reduces 
the need to invest in new generating capacity. 

Some of our simulation results are illustrated in 
Table 2 and in Figs. I and 2. In the base case, peak 
demand is expected to increase from 2800 MW in 
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glazing (ach) orientation 

1.5 0.7 equal 

1.5 0.7 75% south 
25% north 

1.5 0.4 equal 

1.5 0.7 equal 

3.0 0.7 equal 

3.0 0.7 75% south 
25% north 

3.0 0.7 equal 

1980 to 4000 MW in 2005. This will be accom­
panied by a continuing decline in load factor as air 
conditioning saturation increases. Large peak sav­
ings occur in Case 4 (appliance standards), in Case 5 
(highly insulated houses), and in Case 7 (Cases 4 and 
5 combined). The difference in the peak savings for 
cooling and heating in Case 4 (7.81 % versus 0.82% in 
2005) occurs because of the absence of efficiency 
standards for electric heating appliances. The small 
savings for electric heating are caused by switching 
from electric heaters to gas heaters having improved 
efficiencies. 

The biggest improvement in load factor for 
summer-peaking utilities occurs in Cases 4 and 7, 
due mainly to the increase in air conditioner effi­
ciency .. For winter-peaking utilities, however, peak 
load decreases relatively less than average load, 
degrading the load factor. Again, the lack of stan­
dards for electric heaters, which contribute to the 
peak load, is responsible, whereas standards for other 
appliances, which contribute to the average load, 
exist. Lowering the air infiltration rate in residential 
buildings is an important consideration for this type 
of utility. It should be noted that load factor is a 
nonlinear characteristic; two policies that by them­
selves improve load factor may lead to smaller load 
factors when implemented simultaneously. 

For these studies, it was necessary to construct a 
simplified version of the peak demand model. The 



Table 2. Summary of sensitivity analysis runs. 

Case Peaking Year Peak Percent Load 
factor no. season load saving 

(MW) 

Summer 1990 
2005 

Winter 1990 

2 Summer 

Winter 

3 Summer 

Winter 

4 Summer 

Winter 

5 Summer 

Winter 

6 Summer 

Winter 

7 Summer 

Winter 

2005 

1990 
2005 
1990 
2005 

1990 
2005 
1990 
2005 

1990 
2005 
1990 
2005 

1990 
2005 
1990 
2005 

1990 
2005 
1990 
2005 

1990 
2005 
1990 
2005 

3105 
3994 

10098 
13864 

3091 
3954 

10113 
13935 

3072 
3895 
9982 

13558 

2862 
3682 
9988 

13750 

3002 
3817 
9836 

13229 

3027 
3881 
9830 

13223 

2803 
3525 
9749 

13133 

0.4323 
0.4173 
0.2659 
0.2548 

0.45 0.4342 
1.00 0.4212 

-0.150.2651 
-0.51 0.2526 

1.06 0.4366 
2.48 0.4272 
1.15 0.2672 
2.20 0.2570 

7.82 0.4536 
7.81 0.4376 
1.09 0.2631 
0.82 0.2520 

3.32 0.4437 
4.43 0.4321 
2.59 0.2671 
4.58 0.2564 

2.51 0.4407 
2.83 0.4263 
2.65 0.2672 
4.62 0.2563 

9.73 0.4610 
11.74 0.4524 
3.46 0.2645 
5.27 0.2535 

Percent 
change 

0.44 
0.93 

-0.30 
-0.86 

0.99 
2.37 
0.49 
0.86 

4.93 
4.86 

-1.05 
-1.10 

2.64 
3.55 
0.45 
0.63 

1.94 
2.16 
0.49 
0.59 

6.64 
8.41 

-0.53 
-0.51 
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Figure 1. Two scenarios of annual residential peak 
demand, 1975-2005, based on Detroit Edison Company 
data for its service area. Case 7 assumes appliance stan­
dards and tight insulation of housing are in effect. 
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Figure 2. Two scenarios (same as Fig. I) of annual 
residential load factor; projections based on Detroit Edison 
data. (XCG 8311-4913) 

model was originally designed to compare the base 
case with a single conservation case in one run. 
Validation and sensitivity studies, however, require 
comparisons of the base case with several other 
cases. For these comparisons, the same weather file 
must be used for all years. These considerations 
were taken into account in constructing the simpli­
fied version. The changes in the model also reduce 
the running time from 30 to 4 minutes. 

We also began incorporating heat pumps into the 
model. The key part of this study was the analysis 
of the difference in performance of heat pumps and 
electric resistance heaters. The results were used to 
construct fraction-in-use matrices for heat pumps. 
The DOE-2.IA program was used to simulate 
residential buildings employing heat pumps or 
resistance heaters. We developed matrices and vec­
tors that provide quantitative information about 
temperature- (and load-) dependent coefficients of 
performance for heat pumps. Elements of these 
matrices are calculated as ratios between correspond­
ing elements. of the demand matrices from the 
DOE-2 simulations of heat pumps and heaters. Vec­
tors were produced by averaging the matrix elements 
over 24 hours, a procedure very similar to one used 
in the sensitivity runs. 

PLANNED ACTIVITIES FOR FY 1984 

The results obtained during FY 1983 show that 
• the hourly and peak demand model is a useful tool 

in understanding the effects that energy conservation 
programs can have on an electric utility service area. 
Further insight is provided by running this model in 
conjunction with the DOE-2 building energy simula-
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tion model and the ORNL/LBL residential energy 
use model. During FY 1984, we intend to expand 
the capabilities ·of the model, make it easier to use, 
and apply it to other utility service areas. 

Other main activities planned for FY 1984 
include: 
• Completing the addition of heat pumps to the 

model, as well as other selected model 
improvements. 

• Continuation of validation and sensitivity stu­
dies based on various weather files and diver­
sity procedures. 

• Development of a module for calculating the 
effects of load shape changes due to the imple­
mentation of conservation policies on utility 
finances. 
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1. Hirst, E. and Carney, J. (1978), The ORNL 

Engineering-Economic Model of Residential 

Price Elasticity of Residential 
Electricity Demand* 

E. Kahn, J. Sathaye, and D. Robbins 

As the cost of electricity increases substantially, 
it is important to be able to assess the consumption 
changes that will occur in response. Such an analysis 
must begin with the economist's notion of price elas­
ticity. The basic definition of price elasticity is the 
percentage change in consumption due to a 1 % 
change in price (i.e., the ratio of percent change in 
consumption to the percent change in price; a price 
increase that causes a decline in consumption thus 
yields a negative elasticity). This can be measured 
both for short-run periods when the stock of devices 
is fixed and for the long run when the stock varies. 
In this project, we examined the various factors that 
affect elasticity estimates, reviewed the literature on 
price elasticities, and provided a critical evaluation 
of some of the more interesting and controversial 
studies. I As a case study, estimates for both short­
and long-run price elasticities were develoyed from 
data for the Gulf States Utilities Company. In addi-

·This work was supported by the Electric Power Research Insti­
tute, through the U.S. Department of Energy under Contract No. 
DE-AC03-76SF00098. 
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tion to these data, the DOE-2 and ORNL models 
were used to improve the engineering specificity of 
the consumption model. 

ACCOMPLISHMENTS DURING FY 1983 

Literature Evaluation 

Our review of the literature and critical evalua­
tion of some of the studies led to the following gen­
eral conclusions: 

(1) Elasticity estimates show great variation. 
This has been reported by Bohi for studies published 
before to 1978, and our review of studies made 
since 1978 yields the same result. In extreme cases, 
short-run estimates are higher than long-run esti­
mates. 

(2) The published studies show great variation­
a factor of two-in elasticity estimates within a state. 
State-level analysis therefore averages over broad 
estimates without adequate justification for doing so. 
The results of such analysis are not representative of 
utility area elasticities and should be used with cau­
tion. 

(3) Studies using monthly models rely on 
independent variables that are not observed monthly 
but are interpolations from annual data, e.g., income. 
In some cases, the dependent variable is observed 
monthly, but the data are suspect. Annual models 



have none of these problems. On the other hand, 
they result in very few data points over a long time 
period, so that changes in the underlying structural 
and economic relationships may be obscured; e.g., 
prices declined until the early 1970s, were stable for 
a short while, and then increased rapidly. Elasticity 
estimates are sensitive to the period chosen for 
study. 

(4) Elasticity estimates are sensitive to cooling 
loads. However, depending on the study, the elasti­
city may either increase or decrease. Lawrence 
reports very high cooling elasticities,4 whereas Betan­
court and Chern have shown lower elasticities. 5,6 

(5) The interaction of weather sensitivity and 
price trends on elasticity estimates has not been 
thoroughly examined. It appears that priCes, appli­
ance saturation, and weather sensitivity are linked in 
more a complex fashion than previously realized. 

(6) Elasticities appear to increase with increasing 
fraction of income devoted to electricity consump­
tion, i.e., a higher budget share. The precise trend is 
not clear, however, because the two studies that 
reviewed this question indicate diverse trends. 

(7) Generally, studies in the academic literature 
are methodologically sophisticated and advanced but 
are not usable without highly detailed data that 
match survey information to customer bills. Utility 
companies wish to rely on simpler techniques that 
would yield reliable and consistent results. 

(8) Analysis of simple models used by three 
utilities-Long Island Lighting Company (LILCO), 
Public Service of Indiana (PSI), and Philadelphia 
Electric Company (PECO)---confirms that the elasti­
city of customers with electric space heating is 
around -1 and is much higher than for customers 
without space heating. The short-run elasticity in 
most cases is around -0.3 to -0.4. 

Further generalizations regarding elasticity 
changes with respect to data period and model 
specification are difficult. For LILCO and PECO, 
model specification strongly influences elasticity esti­
mates; for PSI, time period has a stronger effect. 

(9) Empirical studies show elasticities declining 
from 1956 to 1975. Since these were done for 
periods of declining prices and suffer from aggrega­
tion bias, the implication for forecasting elasticities 
in a period of increasing prices is unclear. 

Gulf States Utilities Case Study 

We conducted a study of the Gulf States Utilities 
(GSU) service area that linked engineering methods 
with econometric techniques to estimate short- and 
long-run price elasticity. Data on appliance satura­
tion and efficiency, thermal integrity of houses, and 
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prices and incomes are available for this utility ser­
vice area. These are used to separate various end­
use components of electricity consumption. Such 
end-use analysis can reveal the potential for change 
in residential electricity use. 

Price Elasticity in the Short Run 

We adapt a standard model of electricity con­
sumption to include an explicit representation of the 
capital stock. The basic equation is: 

where E = electricity consumption, 
P = electricity price, 
Y = real income, 
Z = other explanatory variables, 
S = appliance stock, 
C ,aj = constants. 

(1) 

The coefficient aj is the price elasticity, which we 
limit here to changes in the use of existing appli­
ances. 

To estimate the coefficients statistically, we 
transform this basic model in a number of ways. 
First, we divide both sides by S to produce a meas­
ure of capacity utilization, E / S . Second, we distin­
guish the variable part of consumption from the 
fixed part by the relation 

Ev := E - E* , (2) 

where E* is that part of electricity use which is fixed 
in the short run. 

To make Eq. (2) consistent with the capacity 
utilization notion, we re-write Eq. (1) in logarithmic 
form as follows: 

InCU = InC + al InP + a2lnY + a3lnZ ,(3) 

where CU = Ev /(S - E*). 
To specify a version of Eq. (3) that can be 

estimated, we identify Ev with the weather-sensitive 
demands of air conditioning and space heating. This 
represents about half of the residential energy con­
sumption of GSU. Additional empirical problems 
involve the separation of heating and cooling 
demands and the proper treatment of the price vari­
able. For statistical reasons, it is not appropriate to 
use average prices in Eq. (3). Since average price is 
determined simultaneously with consumption 
(because there is a nonlinear rate structure), we tried 
two alternatives. The first version used a representa­
tion of the rate structure based on prices at two fixed 



consumption levels. To do this, we changed Eq. (3) 
to the form 

InCU = InC + h, InP, + 

The two price coefficients of Eq. (4) must be 
weighted to produce a short-run elasticity, i.e. 

(5) 

where w, + w2 = 1. 
The second an alternative to Eqs. (4) and (5) that 

we tried is an instrumental variable approach to 
finding an "average" price that does not involve the 
simultaneity problem. 

A final version of the short-run model involves a 
further transformation of the dependent variable. It 
takes advantage of the bounded nature of the capa­
city utilization variable CU. By definition, CU 
must be between 0 and 1. To incorporate this into 
the estimation procedure, we use the logit transfor­
mation 

. CU 
Loglt CU = 1 - CU (6) 

We then put the logarithm of Logit CU into Eq. (4). 
To interpret the coefficients estimated in this 
manner, we scale down the parameter values to get 
elasticities. This compensates for the transformation 
of Eq. (6). The procedure typically recommended is 

where N j = elasticity with respect 
to variable i, and 

aj = estimated coefficient of 
variable i. 

To use Eq. (7), we must specify a capacity utilization 
level CUj . Although Eq. (7) is hard to use in prac­
tice, we do not need the scale factor if we are only 
interested in the relative value of the coefficients. 

Table 1 shows the results of estimating with vari­
ous models. For our purposes, version A2 is the 
most useful. The coefficients of Al are similar, but 
instead of two price variables at fixed usage levels, 
this model has only one and a variable representing 
the slope of the rate structure. The instrumental 
variable for average price (A VI) has the wrong sign. 
Both logit versions show the same ratios of coeffi­
cients as A2. Of particular interest are the ratios of 
CDD to HDD (cooling degree-days to heating 
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degree-days), of price to income, and of price at 500 
kWh to price at 1000 kWh. These results substan­
tiate the estimated coefficients in model A2. 

Now we must find a weighting scheme in the 
form ofEq. (5) to use the coefficients of A2. We rely 
on a basic property of residential utility billing and 
consumption data. The sales frequency distributions 
characterizing consumption are typically so skewed 
that, at the mean level of consumption, 75% of the 
total quantity has been consumed. Since the mean 
for the GSU data occurs at 1000 kWh/month, we get 
a natural weighting of the price coefficients for A2 in 
Table 1 as follows: 

N = 0.75(-0.44) + 0.25(+0.03) = -0.32 . (8) 

The Eq. (8) elasticity only accounts for the weather­
sensitive part of consumption. It is common to use 
a consumption-weighted elasticity that refers to all 
end users. If we modify Eq. (8) by accounting for 
the utilization elasticity of water heating (-0.25), 
weighting this by its share of average use (13%), the 
resulting elasticity is given by 

N = 0.5(-0.32) + 0.13(-0.25) (9) 

= -0.19 . 

Long-Run Stock Adjustment-Engineering Economic 
Projections 

The long-run response to price is a change in the 
stock of appliances. We estimate this by projecting 
changes in average use, using the following identity: 

n 
AVU = ~ SAT j X UEC j (10) 

j=, 

where A VU = average monthly use per customer; 
SATi = saturation of end use i; . 
UECi = average unit energy consumption 

of end use i. 

The stock adjustment part of price elasticity is the 
percentage change in average use corresponding to 
the percentage change in price. Formally, 

NLR = (I1AVU/AVU)/t:.P/Pj (11) 

where 11 is the difference operator. 
We· estimate Eq. (11) by disaggregating 1982 

average use into nine end uses that comprise more 
than 90% of use. We then project saturations and 
UEC's for each according to the general logic illus-



Table 1. Estimates of capacity utilization (CU) by weather-sensitive demand models for 
Gulf States Utilities. 

Model 

Al A2 A3 BI B2 

Dependent CU CU CU Logit Logit 
variable CU CU 

Price variables 
500 kWh -0.451 -0.443 -0.589 -0.582 
750 kWh 
1000 kWh 0.031 0.041 

AVIa 1.689 

Slope -0.181 O.OOlb -0.205 

Income 

HDD 

CDD 

DummyHDD 

Dummy LA 

R2 

aInstrumental variable for average price. 

bIn significant, i.e., t statistic = 0.04. 

CSignificant at 5% level only. 

trated in Fig. 1. We chose the year 1992 to estimate 
the long-run stock adjustment. Projections of new 
customer growth and appliance saturations are based 

New 
- Customer ---Growth 

PROJECTED 
New f-+ PROJECTED 

I+- Dwelling f--+ UNIT ENERGY 
SATURATIONS Type Mix CONSUMPTION 

Linked 
- Appliance 

Choices 

New Market 
Appliance ---. 
Efficiency 

Retrofit & Existing 
Existing Turnover of 
Saturations Existing - Unit Energy 

Stock Consumption 

Figure 1. Methodology for projecting unit energy con­
sumption and appliance saturation. (XBL 8310-611) 

0.008 0.008 O.OOlc 0.010 0.010 

0.104 0.102 0.090 0.134 0.131 

0.490 0.489 0.359 0.662 0.660 

1.946 1.947 1.477 2.641 2.644 

0.136 0.122 -0.096 0.194 0.177 

0.476 0.476 0.555 0.493 0.493 

on GSU estimates. The only exception involves 
space heating, for which a special economic evalua­
tion procedure must be introduced because the com­
petition between gas and electricity is intense. 

The 1982 UEC's for most appliances are 
estimated from other utilities. Simulations for 
single-family homes, apartments, and mobile homes 
provide detailed knowledge of current consumption 
and potential future changes. Surveys of current 
building practices by the National Association of 
Home Builders provide specifications of thermal 
properties that allow reasonable matching to DOE-2 
simulations. It· is then possible to see the improve­
ment in performance of new buildings relative to the 
average. building in GSU's service territory. Esti­
mates of heating and cooling loads for further plausi­
ble improvements are also easily obtained. This 
information is necessary for the economic model of 
heating fuel choice. 

To project the UEC's for the 1992 appliance 
stock, we make use of the ORNL model adapted to 
the GSU situations. Relying upon a GSU price fore-
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cast and DOE-2 estimates of cooling hours, we calcu­
lated the year-by-year average efficiency of new 
appliances. Figures 2 and 3 give two examples. 
These are graphs of efficiency improvements induced 
by price increases relative to new units of base year 
1982 vintage. For refrigerators, a 50% efficiency 
increase occurs. For central air conditioning, the 
ORNL model projects a trajectory that looks much 
like the GSV price forecast, on which it is based. 
There is a steep increase in the middle 1980s fol­
lowed by a more gradual decline. According to the 
logic of the ORNL model, the difference in Figs. 2 
and 3 follows from air conditioning being closer to 
its economically optimal efficiency, compared with 
the substantial distance of refrigerators from the 
optimal. 

Table 2 shows the results for 1982 and 1992, for 
the same nine end uses. Broadly speaking, the 
change between 1982 and 1992 is increasing appli­
ance saturation and decreasing VEC. Space heating 
grows from 24% to 30% of the market, and central 
air conditioning from 53% to 65%. Room air condi­
tioning declines from 28% to 21 %. Large decreases 
occur in the VEC's of some uses due to the substan­
tial price increases anticipated by GSV. The net 
effect of these two trends is a decline in average use. 
For the period estimated, the resulting numerical 
values required for Eq. (11) yield the following stock 
adjustment elasticity: 
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Figure 2. Year-by-year average efficiency of new refrigera­
tors, showing efficiency improvements induced by price 
increases relative to units of base year 1982 vintage. 

(XBL 845-1961) 
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Figure 3. Year-by-year average efficiency for new air con­
ditioners, showing efficiency improvements induced by 
price increases relative to units of base year 1982 vintage. 

(XBL 845-1962) 

NLR = (-17%)/( +48%) , (12) 

= -0.34 . 

What is usually referred to as the long-run price 
elasticity is the sum of the two effects we have stu­
died, the short-run utilization elasticity and the 
long-run stock adjustment. For our data and pro­
cedures, this results in an estimated elasticity of 
-0.53. 

As we noted at the beginning, elasticity figures 
vary widely in the empirical literature, and it would 
be useful to understand the sources of this variation. 
One cause, certainly, is that elasticities are typically 
estimated from data over which it is impossible to 
have perfect control, so that there is always a ques­
tion about the comparability of various results. It is 
clear, however, that the share of the consumer's 
budget that electricity takes is positively related to 
elasticity. Figure 4 illustrates this relationship, as 
given by two recent reports,4,7 as well as the variabil­
ity of results among studies. 

Our research indicates that short-run utilization 
elasticity is much easier to estimate in a controlled 
manner than the long-run stock adjustment. The 
slow turnover of the appliance stock and the influ­
ence of exogenous factors makes empirical estima­
tion of Eq. (11) quite difficult. It is not uncommon, 
therefore, to find widely ranging differences. 
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Table 2. GSU average use per customer-month of nine appliances and services, 
1982 and 1992 (projected). 

SAT j UEC j Avg. kWh/Mo. 

End use 1982 1992 1982 1992 1982 1992 

Non-weather 
sensitive 

Refrigerators 1.10 1.10 100 70 110 77 
Water heating 0.32 0.36 443 331 142 119 
Electric range 0.51 0.50 60 60 30 30 
Freezer 0.48 0.48 100 70 48 34 
Clothes dryer 0.55 0.55 100 100 55 55 
Lighting 1.00 1.00 90 80 90 80 

476 395 

Weather sensitive 

Central air conditioning 0.53 0.65 548 387 290 252 
Room air conditioning 0.28 0.21 180X 1.78a 142X l.78a 90 53 
Space heating 0.24 0.30 494 375 119 113 

499 418 

a Average number of room air conditioners per household. 

Lawrence a 
Robinson 

Price elasticity 

1.0 

PLANNED ACTIVITIES FOR FY 1984 

The approach outlined here could be extended to 
other utilities or to other consumption sectors. In 
particular, commercial buildings represent a possible 
extension. However, no work is currently planned. 
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Residential Energy Use and 
Conservation in OECD Countries* 

L. Schipper, S. Meyers, and J.s. Rosse 

In 1979, the Lawrence Berkeley Laboratory 
(LBL) was asked by the U.S. Department of Energy 
to gather demographic, economic, and energy data 
for the residential sectors of a variety of countries in 
the Organization for Economic Cooperation and 
Development (OECD); the study was to cover energy 
use from 1960 through the present,I,2 and to analyze 
consumption patterns and their evolution.3 The pur­
pose of the study is to permit valid comparisons 
between countries over time so that trends and 
national cultural and policy differences can be inter­
preted. The project is continuing through FY 1984. 

ACCOMPLISHMENTS DURING FY 1983 

Our efforts concentrated this year on interim 
analysis of data covering the years 1960 through 
1980, and on written description of our work. 4 Spe­
cial studies of Denmark5 and Sweden6 were per­
formed. We also prepared a series of research 
memoranda on Italy, France, and West Germany 
that will be expanded into full reports. Finally, we 
developed a large amount of data on U.S. residential 
consumption and conservation, covering numbers of 
dwellings, new dwellings, fuels and heating systems, 
degree-days, and so forth. 7,8 Econometric anal~sis of 
energy consumption data was also undertaken. The 
following review highlights our data findings and 
analytical results, and discusses changes in energy 
use that have taken place over the past decade. 

·This work was supported by the Assistant Secretary for Conser­
vation and Renewable Energy, Office of Buildings Energy 
Research and Development, Building Systems Division of the 
U.S. Department of Energy under Contract No. DE-AC03-
76SF00098. 
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7. 
1956, ORNL/NUREG/TM-438. 
Berkovec, J., Cowing, T., and McFadden, D. 
(1982), An Analysis of the Distributional 
Impacts of Energy Policy Affecting Residential 
Energy -Demand: The REEPS Model, MIT 
Energy Laboratory Discussion Paper No. 26. 

Method 

For each country and year, we developed a 
matrix of residential energy end uses and fuels using 
measurements or surveys and engineering or 
economic estimates. In most cases, our estimates are 
validated by more than one independent study. 
After determining the structure of space heating 
energy use, we calculated energy uses for hot water, 
cooking, and appliances. We interpreted reductions 
in intensity as signs of energy conservation; if 
appropriate, further normalization accounted for 
changes in intensity caused by other factors. As an 
example of our findings for a particular country and 
year, 1980 data from Sweden are displayed in matrix 
form in Table 1. The table shows consumption in 
petajoules (PJ, 1015 J), equipment stocks, and energy 
intensity (in GJ/unit), for each fuel and use. Space 
heating data are given separately for single-family 
and multi-family dwellings. 

Comparisons of Residential Energy Use 

We have assembled data into matrices similar to 
Table I and have reconstructed residential energy 
use by fuel and end use2 for ten OECD countries. 
Table 2 gives aggregate energy intensities and indica­
tors, corrected for climate, over a variety of years for 
six countries. It gives energy use per dwelling 
reckoned as actual consumption, consumption 
including primary energy losses in the production 
and distribution of electricity and district heating, 
and "net" or delivered energy. Liquid and gaseous 
fuels are counted at 66% efficiency, solids at 55%, 
and all cooking at 75%. Electricity and district heat­
ing are counted at their delivered values. 

Although resident~al energy uses vary widely, 
certain trends and characteristics are clearly shared 
by all countries. All energy uses except cooking 
increased considerably through the mid-1970s, when 
heating's dominating share of consumption began to 
fall. Growth rates for fuel and electricity use were 
generally higher before 1972, slowing thereafter; the 
share for electricity grew most rapidly, though this 
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Table 1. Sweden: Residential energy use data for 1980. 

Population: 8,317,000 Number of dwellings: 3,655,000 
Central heating (%)a: 98.5/99.8 Climate: 4474 DD18c 

Space Water Cooking3 Electric Total Total 
Fuel heatinga heatinga appliances actual normalize de 

Oil, PJ 133.1 48.6 181.7 167.9 
Stock, 103 860/1040 860/1040 
Intensity, GJ 92.7/50.6 29.9/22.0 

Kero, Coke, Gas, pJb 1.87 0.48 0.58 2.93 2.68 
Stock, 103 16.3/17.5 10.3/12.5 
Intensity, GJ 70/40 

Wood, PJ 26.7c 2.3 0.2 29.17 26.4 
Stock, 103 122/3.5 90/2.5 100 
Intensity, GJ 72/36 25/18 2 

District heating, PJ 41.8 17.2 59.0 54.6 
Stock, 103 62.9/921.3 62.9/921.3 
Intensity, GJ 79.0/40.0 20/17.3 

Electricity, PJ 25.4d/1.5 11.25 7.6 37.51 83.25 80.46 
Stock, 103 550/65 575/75 3300' 3655 
Intensity, GJ 44.6/25.4 18/12 2.7/2.0 10.26 

Total, PJ 230.3(206.4) 79.8 8.4 37.5 356.3 342.2 
Total, GJ/dwelling 63.0(56.5) 21.8 2.3 10.3 97.5 93.6 
Share 60% 23% 2% 15% 104% 100% 

aSlashes separate houses (SFD, single-family dwellings) from apartments (MFD, multi-family dwel­
lings). 

bKerosene, gas, and coke were combined; kerosene (0.2 PJ) is used only in noncentral systems, coke 
(0.4 PJ) only in central systems, gas in both. Cooking is gas only; water heating, both coke and gas. 

cIncludes 17.4 PJ used as second fuel in 400,000 SFD; about one-fourth of the SFD and one-half of . 
the MFD have noncentral wood systems. 

dIncludes 0.75 PJ used in 200,000 SFD. 

eHeating is normalized by multiplying the ratio of normal degree-days (base 18°C) to actual. End-use 
shares are given relative to the normalized total. . 

growth has slowed as many appliances approached 
saturation. 

Our analysis of these trends showed that: 

(1) Increases in dwelling area and equipment own­
ership (central heat, running hot water, and 
major appliances) due to higher incomes 
account for the increases (4-8%/annum) in 
residential energy use through 1973 and the 
remaining growth in the late 1970s. 

(2) Great variations in ownership, lifestyle, and 
energy intensity occur even at roughly similar 
income levels. Differences in prices, climate, 
housing stocks, heating, bathing and cooking 
habits, and engineering efficiency contribute to 
these variations. After these principal factors 
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are accounted for, however, there are still signi­
ficant differences in efficiency of heating and 
appliance systems among countries. 

(3) Increased energy prices since 1972 have 
induced reductions in energy intensities and, 
more recently, caused shifts away from oil heat­
ing systems where alternatives existed . 

(4) Energy conservation programs have encouraged 
investments in energy-saving equipment that 
might not otherwise have been undertaken. 
Still, the effects of these programs on total 
energy saved appear to be less than the short­
term actions taken by consumers alone. Infor­
mation programs have probably played an 
important role advising consumers of options 



Table 2. A verage residential energy use per dwelling in six OECD countries (GJ per dwel-
ling; series are climate-corrected). 

1970/71 1972/73 1975/76 1977/78 1980 1981 1982 AAGRa 

Delivered Energy per Dwelling 

Canada 187 175 143 -2.6% 
Denmark 124 124 118 92 85 82 -4.1% 
France 80 73 77 72 70 -1.7% 
Germany 84 83 87 81 75.5d 76d -1.0% 
Sweden 110 III 105 96.5 91 91 89 -2.2% 
u.S. 162 147 133 122 -2.4% 

Primary Energy Use per Dwellingb 

Canada 246 249 222 -1.0% 
Denmark 147 150 150 123 115.5 III -3.0% 
France 92 87 95 93 91.5 ±o% 
Germany 102 104 110 106 99.6d 100d -0.2% 
Sweden 137 143 142 140 138.5 140d 143d ±O% 
U.S. 212 203 193 179 -1.4% 

Useful Energy per Dwellingc 

Canada 134 129 109 - 2.0% 
Denmark 91 92 89 71 63 62.5 - 3.8% 
France 55 58.5 51.5 49 -1.4% 
Germany 58 59 62 59 52d 54d -0.7% 
Sweden 80 82 80 75 73 72.5 72 -1.3% 
U.S. 116 107 98 90 -2.1% 

aAAGR = average annual growth rates; these are calculated for the years between 1972 
(1971 Canada, 1970 U.S., 1973 France) and the last year for which data are shown for each 
country. 

bWith district heating counted at 75% total efficiency and electricity counted at 34.6%. 
(Actual consumed DH multiplied by 1.33; consumed electricity multiplied by 2.89.) 

COil and gas consumption for heating and hot water multiplied by 0.66, solid fuels by 0.55. 
For cooking, all consumption was multiplied by 0.75. 
dpreliminary value. 

for conserving energy, but no measure of their 
actual effect has been attempted. 

The explanation of these differences depends 
upon several factors. Energy prices and disposable 
income influence the choice of systems and fuels, the 
marginal cost of using systems, and the economic 
attractiveness of conservation investments; outdoor 
climate affects heat required to maintain a given 
indoor temperature, which also depends on habits 
and on the cost of maintaining that temperature; also 
important are dwelling and appliance type, size, vin­
tage, and construction materials; and demographic 
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characteristics, including household size, age distri­
bution, and number of people at home during heat­
ing hours. 

We used a multinomial logit model to analyze 
aggregate residential consumption, space heating con­
sumption, and fuel shares over the 1960-1978 
period, using many of the factors outlined above. 
Energy price, central heating saturation, income per 
dwelling, and dwelling size are all important in 
explaining energy use. Climate shows important 
explanatory power only for heating, which increases 
with the square root of the number degree-days. 
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Our results gave lower aggregate price elasticity 
(-0.35 to -0.60) and income elasticity (+0.7 to 
+0.9) than most other studies we reviewed. They 
may be interpreted either as long term, because of 
the cross-sectional nature of the study, or short/mid­
term, because of its time-series nature. Long-term 
effects cause changes in fuel, equipment, and weath­
erization; short-term effects mean reductions in heat­
ing, hot-water, and appliance use. Our elasticities 
are so low because we used an aggregate price and 
included more explanatory structural variables than 
other studies. 

Dummy variables suggest that Europe uses less 
energy per dwelling, relative to the United States, 
than can be explained by the logit model. Stock vin­
tage, building codes, and government housing poli­
cies may play a role here. In the Japanese space­
heating data, there is a large unexplained residual 
that we believe is accounted for by lifestyle and cul­
ture. 

To learn more about the nature of residential 
energy use, we studied Denmark, Sweden, and the 
U.S. in great detail. Before 1972, U.S. residential 
energy use was the highest, followed by that in Den­
mark, then Sweden. The drop in Denmark after 
1973 was so great, though, that it fell below the level 
of Sweden in 1982. Denmark and Sweden have 
many common features, such as the highest shares of 
oil heating and district heating in the OECD. But 
after 1973, Sweden, like the U.S., found many alter­
natives to oil use, while Denmark found few. 
Through conservation efforts, however, the drop in 
oil use per home in Denmark was the largest in the 
OECD. We examine this and other conservation 
trends in the following section. 

Our comparison of energy use is made easier 
with indicators that relate energy use per dwelling to 

key structural features of the dwelling stock or the 
economy. Table 3 shows (net) energy use for heat­
ing, per degree-day, per square meter of home floor 
area, for six countries. It shows clearly both 
Sweden's dominance in efficiency and the drop In 

energy use in the U.S. and Denmark after 1973. 

Energy Conservation Since 1972 

Energy "savings" depend both on 
conservation-the decrease in intensity-and on 
structural changes, reflected in the increase in pene­
tration of devices over time as incomes rise. Meas­
ured over energy form, dwelling type, and end use, 
the total savings per dwelling can be multiplied by 
the total number of existing dwellings, and end-use 
energy can be converted to primary energy, to show 
the grand total savings. 

Our estimates of energy savings, on a per­
dwelling basis, are shown in Table 4. We separated 
fuel, electricity, and district heating, found the sav­
ings, then compared the 1980 total energy use of the 
stock of central heated homes at actual and at 1972 
intensities. In this analysis, we lump all "conserva­
tion" into the heating indicator, and assume that 
more efficient use of hot water and appliances has 
just balanced increased use of hot water or larger 
appliance sizes. 

Actual energy use per dwelling was lower in 1980 
than in 1970-72 in Denmark (by 20%), Sweden 
(15%), the U.S. (about 20%), and Canada (5% in 
1978)-all countries that had already rea'ched satura­
tion of energy services and appliances by the early 
seventies. Further decreases were recorded in 1981, 
but 1982 appears to have been stable. In Germany, 
France, Japan, and Italy, structural growth appeared 
to offset much conservation. But in these countries, 

Table 3. Normalized residential energy consumption. 

Heat per dwelling per degree-day per m2 area, kJ 

1970/71 1972/73 1975/76 1977/78 1980 1981 1982 

Canada 211 194 148 
Denmark 284 242 179 164b 

France 232 204 176 161b 

W. Germany 199 192 199 177 160b 

Sweden 160 159 134 122 . 124b 
U.S. 216 189 157 

aAverage annual growth rate calculated from year closest to 1973 to latest year. 

bpreliminary value. 
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149b 

119b 

AAGRa 

-3.6 
-5.4 
-4.6 
-2.4 
-2.5 
-3.2 



Table 4. Estimated total energy conservation in centrally 
heated dwellings. by percent reduction per dwelling. 
1972-1980. 

District 
Fuel heat Electricity Total GJ/ 
(% ) (% ) (%) (% ) Dwelling 

Denmark 45 20 5 35 32 

France 19 21 15 18 27 

Germany 25 -20 10 18 20 

Swedena 22 15 10 13 17 

U.S.a 22 ? 20 18 

Source: Energy Analysis Program data base. 

aThe Swedish and U.S. figures are reduced to reflect the use 
of wood as a secondary fuel. Data on the use of wood are not 
available for other countries. 

energy use per dwelling would have been signifi­
cantly higher-as much as 20%-had not heating 
energy use been reduced. In Sweden and elsewhere, 
back-up fuels (electricity and wood) have become 
important as sources of extra heat, particularly in 
individual rooms or sitting areas. 

We judge that most of these savings came about 
through reversible short-term actions arising pri­
marily from higher prices, except in the notable case 
of Sweden. Energy use in Sweden was reduced signi­
ficantly because of conservation in the long term. In 
addition, the structural increases were considerably 
slower than in the 1960s, as can be seen by compar­
ing rates of increases in penetration of central heat, 
appliances, and hot water before and after 1972. 
This means that future growth in total energy use 
will slow even more because of conservation invest­
ments, stock turnover, and the eventual saturation of 
the largest energy services. In the future, vigorous 
conservation programs and rising energy prices could 
reduce markedly the residential energy demand of 
the U.S., Canada, Denmark, Sweden, Germ~ny, and 
the United Kingdom. 

Implications for Developing Countries 

Aggregate data are also useful for making com­
parisons with OECD-like portions of populations in 
developing countries, particularly those in cities. 
Our studies may therefore help those trying to 
improve our understanding of energy use in those 
countries. 
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In other work,1O we have found that energy use 
in urban middle- and upper-income households in a 
variety of countries-Kenya, the Republic of Korea, 
Tunisia, Taiwan, Thailand, Venezuela-closely 
resembles household energy use in the OECD coun­
tries once allowance is made for differences in 
income, eating habits, and climate. This suggests 
that the "OECD style" of household energy use is 
popular. Careful study of the evolution of energy 
use in OECD households with changes in incomes 
and with changes in technologies might provide clues 
important to forecasting and funding attractive 
energy-conservation strategies in developing coun­
tries. 

Conclusions 

When all the countries studies are considered 
together, the relevance of income level in determin­
ing energy use appears obvious. Within this group, 
however, the most efficient countries are those with 
higher energy prices. The colder countries heat more 
efficiently than the moderate or warm countries. 
Higher energy prices in 1974 and 1979 had a marked 
impact on consumption and growth. 

One implication of the cross-sectional analysis is 
that heating in most countries is still far from the 
efficiency levels found in Sweden. Not all of this 
difference can be captured in existing homes through 
retrofit, but retrofit and stock turnover can reduce 
heating needs markedly. Similarly, we expect that 
new electrical appliances, water heating systems, and 
even cooking appliances will be far more efficient in 
the long term. Thus, in each country there may be a 
constant decline in energy use per dwelling towards 
the end of this century, depending on the costs and 
benefits of additional energy-saving measures. 

PLANNED ACTIVITIES FOR FY 1984 

We are updating our data base to focus on 
changes in energy use through 1982, a year in which 
energy prices stopped rising in real terms. We expect 
to be able to test our econometric. model with more 
recent data as well, and to estimate the impact of 
conservation programs in some countries. We will 
improve estimates of the permanence of the decline 
in oil consumption. 11 Analysis will be extended to 
the Netherlands and Norway. We are also building a 
data base on energy uses in commercial buildings in 
our study countries. Finally, we will be investigating 
many developing countries to see how energy use is 
developing in the residential and commercial build­
ing sectors. 
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Energy Efficient Housing in Sweden* 
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LBL studies have shown that energy use for 
space heating in Swedish homes are among the 
lowest for countries in the Organization for 
Economic Cooperation . and Development 
(OECD).1,2 We therefore decided to examine Swed­
ish practices more closely, and associated policies as 
well, to look for techniques and policies that might 
be of interest in the United States. 
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ACCOMPLISHMENTS DURING FY 1983 

We began by comparing Swedish and U.S. 
residential energy use (and living patterns)3 and con­
firmed that Swedish heating practices are the most 
efficient in the world. We then produced a short his­
tory of energy conservation in new homes in Sweden 
and examined technical progress (including actual 
R-values in walls and ceilings of new homes); 
analyzed the role of home loans, building codes, and 
other factors that stimulated improved technologies; 
estimated the costs and savings produced by these 
technologies; and speculated on the role these tech­
niques might play in the United States. 

The major findings of our study can be summar­
ized as follows: 

• 

• 

Homes in Sweden use less energy for heating, 
adjusted for climate, than homes in any other 
OECD country, yet maintain the highest stan­
dard of indoor thermal comfort (Fig. I). 
Since 1973, older homes in Sweden have 
reduced heating needs by about 15%, primarily 
by adding insulation, as well as through other 
techniques. Figure 2 shows heating, in 
MJ/degree-day, for three classes of single­
family dwellings representing about 75% of the 
stock. In contrast, most of the savings 
observed in homes in the United States and 
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elsewhere have been achieved by reducing tem­
peratures and other short-term measures. 

• Homes built in Sweden since 1973, and partic­
ularly those built since 1978, are considerably 
more efficient than those built before 1973, and 
are still world leaders in heating efficiency. 
Figure 3 shows energy consumption per square 
meter for heating and hot water in 1981 in all­
electric single-family dwellings built in the 
years indicated. The low values for the oldest 
homes reflect retrofit actions. 

The technical reasons for these achievements 
include high insulation levels (even in homes built 
long before 1973), multiple glazing, efficient heating 
systems, good installation and upkeep of com­
ponents, and, more recently, use of heat pumps and 
other new heating technologies. Lifestyle plays only 
a minor (if not offsetting) role in achieving energy 
savings in Sweden. The Swedish building industry 
and homeowners/occupants have achieved these sav­
ings at lower costs than the cost of obtaining energy. 
Indeed, the primary motivation for the achievements 
we have seen has been to reduce the cost of staying 
comfortable . . This suggests that the achievements in 
Sweden are achievable and economic elsewhere, and 
that Swedish housing technologies could save a great 
deal of energy in the United States, particularly in 
new housing. 

When we examined the policies that encouraged 
energy efficiency in Sweden, we found that the Swed-
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ish achievements in energy efficiency did not arise 
out of a system of forcing regulations, but rather out 
of a need, recognized by all members of society, to 
achieve a high level of indoor comfort and hygiene 
at a reasonable cost. While building codes have 
played an important informational role in showing 
consumers and builders the approximate economic 
levels of insulation and in stimulating the building 
community to reduce the heating needs of new 
homes, they have not yet forced energy conservation 
upon the great majority of builders or occupants. 

Actual energy-saving practices in Sweden have 
always exceeded code requirements. Shown in Fig. 4 
are actual values of k [(k = 1/(5.6 X R)], installed in 
the walls and attics of all single-family dwellings 
built in the 1970s in Sweden when the builder ini­
tiated the project (50% of starts) and the state pro­
vided financing (typically 90% of starts). The state­
financed system of home loans has actively 
encouraged increasingly greater thermal performance 
by effectively removing the first-cost barrier for a 
wide variety of heat-saving investments. Specifi­
cally, home loans expanded to cover the increased 
first cost for extra insulation and other measures. 
Thus, the carrot, not the stick, has been the primary 
policy instrument in Sweden. 

It is important to note, however, that energy 
conservation has always been embedded in housing 
policy, which was important for decades, if not cen­
turies, in the Swedish political tradition. When the 
1973 oil embargo increased concerns over energy, 
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few new agencies, actors, or arrangements were 
needed for the government, the private sector, and 
individuals to respond. 

This is not to say that the policies put in place 
after 1973 were unnecessary, rather that they were 
well matched to existing policies and organizations. 
After 1973, the Swedes presumably increased the 
flow of information relating to home energy conser­
vation, and research was increased measurably to 
accompany the increased use of state financing pro­
grams (the carrot). 

In short, energy conservation programs and 
incentives for new and existing homes were 
widespread and pervasive before 1973, but the pri­
mary stimulus for savings in existing homes since 
then has still been the significant increases in oil 
prices. Without the pervasive information existing 
in Sweden before and after 1973 and a stepped up 
R&D program, however, it is doubtful that the post-
1973 achievements in both existing and new dwel­
lings would have occurred. Furthermore, the well­
established R&D program contributed over many 
decades to the ease with which Swedish scientists 
and companies developed even more energy-efficient 
heating practices after 1973. 

A separate program of loans and grants for retro­
fit also succeeded in stimulating substantial invest­
ment in conservation in existing homes. In all, the 
program provided nearly $850 million (at 1983 
exchange rates) in low-interest loans and grants, and 
a smaller but important sum in interest subsidies 
that affected over one-half of the building stock. 
However, as many owners of single-family dwellings 
made conservation investments without state aid as 
with it, suggesting that while the program was suffi­
cient to cause savings, it would not have been 
entirely necessary. For multi-family dwellings (for 
which heat is by tradition almost never metered), the 
program had a stronger role in spurring savings that 
otherwise might not have been made. 

The loans/grants program and the information 
campaigns of the 1970s were primarily passive 
efforts. Little outreach was attempted, except 
through media advertising. Other programs of infor­
mation instituted during the later 1970s or early 
1980s have taken on a more activist nature, but it is 
too early to judge their success. However, many 
regions of the United States have utility or commun­
ity programs that are more aggressive than those in 
Sweden. 

Swedish homes use 30% to 50% less heat, 
adjusted for climate and house size, than do homes 
in the U.S. In addition, insulation levels have 
increased roughly with oil prices, thus stabilizing the 



cost of home heating. In the U.S., though, overall 
achievements in home energy conservation still lag 
considerably behind heating costs, particularly in 
technologies for walls, windows, air-tightness, heat 
recovery, and indoor air quality. 

These differences suggested that it would be 
worthwhile, both from a purely technical/economic 
standpoint and from a policy standpoint, to examine 
the prospects for adapting the Swedish techniques in 
this country. We found that these technical achieve­
ments are both transferable and economically attrac­
tive here. In fact, Swedish technology appears to 
save energy at lower cost, per unit of energy saved, 
than do u.s. techniques in the same areas of con­
struction (windows, roofing, etc.). 

Unfortunately, we also concluded that the mark­
etplace alone-the pressure of higher energy 
prices-will probably not support the duplication of 
the Swedish achievements in the United States, for 
several reasons: the lack of knowledge in the U.S. 
building industry about the technology and tech­
niques used in Sweden; financial barriers in the 
building industry and in financial and real estate 
institutions and practices (basically, the added first 
costs that must be figured into the price of a home); 
and the perceptions of the homebuyers themselves, 
who move more often than homebuyers in Sweden 
do and thus realize they might not recover their first 
costs. For these reasons, it would be impossible to 
simply "legislate" the Swedish improvements over­
night in the U.S. 

The primary difference between Swedish and 
American housing can be interpreted as a difference 
in time horizons. Swedes build homes with invest­
ments that take decades to pay back at low rates of 
return, reflecting low discount rates, while Americans 
appear to require very quick paybacks, i.e., times less 
than 7 years, at high rates of return. In Sweden, the 
carrot, not the stick, is the most important policy 
instrument that overcomes this potential problem by 
assuring that loan funds are available for any reason­
able conservation strategies in new homes. This, in 
turn, encourages builders to experiment and develop, 
since good ideas are taken up rapidly in the market­
place. In the U.S., by contrast, deeply entrenched 
traditions in home building and financing make it 
difficult to increase the first cost of a home unless 
the payback is so large that all parties see immediate 
benefits. 

Housing policy, not energy policy, created the 
environment that encouraged energy-efficient build­
ing practices in Sweden. This lesson may prove 
applicable in the United States. There is great incen­
tive to find ways to express energy policy goals 
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through the actors and institutions already esta­
blished in the housing area, such as builders, utili­
ties, and local banks. 

We believe that the most important single policy 
measure the U.S. could undertake to stimulate 
energy-efficient construction practices is to remove 
the bias against investments in energy efficiency 
inherent in the American housing process. This 
could be done by including energy-related invest­
ments in mortgages without applying them against 
the loan applicant's affordability criteria. This 
would be justified because these investments would 
lower the applicant's future space-conditioning costs 
considerably. 

Because Swedish technologies are so well proven 
in Sweden, the U.S. may be able to adopt many of 
them without the long tradition of housing develop­
ment that supported progress in Sweden. This adop­
tion could be accelerated if the U.S. would: 

• Encourage buyers, builders, and occupants to 
invest in efficient homes through changes in 
national and local lending practices; 

• Increase its R&D in the area of housing and 
energy, working primarily with builders and 
suppliers; 

• Support a massive builder and owner/occupant 
education effort; 

• Support a widespread information and testing 
program to demonstrate the savings that good 
building practices in the U.S. have achieved in 
some areas; 

• Support a widespread program of retrofit 
research, demonstration, and education; 

• Support a massive builder and owner/occupant 
education effort; and 

• Price energy at its replacement cost. 

At present, the most attractive option for U.S. 
builders and homebuyers seeking to reduce their 
comfort costs may be to purchase Swedish technolo­
gies or manufactured houses, whose energy-saving 
properties have been validated from years of experi­
ence in Sweden. These technologies and houses 
could convince U.S. builders, financers, and home­
buyers that energy efficiency in homes is both afford­
able (in its first costs) and economically attractive 
over the long run. 

PLANNED ACTIVITIES FOR FY 1984 

We will complete a book-length manuscript and 
several shorter articles, and we will conduct seminars 
in the U.S. and Sweden. We expect to follow up this 
study by examining consumption in the newest 
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homes in Sweden, and then comparing recent 
achievements there with better practices and results 
in regions of the U.S. where there is interest in 
energy-efficient housing practices. 
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ACCOMPLISHMENTS DURING FY 1983 

Approach 

Studies of energy demand are often limited to 
examining energy balances. While energy balances 
are useful, they are only the starting point in under­
standing energy use. Therefore, besides compiling 
energy balances for the countries under considera­
tion, we sought to establish or validate the propor­
tion of energy use for which the various subsectors of 
the economy were responsible, and to relate energy 
use to the production of goods and services. 

Our analysis of energy demand is based on the 
use of indicators, an approach developed for the 
study of energy demand in OECD countries.! To 
relate energy consumption to economic and struc­
tural variables, we developed a systematic approach 
that uses suitable indicators of energy demand. We 
define these indicators according to the individual 
characteristics of each sector. Table 1 gives exam­
ples of some of the indicators used so far. Indicators 
can be constructed at more detailed and finer levels 
than shown in the table. For specific countries, 
where detailed data are available, we will define 
additional indicators. 2 

Our study is based on three factors that influence 
fuel consumption in each sector. These are: (1) com­
position of sector, (2) fuel substitution and switching, 
and (3) conservation (reduced energy intensity). 

Composition is defined according to the structure 
of each sector. In the industrial sector, composition 
is defined by the contribution of each type of indus­
try to value added. In the transportation sector, it is 
defined by the number of vehicles of each type­
cars, trucks, and two- and three-wheelers. In the 
residential sector, it is defined by the number of 
households of each type-single versus multi-family. 
Additionally, in this sector, composition can be 
defined by income class. 

Changes in composition occur for many reasons, 
of which energy is only one. Other, perhaps more 



Table 1. Examples of indicators for energy-demand 
analysis. 

Economic sector Indicator 

Overall economy Energy/gross domestic 
product (GOP) 

Industrial Oil/value added 
Electricity/value added 
Energya/value added 

Transportation Fuel use/vehicle 
Cars/GOP 
Fuel use/passenger-km 

Residential Electricity use/customer 
Fuel use/m2-degree-dayb 

Total fuel use/national 
population 

Power Electricity generated/ 
electricity sales 

aTotal of oil and electricity. 

"This indicator was. used only to analyze heating use in 
OECO countries; it was not used in our analysis of 
developing countries. 

important reasons include production factors (land, 
labor, and capital) and government policies such as 
taxes, subsidies, price controls, and licensing. 

Fuel substitution or switching is determined by 
the price of fuels, their availability, costs of switching 
from one fuel to another, and government policies. 

Conservation can result from installation of new· 
plant and equipment, as well as from improved 
management. Conservation in the form of new plant 
and equipment can be prompted by any of the rea­
sons that affect composition. Conservation in the 
form of improved plant management is primarily a 
response to higher prices and, sometimes, to govern­
ment policies. 

Data Base 

To facilitate the comparison of energy informa­
tion and indicators for each country, we developed a 
computerized data base containing the following 
types of data for each study country: 

• fuel supply and end use by sector (primary and 
secondary fuels); 

• fuel prices; 
• economic data-Gross Domestic Product 

(GDP) by sector, population, trade, households, 
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composition of sectoral output, price indices, 
etc.; 

• sectoral structure, e.g., for the transportation 
sector, number of cars, trucks, and buses, and 
length of highways and paved roads. 

The primary sources of data have been official 
publications issued by the individual countries and 
by international institutions such as the International 
Monetary Fund (IMF), International Energy Agency 
(lEA), United Nations (UN), Latin American Organ­
ization of Energy (LAOE), Interamerican Develop­
ment Bank (I DB), Asian Development Bank (ADB), 
and the World Bank. 

At present, the data base contains most of the 
information available on energy use in Latin Amer­
ica, some energy data for the Asian countries in the 
study, and economic information on population, 
GDP, and structural variables. The energy data for 
Latin America were obtained primarily from a single 
source, LAOE. The information on energy use in 
Asia comes from several sources. 

Results 

Industrial Energy Use 

In the Asian oil-importing countries-Korea, 
Taiwan, Thailand, the Philippines, India, and 
Malaysia-the energy use per unit of value added 
declined from 1970 to 1980. In the Latin American 
oil-importing countries-Brazil and Colombia-a 
decline is also noticeable. In Venezuela, the trend 
was upward (i.e., toward less efficient consumption) 
until 1979. In Argentina and Peru, the trends are less 
clear. 

Oil use per unit of value added declined more 
rapidly than energy use per unit of value added in 
Argentina, Brazil, and Colombia. In three 
countries-Korea, Taiwan, and India-the ratio 
increased faster than did the ratio of energy use to 
value added. This suggests a move, in these coun­
tries, toward petroleum products and away from 
other fuels during the 1970s. Four countries-the 
Philippines, Malaysia, Thailand, and Peru-showed 
the same rate of decline (which is not surprising, 
since oil accounts for over 90% of the energy used in 
these countries). 

Electricity use per unit of value added increased 
about 10% above its base value during the 1970s in 
Mexico, Peru, Korea, Taiwan, Thailand, and India. 
In Peru, the ratio jumped 22% from 1970 to 1972 
but has changed little since then. The increase was 
about 20% above its base value in Brazil and Colom­
bia. In the Philippines and Malaysia, the ratio 
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declined by about 10%. In Bangladesh, the 1973 
value should be ignored because the country had a 
turbulent birth in 1971 and the economy had not yet 
settled down; however, the ratio increased by 20% 
from 1975 to 1980. In Venezuela and Argentina, the 
ratio varies abruptly without any clear trend. These 
electricity ratios show that more intense use of elec­
tricity is generally not occurring in the industrial sec­
tor. 

There are three basic reasons for these changes in 
intensity: composition of industrial output, fuel sub­
stitution, and conservation. The extent to which 
each factor was responsible for these changes varies 
by country. 

South Korea provides a good example of compo­
sition change and conservation at work. The Philip­
pines present a contrast to the Korean example, 
since there was no change in composition. Conser­
vation through management played the most impor­
tant role in improving energy efficiency in the Phi­
lippines. 

The changing composition of the industrial sec­
tor is having an important effect on energy demand. 
We find in most, but not all, Asian countries in our 
study that: (1) the rate of growth in the manufactur­
ing sector has been higher than the rate of overall 
economic growth; (2) the growth rate of the 
manufacturing sector's share of total GDP is not pro­
portional to the rate of overall economic growth; and 
(3) the composition of the industrial sector does not 
change in proportion to the rate of overall economic 
growth. 

These observations have consequences for energy 
demand. First, a high overall growth rate often 
implies a rapid manufacturing growth rate, further 
implying that there will be room for conservation 
though the installation of more efficient new plants 
and equipment. The improvement in energy effi­
ciency is likely to be permanent if it occurs for this 
reason rather than because of improved manage­
ment. 

Second, the manufacturing sector's share of 
economic activity may not increase very rapidly 
even in growing economies. Most of the East Asian 
countries are at or beyond the shares that manufac­
turing constitutes in the developed world. On the 
other hand, the economies of these countries rely on 
exports of manufactured goods. This may account 
for the manufacturing sector's relatively high share, a 
share that may continue to increase as exports 
expand. If the manufacturing sector does grow 
rapidly, then future gains in energy efficiency will be 
more rapid. 
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Third, in most countries the composition of the 
manufacturing sector is slow to change; Korea, how­
ever, appears to be an exception. 

Transportat ion 

In Latin America, transportation accounts for 24 
to 30% of the commercial energy use in each coun­
try. In Asian countries, consumption for transporta­
tion varies from 11 % in Taiwan and Korea to 37% in 
Thailand. 

Gasoline use per vehicle declined in all the study 
countries. Gasoline use per car declined in Argen­
tina, Brazil, Colombia, Mexico, Korea, the Philip­
pines, and Thailand. The decline was especially 
sharp from 1975 to 1980 in Brazil and Korea-33% 
and 53%, respectively. In Thailand, the decline was 
smaller, 18%. The number of cars per capita 
increased with per-capita GDP, again at different 
rates. We have looked at a few countries in detail to 
show how the three factors-composition, fuel sub­
stitution, and conservation-have changed in the last 
decade. Gasoline use per vehicle declined by 43% in 
India during this period. Gasoline consumption can 
decline because of the introduction of more efficient 
vehicles, reduced driving, and an increasing share of 
two- and three-wheel vehicles. In India, the cars are 
mostly of 1960s design, and there have been no sub­
stantial improvements in engine efficiency. Reduced 
driving did occur during the oil price increases. 
However, the major reason for reduced gasoline use 
per vehicle appears to have been the large increase in 
two- and three-wheel vehicles (carts, scooters, and 
motorcycles). From 1970 to 1980, the number of 
these vehicles increased by 274% while the number 
of cars increased by 48%. 

In the Philippines, fuel substitution-that is, a 
switch to diesel fuel-has played a major role in 
reducing the consumption of regular gasoline. Prem­
ium gasoline use responded to price changes, but did 
not exhibit a long-run decline because all cars use 
premium in the Philippines. 

The story for diesel fuel is similar to that for 
premium gasoline. The price of diesel fuel doubled 
from 1972 to 1974; it increased slowly from 1974 to 
1978, then rose sharply from 1978 to 1981, the last 
year for which we have figures. In the same period, 
diesel consumption increased continuously. The 
increase may be explained by the increased stock of 
diesel vehicles caused by lower prices for diesel than 
for gasoline, and by the conversion of engines in 
commercial vehicles from regular gasoline to diesel. 



Residential 

The share of primary energy used in the 
residential/commercial sector varies, depending on 
the amount of heating needed for both space and 
water. Developing countries that are further from 
the equator or have populated mountainous regions 
use more energy in this sector. In 1980, Korea 
required 26% of its total commercial energy for this 
sector as compared to only 10% in Taiwan, which is 
relatively close in per capita income but not in cli­
mate. In lower-income countries like India, tradi­
tional energy sources such as wood and kerosene still 
predominate in this sector. Thus in India, only 6% 
of modern fuels go to residential and commercial 
uses. 

The role of traditional fuels has declined with 
urbanization and income growth. In our study coun­
tries, the level of traditional energy use ends to be 
inversely related to the level of urbanization. The 
notable exceptions are Thailand and Malaysia. 
Given their income levels, both have low urbaniza­
tion levels-14% and 29%, respectively. 

Migration to the cities brings people into the 
modern sector with respect to fuel consumption. 
This increases the per capita consumption of com­
mercial fuels. Rising incomes bring more energy 
consumption, since more appliances are purchased, 
raising energy use per capita. 

Rising incomes also bring about a change in the 
fuel usage pattern to gas and electricity. Cooking 
fuel switching occurs from wood and kerosene to 
electricity and liquified petroleum gas or town gas. 
For lighting, the fuel switch is from kerosene to elec­
tricity. 

Perhaps the most striking growth has been in the 
use of electricity. In Korea, Taiwan, the Philippines, 
Malaysia, and Thailand, residential electricity use 
has been growing faster than total electricity use. In 
Thailand and the Philippines, the growth rates are 
several times the overall rates. 

Two major factors are behind this increase in 
residential electricity. First, with rising incomes, the 
number of appliances has increased rapidly. Second, 
the number of customers is also growing rapidly, due 
partly to rural electrification programs as well as 
population growth and migration to the cities. Elec­
tricity use in appliances can therefore be expected to 
continue to increase as the growing population of 
urban dwellers purchases more electricity-intensive 
appliances. 

Improved energy management is unlikely to 
have any sizable impact in the short run among 
users of commercial fuels, except among those with 
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the highest incomes. (In the noncommercial sector, 
use of improved wood- and charcoal-burning stoves 
can double the efficiency of fuel use, but their 
development and penetration is uncertain.) Among 
high-income users, appliances are large, use depends 
on lifestyle factors, and there are many water­
heating, cooking, and cooling devices whose energy 
use could be reduced quickly. 

In the long term, there is potential for more effi­
cient energy use. As newer, more efficient appliances 
enter the stock, they will increase residential energy­
use efficiency far above what it would have been if 
only appliances from the early 1970s-and before­
were available. Our study of OECD residential 
energy demand from 1960 to the present confirms 
the trend to more efficient electric and gas appli­
ances. Of course, there will be more appliances per 
household, and these will be larger as incomes grow, 
but they may be more efficient than those now in 
use. 

PLANNED ACTIVITIES FOR FY 1984 

During the coming year, our data base will be 
computerized and expanded to include economic 
information provided by the IMF and energy data 
from the lEA and the UN. Additionally, we will 
document the data sources, validate the data, and 
issue energy balances for our study countries. 

Our major goal for 1984 is to complete our 
analysis of the 15 countries. This will include a 
detailed description of sectoral energy use over time, 
and a review of important trends in structural 
change or composition, conservation, and fuel 
switching. Indicators will be developed to measure 
changes in energy intensity in each country. Trends 
will be compared among countries to draw parallels 
between the more developed and the less developed 
countries. We plan to prepare country reports for 
Taiwan or Korea, the Philippines, and Brazil in 
March/April; Taiwan or Korea, Thailand, Peru, and 
Colombia in June/July; Malaysia, Indonesia, Ban­
gladesh, and Venezuela in September/October; and 
India, Pakistan, Argentina, and Mexico in December. 
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