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Abstract 

A mathematical model is presented for the electrodeposition of multicom

ponent alloys by an arbitrarily specified current source. The model takes into 

consideration transient convective mass transfer to a rotating disk electrode, 

Butler-Volmer kinetics, and individual component activities in the electrodepo

sit. The model can be used to calculate current-potential relationships, ionic 

concentration profiles, and electrodeposit composition. Results for square-

pulse, pulse-reversal, and triangular current waveforms are presented. An 

analogous model for potential-controlled electrolysis is also discussed . 
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Introduction 

The properties of alloys vary over a wider range than those of their parent 

metals, and thus can often be designed to better fulfill the mechanical and chem

ical requirements of our civilization. Electrodeposition offers several unique 

advantages for the formation of alloys. The superior control of the alloy compo

sition, including the formation of non-equilibrium alloys, and the ability to 

prepare thin films are well documented. Brenner's encyclopedic monograph (1) 

reviews some practical methods for the electrodeposition of various alloys and 

Gorbunova and Polukarov's treatment (2) outlines the fundamental principles 

involved. 

It ha::: long been known that pulsing the current can profoundly affect the 

nature of single-component elec.trodeposits. Although the pulsed plating of 

alloys has received comparatively little attention, it has been observed that t.he 

phase structure and morphology of alloy deposits can be altered by changing the 

characteristics of the pulsed-current waveform. This work p~esents a model for 

predicting the current-potential relationship and the composition profiles in the 

PleC:rodeposit and the electrolyte. 

Wan et al. (3) have presented a literature review dealing with the application 

of pulsed-plating techniques for single-component metal deposition. Avila and 

Brown (4) have cited the following advantages of pulsed plating over de electro

plating: 1) extremely dense and highly conductive deposits, 2) a 'reduced need 

for plating additives, and 3) increased plating rates. In reference to the last 

advantage. Cheh (5) has shown analytically that pulsed-current plating can never 

attain· a higher average plating rate than de plating at the diffusion-limited 

current. However, a higher average current density is often used in pulse plat

ing, relati·ve to de plating, since poor quality electrodeposits are often formed 

under de ~onditions near the diffusion-limiting current. Lamb (6) has investi

gated the mechanical properties of single-component copper and silver electro-

depusits obtained by current pulses in the microsecond range. Puippe and Ibl (7) 
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studied the morphology of pulse-plated cadmium, copper, and gold electrodepo-

sits. The influence of the off-time, the pulse-current density, and the length of 

the pulse time were analyzed. Different morphological trends were observed and 

discussed for the different chemical systems. Despic and Popov (8) examined the 

effect of a pulsating potential on the morphology of copper and zinc electrodepo

sits. Typical results illustrated that increasing the frequency led to a progres

sively smoother deposit. Popov (9) also has reviewed some approaches to the 

quantitative modeling of the surface-roughness amplification during an electro-

deposition process. Sullivan (10) has reported that high-current-density pulse-

plating of cobalt results in significantly stronger and harder electrodeposits. 

The pulsed plating of. multicomponent electrodeposits has received less 

attention than pure-component electrodeposition. Gelchinski et al. (11) electro

plated chromium-cobalt alloys using a pulsed-potential source. Mirror bright 

electrodeposits containing supersaturated solid solutions were obtained. It has 

been observed that the structure and the physical properties of the electrodepo-

sited alloys can be very different from the thermally prepared alloys of similar 

composition. Gelchinski et al. also found that a change in the electrodeposition 

conditions can cause a marked change in the phase structure of the electrodepo-

sit, even for those deposits of identical chemical compositiC?n. Burrus ( 12) has 

described various conditions where the pulsed plating of different metals and 

metal_mixtures can be used advantageously. Leidheiser and Ghuman (13) used a 

pulsed-current setup to electrodep·os)t silver-tin alloys which could be easily pol

ished lo a high luster. Cohen et al. (14) have electroplated. cyclic, multilayered, 

alloy-coatings of varying silver and palladium composition with square-pulse and 

triangular current waveforms. They also report on periodic-potential plating 

studies ofvarious multicomponent electrodeposits. 

Mathematical Analysis 

In considering the mathematical modeling for the electrodeposition of mul-

ticomponent alloys, it is convenient to divide the problem into three interrelated 
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parts: the liquid phase containing the discharging ions, the electrolyte

electrodeposit interface, and the electrodeposited alloy. 

The Liquid Phase 

One of the goals of this work is to quantitatively predict the ionic surface

concentrations throughout the electrodeposition process. It has been well esta

blished that the ionic surface concentrations can greatly influence the electro

deposit composition and morphology {15, 16). 

A theoretical analysis for single-component mass transfer in pulsed electro

lysis was recently published by Chin {17). A stagnant {Nernst) diffusion layer was 

assumed valid in order to develop a comprehensive theory for pulsed electro

lysis. Chin's paper includes a brief review of previous theoretical studies in 

single-component pulsed electrolysis. 

Since our treatment uses a current-step solution and the method of super

position to derive a model for multicomponent mass transfer, we shall review 

some curr-ent-step solutions which can be used with this technique. The method 

of superposition is computationally very efficient, although the differential equa

tions describing the process must be linear for this method to be applied. Thus 

migration effects are not included in this model. Double layer charging is also 

not considered. Since practical plating baths usually contain an excess of sup

porting electrolyte, migration effects can often be neglected. Double layer 

charging effects can become important in an electrodeposition process if 

microsecond current cycles are· used (18). Before proceeding, it should be men

tioned that attempts have been made to qualitatively describe multicomponent, 

pulsed-current processes (19-22). Also, Cheng and Cheh have presented finite

difference models for the pulsed-current electrodeposition of copper with hydro

gen evolution (23) and of lead-tin alloys (24). 

The convective diffusion equation for the one-dimensional mass transport of 

species i is 
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[1] 

Ft)r high Schmidt numbers, the appropriate expression for the normal com

ponenf. of the i.'luid velocity to a rotating disk electrode {RDE) is {25,26) 

vy = -0.51023 CJ31 2 v-112y2 . [2] 

The radic.l variation of the ionic ·surface concentration is neglected in this 

treatment, as it wculd considerably complicate the problem {27-29). For small 

disks this is a good approximation. 

For the current-step problem, the initial condition and boundary conditions 

are 

-i{O' 
- J 

- niFDi 

where the electrode reaction for metal deposition is 

kc.i 

Mr.1++ n·e-- M
1
· 

I I +-

ka.l 

[3] 

[4] 

[5] 

[6] 

Krylov and Babak {30) have obtained an analytic series solution for the 

current-step problem stated by _Eqs. [1]-[5]. However, the solution does not con

verge for long times {31). Niscancioglu and Newman (32) numerically calculated 

an alt<~rnate series solution which is valid for long times and can be used in con-

juncti::m with a short-time, asympototic series representation of Krylov and 

Babak's solution. 

Niscancioglu and Newman's long-time solution is 
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[7] 

The values of Bk' Zk, and A.k are given in Refs. (18) and (32). 

The first few terms of the short-time, asymptotic series representation of 

Krylov and Babak's solution is 

2i-vt 1 

[8] 

In Eqs. [7] and [8], oi is the Levich diffusion layer thickness (33) 

0· = 1.612 - - ' (
Di ) 113 (II ) 1/2 

1 II (,) 
[9] 

which is the characteristic distance for long times. 

More approximate representations for the current-step problem have also 

yielded relatively accurate results. In a classic treatment, Roseburgh and Lash 

}.{iller (34) derived an analytic solution for the current-step problem by replacing 

Eq. [1] with the equation representing Fick's second Law of diffusion and Eq. [ 4] by 

[10] 

This solution is presented in the Appendix. 

Roseburgh and Lash Miller used the method of superp<;>sition on their 

current-step solution to describe single-component mass transfer with a 

periodic current source {34). Cheh et al. {5,35,36) have made use of this solution 

by comparing it with some experimental results. Visawanathan and Cheh {37) 

and Hale (38) have presented numerical solutions to Eqs. [1]-[5] and compared 

their solutions to that of Roseburgh and Lash Miller. {Hale actually compared his 
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solution to Siver's solution (39), which Siver had in turn referenced to Rose burgh 

and Lash Miller.) The error was always less than 4 percent. Visawanathan et al. 

(4-0) numerically solved the system of Eqs. [1] through [4], with a pulsed-current 

boundary condition in place of Eq. [5], and compared this to Roseburgh and Lash 

Miller's analytic solution for a pulsed-current source. The agreement between 

the two solutions was excellent. 

Thus far, we have reviewed one analytical current step solution (that 

assumes a Nernst diffusion layer) and three numerical solutions. For the prob-

lem we address in this paper, we require a current-step solution for short and 

long times. There is very little extra numerical effort involved in using Eqs. [7] 

instead of Eq. [A-2], especially if only the surface concentrations of the discharg

ing ions are required. For this reason, we have chosen to use Eqs. [7] and [8], 

along with the method of superposition, to model the ionic mass transfer. This 

restricts our treatment to a RDE. The procedure to be used for other systems 

which can be modeled accurately with a Nernst diffusion layer is presented in the 

Appendix. A comparison between the two methods is shown in Fig 2. 

Using the method of superposition on Equation [7], the concentration 

expression for an arbitrarily-specified current source is 

[11] 

where 

oi 
0

i.n = niFDif(4/3) [12] 
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and 

'ft. = cP + 
1.n 1 

The current source has been expressed as n discrete current steps. The method 

of superposition has been used previously for single-component, pulsed-current 

chronopotentiometry by Andricacos and Cheh (41), and there are a number of 

references in the literature which can be consulted to derive Eqs. [11], [12], and 

[13] (34,42,43). 

For short times, the series in Eqs. [12] and [13] will not converge. Equation 

[8] can then be used to express 9i.n and 'lfi.~· For very short times, only the first 

term i;}_ Eq. [8] need be retained. Equation [8] then becomes the familiar Sand 

equation and oi drops out of the problem since there is no characteristic length 

for the semi-infinite linear diffusion problem. Equations [12] and [13] are then 

replac'O!d by 

[14] 

and 

Y;c=c,•+ ~Jti;[~-~~· 
niF rrDi 

[15] 

Equaticns [14] and [15] can also be used to solve the analogous problem of mul-

ticomponent mass transfer to a stationary electrode. 

The Liquid- Electrodeposit interface 

While a relatively accurate liquid-phase transport model can be developed, 

. such an exacting and general approach is not as easily accomplished for the 

interface. In multicomponent electrolysis, the potential distribution across the 

double layer will be affected by the various discharging ions. However, in well 
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supported solutions, the discharging ions will not ·significantly influence the 

double-layer . structure. The crystallization kinetics can also be changed, 

although this will not be considered in this paper. An excellent treatment of this 

problem can be found in the work of Fleischmann and Thirsk (44). 

For the electrode reaction of component i, given by Eq. [6], a Bulter-Volmer 

expression will be used to describe the electrode kinetics. Specific adsorption 

an:l chemisorption are not taken into account. Thus (45) 

[16] 

where 

r I _ 9 1 Ci.re . 
En- Vn + lUre-.-. -f ~ si,re ln --. - lnr 

nre 1 Po 
[17] 

The bracketed term in Eq [17] represents the open-circuit potential 

dif'erence between the reference electrode and a standard hydrogen electrode. 

Th ~ potential difference between the cathode and the reference electrode is Vn· 

Th•! last term in Eq. [17] accounts for the ohmic drop between the reference elec

trcde and the cathode. 

The individual currents can be obtained by substituting for ci~n in Eq. [16] 

us:ng Eq. [11], evaluated at the surface, and solving fori. : 
. 1~ 

[18] 

The total imposed current must equal the sum of the m individual currents: 

[19] 

Equations [18] and [19] can be combined to yield a nonlinear equation in En, 

th·~ electrode potential. The second order Newton-Raphson algorithm ( 46) is 

used to solve the resulting equation for an arbitrary number of depositing metal 
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ions. 

Using Eqs. [18] and [19], the function Hn is defined as 

[20] 

For t~e correct value of the electrode potential, Hn will be equal to zero. Hn is 

given by 

The value of En is found by iteration: 

The vake of the derivative in Eq. [22] is 

lk ·a· (:i -- R.) lr .-.{f.BR. 

l 
a.J J.n. 1-'J ( 1-,Bt)ntfEn ~.J J 1-'J 

RT · e + RT Po 

ll._!r .E).S k ·a· n·fe(l-2.B!)n!fEn) Po ~.1 J,n a.J l,n 1 

+ --~------------------~---

[21] 

[22] 

[23] 

For each time step, the iteration scheme outlined in Eqs. [20]-[23] must be 

completed. However, when the previous time step's value of En is used to start 

the ~teration in Eq. [22], convergence is generally obtained within 3 or 4 itera-

tions. 

Jt should be noted that the partial currents can be obtained explicitly in 

terms of En in Eq. [18] because the electrochemical reaction was assumed to be 
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first order in the concentration of the discharging metal ion concentration. This 

is usually the case in the electrodeposition of metals. If the reaction were not 

first order, it would still be relatively easy to solve numerically for the electrode 

potential and the partial currents. 

Equation [18] is also valid for controlled-potential electrolysis. If the ohmic 

drop is neglected in Eq. [17], Eq. [18] yields the partial current explicitly for 

controlled-potential electrolysis. Since the ohmic drop can easily be subtracted 

out in one-dimensional systems, this does not present a major restriction. 

The model we have provided for the liquid-phase mass transfer and kinetics 

could also be used to describe processes for the electrosynthesis of compounds 

by a periodic current source. Alkire and Tsai {47) have listed a number of refer-

ences for the synthesis of compounds by a periodic current ;ource. 

The Electrodeposit 

Two problems must be ~reated for a complete description of the solid-state 

alloy. The first problem concerns the dependence of the surface activity on the 

alloy composition. When experimental data are combined with the judicious 

choice of an activity model, the activities of the alloy components can be 

obtained. The second problem involves the actual number of monolayers in the 

electrodeposit which affect the surface activity, or the relevant surface-activity 

thickness {RSAT). 

The first step in determining component activity coefficients is to choose a 

model for the molar excess Gibbs energy GE. The excess properties are taken 

with reference to an ideal solution wherein the standard state for each com-

ponent is the pure solid at the temperature and pressure of the mixture. Once 

the molar excess Gibbs energy is expressed, the activity coefficients l'i can be 

found by ( 48) 

[24] 
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Since no general treatment has yet been developed to consider repulsion 

between ion cores or the interaction among cores and electrons at the. Fermi 

surface, a useful approach is to treat the interaction between ions in a mixture 

by a pairwise model. The properties of such a system are represented by the 

sum of interactions between neighboring pairs of ion cores and the complica-

tions due to higher-order interactions are ignored. This quasichemical {or lat

tice theory} approach is outlined by Swalin (49) for regular solutions in- which 

there is no excess entropy creation upon mixing, and any nonideality is con-

sidered in an enthalpy of mixing term. For the quasichemical approach, the 

activity coefficients for a binary, regular solution are given by (49,50) 

[25] 

(1- xe)2Q 
ln ?'B = RT [26] 

where a is an adjustable parameter. 

Equations [25] and [26] bear close resemblance to the two.:.suffix Margules 

equation. Guggenheim (51) has extended the quasichemical approach to model 

systems whi~h exhibit considerable deviation from randomness. For this case, 

the excess entropy of mixing is no longer zero and a short-range order parame-

ter is introduced which may be determined in some cases by x-ray and neutron 

diffraction techniques {49}. 

Two other informative treatments of solid-state thermodynamics should be 

mentioned tefore presenting the theoretical aspects for the activity model we 

have chosen to use in this paper. Darken and Gurry's text {52) contains a large 

number of references with tabular thermodynamic data for numerous metal sys-

terns, as well as an informative description of solid-state physical chemistry. 

Lumsden's (53) monograph illustrates the usefulness of thermodynamics for the 

accurate correlation of various equilibrium properties in alloy systems. 
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Electrodeposited metals usually have a more fine-grained, amorphous 

structure than their pyrometallurgical counterparts. Hence, the simple quasi

chemical lattice model does not generally represent the true thermodynamic 

nature of electrodeposited alloys. The activity model proposed by Renon and 

Prausnitz (54,55) is well suited to such a morphology. The authors define a local 

mole fraction xii representing the mole fraction of i in the vicinity of j. In a treat

ment similar to Guggenheim's extension of the quasichemicallattice theory, the 

local mole fractions are related to the overall mole fractions through Boltzmann 

factors: 

xii xi exp( -cxiigii/RT) 
i; = xk exp( -cxikgki/RT) 

[27] 

The parameter cxii (cxii = cxii) characterizes the tendency of components i and j to 

mix in a nonrandom fashion. The parameter gik (gik = gki) represents the energy 

of interaction between an i - k molecular pair. Scott's theory (56) is i.Ised to 

relate the extensive excess properties to the interaction energies and the local 

mole fractions. For a solution of m components, the molar excess Gibbs energy 

is 

[28] 

where 

[29] 

and 

[30] 

Using Eqs. [24] and [28], the activity coefficient of component i can be calculated 

(54): 
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[31] 

One of the advantages of this activity model is that it can be extended to as 

many components as desired without any additional assumptions and without 

adding any constants other than those obtained from binary data. This treat-

mentis applicable to partially miscible as well as completely miscible systems. 

Equilibrium-potential measurements of binary solids in contact with an 

aqueous phase containing the corresponding ions represent a convenient 

method for obtaining activity data. For some alloy systems, the simpler quasi

chemical treatment may represent the activity data quite well. This approach, 

outlined by Eqs. [25] and [26], can ~lso be extended to model multicomponent 

systems. When Eqs. [25] and [26] cannot be used to fit the data, the compute~ 

programs listed in Appendix K of Ref. 57 can be used to fit the parameters of Eq. 

[31]. 

For this general treatment, we have chosen to use Eqs. [27]-[31] to describe 

the electrodeposit thermodynamics. However, the overall mole fractions in Eq. 

[27] must be adjusted to represent the surface, rather than bulk, composition. 

Though the activity model accounts for local composition, no characteristic 

length is associated with the range of applicability. Even for single-component 

electrodeposition systems, the surface plays a major role in the kinetics. Wran-

glen (58) observed that metals of low overvoltage grow by the lateral extension of 

layers, 0.1-1 J.Lm thick. It was also observed that changing the current density 

changes the relative growth rates between crystal faces as well as where the 

deposited layers begin to grow on the respective crystal faces. Wranglen's micro-

photographic study of growth layers contains results for a periodic current 

source although no high-frequency results are reported. 

Underpotential deposition studies can yield some information about the 

RSAT. Kolb et al. (59) correlated the underpotential shift between the bulk 
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deposit stripping peak and the first deposited monolayer stripping peak as a 

function of the difference in work functions between the substrate and the depo

sited material. The authors conclude that the work function of the first depo

sited monolayer may not differ greatly from that of the bulk electrodeposit, 

although the optical properties of such a monolayer are usually far from those of 

the bulk. Adzic et al. studied the underpotential deposition of Zn on Ag (60) and 

Zn on Cu and Au (61). For these reversible systems, the results support the work 

of Kolb et al. Approximately one monolayer of zinc was formed on the polycry

stalline substrates prior to bulk deposition. 

All of the work mentioned above indicates that the RSAT is about one mono

layer. However, this may not be the case for all systems. Cadle and Brucken

stein (62) found that although only one monolayer of Bi is deposited on Pt by 

underpotential deposition, it is not until approximately 5 monolayers have been 

deposited that bulk deposition is occurring. 

Takamura and Kozawa (63) have reviewed a great deal of literature con

cerned with the use of optical reflectance methods to investigate an electrode

el•Jctrolyte interface in situ. They have found that for a number of systems, the 

first few atomic layers do not have the same reflectance properties (64). 

In general, higher current densities will shorten the RSAT. Setty and Wilman 

(65) have shown by electron diffraction experiments that high current densities 

promote the growth of a random, polyci;"ystalline deposit growth which does not 

reflect the original electrode structure even during the initial stages of electro

deposition. Since . most pulse..:plating processes make use of unusually high 

current densities, a highly random (or amorphous), polycrystalline deposit typi

cally results. It has also been observed that the influence of a polycrystalline 

substrate with small crystallite grains ceases to exist at much earlier stages of 

deposition than that of the surface of a large single crystal substrate (66). 

Though there is a wealth of literature concentrating on epitaxy and mor

phology of electrodeposits, there is no clear a priori approach to estimate the 
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RSAT. The work reviewed in this paper dealt only with the early stages of electro-

deposition. In a pulse-plating processes, the deposit usually has a random, 

polycrystalline structure, and the RSAT is probably much less than that" of the 

initially deposited monolayer. 

Optical studies seem to indicate that the RSAT can be greater than a mono

layer. Conversely, the high current-density pulses often used in practical plating 

operations may lower the RSAT to about a monolayer. In light of the above con-

siderations, it may be advantageous to weight the substrate's influence on the 

newly forming surface with a function that decays with depth (67,68). For the 

purposes of this work, the following heuristic treatment will be used in estimat-

ing a relevant surface composition xi: 

f 
RSAT- dm1) 2: 1 - exp - a RSAT xi.ml 

ml 
Xj : --~---------------------L----

~ 11 - exp (-a RS~l~rd"" J] 
[32] 

where dm1 s RSAT. 

In Eq. [32], the subscript ml refers to a monolayer, dm1 is the monolayer's 

distance from the surface, a is a system-specific proportionality constant, xi.ml 

refers to the monolayer mole fraction of component i, and the bracketed terms 

are weighting functions for each monolayer. Monolayers that are deep below the 

surface make only a small contribution to the relevant surface composition. For 

dm1 > RSAT, no effect on the surface composition is taken in account. Equation 

[32] assures that the sum of the overall mole fractions is unity. It can also be. 

seen that if a is set to a very high value, then the weighting function for each 

monolayer within the _RSAT will essentially be unity. 

We can now formalize in the following algorithm the procedure for the 

implementation of the mathematical model. 
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Fort= t t2 · · · +-1, • "n 

1. Obtain the total current in. 

2. Solve for E>f.n and 'irf.n (Eqs. [12]-[15]). 

3. Solve for Hn (Eq. [21]). 

4. Solve for (aHn/oEn) (Eq. [23]). 

5. Solve for En by iteration (Eq. [22]). 

6. Obtain the new surface composition from the individual 

currents according to Faraday's law (Eqs. [18] and [32]). 

7. Determine the new surface activity (Eq. [31]). 

Results 

Table 1 lists the values of most of the variables used in this treatment. For 

the base case, the current is pulsed to the total de limiting current of the sys

tem. This current program is displayed in Fig. 1. In Fig. 2, the dimensionless 

surface concentrations are plotted for a system in which a Nernst diffusion layer 

is applicable (the dotted curves) and for the more rigorous solution outlined by 

Eqs. [12] and [13] (the unbroken curves). It can be seen that the two solution 

techniques yield very similar answers, as would be expected from the close 

agreement of the respective current-step solutions. Due to the low bulk concen-

tration and more noble character of component one, its surface concentration 

remains negligible throughout the electrodeposition process. The least noble 

component 3 has the highest bulk and surface concentration. Figure 2 illus-

trates that the process reaches a uniform and sustained periodic state after 

about the fourth cycle. 

The electrode-potential profile is portrayed in Fig. 3. The lower portions of 

the curve correspond to the on-time. While deposition is occurring, the elec

trode potential is forced to more cathodic (negative) values since the discharg-

ing ion concentrations are decreasing. During the off-times, the potential drifts 

in the anodic direction as corrosion reactions take place and metal ions are tran-

0 
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sported to the electrode surface by convection and diffusion. 

One of the more practical aims of this work is to obtain the electrodeposit 

. composition. A plot of the deposit composition is shown in Fig. 4. Though com

ponent 1 is the most noble component, its low bulk concentration limits its rate 

of mass transfer thereby suppressing its deposit concentration. The opposite is 

true for component 3. About 10 monolayers are deposited during the on-time; 

thus, there is a considerable variation in the electrodeposit concentration dur

ing the on-time. The corrosion currents also cause a change in the deposit mole 

fractions during the off-time. At higher frequencies, there would be less varia

tion in the deposit composition during a pulse. 

In .order to obtain the deposit mole fractions, the partial currents must be 

known. A plot of partial currents is shown in Fig. 5 for a pulse-reversal current 

source. A pulse-reversal current source is often used to produce smooth depo

sits, and it has a significant affect on the alloy composition and ionic surface con

centrations. Due to the high bulk concentration of component 3, it carries most 

of the cathodic current. Figure 5 shows that components 1 and 2 incur mass

transport limitations during the on-time. Component 3 also carries most of the 

anodic current due to its more negative standard electrode potential. At the end 

of the fifth cycle, the total deposit mole fractions are 0.028, 0.222, and 0. 750 for 

components 1, 2, and 3, respectively. For the base case (Figs. 1-4) the analogous 

values are 0.021, 0.175, and 0.804. In addition, the pulse-reversal current source 

supports higher ionic surface concentrations due to the periodic deposit dissolu

tion. A comparison ofFigs. 2 and 6 illustrates this. 

Some insight into multicomponent electrodeposition can be gained by exa

mining the case of a triangular current source. The triangular current waveform 

in Fig. 7 reaches a cathodic current density 1. 7 times the total de limiting 

current density displayed in Fig. 1. The nonlinear nature of the electrode kinet

ics is manifest in the electrode-potential profile in Fig. 8. The waveform in Fig. 7 

was constructed to disallow the achievement of a periodic state. In Fig. 8, it can 
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be seen that the minima reach more cathodic values for each succeeding period. 

At 0.20 sec, all three discharging metal ions reach a zero surface concentration. 

Directly after this another reaction would be forced to take place, such as sol

vent decomposition. 

The influence of the individual solid-state activities is shown by the com

parison of Figs. 9 and 10 for the last off-time displayed in Fig. 1. The partial 

currents for the base case are shown in Fig. 9. Component 1 carries its de limit

ing current density throughout the process. Component 2 is also depositing dur

ing the off-time whereas component 3 dissolves. The partial currents sum to 

zero during the off-time. 

When the energy of interaction between components 1 and 3 and com

ponents 2 and 3 is attractive, the corrosion currents are reduced and the deposit 

is more stable during the off-time. This is depicted in Fig. 10. These concepts 

are important to the understanding of the corrosion of alloys. In particular, ele

ments can be chosen to form a more corrosion resistant alloy. Though the par

tial currents are relatively low in Figs. 9 and 10, and the overall deposit composi

tion will not change greatly because of the surface free-energy changes, situa-

. lions can occur in which the individual solid-state activities could be very impor

tant. For instance, in pulse-reversal electrodeposition, where the magnitude of 

the anodic current is high, the surface activities will play an important role in 

determining the electrodeposit composition and the ionic surface concentra

tions. 

Conclusions 

This paper presents a mathematical model for the periodic electrodeposi

tion of multicomponent alloys by an arbitrarily specified current source. An 

analogous model for potential-controlled electrolysis is also discussed. The 

method of superposition is used to solve this problem with an efficient numerical 

algorithum. This treatment exposes the large number of parameters the elec

troplater must consider for obtaining thin alloy films with the desired proper-
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ties. If an accurate model is used by the electroplater, the different plaling 

parameters can be intelligently varied to assist in manufacturing the desired 

electrodeposit. 
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Appendix 

Roseburgh and Lash Miller's solution could be used to derive alternate 

expressions for Eqs. [12] and [13]. The current-step solution is first required. 

Fick's second law, 

OCj a2ci 
. at:= Di ay2 [A-1] 

with the initial condition and the boundary conditions given by Eqs. [3], [5], and 

[10] outline the current-step problem. The solution is (23) 

[A-2] 

The similarity between Eqs. [7] and [A-2] is evident. Retention of the velo

city term in Eq. [1], the convective diffusion equation, tends to change slightly 

the eigenfunctions and the eigenvalues. The form and the behavior of the two 

em-rent step solutions are very similar. 

For short times, Eq. [A-2] can be reduced to the Sand equation. Thus, Eq. [8] 

bectrs a close resembiance to the asymptotic expression of Eq. [A-2] evaluated for 

sh.:>rt times and at the electrode surface. 

When the method of superposition is used to obtain an expression for a vary

ing current source, the concentration can be expressed by Eq: [11] and 

. oi I y 8 oc cos(mgiy)e-m2at(t-tn-1) l 
9 i.n = _F_D_ 1 - -6 - -2 2: -------::-2----

ni i i rr i=I m 
[A-3] 

anti 

[A-4] 

The similarity between Eqs. [12], [13], [A-3], and [A-4] is evident. This is 

especially true at the electrode surface where Zk is unity. Equations [A-3] and 
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2.1 

[A-4] and Eqs. [14] and [15] were used to model the solution-side mass transport 

in order to obtain the dotted curves in Fig. 2. 
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Nomenclature 

ai.n surface activity of component i at time step n 

ci.n concentration of species i during time step n, mol/cm3 

cib bulk concentration of species i, mole/ cm3 

ci~n surface concentration of species i during time step n, mole/cm3 

ci,re reference electrode compartment concentration of species i, 

mole/crn3 

dm.1 monolayer thickness of electrodeposit, em 

Di diffusion coefficient of species i, cm2/sec 

f F /RT, mole/V-equivalent 

F Faraday's constant, 96487 C/equivalent 

gii energy of interaction between components i and j, J/mole 

GE molar excess Gibbs energy, J/mole 

Hn zeroing function, mA/cm2 

ii.n current density carried by species i at time step n, mA/cm2 

in total current density. at time step n, mA/cm2. 

kaj anodic rate constant of component i, mole/cm2-sec 

kcj cathodic rate constant of species i, kg/cm2-sec 

m number of deposit components 

Mi symbol for chemical formula of species i 

n time step 

ni number of electrons in the deposition reaction of species i 

nre number of electrons in reference-electrode reaction 

Ni moles of component i 

NT total moles 



~ 

23 

r cell ohmic resistance, O-cm2 

R universal gas constant, 8.314 J/mole-K 

RSAT relevant surface-activity thickness, em 

Si.re stoichiometric cqefficient of species i in reference electrode reaction 

t time, sec 

T absolute temperature, K 

u~ 
I standard electrode potential for reaction involving species i, V 

U~e standard electrode potential of the reference electrode reaction, V 

Vn electrode potential referred to the reference electrode, during time 

step n, V 

v1 normal velocity component to a rotating disk electrode, em/sec 

xi mole fraction of component i 

y normal distance from the electrode surface, em 

aii species interaction constant characteristic of the nonrandomness of 

r(4/3) 

e. 1.n 

e.s J.n 

a 

Po 

the mixture 

symmetry factor for component i 

activity coefficient of component i 

0.89298, the gamma function of 4/3 

concentration function, mole/ A-em 

surface-concentration function, mole/ A-em 

Nernst diffusion layer thickness of species i, em 

exponential proportionality constant for the RSAT mole fraction 

kinematic viscosity, cm2/sec 

solvent mass density, kg/cm3 
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Pi species i molar density, moles/cm3 

c.> disk rotation speed, radian/sec 

~i.n concentration function, mole/cm3 

~i~n surface concentration function, mole/cm3 

\I 
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Quantity 

cb 
I 1 X 10.-6 

dm 3 

ka,i 8. 741 X 10-14 

kc.i 1.229 X 10-3 

ni 2 

r 0 

RSAT 9 

Ug(2) 
I 0.3 

x:.o 
l 1.0 

Pi 0.5 

?'i 1.0 

oi 0.001014 

Po 0.001 

Pi 0.073 

a 1.0 
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Table 1. Model inputs. (1) 

1 X 10-:s 

2.109 X 10-10 

5.092 X 10-7 

2 

0.1 

0.0 

0.5 

1.0 

0.001014 

0.073 

1 X 10-4 

5.091 X 10-7 

2.11Q X 10-lO 

2 

-0.1 

0.0 

0.5 

1.0 

0.001014 

0.073 

(I)For component entries, component 1 is at the far left, follo~ed by 
components 2 arid 3 respectively. 
(2)The values of Ul1 can be obtained from the rate constants. 

Units 

mole/cm3 

A 

ohm-cm2 

A 

Volts 

molesi/mole 

em 

kg/cm3 

mole/cm3 

The rate constants have been chosen to yield comparable exchange current densities. 



Fig. 1. 

Fig. 2. 

Fig. 3. 

Fig. 4. 

Fig. 5. 

Fig. 6. 

Fig. 7. 

Fig. 8. 

Fig. 9. 
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Figure Captions 

Current source for the base case. The maximum cathodic current is 

the sum of the de limiting currents of the discharging ions ( -211 

mA/sq·cm). 

Dimensionless surface concentrations for the first five cycles. The 

current source is shown in Fig. 1. The dotted curve was obtained 

using the Nernst diffusion layer approximation. The surface concen

tratior~ of component 1 remains near zero throughout the deposition 

process. 

Electrode potential relative to a SHE for the base case. The lower por

tion of the curve represents the on-time. 

RSAT mole fraction variation for the base case. Upper curve, com

ponent 3; middle curve, component 2; lowest curve, component 1. At 

time zero, the electrode is pure 1. 

Component currents for a pulse-reversal current source. The current 

is reversed to 52.8 mA/sq·cm. The maximum cathodic current is the 

same as that shown in Fig. 1 (211.2 mA/sq·cm). 

Dimensionless surface concentrations for the pulse-reversal current 

source. The surface concentrations are higher than those for the 

pulsed-current source depicted in Fig. 2. 

Triangular current source. The maximum current is 1.6 times the 

base case maximum cathodic current source shown in Fig. 1. 

Electrode potential relative to the SHE for the triangular current 

source displayed in Fig. 7. For the specified conditions, a periodic 

state will not be achieved. 

Component currents during the fifth off-time for the base case. The 

activity coefficients are all unity. 



Fig. 10. 
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Component currents· during the fifth off-time of the current source 

shown in Fig. 2. For this case, the activity coefficients deviate from 

unity. G3.1 - G3.3 = G3 •2 - G3•3 = -20,000 J/mole. Component 3 is 

attracted to components 1 and 2 in the electrodeposit. 
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