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On Halogen Electrochemistry in 

Propylene Carbonate 

Karrie J o Hanson 

Materials and Molecular Research Division, Lawrence Berkeley Laboratory, 

and 

Department of Chemical Engineering, University of California, 

Berkeley, California 94 720 

ABSTRACT 

Propylene carbonate is one of the more promising solvents for use in gal­

vanic cells and in electrolysis processes involving alkali metal negatives. In this 

study, the electrochemical behavior of halogen/halide electrodes has been 

investigated. Included in this work are a study of the stability of propylene car­

bonate with respect to elemental chlorine, bromine, and iodine: an investigation 

of the solubility and conductivity of halogens and halide salts: and the determi­

nation of thermodynamic and kinetic characteristics of the 

iodide/triiodide/iodine couple. 

Uv-visible spectroscopy experiments of iodine and bromine solutions have 

demonstrated that the stable form of the halogen in PC is the trihalide. In the 

case of iodine, the equilibrium constant of the disproportionation reaction at 

25aC was determined to be 0.85. Gas chromatography analysis showed that 

chlorine attacks even dried, distilled PC (less than 7 ppm water}, and that the 

extent of the reaction increases with increasing water content of the solvent. 

However, solutions of iodine in PC are stable for several months. 
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Conductivity experiments were performed to determine the extent of ion-

pair formation of KJ and KBr in PC. In addition, the conductivity of these solu-

tions was measured as a function of the concentration of the corresponding halo-

gen. Increased conductivity was noted for each solution, and a maximum was 

observed for equimolar iodide and iodine concentrations. 

Cyclic voltammograms of KI in supported (KA.sF 8) propylene carbonate show 

two anodic peaks. To characterize the voltammograms, the following sequence 

of reactions is proposed: 

3/- - /5 + ze-
2/s - 3/2 + ze-

(i) 

(ii) 

The validity of this mechanism was tested in an optically transparent thin 

layer cell by performing simultaneous cyclic voltam.metry and UV-visible spec­

troscopy at a narrow mesh gold working electrode. The sequence of formation 

and disappearance of triiodide and iodine according to {i) and (ii) was confirmed 

by the spectral scans repeated at 30 second intervals. 

A transport model for the simulation of the voltam.mograms was developed 

which takes into account the presence of two electron transfer steps; the fact 

that these steps have a complex (i.e. not l:lrstoichiometry; the effect of mass 

transfer of the three species: and the kinetics of the charge transfer reactions. 

The results indicate that reaction (i) is kinetically inhibited while reaction (ii) is 

reversible. 
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NOMENCLATURE 

A Electrode area, cm2 

b Potential sweep rate, mV/sec 

("'-' 
Concentration of reduced species, R. moles /cm5 

Concentration of oxidized species, 0, moles I em 3 

Initial concentration of reduced species, R, moles /cm5 

co Initial concentration of oxidized species, 0, moles /emS 

[q] Concentration of species i, moles I l 

Diffusion coefficient of species 0, cm2/sec 

Diffusion coefficient of species R, cm2/sec 

E Electrode potential relative to a given reference, V 

Standard electrode potential, V 

Switching potentials for cyclic voltammetry, V 

F Faraday constant, 96485 C/equiv. 

i Current density, A/cm2 

Exchange current density at a given reference state, A/cm 2 

Association constant 

.. kJ Rate constant for Case I, cm3/mol-sec 

Rate constant for Case I, sec-1 

Rate constant for case Il, em 4 /mol-sec 

Rate constant for case II. em/sec 

n number of electrons 
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0 

R 

m,q 

t 

T 

Pa 

Oxidized form in standard reaction, R .... 0 + ne-

Reduced form in standard reaction, R .... 0 + ne-

Stoichiometric coefficients 

Time, sec 

Temperature, °K 

Distance from the electrode surface, em 

Frequency, cm-1 

Single ionic mobilities, cm2/0-mol 

Molar conductance, cm2/0-mol 

Switching time during a cyclic voltammetry sweep, sec 

Density, kg /emS 

Solvent density, kg /emS 

Symmetry factor 

Activity coefficient 
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NONAQUEOUS SOLVENT ABBREVJATIONS 

AN Acetonitrile 
"i 

DMA Dimethyl acetamide 
\.; 

DMF Dimethyl formamide 

DMSO Dimethyl sulfoxide 

EC Ethylene carbonate 

FA Form amide 

HMPTA Hexamethylphosphotriamide 

NMF N-Methyl formamide 

PC Propylene Carbonate 

THF Tetrahydrofuran 
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Chapter II Introduction 

The behavior or highly electropositive metals such as the alkali and alkaline 

earth metals is an area of active reasearch for applications such as in high 

energJ density batteries, liquid m:tal heat transfer fluids, or light-weight alloy 

materials. The electrodeposition of these metals at room temperature requires 

the u~:e of non-aqueous solvents that are both stable underpotential differences 

in excess of 5 volts and capable of dissolving metal salts to form conducting solu­

tions. Previous work in this laboratory has established the feasibility of pro­

pylenu carbona:.e as an ionizing solvent which also meets the criteria of stability 

with r·~spect to alkali metals[l]. The electrodeposition of alkali metals in this 

solvent has bee:1. demonstrated[2], but the choice of a compatible anodic reac­

tion r:!mains ar.. open question. This wo::-k presents an experimental evaluation of 

the fed.sibility cf the electrochemical evolution of the halogens, chlorine, brom­

ine, a:1d iodine, in propylene carbonate. 

To date inc.ustrial applications of halogen solutions in PC have been few. In 

1980, ·1 U.S. pat~nt was issued to Tdtaria and Schneider[3] for an electrochemical 

cell wl1ich utili:t:ed a PC-based electrolyte to detect small quantities of chlorine. 

In 1974, Weineg 1r and Secor published the results of their study of a nonaqueous 

lithium-bromine secondary galvanic cell[ 4]. An ultra-fine polyethylene separa­

tor was used to contain t~e halogen within the negative electrode compartment. 

The electrolyte was lithium perchlorate and lithium bromide in PC. Tested in 

contiuuous ninety minute cycles, the cell performed for 1785 cycles, a surpris­

ingly good resuLt for the first test cell. No problems with solvent stability were 

noted in either of these cases. 

Of principal interest in this evaluation are solvent stability, the solubility 

and conductivity of halide salts in PC, and the characteristics of the electro­

chemical reaction. An investigation was undertaken to determine the limits of 
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gas chromatography and FTIR spectroscopy to detect water and other impuri­

tites. The stability of the solvent in the presence of chlorine, bromine, and 

iodine was investigated using gas chromatography and UV-visible spectroscopy. 

To establish the characteristics of the electrochemical reaction of the halides in 

PC, iodide and iodine solutions were studied using cyclic voltammetry. The 

results of these experiments were analysed with the aid of a mathematical model 

that was developed in collaboration with M. Matlosz to simulate the voltammo­

grams based on a proposed reaction mechanism. Spectral electrochemical 

experiments were conducted to independently verify this reaction mechanism. 
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Chapter ll/ Characterization of Propylene Carbonate 

2.1. INTRODUCTION 

Much has been written about the purification and characterization of pro-

pylene carbonate. The literature is not in complete agreement on certain points. 

The solvent has been described as "not hygroscopic to any great extent"[!], [2] 

yet it has been recommended as a drying agent for natural gas[3] and C0 2[ 4]. We 

noticed that dry PC will absorb water from the atmosphere so quickly that even 

brief exposure affects the precision of most electrochemical experiments. This 

observation is in accord with the bulk of the electrochemistry literature [5] [6]. 

Rigorous exclusion of water is necessary because impurities having labile pro­

tons, such as water, are extremely active in PC and often play a large role in elec­

trochemical processes. For example, Jansta et al. report that current- potential 

curves for potassium deposition are smooth only in highly dried electrolyte. 

Water present in tens of ppm was sufficient to slow and eventually stop the depo­

sition process[7]. These results were confirmed by Law[B]. Trace water can 

strongly inftuence the determination of properties of dilute electrolyte solutions. 

A solution of 10 ppm water, about 6 x 10--' M, is enough to bind 10% of the cations 

in a 6 mM alkali metal solution[9]. 

In this chapter the techniques we used to purify and characterize propylene 

carbonate are presented and discussed. In addition, the use of Fourier 

transform infrared spectroscopy to detect water in propylene carbonate is 

evaluated. TI1e results of a preliminary IR investigation t.o monitor the water 

content in salt solutions in PC are also presented1• 

1 The Fourie~ t.ransfo~:n spect.ro:neter was generously loaned to us for use in off-peak .hou:-s by 
Dr. He:-b St:-auss of tile Department of Cherrust.ry. This investigation was therefore intended on:y :o 
test the feasibJity of t.'>)e tedutique. 

,-. 
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2.2. Analysis of Propylene Carbonate 

Gas chromatography was the primary technique used to evaluate the sol­

vent. Two types of detectors were used: fiame ionization (FID) to detect organic 

impurities and thermal conductivity (TC) to detect water. The details of the 

instrument, the column and the injection procedure are described in section 

3.2.1. 

2.3. Purification of Propylene Carbonate 

5 

The purification procedures followed in this work were based upon work by 

Jasinski and Kirkland[lO] and the subsequent extension by Law[ll]. The starting 

material was either purified (Burdick and Jackson) or commercial grade 

(Jefferson Chemical) PC. The method consists of three steps: (i) pretreatment 

with dried molecular sieves and alumina, (ii) stripping the low boiling impurities 

by bubbling dry helium through the solvent overnight, and (iii) vacuum distilla­

tion. This purification scheme is described in detail in Appendix I. 

Two changes from the process used by Law were made. First, because the 

heat of adsorption of water onto molecular sieves is large, the solvent becomes 

very hot when it is poured into a fixed bed of sieves. Therefore, to avoid decom­

position at this step the sol-vent is chilled first to 0 ac before pretreatment. In 

addition, about 400 cc of sieves are added to the PC before it is poured through 

the sieve bed. In this way most of the heat of adsorption is dissipated into the 

solvent. 

Secondly, our studies of water removal by molecular sieves indicate that the 

process is relatively slow. The effectiveness of water removal was evaluated by 

duplicating the pretreatment steps in the glovebox and analyzing the water con­

tent at each stage. Figure 2.3.1 demonstrates the effect of retention time and 

solution temperature on the performance of the molecular sieves. The water 

level of" as received" (Burdick and Jackson) solvent was reduced from BO ppm to 



Effect of Temperature and Retention 
Time on Molecular Sieve Performance 

As Received 
Propylene Carbonate 

80 ppm 

· Room Temp 

Fast Pass 

50 ppm 

Cold (8°C) Cold 

3112 min 23 min 

40 ppm 15 ppm 

6 

~ 
Cold 
12 hr 

7 ppm 

XBL 8410·10905 

Figure 2.3.1 Effect of temperature and retention time on molecular sieve 
performance. The GC-TC water peak is shown. The water df "as received" 
PC is reduced from 80 to 50 ppm by a single pass through a bed of sieves. 
The water level in chilled (l8°C) PC is reduced to 7 ppm after 12 hours. 

\) 
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40 ppm by immersing about. 20 ml of dry sieves in about 100 ml of cold PC (8°C) 

for four minutes. The water content was further reduced to 7 ppm after 12 hours. 

As a result of these experiments, the retention time of the PC over the sieves was 

increased to two hours. PC purified in this way contained less than 5 ppm water 

and undetectable levels of glycols (less than 20 ppm} and formaldehyde (less 

than 1 ppm) as measured by GC. 

2.4. Infrared Spectroscopy 

Detection of impurities in propylene carbonate by the use of gas chromatog­

raphy only has inherent limitations. First, the experiments are not easily repro­

duced. This is partially due to the ease with which PC will absorb atmospheric 

humidity. Inconsistent sample injection techniqu.es and the decomposition of PC 

in the GC column at temperatures greater than 150 ac also contribute to this 

problem. (These difficulties are described in detail in section 3.2.) In addition, 

the water content. of salt solutions cannot be analyzed by GC because the salt 

apparently catalyzes the breakdown of PC in the injection port. Thus alternative 

methods were sought which would operate at or near room temperature. One 

such alternative is infrared spectroscopy. 

Infrared spectroscopy is a technique to measure the vibrational modes of a 

molecule. Water and PC have sufficiently different vibrational spectra to distin­

guish between the two molecules. Water is an asymmetric molecule with three 

vibrational modes which are active in theIR region. In the gas phase, the sym.:. 

metric stretch 111, the symmetric bend 112, and the asymmetric stretch 113 are 

seen at 3657, 1595, and 3756 em -l, respectively[12]. In PC the carbonyl absorp­

tion in the IRis very strong and obscures the fundamental water absorption, 11 1, 

at 3635 em -l for small concentrations of water. However, the 112 + 113 combina­

tion band at 5250 em-lin PC (5275 em-lin the gas phase) can be observed with 

little interference from PC. Conrad[13] has shown that the frequencies and 

bandwidths of the combination band correlate without exception to the those of 
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the fundamentalv3 band in several solvents. The absorption of water in solvents 

is shifted to lower frequencies than in the gas phase. This shift can be correlated 

with the degree of interaction between the solvent and water, as shown in Figure 

2A.l. On the far right, the small frequency shift observed for water in c:arbon 

tetrachloride (-30 em - 1 from water in the gas phase) indicates that water is only 

very weakly co_ordinated to the solvent. On the other band. water is strongly 

bound to tetrahydrofuran (a shift of 195 em - 1). Water in propylene carbonate 

shows intermediate behavior. Cogley etal.[14] have reported that, based on lR 

and NMR studies, the interaction of water in PC is best described by a continuum 

model in which water molecules form hydrogen bonds to PC solvent molecules. 

Water retains a Cz., symmetry. In PC, the self-association of water is reported as 

limited to two distinct solvated species: a monomer and a dimer. 

IR has been used as an analytical tool to detect water in a variety of organic 

and inorganic solvents(15], (16]. A preliminary test of the method in PC solu­

tions by 1 asinski and Carroll[ 17] has shown detection of less than 100 ppm water 

in salt solutions in PC. However, the addition of lithium perchlorate to the solu­

tion complicated the analysis. With increasing concentrations of the salt (equal 

water concentration), a shift in the peale maximum and a decrease in the inten­

sity from pure solvent values was observed. The authors conclude that, in these 

solutions, water exists as hydrated lithium ions. In addition, the extinction 

coefficient decreases with increasing LiClO 4 concentration, even though at these 

concentrations (0.5 to 1.0 M), there is a large excess of lithium ions over water 

molecules. This preliminary work showed promise and it was hoped that the use 

of a Fourier transform spectrometer, such as the one available for this study, 

would improve the sensitivity to the water signal to equal or exceed the results 

obtained by GC. 

J/ 
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Figure 2.4.1 Correlation between the U2+ u 3 combination band frequency 
(in wavenumbers) of water and its u 3 frequency as a function of solvent. 

# 
c... Taken from M. Conrad [13] with permission. 
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2.4.1. Experimental 

Because the waler stretching region in PC occurs near solvent bands, il was 

necessary to oblain an accurate spectrum of dry solvent as a reference for sub-

traction. In this study, the reference sample was dried, distilled PC, as described 

in section 2.3. Occasionally a small amount of potassium was added to the cell to 

make sure that the sample remained dry while the spectrum was taken. 

Water in the low ppm range can only be observed with an instrument with 

extremely high ratio of signal to noise. We 2 used a Nicolet model 8000 vacuum 

Fourier transform infrared (FTIR) spectrometer with the entire optical path 

length except a small tub {about two liter capacity) evacuated to less than 1 mm. 

The tub, which contained the sample, was purged with house nitrogen passing 

through a 4-ft drying tube tilled with calcium sulfate. The cell (Harrick liquid 

cell) used 2-mm tetlon spacers between 1" diameter windows, and was sealed with 

Vi ton o-rings and tetlon plugs. The cell windows were CaF 2 because KBr windows 

were too hygroscopic. All spectra were run at a nominal 2-cm -I resolution; 

several thousand scans were obtained in lwo hours. 

2.4.2. Results 

Water in Propylene Carbonate 

Figure 2.4.2 illustrates the difference between a sampJe of wet (1.3 %) and 

dried, distilled PC. The water peak appears very clearly at 5250 em -l. The 

difference spectrum (Figure 2.4.2B) shows a relatively narrow peak for water. 

However, detection is more difficult at lower water concentrations. The IR spec-

trum of a solution containing 80 ppm water compared to dried, distilled solvent 

is given in Figure 2.4.3. The water absorption appears as a shoulder to the PC 

2 All expe:-::nents we:-e done w1th Morgan Conrad, a graduate student of Dr. H. Strauss, using 
tbeir group's instrument. 

.. , ,, 
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Figure 2.4.2 FTIR spectra of water in PC. (A) Upper curv~: 1.3% water 
in PC. Lower curve: dried, distilled PC. (B) Difference spectrum. 
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Figure 2.4.3 FTIR spectra of water in PC. (A) Upper curve: 
80 ppm water in PC. Lower curve: dried, distilled PC. 

(B) Difference spectrum. 
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band at 5380 em -I, and the peak seen in the difference spectrum (Figure 2.4.3 B) 

is much smaller. From several trials at lower concentrations, it appears that 

about 10 ppm is the limit of detection for water. Although this is better than that 

reported by Jasinski (100 ppm), it is approximately the same sensitivity as can 

be obtained by GC analysis. 

Detection of Water in the Presence of Electrolytic Salts 

Additional preliminary FTIR experiments were carried out with solutions of 

KOH and KEr. Concentration measurements of water in salt solutions are of 

interest because the salt interferes with GC analysis. The results outlined here 

are intended only to demonstrate the type of information that can be obtained. 

KOH was studied to evaluate the use of metallic potassium as a drying agent. 

Potassium reacts with trace water in the solvent to produce KOH which remains 

in the bottoms when PC is distilled. It was decided to try to use FTIR to monitor 

the water removal and see if evidence of KOH could be found. To approximate 

this procedure, a small lump of potassium was scraped under a helium atmo­

sphere and placed in 2 ml of PC containing about 25- 30 ppm water. The 

dit!erence spectrum {untreated PC subtracted from PC dried with potassium) is 

shown in Figure 2.4.4. Ditrere_nees are small, however several small peaks are 

seen. The spectrum shows evidence of an undifferentiated band at ""4359 em - 1 

{peak A) and a negative peak at 4150 em - 1 {peak B). No change in the water peak 

is observed at 5250 em - 1 to indicate a change in the water concentration. 

To interpret this spectrum, a solution of KOH in PC was analyzed. The 

difference spectrum (PC/KOH solution minus PC) is given in Figure 2.4.5. Three 

peak are observed at 5006 em - 1, 4 781 em - 1, and 4400 em - 1• Tentatively the 

peaks are assigned to the free OH stretch (5006 em - 1 ), and OH- coordinated to 

PC (-4400 em - 1). The small peak at 4781 em ..,. 1 is not assigned. From these 

results the difference spectrum of PC dried with potassium indicates that the PC 

carbonyl peak at -4400 em-lis slightly shifted, possibly as a result of the QH-
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Figure 2.4.4 FTIR difference spectrum of PC that has been dried with 
potassium minus PC. 
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Figure 2.4.5 FTIR difference spectrum of 0.2 M KOH in PC minus pure PC . 
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coordination of PC. No peaks appear at 5006 em - 1 (from free hydroxide) or at 

5250 em - 1 (from the disappearance of water). Thus, these early results seem to 

indicate that little water is removed. Several explanations are possible. Either 

an undetectable amount of water was removed, or the potassium is quickly 

covered with a protective oxide and thus ceases to be effective, or potassium 

reacts with PC instead of water. Clearly, further study is needed to elucidate this 

process. 

The et!ect of KBr on the IR spectrum of PC solutions was also examined. The 

effects of a saturated solution (6 x 10-3 M) were small. The only change we 

observed was a shift of about 30 em - 1 for the Amu of water at 5250 em - 1• This 

change is approximately the same magnitude as that observed by Jasinski for 

perchlorate solutions in PC. 

2.5. CONCLUSIONS 

ITIR spectroscopy has been evaluated as an analytical technique to detect 

water at levels below 100 ppm in PC. We find that the limit of detection is about 

10 ppm. Water content. can also be monitored in salt solutions. However, the 

peaks are somewhat attenuated and shifted by about 30 wavenumbers. The prel­

iminary results are encouraging. But to obtain reliable data for salt solutions, 

careful calibration would be required. Because few other methods are available 

for this type of measurement, this technique merits further study. 
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Chapter ITI I Stability of Propylene Carbonate 

in the Presence of Halogens 

3.1. INTRODUCTION 

19 

Propylene carbonate must be stable in the presence of halogens for 

halide/halogen electrodes to be considered viable candidates for large scale 

electrochemical applications. In this chapter, we address the question of the 

durability of the solvent in the presence of chlorine, bromine, and iodine. 

Two different experimental techniques were used in this work. Because 

iodine and bromine solutions in PC are highly colored, UV-Visible spectroscopy 

can be used to determine the concentration of these species. The advantage of 

this technique is that measurements can be carried out at room temperature, 

thereby avoiding the decomposition of PC. Solutions of chlorine in PC were 

analyzed by gas chromatography. This technique is more problematic because it 

is sometimes difficult to distinguish decomposition products in the solution from 

those resulting from solvent breakdown in the GC column, or from trace water 

introduced during sample injection. 

From the the UV-Visible-experiments, we found.that iodine dispropor­

tionates in PC to form triiodide and probably a positively charged iodine species. 

Similar behavior was noted in bromine solutions. Conductivity experiments 

confirmed lhe formation of charged species. This type of reaction has been 

reported in pyridine, but has not been reported in PC. Although halogen dispro­

portionalion in PC and solvent stability may be completely separate phenomena, 

it is more likely that they are related. Both subjects are covered in this chapter. 

3.2. CHLORINE 

From the point of view of the economics of alkali metal deposition, the evo­

lution of chlorine would be the anodic reaction of choice. It has been 
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demonstrated that the salt, KAlC1 4, is soluble in PC in excess of one molar, and 

that it can be easily synthesized by fusing KCl and AlC1 3 at about 500°C[1]. But 

from the point of view of feasibility, chlorine is the strongest oxidizing agent of 

the three halogens we have considered and is the most likely to attack PC. In 

this section, the results of experiments designed to test the compatibility of PC 

with chlorine are presented. In particular, we have tried to evaluate the 

influence of impurities in PC on the decomposition reactions in the presence of 

chlorine. 

To date, only one study bas addressed the question of the compatibility of PC 

and chlorine. In 1979, Yu, Ross, and Tobias published a short report which 

demonstrated extensive degradation of PC in the presence of chlorine [2]. 

Chlorine was found to degrade even the most carefully purified propylene car­

bonate. In experiments in which chlorine was bubbled at a rate of about 1 ml per 

minute through approximately 15 ml of PC, color changes were observed and 

rapid degradation was detected by GC analysis. After 30 seconds of bubbling, the 

propylene glycol and propylene oxide levels rose from 5 ppm to about 200 ppm. 

After two hours, these levels were measured in excess of 1 x 104 ppm. In experi-

ments in which chlorine was electrochemically generated from a potassium 
-

chloro-aluminate solution in PC, degradation was again observed in the anolyte 

chamber. At a current density of 80 JJ.A/cm 2 (one em 2 electrode area), the 

amounts of propylene glycol and propylene oxide reached the same level found in 

the chlorine bubbling experiments after two hours. In addition, it was reported 

that water plays an important role in the degradation process. Addition of as lit-

tle as 10 ppm water caused the extent of degradation to increase as much as ten-

fold. Unfortunately, Yu did not dry the chlorine gas (from standard cylinders) 

used in his experiments. Wet chlorine could drastically influence the results. 

The discovery that even small amounts of water can apparently enhance the 

breakdown of PC in the presence of chlorine cast doubt on "inherent" instability 

..... 

,.., 

.. 
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of PC. If water levels could be reduced to below 1 ppm (say), could the breakdown 

of PC be avoided? In this section, the study by Yu is extended to try to answer 

this question as well as to try to elucidate the mechanism of degration. 

3.2.1. Experimental 

E:r:posure Vessel and Pressure /Vacuum Manifold 

The general approach to this study was to exposed well-characterized PC to 

elemental chlorine and water in varying combinations. The PC was character-

ized before and after exposure by gas chromatography to determine the degra­

dation products and to monitor the extent of degradation. 

The equipment designed for this experiment is shown in Figure 3.2.1. Five 

ml of PC containing a known amount of water is transferred to this vessel inside 

the glove box under a helium atmosphere. The vessel is connected to the 

pressure/vacuum manifold (which is already under helium) and evacuated to 

100 JJ.m Hg. Chlorine (Matheson, Research Grade, 99.97%) is added using a mer­

cury manometer to monitor the pressure 1• Before contacting the PC, the 

chlorine is passed through two cold traps containing a methanol/ice mixture 

( -10° C) and a filter containing anhydrous magnesium sulfate. This system was 

designed to remove water from the chlorine before it contacted the PC. The PC is 

agitated vigorously by a stirring bar for the duration of the exposure. At the end 

of the run, samples were taken through a rubber septum with a microsyringe for 

GC analysis. Chlorine was purged then from the system by bubbling helium 

throughout the manifold and the exposure vessel. The helium was finally bub­

bled through a concentrated (6 N ) hydroxide solution to strip the chlorine 

before the apparatus was disassembled. This procedure was repeated for various 

combinations of exposure time, chlorine pressure, and water content of PC. 

1 A • •. :'lin fum o! mercuric chloride was formed at the mercury interface in the manometer. This 
fil:n did not hinder the measurement. 
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Figure 3.2.1 Reaction vessel and pressure-vacuum manifold for controlled 
exposure of PC to dry chlorine gas. 



23 

Gas Chroma.togra.phy 

The PC was analyzed wilh a Varian model 3700 gas chromatograph equipped 

with both a thermal conductivity (TC) detector for water analysis and a tlame ion­

ization (FID) detector for organics. The column packing material was "Poropak 

Q" (Waters Scientific, 100 mesh} contained in 114 in OD, 24 in stainless steel 

columns. Because the decomposition products bad differing sensitivities to the 

GC packing and appeared in varying amounts, the temperature of the column 

was programmed in a systematic fashion for each sample injection. Under this 

regime, PC appeared after about 70 minutes so each run lasted about 2 hours. In 

addition, each run was recorded simultaneously at three different GC sensitivi­

ties using a three-pen recorder. Table 3.2.1lists the operating conditions used 

for the GC for this series of experiments. 
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Table 3.2.1 Gas Chromatograph Operating Conditions 

TC Conditions FID Conditions 
...... 

Injection Size 2 j.Ll 2 J.Ll 
<i 

Injector Temp. 130 ° c 130 oc 

Column Temp. 100 ° c T1 = 100 ° C (30 min) 
6T =5° C/min 

r2 = 1so o c 

Detector Temp. 200 °C 200 °C 

Attenuation 1 1 

Detector Current 205-207 m.A 

Filament Temp. 270 °C 

Helium Flow 60 m.l!m.in 120 m.l/m.in 

Air Flow 300 m.l/m.in 

-
Hydrogen Flow 60 m.l/m.in 

Range 1Q-12 0.05 

• 
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The reaction products were identified by comparing the unknown GC trace 

to GC traces of known compounds dissolved in pure PC. This process was guided 

by the results of GC analysis of PC reported by Jasinski and Kirkland [3]. The 

results we obtained are in agreement with this work. A calibration curve was 

established for each of the major impurities, including formaldehyde, propylene 

oxide, acetone, allyl alcohol. and the propylene glycols (1,2 and 1,3). This was 

done using the same temperature programming schedule used for the sample 

analysis. The analysis of PC by gas chromatography is complicated by the fact 

that PC will decompose in the column near the temperature required to elute 

high-boiling components from the column. Although precautions were taken to 

assure reproducibility, the results often varied by as much as 25%. To obtain 

reliable data, the calibration curves were often repeated and several sample 

injections were made for erie measurement2• 

The Varian GC showed a large variation in sensitivity for different com-

ponents. Formaldehyde, acetone and allyl alcohol can easily be detected below 

10 ppm at the most sensitive setting of the GC and recorder (1 mV full scale). To 

detect 1,2 and 1,3 propylene glycol, the chart recorder was set to 50 mV full 

scale. At this setting, the detection limit for these compounds is about 50 ppm. 

These curves were recorded -simultaneously using a multiple pen chart recorder. 

The water content of the PC was analyzed using the thermal conductivity 

detector. This is a difficult analysis because sufficient water can be absorbed by 

PC form the air during injection to give spurious results. For this reason our 

reported water contents are probably slightly high. 

Ga.s Otromatography with Mass Spectroscopy Detection 

We were not able to identify all components in the samples of reacted PC. To 

obtain a better understanding of the identity of the reaction products, some 

2 Reprod".Jcicility could ce greatly enhanced if a sample loop were to be installed in the glove bo:r. 
In this way samples could be directly injected into the GC 'Without handling them in air. 
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samples were evaluated by the Mass Spectroscopy Laboratory of the Department 

of Chemistry using a Finnegan Model 400 GC equipped with a mass spectropho­

tometer3. This approach proved to be helpful for components present in large 

amounts (greater than at least 100 ppm) but we found that in general this instru­

ment was about one hundred times less sensitive than the Varian 3700. Also, 

because the instrument is used for many different types of analysis, it was 

extremely difficult to obtain reproducible results. 

Solubility of Chlorine in PC 

The solubility of chlorine in PC was estimated by analyzing a sample of PC 

exposed to 155 mm Hg chlorine for 60 hours. Total chlorine was determined to be 

0.5 weight percent. These experiments were performed at 25 ac. 

3.2.2. Results 

PC Analysis 

Different batches of PC containing varying amounts of water were evaluated 

in these experiments. Preliminary runs to lest the equipment and provide 

"worst case" results were done with PC containing approximately BOO ppm water. 

The final runs, designed to lest the driest PC, were performed with the solvent 

containing less than 10 ppm water. (In this range, water is undetectable by GC 

analysis.) Figure 3.2.2A shows the chromatogram of PC containing less than 7 

ppm water. A small peak for acetone and propylene oxide/propionaldehyde 

appears (less lhan 3 ppm), but in general the trace is featureless until the PC 

emerges. The step al 35 minutes is a baseline shift caused by the temperature 

program. 

3 A D3-5 cap::Je:!"y co}um:l (32 m:r. E) x 50 rr.) wes_'..lsed for t.."'lese measureme!lts. The terr.pe:!"a· 
ture prog:ram was 30° C for 10 rrjnu-:.es, t..'len 5° C /mm to 240 ° C. 



27 

Reaction Products 

Figure 3.2.2B shows an example of the complete chromatogram for a sample 

of wet (140 ppm) PC exposed to approximately 50 mm Hg chlorine for 1 hour. The 

temperature of the column was programmed as described above, and all of the 

major product peaks can be seen. A summary of the reaction products detected 

and their retention times is given in Table 3.2.2. Peak 5 is marked "propylene 

oxide/propionaldehyde" because these two components are not separated in the 

column. The peaks having retention limes of 1.1 minutes, 2.4 minutes, 5. 7 

minutes, and 40.5 minutes remain unidentified because known compounds hav­

ing the same retention time were not found. 
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Figure 3.2.2 (A) GC-FID chromatogram of pure PC containing less than 7 ppm 
water. (B) GC-FID chromatogram of wet (140 ppm) PC exposed to 50 mm Hg 
chlorine for 12 hours. Three recorder sensitivities, 1, 20, and 200 mV 
full scale, are shown. Numbers at each peak correspond to components listed 
in Table 3.2.2. 
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Table 3.2.2 Product Retention Times 

Component Retention Time 
(minutes) 

1) 1.1 

2) 2.4 

3) Formaldehyde 3.6 

4) 5.7 

5) Propylene Oxide/ 12.7 
Proprionaldehyde 

6) Acetone 18.2 

7) Allyl Alcohol 37.5 

B) 40.5 

9) 1,2 Propylene Glycol 52.4 

10) 1,3 Propylene Glycol 58.4 

._, 
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Summary of Experiments 

A summary of the relevant experiments is given in Table 3.2.3. The results 

are characterized in terms of the product concentrations of formaldehyde, pro-

pylene oxide, acetone, allyl alcohol, propylene dial, and propylene oxide as a 

function of the amount of water in the PC and the exposure of chlorine. All 

experiments were carried out at room temperature. 

Table 3.2.3 Summary of Experiments: Reaction Products 

Experimental Conditions 

Water (ppm~ 33 33 33 133 7 
Cl 2 (mm Hg 0 50 150 50 155 
Time (Hours) 0 1 1 1 60 

COMPOUND (ppm) 

Formaldehyde <1 23 42 45 70 

Propylene Oxide/ <1 7 22 17 10 
Proprionaldehyde 

Acetone <1 <1 20 15 15 -

Allyl Alcohol <1 <50 500 200 2000 

1, 2 Propylene <1 <50 5 X 103 103 104 

Glycol 

1, 3 Propylene <1 <50 5 x1Q3 103 104 

Glycol 
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Effect of Chlorine E:rposure Pressure 

The concentration of decomposilion products increases as the pressure of 

chlorine in the exposure vessel is increased. Figure 3.2.3 illustrates the effect of 

chlorine pressure on the chromatogram of wet (BOO ppm) PC for an exposure 

time of one hour. As the chlorine partial pressure is increased from zero to 143 

mm Hg, the concentration of the major impurities shows a threefold increase. 

The concentration of products depends upon the amount of water in the PC. 

Figure 3.2.4 illustrates the same series for PC containing 33 ppm water. In this 

case, the chromatogram for PC exposed to 50 mm Hg chlorine for one hour (C) 

shows little change from unexposed PC (A). However, if the pressure is raised to 

150 mm Hg (also for one hour), an increase in t.he amount of all impurities is 

seen (B). In particular, the concentration of the dial compounds rises from an 

undetectable level (less than 30 ppm } to over 300 ppm. 

Effect of Otlorine E:rposure nme 

Changing the amount of time that the PC sample is exposed to a chlorine 

atmosphere has qualitatively the same effect as increasing the chlorine pres­

sure. Again, the amount ofwater in the sample is important. Figure 3.2.5 illus­

trates the difference in the gas chromatogram for exposure times of 1 and 12 

hours. The PC sample in this case contained 33 ppm water and the chlorine pres­

sure was 50 mm Hg. Unfortunately, the glycol concentration for these runs was 

not carefully rn onitored. 

Several runs were made at a chlorine pressure of 50 mm Hg and monitored 

by GC-MS. The duration of these runs varied from one hour lo eight days and the 

water content of the PC was 15-20 ppm. No impurities except C0 2 were detected 

by GC-MS. This is a reflection of the lack of sensitivity of the instrument; unfor­

tunately the samples were not also evaluated by the GC-FID. 
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Figure 3.2.3 Effect of chlorine on wet PC. All PC samples contained 
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Figure 3.2.4 Effect of chlorine pressure on PC containing trace water. 
All samples contained 33 ppm water. (A) Unexposed PC. (B) Chlorine 
pressure: 150 mm Hg, one hour exposure. (C) Chlorine pressure: 50 mm Hg, 
one hour exposure time. 
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Figure 3.2.5 Effect of chlorine exposure time. Both samples were exposed to 
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Long Time Chlorine Erposure to Anhydrous PC 

To try to exclude the possibility of PC decomposition by catalysis of water, 

an experiment was designed to expose the driest PC to 155 mm Hg chlorine for 

several days. A five ml sample of PC containing less than 7 ppm water was 

exposed to a chlorine atmosphere at 150 mm Hg pressure for 60 hours. The GC­

FID trace of this run is given in in Figure 3.2.6. Again, acetone and proprional­

dehyde peaks are seen (10-15 ppm). Also formaldehyde (70 ppm) and the pro­

pylene glycols (about 500 -1000 ppm) are found. 

The GC-MS trace for this run is given in Figure 3.2. 7. Except PC, the two 

major peaks were C0 2 and HCl (peaks A and B, respectively). These compounds 

were both present in excess of one percent, as estimated by the operator[ 4]. The 

glycol peaks, (marked "E") merge together with the PC peak (F) and cannot be 

identified with the mass spectrometer. There is some evidence to indicate that 

the peaks after PC are chlorinated. The peak marked "I" shows fragments which 

correspond to -CH 2Cl and give the correct isotope ratio for chlorine. Because 

the peaks are very sharp. it is unlikely that the reaction of PC occurs in the 

column. Water, propene, propyne, acetone, propylene oxide, and formaldehyde 

were not detected. 

3.2.3. Summary 

Chlorine appears to react with PC even if the water level in the PC is lower 

than 7 ppm. The reaction is accelerated by the presence of water in the solvent. 

The reaction produces several decomposition products including 1,2 and 1,3 pro­

pylene gycol, formaldehyde, acetone, propylene oxide, and CO 2• The degree of 

degradation is increased with increasing chlorine concentration in the PC. 
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Figure 3.2.6 GC-FID chromatogram for the 60-hour chlorine exposure test. 
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Figure 3.2.7 GC-MS trace for 60-hour chlorine exposure test. Peaks are 
identified in the text. 
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3.3. BROMINE AND IODINE 

The experimental program Lo determine the stability of PC in the presence 

of bromine and iodine employed UV-Visible absorption measurements designed 

to directly follow the halogen concentration in PC as a function of time. If a reac­

tion with PC occurs, we expect to see a decline in the halogen concentration. The 

result of this series of experiments was the discovery that iodine and bromine 

disproportionate in PC. The reaction was investigated in detail for iodine. 

3.3.1. Experimental 

Experiments were performed with a Perkin-Elmer Model 555 UV-Vis double 

beam spectrophotometer. Samples were thermostated at 25 ° C. The instrument 

was calibrated by comparing the measured benzene spectrum to literature 

values[5]. 

Early runs were carried out using PC supplied by Burdick and Jackson {50 to 

75 ppm water). These results were checked by repeating experiments using PC 

distilled in-bouse {less than 10 ppm water). Bromine {Mallinckrodt, Analytical 

Reagent Grade) was redistilled under dry nitrogen before use. Iodine {Mallinck­

rodt, Analytical Reagent Grade) was resublimed in a helium atmosphere. Absorp­

tion spectra measurements were carried out in "Quarasil" cuvettes {NSG Preci­

sion cells, O.l and 1.0 em). 

3.3.2. Bromine and Iodine Spectra in PC 

Pure Ha.logen in PC 

Figure 3.3.1 shows the spectrum of bromine in PC at several concentrations. 

These spectra were taken immediately after mixing. At high concentrations 

(greater than 0.02 F). the bromine peak at 386 nm is evident. At lower 

.. 
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Figure 3.3.1 Spectra of bromine in PC at several bromine concentrations. 
At high concentration, the bromine peak at 386 nm can be seen. At low concntration 
only the tribromide peak at 271 nm is visible. 



concentrations only the absorption at 271 nm due to tribromide is visible. The 

same behavior is observed with iodine solutions in PC. The spectrum of a solu-
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tion of iodine (9 x 10-4 F ) in PC is given in Figure 3.3.2. Peaks corresponding to 

triiodide (at 291 and 363 nm) are observed, as well as the characteristic absorp­

tion of iodine at 462 nm. These peak assignments are consistent with published 

spectra of bromine and iodine in several solvents[6]. The changes in the absorp­

tion spectrum of iodine in PC with time is shown in Figure 3.3.3. ln two days, 

peaks due to lriiodide increase in size and the iodine absorption diminishes. 

Bromine solutions show analogous behavior. Both bromine and iodine solutions 

obey Beer's Law at the wavelengths we examined. 

Tri.ha.l ides 

Addition of excess LiBr to bromine solutions in PC' or excess KI to iodine 

solutions shifts the halogen species to the trihalide form. This is illustrated in 

Figure 3.3.4 for bromine. The addition of bromine to a 0.88 M solution of LiBr 

increases the concentration of tribromide. The same effect is observed for 

iodine solutions. These spectra were used to determine the trihalide extinction 

coet!icients at the Xm.u: for the halogen. In this way the individual contribution of 

the halide or halogen could "be determined. 

Effect of Water 

The deliberate addition of water to solutions of iodine in PC does not change 

the appearance of the spectra. Figure 3.3.5 shows a comparison of the spectra of 

a solution of 1.03 x 10-s F iodine in pure PC and 95% PC/5% water. These spectra 

are indistinguishable. However, the addition of PC to a solution of iodine and 

water does change the spectrum to refiect an increase in triiodide 

4 I..i3r was used :ns:ead of KBr because it is far more soluble in PC. (Solubilities: Li3r: 2.43 m; 
KBr: 6x 1 Q-3m (7]) 
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Figure 3.3.2 UV-Visib1e- absorption spectrum of iodine (9 x 10-4 F) 
in PC. Temperature: 25°C. 
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Figure 3.3.3 Change in absorEEion spectrum of iodine in PC with time. 
Iodine concentration: 9 x 10 F. Temperature: 25°C. 
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Figure 3.3.4 Addition of bromine to bromide solutions (LiBr concentration: 
0.88 F) increases the concentration of tribromide. Temperature: 25°C. 
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Figure 3.3.5 Spectra of iodine (1.03 x 10-3 F) in pure PC (A) and in 
95% PC/5% water (B). The spectra are indistinguishable. Temperature: 25°C. 



concentration. Figure 3.3.6A shows the spectrum of a solution of 7.6 x 10-4 F 

iodine in water (as mixed). Using extinction coefficients reported by Autrey[B], 

the aqueous solution shows a concentration of 7.45 x 10-4 M iodine and 
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4.5 x 10-e M triiodide, or 2% of the original iodine appears as triiodide .. The addi­

tion of 5% PC (Figure 3.3.6 B) shows a shift from the iodine to the triiodide form. 

(Note that the initial concentration of iodine is slightly higher.) Assuming the 

extinction coefficients do not change, 5% of the original iodine has reacted. To 

gain confidence in these measurements, these experiments were repeated with 

PC distilled in-house. The observed behavior was the same. 

The spectra of solutions of bromine in PC are more sensitive to the water 

content of PC than iodine solutions. Figure 3.3. 7 shows a set of four spectra for 

0.038 M bromine solutions in (i) pure PC, (ii) PC+ 6% water, (iii) pure water, and 

(iv) water+ 6% PC. Comparison of the first two curves shows that the addition of 

water to PC/bromine solutions shifts the bromine to the tribromide form. 

Because the extinction coefficient of tribromide is higher than that of bromine at 

462 nm (Xmu for bromine), the bromine absorption appears as a large shoulder. 

The high stability of tribromide in PC is demonstrated by the addition of 6% PC to 

an aqueous solution of bromine {curves C and D). An increase in the tribromide 

peak is clearly observed~. 

The reason for the higher sensitivity of bromine solutions to the water con­

tent of PC, in comparison to iodine solutions, is the higher reactivity of bromine 

with water. Equilibrium constants for HOX formation in water are 7.2 x 10-9 and 

2.0 x 10- 13 for bromine and iodine respectively[9]. 

~The brorr.ine peak also appears to i:::tcrease because tribromide absorbs at 462 nm. 
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-4 Figure 3.3.6. Spectra of iodine (7.6 x 10 F) in pure water (A), and in 
95% water/5~ PC (B). Addition of PC increases the triiodide concentration. 
Temperature: 25°C. 
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Figure 3.3.7 Spectra of bromine (0.038 F) in pure PC (B), 94% PC/6% water 
(A), pure water (D), and 94% water/6% PC (C) . 
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3.3.3. Disproportionation Reaction 

E:rtinction Coefficient Determinations 

Extinction coefficients for triiodide in PC at 292, 363 and 462 nm were deter-

mined from absorption measurements of solutions of iodine and excess Kl in PC. 

Extinction coefficients at 25 ° C are reported here; values of the extinction 

coefficients of iodine and triiodide in PC for 10 to 45 °C, and values of D.G, D.S and 

6H for the disproportionation reaction were measured by Johnson and are avail­

able elsewhere[lO]. Because triiodide absorbs at the ~mu for iodine {462 nm), 

the extinction coefficient of iodine at that wavelength is determined indirectly. 

The same disproportionation reaction of iodine in PC can be written as, 

(A) 

Thus the formation of one mole of triiodide consumes two moles of iodine. The 

concentration of iodine in solution is calculated by subtracting twice the value of 

the concentration of triiodide from the formal concentration of iodine. Values of 

the extinction coefficients of triiodide and iodine are listed in Table 6. 7.1. 

Ma.ss Balance for Disproportiona.tion Reaction 

If reaction (A) represents the only pathway for iodine consumption, the con-

centration of iodine in solution is related only to the concentration of triiodide in 

solution. Thus, 

For a completed reaction, the ratio of triiodide to initial iodine concentration, 

[1 3- ]/[I 2]i, is 0.5. Figure 3.3.9 gives a plot of this ratio as a function of time for 

(B) 

several solution temperatures. Based on this arguement, at 45 ac the concentr.a-

tion of triiodide is larger than expected after about 200 hours, as the value of the 

ratio increases to 0.57. After this point, the triiodide concentration slowly 

declines. 
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Figure 3.3.8 Kinetics of iodine disproportionation reaction as a function of 
temperature. The ratio of triiodide concentration to initial iodine concentration 
approaches 0.5 for a completed reaction. From reference [10]. 
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The data at lower temperatures show the same behavior but at much lower rates. 

At 30 °C, no decline is seen. Apparently, the approach to equilibrium is very slow. 

Values for the ratio which are greater than 0.5 indicate that other reactions are 

occurring, possibly with impurities in the solution. The decline at long times 

represents a loss of triiodide and may be a result of a slow decomposition reac-

tion of PC. 

3.3.4. Conductivity Experiments 

If iodine and bromine disproportionate in PC, the conductivity of the solu­

tion as a function of time should refiect the change in the solution composition. 

To verify the concentration changes observed with UV-Visible spectroscopy, the 

conductivity of solutions of iodine and bromine ih PC were measured. 

E:r:p erimenta.l 

Conductivity measurements were made with a Wayne-Kerr conductivity 

bridge connected to one of three conductivity cells8• The cell constants were 

determined by measuring the conductivity of aqueous KCl solutions in the con­

centration range. of 10-1 to 10-3 M and at temperatures between 25 and 35 ° C. 

From published values of the specific conductance of these solutions[ll], the cell 

constants were found to be 1.056, 0.0102, and 0.0806 ern - 1• During conductivity 

measurements, the samples were contained in test tubes which fit into a large 

heal capacity aluminum block. A temperature controller (Versa-Therm) main-

tained the temperature to within =:0.05 ° C. All measurements were made at 

higher than room temperature, 35 ° C, to allow accurate temperature control 

without refrigeration. 

Experiments were performed by mixing iodine with PC at 35°C, waiting 15 to 

30 minutes for the iodine to dissolve. and then beginning the measurement. 

5 Two of the ceils were :nanufactured by Yellow Springs, Corp., (nominal cell constants of I and 
0.1 em -1) and one ceil was :nade in-house. 



Four iodine solulion concentrations were used: 1 x 10-1 M, 9.91 x 10-s M, 

9.82 x 10-4 M and 1.12 x 10-4M. As a control. the conductivity of a sample con­

taining only PC was monitored concurrently. 

Results 
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The conductivity of solutions. of iodine at four different concentrations is 

given in Figure 3.3.9. The duration of each of the experiments was at least 28 

hours. In each case the behavior is similar; the conductivity of the solution rises 

rapidly in the first two hours, and then continues to slowly increase. The most 

dilute solution appears to reach a plateau. Two of the solutions were monitored 

beyond 28 hours. After 98.6 hours, the specific conductance oflhe 0.1 M solution 

rose to 5.46 (.u.ohm /em )-1• However, after 45.6 hours the specific conductance 

of the 1.12 x 10_. M solution was the same as that obtained after two hours. In all 

cases, the increase in conductivity of the PC blank was much less than that of the 

sample solution. 

Similar experiments, using bromine in place of iodine, also show an increas­

ing conductivity in time. Figure 3.3.10 demonstrates the specific conductance of 

a solution of 1.0 M bromine in PC as a function of· time. At a high concentration of 

bromine, the conductivity rises continuously over a 24 hour period. 

The conductance behavior of solutions of iodine and bromine in PC in time 

shows the same shape as the concentration of triiodide or tribromide as a func­

tion of time (See, for example, Figure 3.3.8.). 
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3.4. DISCUSSION 

From the results of the experiments presented above, it is clear that bolh 

iodine and bromine disproportionate in PC to form the trihalide. The equilibrium 

constant for the iodine disproportionalion reaction was determined to be 0.86 at 

25 ° C [ 12]; the value for bromine is estimated from our results to be 1.2. Because 

trichloride is the most stable of the three trihalides (see section 6.2.1) the value 

of the equilibrium constant for the chlorine reaction is likely to be higher. If a 

negatively charged ion is formed from a neutral molecule, electroneutrality 

requires the formation of a positively charged species. What is the nature of this 

species? 

Two possible explanations are offered here. PC is a relatively strong donor 

solvent and may stabilize a positively charged species by solvation. In this case, 

the PC carbonyl would be the coordination site. If stable, this species could be 

detected by NMR (C 13 NMR would show a chemical shift from the iodine) or 

Fourier-Transform IR (by changing the C=O stretch at the carbonyl). 

Another explanation is that the positively-charged halogen species attacks 

the PC. The results of the GC study of chlorine in PC are consistent with this 

idea. Previous explanations of PC decomposition by halogens[13] invoked the 

ionization of trace water to supply an acidic species which then acts as a decom­

position catalyst. Our results indicate that the presence of H+ may not be neces­

sary to explain the results. Cl +is a very strong Lewis acid and could abstract a 

proton from PC to initiate the decomposition. The production of HCl and glycol 

in amounts in excess of one percent suggests that PC, not water, is the source of 

the hydrogen. There is clearly not enough water in the sample to account for the 

hydrogen in the glycol and ECl detected by the GC. 

'~ 
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3.5. CONCLUSIONS 

UV-Visible spectrophotometry experiments designed to investigate the sta­

bility of PC in the presence of halogens have shown that the stable form of the 

halogen in PC is the trihalide. This has been carefully studied for lhe case of 

iodine, demonstrated for the case of bromine, and inferred for the case of 

chlorine. 

The stability of PC in the presence of the halogens was studied. An investiga­

tion of solutions of chlorine in PC using gas chromatography has shown that 

chlorine attacks even dried, distilled PC. Increasing water content in PC 

increases the extent of the reaction. The major decomposition products are 1,2 

and 1,3 propylene glycol, allyl alcohol, and acetone. Other products were 

detected but were not identified. Solutions of iodine and PC are stable for several 

months; only a small fraction (about 5%) of the triiodide is consumed. The 

behavior of solutions of iodine and PC is relatively insensitive to the water con­

tent of the solvent. 

The results of these two separate investigations may be related by learning 

about the nature of the positively charged halogen species formed in the dispro­

portionation reaction. This species may be reactive (acidic) enough to initiate 

the breakdown reaction by abstracting a proton from PC. ITIR or NMR experi- · 

ments are suggested to test this hypothesis . 
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Chapter 1V 1 Halide Double Salts in Propylene Carbonate 

4.1. INTRODUCTION 

To be considered a practical electrolyte for large scale synthesis applica­

tion, the solution conductivity should exceed 5 x 10-3{0cm)-1[1]. Thus, a salt 

which has an equivalent molar conductivity of 20 em 2/(0mol )-t (an average 

value) should be soluble in excess of 0.25 M. The solubility and conductivity of 

several potassium salts in PC are listed in Table 4.1.1. The most obvious feature 

of these data is that the solubilities of most salts are much lower than in water. 

Within the halide series, the trend for solubility is KI > KBr > KCI. It is well­

known[2] that anions are poorly solvated by PC because of the lack of a center of 

positive charge in the PC molecule. Therefore, even though PC has a dielectric 

constant close to that of water (65), the solubilities of many salts are comparable 

or lower in PC than in many solvents having much lower dielectric constants[3], 

[ 4]. As a general rule, salts having large anions are much more soluble in PC. 

This can be seen in Table 4.1.1 where the solubilities of KPF 6 and KAlC1 4 are solu­

ble in excess of -1 mol/liter. Following the work done in this laboratory on 

KAlC1 4[5], the double salts KAlC1 3Br and KAlBr 4 were studied in PC. The results of 

the synthesis, and the solub-ility and conductivity experiments are reported in 

this chapter. 
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Table 4.1.1 Conductivity of Halide Salts in PC at 25 °C 

Salt Solubility Conductivit) (Cone.) Reference 
(m) (Dcm -J 

KCl 4X10-4 4X 10-:s (sat) [12] 

KBr 6X10-5 1.4X10-4 (sat) [12],[12] 

Kl 2.3X10-l 4.4X 10-5 (sat) [14],[12] 

LiBr 2.3 4.9x10-4 (sat) [12].[12] 
3.12 M [13] 

NaBr B.OxlQ-2 1.8X10-4 (sat) [12],[12] 

KBF 4 0.012 1.9x10-4 (sat) [12],[12] 

KPF8 1.5 N 6.Bxlo-5 (0.5N) [14],[14] 

KA1Cl 4 >1M 1.25xlo-2 (1M) [5],[5] 

4.2. EXPERillENTAL 

The synthesis procedure for the double salts was similar to that reported by 

Law[6] based upon early work by Baud[7], and Kendall[B]. Equimolar amounts 

{app~oximately 150 grams) of the aluminum halide and the potassium halide 

were dried under vacuum, ground to a fine powder, and placed in a pyrex tube 

inside a polyethylene glovebag under a nitrogen atmosphere. The tube was then 

connected to a vacuum system, agitated by a vibrator to thoroughly mix the 

salts, and pumped down to 1 J.Lm Hg vacuum over night. The mixture was then 

pressurized slightly with helium so that helium was constantly flowing over the 

top of the tube while the salts were melting. The vacuum system and oven are 

shown in Figure 4.2.1. The mixtures were heated to approximately 500 °C and 

kept at this temperature for about two hours. The mixture was cooled very 

·• 
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slowly to avoid suspending any settled impurities. After the solidification of the 

salts, the pyrex tube was pumped down to 1 J.J-m Hg and sealed before transfer­

ring to the glovebox. 

A drawback to this procedure is the possibility of overpressurizing the sys-

tern when the salt cools. At this time crystals can form at the neck of the tube 

and create a seal. The stress in the tube can then become high enough to break 

the glass. This problem can be avoided by being careful to keep the neck of the 

tube warm and cooling the salt very slowly. 

All solutions, conductivity and solubility measurements were made inside 

the glovebox. Solutions of the salts in PC were made by first chilling the solvent 

to 0 °C and then slowly adding the finely ground salt to the PC while the solution 

was being stirred. The temperature of the solution was monitored to avoid sol-

vent breakdown that may result due to a large increase in temperature. All solu­

tions were prepared by weight. The solubility of the salts was measured by stir­

ring PC with an excess of salt for several days {sometimes several weeks), filter­

ing the solution and analyzing for potassium (by atomic absorption) and halide 

{by titration with silver nitrate 1). The solutions were checked several times to 

make sure that equilibrium had been reached. The accuracy of the solubility 

data should be regarded with caution because the solution temperature varied 

between 20 and 25 °C inside the glove box. The conductivity was measured with a 

impedance bridge (Wayne-Kerr Model B224). The conductivity cells and calibra-

lion procedure are described in section 5.2. 

4.3. RESULTS 

The results of the synthesis are summarized in Table 4.3.2, showing the 

starting compositions, the composition of the products, and the solubility and 

conductivity of solutions in PC. 

1 Samples were dissolved in dilute aqueous nitric acid solu'tions. Silver nitrate was added to pre­
cipita ce the silver halide. Poten'tiome t.tic endpoinl was determined using li silver wire .indiclitur elec-
trode and a saturated calomel reference electrode. · 



61 

Table 4.3.2 Halide Double Salts 

KA1Cl 4 KA1Er 4 KA1Cl 3Er 

Starting A1Cl 3, KCl A1Er3, KEr AlC1 3, KEr 
Composition 

Products KA1Cl 4 KA1Er 4 mixed salt 

Description white pale 3 layers, 
purple amber color 

Solubility >1.5 2 2 

in PC 
(M) 

Conductivity 3.4 +-0.2 X 10-3 2. 7 :t 0.2 X 10-4 3.3 :t 0.2 X 10-3 
of Saturated 

Solution 
((Ocm )-1) 

KAlBr 4 

KAlEr 4 was produced from a equimolar mixture of KBr and AlBr 3 which was 

heated to 500 °C. The resultipg salt had a uniform, large-grained appearance and 

a very pale purple color. A black oily substance was found in patches on the sur­

face but was not successfully identified. Analysis confirmed a molar ratio of 

1/1/4 for potassium, aluminum, and bromide, respectively. 

When this salt was dissolved in PC, it dissoeiated to form a KBr precipitate; 

A1Br 3 remained in solution. The temperature of the solution increased only 

slightly when the salt was added. 

2 These salts dissociate in solution asKEr (ppt) and AlC1 3 or A1Br 3. 
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KAlQ 3Br 

The salt KAlC1 3Er was prepared from a mixture of KBr and A1Cl 3 (1.15/1 

moles KEr to A1Cl 3} which was heated to about 350 °C3. The resulting salt had a 

completely different appearance from either KAlC1 4 or KAlEr 4 • While molten 

(melting point of approximately 140 °C), the solution appeared completely mixed 

and black in color. Upon cooling, the mixture solidified into three distinct 

layers. The top layer (about a third of the total) was a dark, large grained salt 

which was dark amber in color. Analysis gave a molar ratio of 1.05/1/0.97/2.8 

for potassium, aluminum, bromide, and chloride, respectively; the expected 

result for KA1Cl 3Er. The narrow, middle layer contained a coarse black powder. 

Potassium, halides, and aluminum were present in a 3.2/1/3.6 molar ratio. Tests 

for iron, a known contaminant in AlC1 3, were negative. The bottom layer (approx­

imately 2/3 of the total) had a finer grain and was much lighter in color. The 

composition ratio indicated a 1:3 mixture of aluminum chloride and KBr. 

This salt showed the same behavior as KAlEr • in solution. A precipitate of 

KBr is formed, leaving A1Cl 3 in solution. Again, the temperature of the solution 

increased only slightly when the salt was added. 

4.4. DISCUSSION 

It is surprising that the salts investigated were not stable in PC. In AlC1 3 

solutions in PC, KCl will dissolve because stable complexes are formed[9], 

Al(PC)H+ + 4KC1.- 4K+ + ALC1.i + 6PC. 

Very little informalion is available on the bromo-aluminate salts in nonaqueous 

solution, although many salts of this type have been studied in the molten 

state[10], [11]. The reasons for the dissociation have not been explored. It is 

possible that the bromide ions are simply too large to coordinate four ions to the 

~ This salt was briefty e:rposed to a1r during the synthesis when a hole blew in the connecting 
tube. 

,. 



central aluminum ion. The strength of the PC-aluminum complex may exceed 

the strength of the Al-Br bond in KAlEr 4 • 
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Several solutions of KAlEr 4 and KA1Cl 3Er yielded 0.31 M solutions of AlEr 3. It 

is not known if this value represents the limiting solubility of AlEr 3 in PC because 

the direct addition of even small amounts of this salt alone to PC caused color 

changes and evidence of decomposition. 

The conductivity of the aluminum bromide salts in PC are about an order of 

magnitude below the conductivity of aluminum chloride solutions in PC. Again, 

this reftects the instability of complexes of bromide compared to chloride. Using 

the data in Table 4.3.2, for a concentration of 0.31 M AlEr 3 in solution, the molar 

conductivity is 0.8 em 2/0-mol. This indicates that aluminum bromide does not 

ionize to any significant extent in PC. This is consistent with the conductivity 

data reported by Mary[12] who gives an association constant of 1500 for AlEr 3 in 

PC. 

4.5. CONCLUSIONS 

The double salts KAlEr 4 and KA1Cl 3Er were synthesized and evaluated as 

candidate electrolytes in PC. In contrast to the chlorine analog, KAlC1 4 , these 

salts are not stable in PC. In each case the salt dissociated to form a KBr precipi­

tate, leaving the aluminum halide in solution. Unlike the direct addition of 

aluminum halides to PC, these solutions were formed with only a small heat of 

solution. The conductivity of the resulting PC solutions are reported and com­

pared to those of similar salts[13]. 
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Chapter VI Conductivity of Halide Salts in Propylene Carbonate 

5.1. INTRODUCTION 

Electrical conductance measurements provide several parameters which 

are important for engineering design and which can contribute to a fundamental 

understanding of the solution properties. From the concentration dependence of 

the equivalent conductance and transference number data, information on sin­

gle ionic mobilities, 'Ao+ and Xo-. can be obtained. The data are useful for estimat­

ing the extent of ionic solvation and the size of the solvated species. Conduc­

tance data can also be used to estimate the extent of ion-pair formation in solu­

tion. In this section, the conductivity literature for propylene carbonate is 

briefiy reviewed with an emphasis on the alkali halides. The results of conduc­

tivity experiments designed to estimate the extent of ion-pair formation of KI 

and KBr in PC are presented. The effect of elemental halogens on the conduc­

tivity of salt solutions is discussed. Finally, the effect of solution viscosity on the 

conductivity is evaluated. 
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5.2. CONDUCTIVITY OF ALKAlJ HALIDES 

5.2.1. Li.terature 

The generally accepted theory of conductance[l] [2], treats the solvent as a con­

tinuum and takes no direct account of solvent properties excepl for the dielec­

tric constant and the viscosity. The conductance is determined by the mobility 

of the carrier and the number of carriers. In a given solvent, the mobility of the 

carrier is related to the size of the solvated ion and the viscosity of the solvent; 

the number of carriers is related to the extent of association of the salt in solu­

tion. It is commonly assumed that ionic salts are completely dissociated in sol­

vents having a dielectric constant greater then about 30. For these dissociated 

electrolytes, the conductance equation is given by, 

A=~ -Sc*-Eclogc +Jc -F~c. (5.2.1) 

The first four terms describe the theoretical behavior of rigid charged spheres 

moving in continuum (Debye-Huckel Theory}, and the last term is a correction 

for the solution viscosity. The coefficients depend only on the dielectric con­

slant, the viscosity, temperature, and~. In dilute solution, the first two terms 

are sufficient to describe the results. Thus, in dilute solution, the behavior 

described by this equation is in agreement with the early observation by Kol­

rausch according to which the equivalent conductivity is proportional to the 

· square root of concentration. 

If the salt is not completely dissociated in solution, the concentration of 

ions is less than the formal concentration c, and the conductance is given by, 

(5.2.2) 

Here, the aSS!JCiation constant, KA• is the ratio of the equilibrium concentration 

of undissociated salt to the product of the concentrations of component ions in 

solution. 



... 

67 

For a binary salt in solution, AB, which dissociates to A+ and B- according to 

KA is given by, 

Here f:!: is the average activity coefficient of the salt, 1 is the fraction of the salt 

in ionic form, and c is the formal concentration of the salt. If the value of KA is 

1.0 and f:!: = 1, 38% of a binary salt remains associated in a one molar solution. 

Unfortunately, data for KA is not always reported with measurements of~. 

Despite the relatively high dielectric constant and modtm:t.te viscosity of PC, 

the equivalent conductance of many salts in this solvent is lower than that in a 

number of solvents having a lower dielectric constant. To illustrate this, conduc­

tance parameters for the alkali metal halides and perchlorates in several sol­

vents are listed in Table 5.5.1. The variation of equivalent conductances of a 

given salt in various solvents can, in part, be rationalized by the degree of 

specific interaction between the solute and solvent. For example, the equivalent 

conductance of nearly every salt in Table 5.1.1 declines in the order 

~ (wa.ter) > ~ (DMF) > ~ (EC) >~(PC). This sequence does not correspond to 

the order of dielectric const~nt of the solvent, rather it follows the pattern of the 

sum of the donor and acceptor numbers. {See Table 5.1.2.) Thus, although this 

approach is rarely seen in the literature, consideration of the specific interac-

tion between the solute and solvent may be a good indication of the solvent 

dependence of the limiting equivalent conductance of many salts. To ionize an 

AB salt, the coulomb interaction of the two ions must be overcome. Specific 

interaction between the solvent and the ions can decrease this ~ergy barrier. 

The donor number is a measure of the ability of the solvent to coordinate to a 

cation. The acceptor number is a measure of the ability of the solvent to coordi-

nate to an anion. Water is a superior ionizing solvent because it has both 
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a large acceptor number and a large donor number. Thus, it can coordinate both 

anions and cations. Aprotic solvents have low acceptor numbers so anion solva­

tion is weak although cation solvation may be even stronger than in water. The 

inability to coordinate anions contributes to the strong tendency to form ion 

pairs in aprotic solvents. This ion-ion association reduces the number of mobile 

ions and results in a lower equivalent conductance for salts in aprotic solvents. 
.. 



Table 5.1.1 Limiting Equivalent Conductance of Alkali Metal Salts 

PC (25°C) EC (40°C) DMF (25°C) Water (25°C) 

~ KA ~ KA ~ KA ~ KA 

LiCl 27.51 

1~1 3~d13 - 80.1 1 - 115.0 -
fbl fbl fbl 

LiBr 26.6 1 19 33.3 - 76.71 - lf~i7 -
[b_] [cl fdl fbl 

Lii 26.1 - 33.74 - 7(t,~1 - 115.4 -
fbl fctl fbl 

Na.Cl - - 36.52 - 86.5 - 126.5 -
fdl fbl [bl 

NaBr - - 39.29 - ~t{ - lf~i2 -
rctl 

Nai - - 3rd~3 - 81.2 - 129.9 -
rbl rbl 

KCl 3f-2
1 - 3fd~7 - 88.21 - 149.9 -

bl fbl fbl 

KBr 31.31 - 42.44 - 84.6 1 - 151.6 -
fbl fdl [bl [b 1 

KI 30.81 - 42.88 1.6 82.91 - 1f~i5 r~~ fbl fctl fel fbl 

LiCl0 4 zr'ii3 
-1.5 32.65 - 8rbr - 1~6.0 -
Hl re:l bl 

NaC10 4 2
r'ii

9 ?r12 3r~~4 - 89;13. - 150.5 -
fb fbl 

KC10 4 2r~i6 ~f~ 4f~19 - 9\1o. - 140.9 -
fb fbl 

1 [a] These values are estimated from summing the values for >..0- and>..:. 
2 [b) B. G. Cox, in Annual Report of Progress in ChemistTJI A, 70, 249, (1973). 
3 [c] L.Mu.kherjee and D. Boden, J. Ph.ys. Cham., 73, 11.3965, (1969). 
4 [d) G. Petrella and A. Sacco, J. Cham . .5bc., Fhraday 1rans. 1. 74, 8, 2070, (1978). 
5 [e] A. D'Aprano, J. Korr.iyama, and R. Fuoss, J. 5bln. Ol.am. 5, 4, 279, (1976). 
8 [f] M. Jansen and H. Yeager, J. Ph.ys. Cham, 77, 26,3089, (1973). 
7 [g] R. Kempa and W.H. Lee, J. Owm . .5bc., 1961, 100, (1961). 
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Table 5.1.2 Physical Properties of Selected Solvents at 25°C 

PC EC6 DMF Water 

Dielectric Constant 65.1 89 46 78 

Viscosity 2.5 2.54 0.796 1.96 
(cp} 

Densit) 1.2 1.34 0.944 1.10 
(g/ml 

Donor No. 15.1 16.4 26.6 29.8 

Acceptor No. 18 19.3 16 19.3 

In PC, the limiting equivalent conductance of a given salt, Ao, is always about 

a quarter of its value in water. This is generally attributed to the lower viscosity 

of water (about 40% of the viscosity of PC) and the smaller size of solvated ions in 

water, but it is also a result of the relatively poor solvation of anions by PC. The 

alkali metal salts are universally described as completely dissociated in water. In 

contrast, LiCl and LiBr are found to be associated in PC, with values of KA of 557 

and 19, respectively(3]. No values of the association constant for KBr were found 

in the literature, but KA is reported to be 1.8 for KI in ethylene carbonate[ 4] and 

"small" in propylene carbonate(5]. 

Several systematic studies on aprotic solvents[6] (7] have convincingly 

demonstrated the need to take specific interactions between the solute and sol-

vent into account in the evaluation of conductance properties. For example, 

D'Aprano et al.[8] studied the conductance of potassium perchlorate and potas-

sium iodide in several mixed solvents. The purpose of this study was to compare 

6 The data for ethylene carbonate is given at 40°C. 
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the ionic association of these salts in pure water and several mixed solvents iso­

dielectric with water. Such solvent mixtures were obtained by adding methanoL. 

acetone, acetonitrile, or sulfolane to ethylene carbonate. From fitting conduc­

tance data as a function of concentration, the conductance parameters,~ (the 

limiting equivalent conductance), KA, and a (the solvated ionic diameter), were 

obtained. The results showed a wide variation of the conductance parameters in 

the solvents. The values of KA for both Kl and KC10 4 were approximately the 

same and about 40% larger than the values in water. The results for Kl varied 

depending upon the components of the solvent mixture. Association constants of 

1.30 in the EC-TMS mixture and 0.25 in water were found. The conclusion of the 

study was that salts were more highly associated in the aprotic solvents, but the 

specific reasons for lhe difference were not addressed. 

Spectroscopic studies of alkali metal salts in PC also show evidence of ion­

pair formation for some salts. Using far IR and sodium-23 NMR, Greenberg, Weid, 

and Popov studied the frequency shifts for LiCl0 4 , LiBr, Nal. NaC10 4 , NaBPh 4 , 

NaBr, and NaSCN in PC[9]. Evidence of ion-pair formation was found for NaBr arid 

NaSCN. An approximate value for the the association constant of 36 .± 10 was 

estimated from the chemical shift data for NaSCN. 

Often, conductance data is analyzed assuming that the salt is completely 

dissociated when this assumption is not valid. This point is discussed by Mukher­

jee[lO] and D'Aprano and Fuoss[11]. Mukherjee points out that plots of the con­

ductance equation {Eq. 5.2.1) versus concentration are not s.traight lines as 

expected for completely dissociated electrolytes. Fuoss discusses· the fact that 

negative values of KA, which are physically meaningless, often result from fitting 

the conductance equation to data. According to Fuoss, this indicates that the 

conductivity measurements are not completely reliable indicators of association 

for values of KA less than about 1.5. 
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From this survey, there is evidence in the literature to indicate that the 

alkali metal salts may be partially associated in propylene carbonate. To 

advance our understanding of this phenomenon, the conductance of K1 and KBr 

solutions were measured as a function of concentration and as a function of the 

concentration of a third component, the corresponding halogen. 

5.2.2. Experimental 

Potassium iodide and bromide salts (Malinckroct, Reagent Grade) were dried 

under vacuum (less than 1 mm Hg) at temperatures up to 300 ac for several days. 

All solution preparation and conductivity measurements were done in a glovebox 

under a helium atmosphere. The glassware for the experiments was cleaned by 

alcoholic KOH followed by soaking in distilled water for several days and then 

drying in a vacuum oven. The vials were rinsed with pure PC (prepared as 

described in chapter 2) before use. The standard solutions were made by slowly 

adding the powdered salt to dried, distilled PC which had been chilled to 0 ac. 
The remaining solutions were made by successive dilution: the concentration 

was later checked by atomic absorption (Perkin-Elmer Model 4000). 

The solution conductivity was measured using a ten-range transformer ratio 

arm bridge (Wayne-Kerr Model B224) at a frequency of 1592Hz. Temperature 

control in the glovebox was achieved with a block heater (Scientific Products 

Model M2025) thermostated at 25:::: 1.5°C. To compensate for small variations in 

temperature, the conductivity of several solutions was also measured as a func­

tion of temperature from 20 to 30 ac. These results were used to .correct all 

values to 25 ac. Conductivity cells were calibrated using aqueous KCl solu­

tions[12]. 
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5.2.3. Results and Discussion 

Conductivity of Pure Propylene Carbonate 

Propylene carbonate used in this study contained less than 5 ppm water, as 

measured by GC. {See section 2.3 for details on the purification and characteri­

zation of PC.) The conductivity of this solvent was measured in the glove box 

using the equipment and glassware described above. The lowest value obtained 

for the conductivity of PC was 1. 7::: 0.3 x 1Q-80-1c~ -1. The results varied slightly 

with dift'erent batches of PC. The measured conductivities were very sensitive to 

the treatment of the glassware used to contain the sampl~. The lowest values 
. 

were obtained in glass vials that were first soaked in dry PC for at least one day. 

If the glassware was not soaked first, the additional impurities raised the conduc­

tivity to as much as 4 x 10-70-1cm - 1. Addition of 470 ppm (0.026 M) water to the 

1.7 x 1Q-80-1cm - 1 PC increased the conductivity slowly (two days) up to 

2.4 x 10-7o-1cm -t but the conductivity remained constant after that point. 

Conductivity of KI and KlJr in PC 

A Kolrausch plot of the equivalent conductivity of KBr and KI as a function of 

the square root of concentration is shown in Figure 5.2.1. The equivalent conduc­

tance data for solutions less than lxlo-•M yielded anomalous values for Ao which 

were too high to be physically reasonable: It is believed that this behavior is due 

to unknown impurities in the solvent or salts. These data have been omitted 

from Figure 5.2.1. The data for KI plot are well represented by a straight line in 

the Kolrausch plot. The intercept gives a value of 31.5 em 2/0mol for Ao, which 

agrees reasonably well with the value of 30.75 em 2/0mol published by Mukher­

jee[13]. The slope of the line is also in good agreement with the Mukherjee data. 

The data for KBr shows different behavior. Although the Kolrausch plot is 

also linear, the derived value of 37.5 em 2/0mol is much higher than the value of 

31.3 em 2/0mol estimated from published values of the single ionic mobilities 
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Figure 5.2.1 Kolrausch plots for KBr and KI in PC at 25°C. Data from 
Mukhejee et al~ [13] is included for comparison. 
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of K+ and Br-[14]. These mobilities were derived from conductivity measure­

ments of LiBr, KCl0 4 and n -Bu 4 NBr under the assumption that x; = A.0- for the 

salt (i -Am )4 (i -Am )4B. Because the equivalent conductance of KI is less than 

that of KBr, we conclude that KBr is less associated in PC than Kl. This is con­

sistent with the donor properties of these halides. Bromide is a better donor 

than iodide[15], so the interaction between bromide and the solvent is stronger 

than the interaction between iodide and the solvent. This causes KBr to be less 

associated than Kl. 

5.3. CONDUCTMTIES OF 1liXTURES OF HALIDES AND HALOGENS 

5.3.1. Experimental 

Because of the difficulty of handling bromine and iodine in the glovebox, these 

experiments were performed outside. The conductivities of these solutions were 

so much higher than blank experiments (PC only) that any additional impurities 

introduced from the air did not make a significant contribution. Iodine was 

added to stock solutions of 0.049 M and 0.099 M KI in PC to obtain the solution 

compositions listed in Table 5.2.1. 
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Table 5.2.1 Iodine Concentrations in Two KI Solutions 

0.049 M Kl 0.099 M KI 

0.0 M 0.0 M 

0.0103 M 0.0401 M 

0.0302 M 0.0806 M 

0.0399 M 0.0891 M 

0.0496 M 0.1010 M 

0.0600 M 0.1108 M 

0.0700 M 0.1310 M 

All measurements were made at higher than room temperature to permit accu­

rate temperature control without refrigeration. Conductivities were measured 

at 35 ac after the samples had been allowed to equilibrate from 4 to 24 hours. 

The viscosity of the solutions were measured using an Ostwald capillary viscome­

ter immersed in a 35ac temperature bath. 

The bromine experiments were done in a glove bag which had been purged 

with dry nitrogen. Bromine was added to the bromide solutions using a micropi­

pette. 

5.3.2. Results and Discussion 

The results of the conductivity experiments are presented in Figures 5.3.1 and 

5.3.2. The specific conductances of both the 0.05 M and the 0.10 M solutions 

increased upon the addition on iodine. The conductivity of the 0.05 M solution 

rose about 3.5%: the conductivity of the 0.1 M solution rose about 5.5%. In each 

case,the maximum in conductivity occurred when the iodine concentration was 
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Figure 5.3.1 Specific conductivity of mixtures of iodide and iodine in PC. 
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equal to the iodide concentration. At higher concentrations of iodine, the con-

ductivity declined. 

The viscosity of these solutions at 35 "C, is shown in Figures 5.3.3 A and B. ln 

each case the viscosity was constant, within an experimental error of approxi-

mately ::!:5%, for all the concentrations of iodine studied. Thus, changes in the 

solution viscosity are ruled out as a possible explanation of the rise in conduc-

tivity. 

Two explanations for this behavior are possible. If the potassium halide 

salts are completely dissociated, the behavior of the the conductivity of these 

solutions simply reflects the increased mobility of the triiodide ion relative to 

the iodide ion. This explanation is implausible however, because the radius of 

triiodide is likely to be larger than the radius of the iodide ion9• On the other 

hand, if potassium iodide were not to be completely dissociatedin PC, the addi­

tion of iodine would shift the equilibrium of the dissociation reaction to the right 

as iodide is consumed to produce triiodide. The added iodine will be quantita­

tively converted to triiodide because triiodide is-very stable in PC10• The selva-

lion of triiodide by PC is greater than the solvation of iodide, thus K1 3 will be 

more dissociated than Kl. This increases the number of ionic species in solution. 

When the total amount of iodide has reacted to trirodide, the conductivity 

decreases because penta-iodide species begin to be formed 11 • These large anions 

should have a lower mobility than triiodide. 

The same experiments were performed by adding bromine to bromide solu-

lions. The results, given in Figure 5.3.4, show slightly different behavior than the 

iodine experiments. No maximum in the conductivity was observed; the specific 

conductivity rose from 2 x 1Q-40-1cm - 1 to 30 x 10-40-1cm - 1 when bromine was 

added to a concentration of 0. 7 M. The increase in conductivity may be due to 

8 Anions are not solvated in ?C. 
10 The equilicrium constant for t.riiodie formation in PC is 107·9. (See chapter III.) 
11 The equilicrium constant for penta-iodide formation in ?Cis signi.~cant. pK = 1.9[16]. 
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a" Grolthus-type" of conduction mechanism. Although this mechanism is well­

established for the conductivity of protons in water, it has generally not been 

established for other ionic species. According to this mechanism, protons move 

in aqueous solutions by rapidly hopping from H30 +to H20. This leads to unusu­

ally high values of the ionic conductivity of protons and OH- in water. Recently, 

Rubinstein, Bixon and Gileadi[17] have proposed the same mechanism for the 

unusually high conductivity of bromide in bromine solutions. They propose that 

halide ions hop from the trihalide to an adjacent halogen molecule, which could 

lead to faster ionic transfer .. 

5.4. CONCLUSIONS 

Conductivity experiments designed to determine the extent of ion-pair for­

mation for Kl and KBr in PC gave mixed results. In the very dilute range, (con­

centrations less than 1 x lO"""'M ), impurities in the solution interfered with the 

measurement. The results for KI were linear in the higher concentration range, 

in agreement with theory. However, in contrast to previous studies on halogen 

salts, we found a higher limiting equivalent conductance for the bromide ion 

than the iodide ion. 

The conductivity of Kl-and KBr solutions increases if the corresponding halo­

gen is added. Solutions of KI (0.5 M and 0.1 M) show a maximum in conductivity 

when the concentration of added halogen is equal to the concentration of iodide 

in solution. A maximum was not observed in KBr solutions. The increasing con­

ductivity is attributed to either the improved mobility of the trihalide ion or pos­

sibly a "Grotthus" mechanism of conductivity. In KI solutions, the observed max­

imum in conductivity may be due to the increased dissociation of the halide salt 

(KI 3 relative to KI) in halogen solutions. 

.. 
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Chapter Vl/ Electrochemical Oxidation of Iodide 

in Propylene Carbonate: Cyclic Voltammetry Experiments 

6.1. INTRODUCTION 

The kinetic and thermodynamic properties of the electrochemical oxidation 

of halides are highly influenced by the properties of the solvent chosen for the 

process. For example, cyclic voltammetry experiments performed with iodide in 

a series of solvents including water, methanol, pyridine, acetonitrile, and DMSO 

showed a 310 mV range in the potential for iodide oxidation and a wide variation 

in the stability of triiodide[l]. In addition to potential variations, the solvent also 

influences the kinetics of electrochemical reactions by changing the character 

of the intermediate or specifically interacting with the product of the reaction. 

Despite a large effort by workers such as Parker, Gutmann, Popovych and others, 

methods to predict these properties from single component (solvent and solute) 

data are not yet accurate enough to be useful. Thus, dependable information 

about the behavior of an electrochemical couple must still be obtained experi­

mentally. In the following study the chemistry and electrochemistry of the 

iodide/ triiodide/iodine system in PC is presented. 

Cyclic voltammetry was the primary technique chosen to study the nature 

of the electrochemical oxidation of the halides. In addition, potential step exper­

iments were performed to determine the diffusion coefficients and lhe electroac­

tive area of the electrodes. Spectral electrochemical experiments were also 

done to independently confirm the chemistry. 

The cyclic voltammetry experiment consists of applying a linearly varying 

potentiallo the working electrode (relative to the reference potential) and moni­

toring the resuiting current. In this way, the behavior of multiple electroactive 

species can be followed over a potential range. The only independent parameters 

of the experiment are the range arid rate of the potential sweep. An outline 
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of a typical cyclic voltammetry response for a single reversible oxidation reac­

tion is shown in Figure 6.1.1. Although the experiment is conceptually simple. its 

interpretation is often complicated by the large number of variables affecting 

the total current. These include adsorption of the reactant and/or product, dou­

ble layer charging, kinetic effects, complications due to homogeneous reactions, 

or unwanted stirring due to natural convection. For this reason, the quality of 

information available from a cyclic voltammetry experiment depends upon the 

design· of the apparatus and the experimental procedure. The measured parame­

ters in any cyclic voltammetry experiment are the half-wave potential, E*, for 

each electrochemical reaction, the peak current at that potential, and the shape 

of the wave. From the dependence of the peak current on the sweep rate, the 

number of electrons transferred for an electrode reaction can be determined. In 

many applications, the number of reactions and the reaction potential are the 

only results of interest. However, for simple reactions and a well-defined reactor 

geometry (semi-infinite stagnant solution adjacent to a planar electrode ot 

rotating disc, for example), quantitative information about reaction reversibil­

ity, kinetic or transport parameters can be obtained from the shape of the vol­

tammetric curves. The purpose of using cyclic voltammetry to study the electro­

chemistry of the halogens in propylene carbonate was to characterize the oxida­

tion reaction. Specifically, the questions of interest are: 

i. How many reactions occur? 

ii. What is the stoichiometry of each reaction? 

iii. Are the reactions reversible or are the 

kinetics slow? 

iv. Is there evidence for solvent decomposition? 

In tbis chapter the work of previous investigations of halide oxidation in 

nonaqueous solvents is reviewed and the results of a series of cyclic 
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Figure 6.1.1 Cyclic voltammetry. A sawtooth potential is applied to the 
working electrode (A) and the resulting current (B) is monitored. 
The results are presented as a voltammogram (C). The applied potential 
designation, [E, E\ , E., Ef], gives the initial, anodic and cathodic 
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vollammetry experiments on the halide/halogen couple in propylene carbonate 

is reported. In addition. a mathematical model is presented which was developed 

to interpret the voltammograms. Finally, the results of spectral electrochemi­

cal experiments are described . 
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6.2. IJTERATURE 

6.2.1. · Experimental Studies 

Since the turn of the century, halide oxidation in aqueous solutions has 

been exhaustively studied. The equilibrium constant of the triiodide formation, 

for example, has been measured by distributional methods [2], spectropho­

tometry [3] [ 4], solubility [5], conductivity [6], and potentiometry [7]. One 

author comments that the I-/1 2 couple "is probably the most extensively studied 

equilibrium involving a molecule and an ionft [8]. Surveys of the work are avail­

able [9] [10], and effort continues to establish the existence and stability of 15 

and higher atomic chains [11]. By 1956, the chemistry and electrochemistry of 

the halogen couples in non-aqueous solvents began receiving attention. Litera­

ture on this subject generally falls into two categories: either the halogen reac­

tions are studied in detail in a single solvent to investigate the mechanism of the 

the reaction or a single reaction is examined in a series of solvents to study the 

effect of the solvent on the reaction. In this section a series of papers describing 

voltammetric studies of halide oxidation in nonaqueous solvents is reviewed. The 

papers are selected to highlight the effect the solvent on the reactivity of the 

halogen/halide couple, to re.view some of the controversies in the literature, and 

to survey the work done to date in propylene carbonate . 

. Si-ngle Solvent Studies: Acetonitrile 

In the final paragraph of their 1957 paper, Kolthot! and Coetzee[12] describe 

a series of voltammetry experiments in chloride, bromide, and iodide solutions 

in acetonitrile. They noted that the three halides each gave two anodic waves at 

a rotating platinum electrode and postulated the following mechanism: 

6 x- - 4 e- - 2 Xi 

2 Xi -2 e-- 3 X2 
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This preliminary work was followed by an extensive study on the voltammetry of 

the iodine species in acetronitrile reported by Popov and Geske in 1958 [13]. 

Their observations differed from the earlier work on a major point. Instead of 
two voltammetric waves, as reported by Kalthoff and Coetzee, they observed four 

waves. Triiodide formation and subsequent oxidation are assigned to the waves 

occurring at the low potential (in agreement with the earlier work) and the oxi­

dation of iodine to cationic iodine species is postulated to account for the waves 

occuring at more positive potentials. Formal potentials and a stability constant 

for triiodide are presented; these values are compared to other literature values 

in Table 6.2.1. An attempt to stabilize the I+ species was made by adding a 

heterocyclic amine to the solution. They found that increasing the amine con­

centration increased the height of the positive iodine wave but quantitative 

evaluation was hampered by the fact that the amines participate in the forma­

tion of a film under these highly oxidizing conditions. A third paper entitled 

"lodometrie dans l'Acetonitrile" was published by Desbarres in 1961 [14]. 

Although this is largely an extension of Geske and Popov's work, it includes the 

effect of water on the electrode potentials and the stability of the triiodide in 

mixed water-acetonitrile solutions. 



Table 6.2.1 Triiodide Stability Constant in Various Solvents 

Solvent -pK forK= 
Ui] 

References 
u-Ju2J 

A,~ 7.4 Desbarres [ 14] 
6.6 Nelson & Iwamoto [24] 
6.8 Nakata [26] 

DMSO 6.9 Nakata t26j 
6.9 Parker 25 

DMF 7.0 Nakata t26j 
7.0 Parker 25 

Water 2.85 Parker [25] 

PC 7.9 L'Her [21] 

Anhydrous Acetic Acid. a.nd. Ni.trometha.ne 

The mechanism of oxidation of bromide and chloride in anhydrous acetic 

acid was studied by Mastrag.ostino, Casalbore and Valcher[15]. They observed 

only one anodic wave for both chloride and bromide oxidation. Although the 
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chloride reaction was reversible, the oxidation of bromide was under kinetic con-

trol. The authors proposed the following mechanism: 

Bromide oxidation: 

Chloride oxidation: 

3Cl-- C't.3 + 2e­

Cl3- Cl 2 +a-

.. 



From this work they concluded that the order of stability of the tri-halides in 

acetic acid is 

13 >Brs > a3. 
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ln a later paper the same group studied the oxidation of chloride in 

nitromethane [16]. Based on the same type of experiments, they arrive at the 

same mechanism for chloride oxidation as described above. Both these papers 

are flawed by the reference of all potentials to the "Thalamid electrode #40". 

This electrode is not characterized or referred to a more conventional reference 

electrode. Also, only reduced data are given so the conclusions of the authors 

cannot be checked by examination of peak shapes and background currents. 

·Pyridine 

Pyridine, in spite of its odor, is one of the most useful and most studied 

organic solvents. The polarity of the molecule promotes high solubility of many 

salts and the aromatic structure stabilizes the molecule and minimizes the avai­

lability of solvent protons. Because pyt idine is of interest as a solvent for analyt­

ical chemistry and as a battery solvent, the electrochemistry of the 

iodine/iodide couple in pyridine has been thoroughly studied. The use of pyridine 

as a nonaqueous solvent has been carefully reviewed by Nigretto and 

J ozefowicz[ 17]. 

Halogen solutions in pyridine have received much attention in the literature 

because strong complexes can form between the solvent and the halogen. As a 

strong donor solvent {donor number of 33.1), pyridine interacts with iodine to 

form molecular complexes of the form, Pyl 2[17]. The literature of the complex 

formation is reviewed in chapter three. 

Voltammetric experiments, similar to those done in other solvents, were 

performed in pyridine to establish the stability of iodine species over a pH 

range[ 18]. From this work three distinct couples were characterized in acid 
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media: 

3 1-- li + 2 e- 0.536 V(vs.NHE) 

2/i-3/2 +2e- 0.970V 

/2- 2 J+ 1.255 v 

Above pH 5, the iodine begins to disproportionate into triiodide and an 

unidentified positively charged species, probably the base IOH or its anhydride, 

Propylene Ca.rbona.te 

The electrochemistry of the halides in propylene carbonate bas received 

scant attention in the literature. Although several investigations of the stability 

of triiodide have included PC in the series of solvents considered, there is little 

information available describing the reactions in detail. From _voltammetry 

experiments, Courtot-Coupez and L'Her [19] observed two waves corresponding 

to iodide and subsequent triiodide oxidation. From the dit!erence in the half­

wave potentials, the stability constant for triiodide formation is determined to 

be pK = 7.9, where pK is deftned as, 

El -£1 
pK1 = 0.087 

Because a plot of E vs. log Cis not a straight line at high concentrations of iodine, 

the authors conclude that the penta-iodide complex, li, is stable in propylene 

carbonate. This conclusion is reached even though they do not observe a reduc­

tion wave for this species. From the deviation from the expected linear behavior 

of a titration of an iodine solution with iodide, they calculate a stability constant 

for li of pK = 1.9. Unfortunately, neither the Nernst plot nor the titration data 
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are presented. Because these experiments were performed using a silver/ silver 

perchlorate reference electrode, which is known to be unstable in PC in the pres­

ence of halogens [20], and because the authors have not recognized the 

existence of a disproportionation reaction between iodine and PC {see section 

3.3) the explanation that a penta-iodide complex exists is not completely con-

vincing. 

The stability of triiodide was studied by L'Her, Morin-Bozec, and Courtot­

Coupez in a paper on the solvation of anions in mixtures of water and PC [21]. 

Equilibrium E 0 values were determined for the iodide/triiodide and 

triiodide/iodine couples from the analysis of potentiometric titration curves. 

The potentials are a linear function of log [xI ( 1 - x )3] for the titration of iodide 

solutions with iodine, where x is the amount. of titrate added. For the titration of 

iodine solutions, the potential is a linear function of log[ (1 - x )31x2]. Values of 

E 0 obtained by L'Her et al. are listed in Table 6.2.2. 

Table 6.2.2 Normal Redox Potentials for 
Triiodide Couples in PC (vs. Ag I AgC10 4 ) 

f:O' u-~ 13) -0.292 v 

EO' Us 1 I2) 0.388 v 

For the difference in E 0 values, a stability constant of 7.71/mole is reported. 

Multiple Solvent Studies 

The acidity or basicity of.halides or halogen species in solution are both 

strong functions of the solvent properties. For example, triiodide is the most 
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stable of the tri-halides in water but the least stable in aprolic solvents[22]. 

Repetitive studies of the same electrode reaction (or reactions) in a variety of 

solvents is an approach many have taken to evaluate the inftuence of ionic solva­

tion on reaction thermodynamics. Often, cyclic voltammetry is used for these 

measurements. 

Early work showed a wide variation in tri-halide stability and activity in 

different solvents; In 1955, Iwamota [23] published a technical note describing 

the half-wave potentials of halide oxidation from cyclic voltammetry experi­

ments in a series of solvents ranging from protic solvents such as water and 

ethanol to dipolar aprotic solvents such as acetonitrile and pyridine. He con­

cluded that halide oxidation in aprotic solvents shows two anodic waves while the 

same reactant in protic solvents exhibits only one wave. In 1964, he followed this 

work with a paper co-authored with I. Nelson detailing the voltammetric studies 

of tri-halide stability in nitromethane, acetone, and acetonitrile[24]. As noted 

above, they found that in contrast to the situation in water, triiodide is the least 

stable of the tri-halides in these aprotic solvents. The order of stability was 

reported as: 

This order is reversed in water. The reason for the large difference in tri-halide 

stability is explained by the authors to be a result of the strong hydrogen bond­

ing properties of water. Because aprotic solvents are appreciably less acidic and 

less basic than water, the halides and halogens have much lower solvation energy 

in these solutions. Therefore much less energy is required to form the tri­

halides and the stability constants are large. Stability constants reported in this 

paper are also included in Table 6.2.1. 

A systematic study of the inftuence of anion solvation on the chemistry of 

anions in protic and aprotic solvents was published by Alexander et al.[25]. in 
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1967. Solvation effects were studied by solubility product measurements of 

silver, cesium, and potassium salts; and instability constant measurements (the 

inverse of the stability constant) of silver and halogen complexes in water, 

methanol. formamide, DMF, DMA, DMSO, acetonitrile, and hexamethylphosphor­

triamide (HMPTA). The reported instability constants have been converted to 

stability constants and are also included in table 6.2.1. In agreement with 

Iwamoto, their results show that tri-halide ions are much more stable in dipolar 

aprotic solvents than in protic solvents. According to Parker the stability of the 

halides observed in water, I-> er- >a-. is due to tbe strong H-bonding solva­

tion of the chloride ion in water, and not due to an intrinsic property such as 

polarizability. The large stability constant of Is in aprotic solvents is attributed 

to the high polarizability of the large triiodide ion. This allows it to be more 

easily solvated by aprotic solvents relative to tribromide and trichloride ions. 

In recent work,· the polarographic behavior of iodine in a series of aprotic 

solvents was investigated by Nakata et. a1[26] . The solvents included in the 

study were acetonitrile, benzonitrile, DMA. DMF, PC, DMSO, and HMPTA. In experi­

ments using a dropping mercury electrode, the electrochemistry was dominated 

by the presence of mercuric iodide wbicb formed at the electrode surface by the 

the reaction of iodine and mercury. Stability constants for tri-balide formation 

derived from rotating disc experiments at platinum electrodes are included in 

Table 6.2.1. 

6.2.2. Theoretical Treatments of Cyclic Voltammetry 

Since the first demonstration of cyclic voltammetry by Matheson and 

Nichols [27] in 1938, the theoretical description of the technique has been 

extensively developed by many investigators. The earliest work described the 

theory for a reversible electrode reaction and was reported independently by 

Randles [28] and Sevcik[29] in 1948. By 1953 the theory for irreversible charge 
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transfer reactions was reported by Delahay [30] and later this work was 

rederived and extended to quasi-reversible systems by Matsuda and Ayabe [31]. 

These papers initiated intense activity and by 1965 the theory of the single scan 

method had been applied to reversible reactions at cylindrical electrodes [32], 

and at spherical electrodes [33]; deposition reactions [34] and dissolution reac­

tions [35] were examined, as well as systems of consecutive charge transfer reac­

tions [36]. In 1964 Nicholson and Shain[37] published a classic paper on the sub­

ject. They reviewed the theoretical work to that date and presented the theory of 

both single-scan and cyclic voltammetry applied to systems in which preceding, 

following or cyclic chemical reactions are coupled with reversible or irreversible 

charge transfer reactions. The following year this work was extended to include 

the case in which a chemical reaction is coupled between two charge transfer 

reactions (often called the ·EcE mechanism•)[3B]. 

A complete discussion of the theory of cyclic voltammetry for the array of 

reaction mechanisms and kinetic cases is not presented here. Several books 

cover the subject in detail [39], [ 40]. Instead I present only the general approach 

developed by Nicholson and Shain and demonstrate why the existing theory was 

inadequate to describe the system of electrode reactions proposed for halide oxi­

dation in PC. I will cover only solutions to the problem of reaction at a planar 

electrode in a stagnant solution and focus on the case of reversible charge 

transfer. 

Reversible Charge Transfer 

The solution to the problem of linear sweep voltammetry with reversible 

charge transfer is a starting poinl for outlining the general problem. The 

approach shown here follows the work of Nicholson and Shain. For a single rever­

sible reduction of an oxidized species, 0, to a reduced species, R, 

... 
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0 + ne-- R (A) 

the governing equations for a reaction at a planar electrode are described by 

Fick's second law for both the oxidized and reduced species, 

(6.2.1) 

(6.2.2) 

where x is the distance from the electrode surface, Co and CR are the concentra-

tions of substances 0 and R, and tis time. These equations apply only under the 

assumption that the mass transfer in the bulk solution occurs by diffusion only; 

migration and natural convective effects are neglected. The validity of these 

assumptions is discussed in section 6.6. Assuming that only 0 is present at the 

beginning of the experiment at concentration C0, the initial conditions are 

(6.2.3) 

Co(O,z) = c; (6.2.4) 

We assume that the reaction occurring at the electrode. surface has no effect at 

x = ac, thus: 

(6.2.5) 

Co(t ,ac)=Co· (6.2.6) 

If the electrochemical reaction is reversible, the kinetics are fast relative to 

diffusion, and the concentration of the oxidized and reduced species obey the 

Nernst equation at the electrode surface, 

C0 (0,t) nF 
for t > 0, and z = 0: C.R(O,t) = exp[ RT(E-£'0)] (6.2.7) 

Here E is the potential of the electrode relative to a given reference and E 0 is the 

formal electrode potential relative to the same reference. Since a linear voltage 
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ramp is applied to the working electrode, the potential is a function of time. For 

a single scan. 

for 0 < t sA E = E;, - bt (6.2.9) 

for t >A E = E;, - 2b A + bt (6.2.9) 

where Ei is the initial electrode potential, b is the potential sweep rate, and A is 

the time at which the scan is reversed. 

The final boundary condition describing the system is the statement of the 

material balance for reaction A at x = 0, 

(6.2.10) 

Nicholson and Shain solve the problem by converting the differential equa­

tions into integral equations by taking the Laplace transform of equations 6.2.1-

6.2.4 and solving for the transform of the surface concentrations in terms of the 

transform of the surface ftuxes. These equations are then inverted using the 

convolution theorem, and the surface concentrations of both species are 

expressed in the form of an integral. 

where, 

- c 
Co(O,t) =Co- y/ f ~ 

rr Do 0 --y-;:::;-

{
a Co} i f(t)=Do - =­ax z=o nF 

(6.2.11) 

(6.2.12) 

(6.2.13) 

The boundary condition (6.2.7) can now be applied by dividing equation (6.2.11) 

by equation (6.2. 12) and eliminating the concentration terms. The resulting 
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equation contains a single integral which has the fiux of species 0 at the elec-

trade surface as its solution. 

j 0r)dr = cov;;;;. 
o t --r 1 +!'6 s,.(t) 

(6.2.14) 

where 

(6.2.15) 

(6.2.16) 

{ 

e-flt forts A 
,S,.(t)= e-flt-2a>-fort>A (6.2.17) 

n.Fb 
a=--

RT 
(6.2.18) 

Theoretical current-potential curves were obtained by a numerical integration of 

the integral. The current at a given potential {or time) is expressed as, 

i=nFC0(rrDoa)Yt x(at) (6.2.19} 

where 

- n.F . n.F 
at=(-)(Et-E) = (-) b t 

RT RT 
(6.2.20) 

The value of the dimensionless fiux, x(at ). is obtained from tables published by 

Nicholson and Shain and reprinted elsewhere[ 41]. 

A graph of the theoretical cyclic voltammogram in dimensionless form is 

given in Figure 6.2.1 as the dotted lines. The diagnostic criteria for reversible 

charge transfer are given in terms of the maximum in the current function at a 

potenlial relative to the polarographic half-wave potential 1• These values are 

given in Table 6.2.3. 

1 In this case, E~;t = £0' + (RT /nF) ln{DR/ Do)* 
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The extension of this theory to cyclic triangular wave voltammetry follows 

from the same equations although the peak current and potential now depend 

upon the switching potential. 

Non- Unity Reaction Ord.ers 

The application of the theory of Nicholson and Shain to reactions having 

non-unity reaction orders is not a simple extension. Surface concentrations of 

the oxidized and reduced species, set by the Nernst equation, are now raised to 

powers defined by the reaction stoichiometry. This problem was treated by Shu­

man [ 42] using the approach of Nicholson and Shain to examine the case of 2:1 

and 3:1 reaction stoichiometries. Consider the general case, 

m.O + ne- .. qR (B) 

In the bulk solution diffusion is still the only form of mass transfer so the govern­

ing equations (6.1 and 6.2) remain unchanged. But at the electrode surface the 

concentrations of 0 and Rare set by their equilibrium values .. Therefore the sur-

face boundary condition becomes 

(6.2.21) 

The term Po represents the solvent density and the concentrations are given in 

units of moles per cc. The initial conditions (equations 6.2.3 and 6.2.4) are the 

same as those used for the 1: 1 stoichiometry model. Therefore the integral 

equations describing the surface concentrations as a function of time (6.2.11 and 

6.2.12) are still valid. But when these are substituted into the Nernst equation, a 

different integral equation is derived, 

[
1-

1 1 ~lrn = 
Co y rr D o o t - 'T' 

(6.2.22) 
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Also, the material balance changes to reflect the stoichiometry, 

I a C0 I I a CR I i q Do -- = - m. DR -- = -az az nF 
(6.2.23) 

Using a numerical technique similar to the one used by Nicholson and Shain, 

Shuman solved this equation for the cases of a second order reaction (m = 2, q = 
1) and a third order reaction (m = 3, q = 1). The results are given in the form of a 

dimensionless current parameter, x(at ), for a range of values of (E -EM) , where 

EM is the polarographic half-wave potential2 and x(at) is given by equation 6.2.19. 

A comparison of the cyclic voltammograms for each case is given in Figure 6.2.1. 

The curves for the second and third order cases are lower and broader than those 

for the first order case. A comparison of the diagnostic criteria is included in 

Table 6.2.3. 

2 Here, EM= £0 - (RT /nF)[q ln('yq /m) + (q - m. )lnC0•] 

where )' = (Dol DR)*· 

_, 
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Table 6.2.3 Diagnostic Criteria for Single Voltammograms 

0 + ne-- R 20 + ne--R 30 + ne-- R 
(Nicholson & 

Shain [37]) 
(Shuman [ 42]) (Shuman [ 42]) 

Peak current 0.4463 0.3533 0.3033 
rr*x(at) 

Peak potential -28.50 -36.0 -49.8 
n(Ep - E*) (mV) 

i 11 1ic 1.0 1.09 1.16 
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6.3. THEORE.liCAL MODEL 

To simulate the results of the cyclic voltammetry experiments of Kl in PC 

(see section 6.4) a theoretical model was developed in collaboration with M. 

Matlosz[ 43]. The distinguishing feature of the voltammogram obtained for a KI 

solution in well-supported PC {see for example, Figure 6.4.13) is the presence of 

two electron transfer steps separated by approximately 440 mV. The position of 

the first peak is weakly dependent on the rate of the potential sweep in contrast 

to the second peak where the position is independent of the potential sweep rate 

up to 1 V/sec. The fact that the likely anodic reactions of iodide do not have 1:1 

stoichiometries means that the previously published theoretical models for 

cyclic voltammetry cannot be applied here. 

Three possible reaction sequences were considered. The model which 

showed the best correspondence to the experimental data is listed here as "Case 

III", but the results of the earlier models (Cases I and II) are included to docu-

ment different approaches. 

In the first case, "Case I", iodide is oxidized to form iodine in the first elec-

tron transfer step. Then the electrogenerated iodine diffuses into the solution 

and reacts with iodide to form triiodide in a homogeneous chemical step. At the 
-

higher potential, triiodide is oxidized to iodine. All electrochemical steps are 

assumed to be reversible. 

The second mechanism, Case II, is based on the assumption that the forma­

tion of triiodide occurs on the electrode surface rather than in the solution. We 

assumed that this heterogeneous chemical step is rate limiting but not potential 

dependent, and that the second electrochemical reaction is reversible. In con­

trast, in the third possible mechanism, Case III, the effect of a slow, or rate limit­

ing electrochemical reaction for the first peak is considered but the condition of 

reversibility for the second reaction is retained. The mathematical description 

of these cases is summarized in Table 6.3.1 and discussed in detail in this 
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section. Two different solution techniques were used; finite difference and super-

position integrals. 

6.3.1. Case 1: Homogeneous Formation of Triiodide 

Fick's second law is the starting point for the theoretical description of diffusion 

of the reacting species to and from the electrode. If triiodide is produced by the 

reaction of iodine and iodide in the solution adjacent to the electrode surface, an 

additional term is included in the Fick's Law expression to account for the reac­

tion. The governing equations for the three species, iodide, iodine and triiodide 

are given as, · 

(6.3.1) 

(6.3.2) 

(6.3.3) 

where 

kJ = rate constant for forward chemical reaction 

kl = rate constant for reverse chemical reaction 

kj 1 nF 
K= -. = ~xp[~.£1-EY)] 

kb Po 2RT 
(6.3.4) 

We assume that all species have identical diffusion coefficients. 

The simplest assumption about the electrode kinetics is that electron 

transfer is extremely rapid and the reactions are reversible. In this case the 

condition of chemical equilibrium sets the concentrations of two of the three 

species at the electrode surface. The boundary conditions at the surface (x = 0) 



are given by the Nernst equations for each reaction. 

RT Cle
3 

E = El + nFln C 2 
Po li 
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(6.3.5) 

(6.3.6) 

In addition, by the restriction that there be no accumulation of iodide species at 

the surface (such as adsorption), a balance on iodine atoms fixes the concentra-

tion of iodide. 

(6.3.7) 

The initial conditions of iodine and triiodide are set to their equilibrium concen­

trations at the initial potential. Ei, and the initial concentration of iodide is C •. 

The potential is a function of time; for a single anodic sweep, 

for 0 < t sA E = ~ + bt 

for t >A E = ~ + 2b A - bt 

The parameters used in the model are listed in Table 6.3.2. Of this set, EY, 

E~, and kJ were fitted from the experimental results. The terms ~, EA. b, and C • 

were set by the conditions of the experiment, and the electrode area, A. and the 

average diffusion coefficient, D, were determined by potential step experiments 

(see section 6.5). 
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Table 6.3.2 Parameters for Model 

Symbol Parameter Comments 

~ Initial Potential Set 

E,. Reversal Potential Set 

Ey Reversible Potential Fit 
of Reaction I (I-; /2) 

E1 Reversible Potential Fit 
of Reaction II Us-/ /2) 

b Sweep Rate Set 

~I Reference Exchange Fit 
Current Density 

c· Initial Concentration Set 
of Iodide 

Because equations 6.3.1 to 6.3.3 are nonlinear, the problem was solved 

numerically using a finite difference technique combined with time stepping. 
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The kernel of lhe program was the "BAND" routine, a program developed by J. 

Newman[ 441 to solve coupled linear ordinary differential equations by a generali­

zation of the Thomas Method. Nonlinear equations were solved by iterating a Tay-

lor series expansion about a trial solution. Details of this program are available 

elsewhere[ 45]. 

In this case lhe solution lo the set of differential equations is the concentra­

tion of iodide, triiodide, and iodine as a function of the working electrode poten­

tial and the distance from the electrode surface. The current is calculated from 

the gradient of the concentration at the surface. Figure 6.3.1 illustrates the 
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variation in the concentration distribution of the reacting ion (iodide, in this 

case) during the course of a single sweep of a cyclic voltammetry experiment for 

the reaction, 

3 J- .. Ii + 2 e- (6.3.8) 

Here the reduced concentration, c;c•, is the fraction of the initial concentra-

tion of iodide and the dimensionless distance from the electrode surface is 

defined by, 

% y=----

~ nRJ 

(6.3.9) 

The position on the voltammogram corresponding to each curve is shown on the 

inset figure. Initially, the concentration of the iodide, C0 , is uniform throughout 

the cell {curve 1). As the potential is swept in the anodic direction, the surface 

concentration of iodide drops (curve 2) until it is effectively zero. At this point 

the current, limited to the rate of diffusion of the reacting ion to the electrode 

surface, starts to drop and the boundary layP.r grows into the solution (curve 3). 

When the current changes from anodic to cathodic, iodide is produced at the 

electrode, the concentration rises at the surface, and a minimum appears in the 

profile (curve 4). Eventually the concentration at the electrode reaches the ini-

tial value and the position of the concentration minimum moves away from the 

electrode. 

Results 

To lest the model, the case of 1:1 stoichiometry for a single reaction was 

solved first and compared to the results of Shuman (see section 6.2.2). The com-

parison for the anodic sweep, given in Figure 6.3.2, shows that the results are 

identical. 
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Figure 6.3.1 Concentration profiles of reactant (A) in a single voltammetry 
sweep for the reaction A~ B + e-. The initial concentration is uniform 
at C

0 
(1). Concentration profiles are shown before (2,3) and after (4,5) 

the switching potential • 
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Figure 6.3.2 Comparison of Case I (solid line) to the results of 
Shuman [42] (cross marks). 
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Simulations of cyclic voltammograms for two values of k1 are shown in Fig­

ure 6.3.3. The results were insensitive to the value of the rate constant for the 

forward reaction. When the value of k1 is infinity, the simulated voltammogram 

reflects the fact that iodine cannot exist in the solution phase. Because there is 

no reactant available for reduction when the potential sweep changes direction, 

the cathodic peaks are strongly attenuated. These results indicate that the 

effect of a homogeneous reaction is overshadowed by the restriction of chemical 

equilibrium at the surface. In the case of a very fast reaction, the shape of the 

voltammogram is determined by diffusion effects and the surface concentration 

of the reactants and products. Because the model incorporates reversible 

behavior for both electrode reactions, the position of the peaks remains 

unchanged for any value of k1 or sweep rate. 

6.3.2. Case D: Heterogeneous Formation of Trllodide 

An alternative explanation is that triiodide is formed on the surface of the 

electrode rather than in the solution. In this case, the chemical reaction can be 

rate limiting and independent of potential. The governing equations are now 

unmodified Fick's second law expressions for each species and the boundary con­

ditions at the surface change to refiect the effect of the chemical reaction. The 

Nernst equation for the first reaction is replaced by a rate equation based on the 

surface concentrations of the three species. 

(6.3.10) 

Here kj and k~ represent the rate of the forward and reverse reactions, respec­

tively on the electrode surface3• 

· 3 Note L'ta: a Nernst equation !or reaction l is not included as a boundary condition. This would 
ove!'-constrain the prob}em; if boL't !'eactions are at equilibrhlm, the intermediate che:rJcal !'eaction 
must be also at equilibrium. 
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Since the governing equations are linear, the problem was solved using 

superposition integrals (Duhamel's method[ 46]) to determine numerically the 

value of the current at each time step during the potential sweep. (For further 

details of calculation procedure see reference [ 43].) 

A simulation of a "window opening" experiment (see section 6.4.2) is shown 

in Figure 6.3.4. Voltammograms for anodic potential scans up to l.B V show the 

change in peak shape and size as a function of switching potential for a forward 

rate constant of 104 em 4/moles -sec. Because the first electrochemical reac-

tion is limited only by the rate of the intermediate chemical reaction, the posi­

tion of the current peak does not change with sweep rate. 

6.3.3. Case ill: Slow Electrochemical Formation of Triiodide 

Experimental shifts of peak current for the first electrochemical reaction, 

either as a function of sweep rate or switching potential, indicate that the charge 

transfer may be a relatively slow step. When the triiodide is formed directly in a 

slow electrochemical step (no intermediate step), the governing equations do not 

change but the boundary condition on iodide and triiodide at the surface is 

replaced by a general Buller-Volmer rate equation. The reaction scheme, 

2 /3 - 3 /2 + 2 e-

is analyzed here. The surface boundary condition on iodide is given as, 

a Cr- 3io.r•f [fC'f- )s (1 - (J)nFV IC's] -(JnRV ] D-a-z- = -nF~ c• exp[ RT ] - 7 exp[ RT ] (6.3.11) 

Here the symmetry factor, (3. represents the fraction of the applied potential 
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that promotes the cathodic reaction, io.ref is the exchange current density at a 

reference concentration4 , and Vis (E - Eref ). 

The effect of adding a charge transfer resistance for the first reaction 

reduces the peak currents and shifts the cathodic peak. Figure 6.3.5 illustrates 

the effect of {Jon the cyclic voltammogram. As the value of {J decreases, the posi­

tion of the anodic peak moves in the direction of the reversible case while the 

cathodic peak diminishes in height and shifts away from the reversible potential. 

The effect of i 0 ,.,..1 on the shape of the voltammogram is demonstrated in Figure 

6.3.6. Smaller values of the exchange current shift the peaks away from the 

equilibrium potential and decrease the peak currents. 
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6.4. CYCIJC VOLTAJlMETRY EXPERiliENTS 

Two different types of cyclic voltammetry experiments were performed to 

characterize the electrochemical oxidation of the halides in PC. The majority of 

the work was done using conventional voltammetry experiments. However to 

independently confirm the chemical reactions postulated from the results of 

these experiments, spectral electrochemical measurements done simultane­

ously with cyclic voltammetry experiments were performed to confirm the iden­

tity of the species produced at the electrode. 

6.4.1. Experimentalllelhods 

ELectrochemica.L CelL 

The design of the electrochemical cells used for the voltammetry experi­

ments was based on a design developed by C. Balfe [ 4 7], employing a single com­

partment glass with a platinum counter electrode embedded in the bottom of the 

cell. A schematic drawing of the cell is given in Figure 6.4.1, and pictured in Fig­

ure 6.4.2. The cell was arranged so that the working electrode was oriented fac­

ing downward across from the counter electrode. Five cells were made using the 

same specifications so that background current measurements or experiments 

with different solutions could be performed at the same time. Although most of 

the experiments were done with these cells, early work employed a two­

compartment cell pictured in Figure 6.4.3. A platinum foil electrode served as a 

working electrode, and the counter electrode was a platinum screen. However, 

the same reference electrode was used. Because the area of the working elec­

trode was about 2 em 2, much larger currents (rnA range) were obtained in this 

cell. All experiments were performed in the glovebox under a helium atmo­

sphere. 



Reference Electrode 

Electrode 

XBL 847-3079 

Figure 6.4.1 Schematic-drawing of voltammetry cell. A platinum wire 
is imbedded at the bottom of the cell to serve as a counter electrode. 
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Figure 6.4.2 Cells and reference electrode in the glovebox. 
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Figure 6 . 4 .3 Side view of the two-compartmen t cell . 
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Before each experiment, the cells were cleaned using the following routine; 

i) soak in alcoholic KOH 

ii) rinse and soak in distilled water 

iii) dry under vacuum at 150 o C 

Reference Electrode 

123 

Conventional reference electrodes such as silver /silver halide, calomel, or 

mercurous halides could not be used in PC solutions because these salts dispro­

portionate to form soluble complexes in PC.[ 48] For this reason, a thallium 

amalgam/thallium halide reference was used for all the cyclic voltammetry 

experiments. The design and construction of this electrode is similar to that 

described by Baucke and Tobias[ 49]. The electrodes were constructed by filling 

glass cups with approximately 2 ml of a saturated thallium amalgam. This 

exposed about 1 em 2 of metal surface area. Thallium wire (Alfa-Ventron, 1/B" 

wire, 99.999% pure) and triple distilled mercury (Ballards, Quicksilver products, 

SF) were used to prepare the amalgam inside the glovebox. It was prepared by 

first "washing" the thallium with dry PC until the surface was shiny and free of 

surface oxides, and then dissolving the clean wire in a pool of mercury. Using 

weight measurements, an amalgam containing 16 weight percent thallium was 

produced. The amalgam was filtered through a pinhole in dry glass tiber filter 

paper before use. 

Thallium iodide and thallium bromide were used as received (ultrapure, Alfa 

Products) after drying at 150- 200 ° C under a 1JJ- vacuum. After the dry salt was 

ground to a fine powder inside the glovebox, a small amount was transferred to 

the surface of the amalgam. When the electrode was tapped, the surface became 

completely covered with a thin adherent layer of the salt. These electrodes were 

then immersed in PC solutions containing the supporting electrolyte (usually 

0.5 M KAsF 6 ) and allowed to "age" for several hours to permit the solution to 

become saturated with the salt. A cup electrode and a reference electrode 



124 

chamber are shown in Figure 6.4.4. Electrodes prepared in this way gave repro­

ducible voltages when measured against each other {bias potentials of less than 

0.5 mV}. The open circuit potential versus a freshly scraped potassium electrode 

was found to be 2.14V. This potential was stable for several hours. 

The reference electrode compartment was connected to the cell by a short 

length of Tefton tubing {Kontes Glassware). The tip of the tubing was located at 

the edge of the electrode by Tefion rings. The assembled reference electrode, 

working electrode and cell is shown in Figure 6.4.5. 

Working Electrode 

The working electrode was a planar platinum disc embedded in glass. lt was 

constructed by melting the tip of a platinum wire to form a bead, encasing the 

bead in uranium glass to form a seal, and cutting the assembly with a diamond 

wheel to expose a circular cross-section of the platinum. This procedure was 

suggested by Majda[50]. 

Electrolyte Preparation 

All solutions were made in the glovebox using propylene carbonate purified 

as described in section 2.2. The salts, KI and KBr {Mallinckrodt Chemicals,} and 

KAsF 8 (Alfa-Ventron) were analytical reagent grade. The KI was recrystallized 

from distilled water and all salts were dried under vacuum {approximately 1 

J.Lm Hg) at high temperature for several days. Solutions were prepared by weight 

and the concentration was checked by titration with silver nitrate5• To avoid 

heating the PC, concentrated solutions were prepared by first chilling the PC to 

near 0° C and adding the salt slowly to lhe solvent while stirring continuously. 

Solutions prepared in this way were clear and colorless after filtration. 

5 Titrations were peTformed by the Microanalytical Laboratory, College of Chemistry, UCB. 
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Figure 6. 4. 4 Thallium iodide / thallium amalgam reference electrode 
and platinum working electrode . 
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Figure 6.4.5 Ful ly assembled cell and referenc e electrode . 
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KAsF 6 was used as a supporting electrolyte for all voltammetry experiments. 

The conductivity of this solution is 5 x 10-3(ohm -ern )-1 measured as described 

in section 5.3. 

instrumentation 

Electrode potentials were controlled by a potentiostat {Princeton Applied 

Research, Model 173 Potentiostat and Model 176 Current Follower) driven by a 

function generator {Princeton Applied Research Model 175). The data were col­

lected with a fast (1 ~-sec/point) digital oscilloscope (Nicolet Model4094) for fast 

sweeps or an XY recorder {HP Model 7046B with a time base) for slow sweeps. The 

oscilloscope was interfaced to a small desktop computer {HP 9B25A) which was· 

connected to peripheral equipment {HP 9BB5M disc drive, HP 9B62A plotter) used 

to store and plot the data. In this way voltage scans taken at sweep rates up to 20 

V /sec were measured. The data acquisition equipment is pictured in Figure 

6.4.6. 

Software to transfer data from lhe oscilloscope, store it on tioppy disc and 

plot the dala were written for cyclic voltammetry and potential step experi­

ments. These programs are described and listed in Appendix A-2. 

6.4.2. Results 

Background Voltammetry Scans 

The total current at the working electrode can include contributions from 

undesired sources such as electroaclive impurities in the solution or capacitive 

effects of the double layer. To distinguish the current of the reacting ion from 

these interferences, cyclic voltammetry scans were carried out with solution 

containing only the supporting electrolyte salt, KAsF 6. The scans were taken 

over the entire voltage range used for the experiments. 
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Figure 6.4.6 Voltammetry data acquisition instrumentation . From 
left to right: disc drive, plotter, computer, oscilloscope. 
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Background voltammograms for scan rates from 100 mV /sec to 20 V /sec 

are shown in Figures 6.4. 7 and 6.4. B. These scans are largely featureless across 

the full voltage range and the currents are always at least an order of magnitude 

lower than those obtained with the electrolytes containing halides . 

The fact that the background scans are fiat across the full voltage range 

indicates that the major contribution to the current is double layer charging. 

The shape of the i-E curves for these background scans can be understood in 

terms of a simplified model of the solution-electrolyte interface. {See, for exam­

ple, Bard[51].) A cell consisting of an ideally polarizable electrode and a reversi-

ble reference electrode is approximated by an electrical circuit consisting of a 

resistor and a capacitor, such as the one shown in Figure 6.4.9a. The terms, R. 

and Cd, represent the solution resistance and the double layer capacitance at 

the ideally polarizable working electrode. The response of this simple circuit to 

a linearly ramped {triangular wave) applied potential at a sweep rate b, is shown 

in Figure 6.4.9b. This current is given for the forward scan {time from Ei to E.\) 

as, 

(6.4.1) 

where the first term is the steady state solution and the second term describes 

the initial transient. At long times the solution reduces to, 

i.. = b c~. (6.4.2) 

Thus, the slope from a plot of i 1111 vs. b gives an approximate value for the elec-

trode capacitance. 

A plot of the average steady slate current as a fnnction of lhe sweep rate for 

the background scans shown above is given in Figure 6.4.10. From the slope of 

the line, the value of the electrode capacitance was found to be 26 JJ- F /em 2. This 

is approximately the same value of the differential capacitance of a 0.5 M NaF 
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Figure 6.4.9 Simplified model of the solution-electrolyte interface. 
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Figure 6.4.10 Dependence of average steady current in background scans 
of the potential sweep rate. 
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(aqueous)/mercury interface.[52] 

Once a value for Cd is known, the time necessary to charge the double layer 

for a potential step can be estimated. For the circuit given above, the behavior 

of the current resulting from a potential step of magnitude, E. is 

. E -t 
1. = -exp--

Rs T 
(6.4.3) 

where T = R,Cd. Thus the current for charging the double layer drops to 37% of 

it's initial value at t = T, and to 5% of the starting value at t = 3T. For a solution 

resistance of 1 ohm, and an electrode capacitance of 26 JJ.F /em 2, the double 

layer is 95% charged in 26 JJ.sec . 

.Decomposition Potential of KAsF8 Solutions 

The anodic decomposition potential for a 0.5 M solution of KAsF 8 in PC was 

determined by cycling sequentially to progressively more anodic potentials. The 

anodic breakdown of 0.5 M KAsF 8 solution (2 x 10-3 M KI) can be seen in Figure 

6.4.11. The large anodic wave at 2.9 Vis probably due to oxidation of the solvent. 

The fact that there is no accompanying cathodic wave for this reaction indicates 

that electroactive products are not formed. 

Potassium deposition is the limiting reaction for a cathodic sweep in the 

same solution. The thermodynamic potential for potassium deposition versus a 

thallium/thallium iodide reference electrode is -2.16 V. Experiments using a 

potassium working electrode and a thallium/thallium iodide reference electrode 

gave an open circuit potential of -2.18 V (:= 10 mV). However, the potential for 

deposition of bulk potassium is a function of the amount of impurities in the 

solution. Figure 6.4.12 shows the voltamrnetry wave for the reduction and oxida­

tion of potassium in a relatively wet (-40 ppm water) solution. In this case the 

wave corresponding lo bulk potassium deposition is shifted to -3.45 V, reflecting 

the difficulty of plating potassium onto a hydroxide covered surface. 
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Figure 6.4.11 Anodic decomposition of KAsF6 solution in PC. Concentration 
is 0.5 M. 
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The accompanying anodic wave overlaps the cathodic trace which probably indi­

cates that a surface film is formed on the deposited potassium which slightly 

increases the overpotential for potassium dissolution. 

Window Opening E:z:periments 

The oxidation of iodide in propylene carbonate is illustrated in Figure 6.4.13. 

A sequence of voltammetry scans, taken by cycling each scan to progressively 

more anodic potentials, traces out the important features of the iodide electro­

chemistry in PC. The most interesting observation from these results is that two 

electrochemical reaction occur. Anodic and cathodic peaks are present for both 

reactions. The peaks are denoted I and II, as shown on the figure, and the primes 

indicate the cathodic peak. The anodic peaks are separated by 440 mV, and are 

independent of the switching potential, but the cathodic peak separation 

depends upon the history of the potential scan. 

Sweep Rate Behavior 

Additional information can be obtained from the change in peak potential 

and current as the sweep rate increases. 1f the electrode reaction proceeds at a 

rate faster than the transpo~t of the reactant to the electrode surface, the peak 

potential is determined only by the thermodynamic potential and is independent 

of sweep rate. Kinetic limitations are indicated if the peak potential shifts with 

increasing sweep rate. For reversible reactions, the peak current is a linear 

function of the square root of the sweep rate. ln addition, the width of the peak is 

fixed for reversible reactions. The behavior of the cyclic voltammogram as a 

function of sweep rate was investigated for scan rates up to 1 V /sec across the 

full potential range. The first peak was examined in detail at sweep rates up to 20 

V/sec. 

,. 
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Figures 6.4.14 and 6.4.15 illustrate the effect of sweep rate on the shape of 

the cyclic voltammogram. Sweep rates from 10 to 1000 l'!lV /sec are shown. 

These data were taken with the two compartment cell, and the solution concen-

tralion was 4.0 x 10-5 M KI and 0.5 M KAsF 11 in PC. Brief observation reveals that 

the position of the first peak (peak I) is shifted slightly, and peak 1' is significantly 

offset as the sweep rate is increased. In contrast, the position of the peaks for 

the second electrochemical reaction are relatively independent of sweep rate in 

this range. The peak shift is plotted as a function of sweep rate in Figure 6.4.16 

for all four peaks. These figures confirm the observation: peak 1' shifts by 130 mV 

between sweep rates of 10 to 500 rnV /sec whereas the shift for peaks II and II' is 

only 30 mV. 

The theory of reversible reactions {section 6.2.2) describes the dependence 

of the current on the sweep rate. The value of the current is determined by the 

area of the electrode, the reaction stoichiometry, and the diffusion coefficient. 

From Shuman's work (see section 6.2.2), 

1
11'DonFf 'ip = nFAc• RT X(CTt) bM. (6.4.4) 

Thus, 

ip =constant x bM. (6.4.5) 

The variation of peak current with the square root of the sweep rate is shown in 

Figure 6.4.17 a-d. The results for peaks II and II' must be regarded as qualitative. 

Because the total current in this potential region includes a contribution from 

the previous reaction, the baseline for peak II is estimated by extrapolating the 

tail of peak I, assuming that the current declines with the square root of time. 

The same problem of determining a baseline exists for peak II'. Here the baseline 

was determined by extending the baseline obtained just after the potential 

switches direction. A semi-empirical procedure for determining these baseline 

currents is outlined by Nicholson[ 53] and these guidelines were followed.· In view 
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Figure 6.4.14 Effect of sweep rate. Scan is [0.6 V/l.SV/0.4 V/0.6 V]. 
(a) 200 mV/sec, (b) 100 mV/sec, (c) 50 mV/sec, (d) 20 mV/sec, and 
(e) 10 mV/sec. Solution: 0.004 ~1 KI, 0.5 M KAsF
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Figure 6.4.15 Effect of Sweep rate. Scan is [0.6 V/1.8 V/0.4 V/0.6 V]. 
(a) 1000 mV/sec, (b) 500 mV/sec, (c) 200 mV/sec (d) 100 mV/sec. 
Solution: 0.004 M KI, 0.5 M KAsF
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Figure 6.4.16 Shift of peaks as a function of sweep rate. (Data 
form Figures 6.4.14 and 6.4.15). 
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(C) Peak II, slope: 0.06, (D) Peak II', slope 0.06. 
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of these built-in inaccuracies lhe results for peaks II and II' are surprisingly 

linear (regression coefficients of 0.9921 and 0.9979, respectively). The theory is 

based upon the initial condition of a uniform concentration of the reactant; a 

condition which is almost cerlainly not met for triiodide at 1.2 V or for iodine at 

the reversal potential--especially at big~ sweep rates. Apparently; the first and 

second peaks are sufficiently separated to approximate this condition. By sweep· 

ing about 150 m V past the second peak, the concentration of iodine in the boun· 

dary layer becomes relatively uniform. Although one would expect identical 

slopes for these two curves, they differ by about 14%. The results for the anodic 

and cathodic peaks for the first reaction {peaks I and I') are very different. Here 

the slopes vary by an order of magnitude, indicating that the anodic reaction 

probably proceeds via a different mechanism than the cathodic reaction. 

The width ofthe peakis also an indication of reversibility. Figure 6.4.18 

shows how the width of peak I varies with sweep rate. The value at the intercept 

is 52 mV; from theory, Shuman predicts a value of 52.25 mV for a 3:1 

stoichiometry. 

Pea.k! 

A series of voltammetric experiments were performed to focus on the elec-

trochemistry of the first peak. Figures 6.4.19, 6.4.20, and 6.4.21 show scans show­

ing the change in the voltammogram of the first peak for sweep rates ranging 

from 1 mV /sec to 20 V /sec. These data were taken with the single compartment 

cell using the oscilloscope to collect data. The change in peak current as a func­

tion of sweep rate is shown in Figure 6.4.22. In the upper curve the range 

between 1 mV /sec and 500 mV /sec is shown; the linear range extends to about 

200 mV/sec. From the slope of the curve, a diffusion coefficient of 

2.0 x 10-e em 2/sec can be estimated8. 

8 This numbe::- was calculated iro:n equation 6.4.4 using a value o! 0.0571 em 2 !or the area of the 
electrode (see section 6.5). 
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Figure 6.4.20 Sensitivity of Peak I with sweep rate. (a) 1000 mV/sec, 
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The irreversibility of the first peak is be related to the state of the electrode 

surface. Figure 6.4.23 illustrates the shift of this peak with the reversal poten­

tial. The peak appears in the same position at switching potentials of 1. 7 and 1.9 

V, but when the potential sweep reverses at 2.1 V or greater, the position of the 

cathodic peak moves in the cathodic direction. 
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6.5. PARAMETERS FOR MODEL 

Potential step experiments were used to determine the area of the elec-

trode and the diffusion coefficient of iodide in PC. The mathematical description 

of the current response to a potential step at a planar electrode in a stagnant 

solution is the Cottrell equation. Under the assumption that a single electrode 

reaction occurs (R .. 0 + ne -), and that the potential step is sufficiently positive 

to assure that the surface concentration of R is zero, the current as a function of 

time is given by [54], 

nFADJC.R 
i(t)- -......,.;..;.,..,..­

- 3rrlitli 
(6.5.1} 

This relationship was used in two different ways in this wo~k. To determine the 

electrode area, potential step experiments were done in aqueous electrolyte 

using the Fe+2/Fe+8 couple which has a known diffusion coefficient. To deter-

mine the diffusion coefficient of I- in PC, potential step experiments were done in 

iodide solutions in PC. 

Determination of Working Electrode Area 

Three different values for the area of the working electrode were measured. 

The smallest possible area is the projected area. This was measured by photo­

graphing the electrode through the aperture of a light microscope. Under lOX 

magnification, the electrode appears slightly oval; the projected area was deter­

mined from the lengths of the major and minor axes to be 0.0571 em 2• 

In contrast to the projected area, the largest value of electrode area for an 

electrochemical experiment is the area available for adsorption. This value was 

determined by using the same electrode to perform a series of cyclic voltam­

metry experiments in 0.5 M H 2S0 4• The electrode was pre-treated by the method 

described earlier~ but an additional step of soaking for 30 minutes in nitric acid 

was included. Because these were aqueous experiments, the electrode was not 
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dried. but used after repeated rinsing with distilled water. Before each experi­

ment lhe electrode was cleaned as suggested by Gileadi et. al.[55]: This consists 

of several steps. Fir~t. the electrode is abraded with powdered alumina (0.3 J.J.) 

for about one minute on a polishing wheel. After rinsing with distilled water, the 

electrode is electrochemically pre-treated in 0.5 M H2S0 4 • The potential (con­

trolled versus a Hg /HgS0 4 reference electrode) is set to+ 1.8 V (vs. RHE) for 10 

seconds to oxidize impurities. 1t is then held at + 1.2 V for 30 seconds to remove 

oxygen formed at the higher potential, and switched to +0.05 V for 30 seconds to 

reduce surface oxides formed in the last step. This procedure is repeated 

several times. Figure 6.5.1 shows the voltammogram obtained after the pre­

treatment. The area o~ the electrode available for adsorption was determined by 

integrating the charge passed between -0.68 V and -0.4 V (vs. Hg/HgS0 4• Assum­

ing that the hydrogen charge corresponds to a monolayer, and that ZOO J,J.C 

corresponds to a square em on polycrystalline platinum[56], the area is 

estimated to be 0.117 em 2. 

The third measurement of electrode area was made by potential step experi­

ments. This corresponds to the projected geometric area for electrochemical 

reaction and is the value used in the voltammetry simulations. The experimen­

tal cell and electronics are l.hose used in the cyclic voltammetry experiments. 

Software to collect and reduce the data for the potential step experiments is 

given in Appendix A-Z. The experiment is illustrated in Figure 6.5.Z. The oxida­

tion wave of a 5 mM solution of K4Fe(CN)8 appears at 0.80 V (vs. Hg/HgS0 4 refer­

ence) as shown in Figure 6.5.Z a. A Cottrell plot for potential steps between -0.46 

V and 1.4 Vis given in Figure 6.5.Z b. From the slope of the line, and a diffusion 

coefficient of 0. 739 x 10-5 ern 2/sec [57], the area of the electrode is calculated lo 

be 0.071 em 2 . This value falls between lhe adsorbtion surface area and the pro­

jected area. 



-<( 
:::t. -.... 
c 
Q) 
'-
'-
:J· 
() 

153 

50 

40 

30 

20 

10 

0 

-10 

-20 

-30 

-40 

-0.6 -0.4 --0.2 0 0.2 0.4 0.6 0.8 1.0 

Applied Potential (V)-¢ ref (vs. HgjHgSO 4) 

XBL 849-4047 

Figure 6.5.1 Voltammogram of platinum electrode in 0.5 M H2so4 (aq) 
after pretreatment. Potential is referenced to Hg/HgS04 • 
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Figure 6.5.2 Potential step measurement to determine electrode area. 
(A) Voltammogram of K4Fe(CN)

6 
(0.005 M, aq). Potential is referenced to 4 

Hg/Hgso4 electrode. (B) Cottrell plot for potential steps between -0.46 V 
and 1. 4 V. 
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Determination of Diffusion Coefficient of Iodide 

Using the same electrode and cell. potential step experiments were done in 

a series of solutions of iodide in PC. The experiment is illustrated in Figure 6.5.3. 

The voltammogram in Figure 6.5.3 a shows the position of the two peaks for a 

solution of 6. 7 mM Kl in a supported (0.5 M KAsF 6 ) PC solution at a sweep rate of 

100 mV /sec. The current transient for potential steps from 0.0 to 1.0 V for vari­

ous time scales is shown in Figure 6.5.3 b. From these curves, the current as a 

function of the inverse square root of time is plotted, as shown in Figure 6.5.3 c. 

Because the stoichiometry of this reaction is 3:1, for a given current the tiux at 

the electrode is three times that for a 1:1 reaction. Accordingly, 

Using the superficial area of 0.0571 cm 2, the diffusion coefficient of iodide is 

found to be 4.0 x 10-e em 2/sec. 

Relatively few studies of diffusion of electrolytes in nonaqueous solvents 

have been reported. (In Janz and Tomkins' two-volume, 2000-page compendium 

of nonaqueous data[58], five pages are devoted to diffusion studies.) Thus, it is 

difficult to assess the validity of this measurement. Popovych and Tomkins[59] 

report diffusion coefficients for iodide and triiodide in DMSO and two different 

aqueous solutions. These values are listed in Table 6.5.1. Included in the table 

are diffusion coefficients reported by Nakanishi and Furusawa [60] for iodine in 

THF and 1,4 dioxane and for KI reported by Janz and Tomkins[61]. As a general 

rule, the product of the viscosity and the diffusion coefficient is approximately 

constant for a given solute. Obviously, this does not account for specific interac­

tions such as hydrogen bonding or for the variation in the donor /acceptor pro-

perties of the solvents. These "reduced diffusion coefficients" are given in the 

last column in Table 6.5.1. All values for iodide fall between 2.2 and 4.5 x 10-10 

dynes/deg. An average value is 3.2 x 10-10 dynes/deg which is approximately 
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(A) Voltammogram for 0.0067 M KI, 0.5 M KAsF
6 

in PC. Scan rate: 100 mv/sec 
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(B) Current transient for potential steps from 0.0 to 1.0 V. 
Various time scales are shown. 

(C) Cottrell Plot. 
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Figure 6.5.3 Potential step measurement to determine the diffusion 
coefficient of iodide in PC. 
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the value in formamide. Assuming that this constant is valid for PC solutions, the 

"calculated" diffusion coefficient for iodide in PC is 3.9 x 10-6cm 2/sec. This com­

pares favorably with the measured value of 4 x 10-6cm 2/sec. It is also interest­

ing to note that the ratio of the diffusion coefficients of iodide to triiodide 

(approximately 2: 1) is the same in DMSO, aqueous KI, and aqueous sulfuric acid 

solutions. If we assume that the same ratio holds in PC, the diffusion coefficient 

of triiodide in PC is approximately 2. 0 x 10-6cm 2/ sec. 
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Table 6.5.1 Diffusion Coefficients of Iodide, Triiodide, and Iodine 

Solute Solvent Tla D Ref. DT7 
T 

(Donor No. 7 ) (cp) (106cm 2/sec) (10l0dynes /deg) 

... 

Iodine THF 0.48 0.235 [59] 3.8 
(20) 

Iodine 1,4 Dioxane 1.19 9.6 [59] -
3.8 

(14.8) 

Triiodide DMSO (.8M KC10 4 ) 1.96 3.7 [60] 2.4 
(30) 

Triiodide Water - 4.2 [60] -
(LoN H2so .. ) 

Triiodide Water - 11.3 [60] -
(0.1 M Kl) 

Iodide DMSO (.8 M KC10 4 ) 

(30) 
1.96 6.9 [60] 4.5 

Iodide FA 3.03 3.0 [59] 3.3 
(24) 

Iodide NMF 1.65 4.7 [59] 2.6 
(26.3) 

-
Iodide DMF 0.796 8.3 [59] 2.2 

(27.8) 

Iodide 1 N H2S0 4 {aq) - 8.1 [60] -
Iodide 1.5 M KI (aq) - 22.0 [60] -
Iodide PC 2.5 4.0 This 3.4 

(15.1) work 

7 All values for solvent donor numbers are from Gutmann[62]. 
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6.6. COMPARISON OF :MODEL AND EXPERIMENT 

A mathematical model for an experiment is useful because it provides a test 

of our understanding of the underlying physical processes which govern the 

results of the experiment. For example. if only one electrochemical reaction 

occurs in a cyclic voltammetry experiment, correlations available in the litera­

ture for peak width, half-wave potential, and peak current can help provide an 

understanding of the electrochemistry. However, even for a relatively simple 

problem such as the cyclic voltammetry of iodide in PC. it is very difficult to jus­

tify the shape of the curve without a detailed understanding of the surface con­

centrations of the three species involved. 

In this section, simulated voltammograms based upon the models of the 

electrode processes presented in section 6.3 are compared to experimental 

results taken at a sweep rate of 100 mV /sec. From these comparisons, a number 

of conclusions are drawn about the mechanism of the overall reaction, the rate 

of the electrochemical steps, the accuracy of the independent parameters, and 

the value of the dependent fitting parameters. A stronger test of the model is to 

try to predict the shape of the voltammogram at higher sweep rates using the 

fitting parameters determined at 100 mV /sec. The results are described below. 

The physical models are summarized in Table 6.3.1. 

Modell 

The case of reaction of iodine to triiodide in the solution adjacent to the 

electrode was considered first. Figure 6.6.1A shows the results of an experiment 

at a sweep rate of 100 mv/sec compared to the simulation. The rate constant for 

the chemical reaction used in the simulation is given as 1 x 10-2 1/mol-sec and 

values for Ey and E~ were taken from the literature [63]. Three major discrepan­

cies exist between the model and the experiment. These include: (i) the peak 

separation is incorrect, (ii) the current at the end of the anodic scan is too low 
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in the simulation, and (iii) the model incorrectly predicts the behavior of peak 1', 

the reduction of triiodide to iodide. Figure 6.6.1b shows essentially the same vol­

t.ammograms, except that the values of Ey and E~ were adjusted to fit the curve. 

Jn this way we obtain values of 865 mV and 1265 rnV for Ey and E~ respectively. 

The failure of the model to describe peak]' indicates that either the rate of the 

electrochemical reduction of iodine to iodide is slow, or that the preceding 

chemical reaction, the dissociation of triiodide to iodide and iodine, is slow. The 

latter case is explored as model 11. 

Model II 

ln section 6.3.2, the simulation of a voltammogram based upon a rate limit­

ing chemical reaction on the electrode surface was shown. A single fitting param­

eter, kj, controls both the rate of the chemical reaction and the rate of the first 

electrochemical reaction. The rate constant kj provides a fitting parameter 

which changes the height of the peak ]', but because we still assume that the 

electrochemical reaction is reversible, the position of the peak does not change 

with sweep rate. 

Model III 

The best fit of model III and the experimental data is shown in Figure 6.6.2. 

The parameters used in the model are listed in the figure caption. The most seri­

ous error appears near the end of the anodic sweep. This discrepancy is due to 

unsublracted background currents from the supporting electrolyte solution {see 

figure 6.4.8) which are high in this potential region. 

The parameters given in Figure 6.6.2 are not necessarily a unique set. The 

fit shown here was made by considering the precision with which each of the 

parameters is known. Good estimates of the iodide ditiusion coefficient, the area 

of the electrode, the solution concentration, and the equilibrium potential values 
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for the two reactions were made from experiments or from reported literature 

values. However, small changes in these values (within experimental error) 

allowed us to fit the curve much more closely. The parameters fJ and i 0 are lruly 

unknowns. (The sensitivity of the model to the last two parameters is shown in 

Figures 6.3.6 and 6.3. 7.) Small changes in a single parameter such as the 

diffusion coefficient induces changes throughout the voltammogram. Thus, to 

obtain a quantitative understanding of the sensitivity to all of these parameters, 

a multi-variable regression analysis should be conducted. However, because the 

model includes several simplifying assumptions, (migration and convection 

effects are neglected, for example), the work is probably not warranted. 

Another assumption in the model is the equality of all diffusion coefficients. 

It can be seen in Figure 6.6.2 that this is not a severe restriction. As noted in sec­

tion 6.5, the diffusion coefficient of iodide is probably twice the diffusion 

coefficient of triiodide. 

Simulated Sweep Rate Behavior 

Figures 6.6.3 and 6.6.4 show the model simulation of the experiments given 

in figures 6.4.14 and 6.4.15. An additional term was included in the model to 

account for the higher ohmic drop associated with experiments done in the two­

compartment cell. However, because the experiment was done in a different cell 

than the cell used to obtain data for fitting the model parameters, the simulation 

does not track the experimental curves exactly. In spite of this drawback, the 

model qualitatively describes the the shape of the voltammograms including the 

cathodic shift of peak 1'. 

In conclusion, by comparing the experimental cyclic voltammograms to 

computer-generated simulations, we find that the data are fit best by a model 

which is based on the assumption that reaction 1 follows Butler-Volmer electro­

chemical kinetics and that reaction 11 is reversible. 
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6. 7. SPECTRAL ELECTROCHEMICAL EXPERIMENTS 

ln conventional cyclic voltammetry experiments, the identity of the reac­

tion products is inferred from the position of the half-wave potential, the number 

of electrons transferred, and the stoichiometry of the reaction. If the reaction 

products or reactants are active in the UV-visible range, spectral electrochemi­

cal techniques can be used to track the course of reaction and directly identify 

the products. Jn this case an optically transparent, thin-layer electrode placed 

in the beam of a fast scanning spectrophotometer is used to provide spectral 

information about the electrochemical products as a ~unction of applied poten­

tial. Thus, the electrode reaction is monitored simultaneously via the electrode 

current (as in a normal cyclic voltammetry experiment) and by the UV-visible 

spectra. The goal of this set of experiments is to qualitatively confirm the reac­

tion mechanism of the oxidation of iodide in PC that was derived from the cyclic 

voltammetry experiments. 

The technique was developed by by Hawkridge [64], and others [65] to com­

bine the advantages of thin layer electrochemistry (such as quantitative conver­

sion of reactants to products} with the benefit of an in-situ detection technique. 

Thin-layer electrochemistry is performed in cells in which the reactant is 

confined to a thin layer at the surface of the electrode. Seve;-al reviews of this 

technique have been published [66], [67], Because the goal of these experiments 

was solely to identify the reaction products, this technique was not used to its 

full capability. 

A schematic drawing of the experiment is given in Figure 6. 7.1. The counter 

and reference electrodes are located on the side of the working electrode. Light 

from the spectrophotometer is transmitted through the optically transparent 

working electrode to the detector. The potential at the working electrode is 

ramped in a sawtooth wave at a rate of 1 mV /sec. A single spectral scan is com­

pleted in one second, so the electrode potential changes by only one m V in the 
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Figure 6.7.1 Schematic drawing of electrochemical cell containing 
optically-transparent, thin-layer electrode. The dimensions of 
the gold mesh electrode are shown. 



time interval of one scan. Thus, each scan is essentially a "snap shot" of the 

solution absorbance at a given potential. 

6. 7 .1. Experim.entalllethods 

Cell Design 

168 

The spectral electrochemical cell was developed for experiments performed 

by Carol Balfe to study the electrochemistry of manganese porphyrins in aceton­

itrile. Details of the cell design, materials of construction, cell preparation etc. 

are available in her thesis.[68] The cell is pictured in Figure 6.7.2. The working 

electrode is a fine (200 lines/inch, 0; 1 mm thick, 78% transmission} electro­

formed gold mesh {Buckbee-Mears Co., St. Paul, Minn.). The counter-electrode is 

a strip ofplatinum foil, located adjacent to the working electrode chamber. The 

reference electrode is the same couple used the cyclic voltammetry experi­

ments: thallium amalgam/thallium iodide. 

Erperi.m.ental Procedure 

The cell is filled in the glovebox as follows: The amalgam is first injected into 

a thin fritted tube and the entire assembly is fitted into a glass bulb which is 

separated from the working electrode chamber by a Hamilton valve. Solution is 

introduced into the cell using a glass pipette to fill the cell and the reference 

chamber with electrolyte. The cell volume is about 30J.Ll. Before the cell is 

removed from the glovebox, a fine platinum wire into the amalgam is inserted 

into the reference electrode chamber, and it is sealed by closing the Hamilton 

valves. The wire is held in a ground glass stopper which was sealed with vacuum 

grease. No problems from contamination were noted during the experiments. 
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CBB 841-608 

Figure 6.7.2 Experimental cell. Reference electrode is contained 
i n the bulb. 



The cell was calibrated using Methyl Red Dye in an acidic propylene car­

bonate solution[69]. From these measurements, the path length for the gold 

minigrid electrode is 0.007 em . 
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The electrochemical instrumentation was the same as that described in sec­

tion 6.4 . 1. A Hewlett-Packard Model HP 8450 UV /visible spectrophotometer 

interfaced to an XY plotter (HP model 7225B) and a flexible disc drive {HP model 

82901M) was used to measure, record and store spectra. A Data Precision model 

3500 digital volt-ohm meter was used to monitor the potential between the refer­

ence and working electrode. 

&tinction Coefficients 

The UV-visible absorption of triiodide and iodine in PC is shown in Figure 

6. 7. 3. The triiodide spectrum is taken from a solution of equimolar 2 x 10-4 F 

iodine and KI in PC. The iodine spectrum is for a solution of 0.15 F iodine in PC, 

taken in the thin layer cell described above. To eliminate any triiodide formed 

from the disproportionation reaction of iodine (see section 3.3) the working elec­

trode was held at 1 volt anodic of the thallium/thallium iodide reference elec­

trode. Triiodide absorbs in two sharp peaks at 292 and 363 nm. In contrast, 

iodine absorbs in a broad band at 462 nm and has a smaller band at 290 nm. 

To convert the spectral information into concentration data, extinction 

coefficients are needed at the wavelength of maximum absorbance (Amu for each 

species. This information, along with the path length of the cell specifies the 

concentration as a function of absorbance according to Beer's Law, 

AbsorbCince = E l C 

where E is the extinction coefficient, "C" is the concentration, and "1" refers to 

the path length of the cell. The extinction coefficient information was compiled 

in connection with the study of PC stability in the presence of iodine (John­

son[70] ) and the details are presented elsewhere. 

.. 
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A compilation of extinction coefficients from Johnson is presented in Table 

6.7.1. Triiodide absorbs very strongly in the visible range, with extinction 

coefficients of 24,000 and 44,000 at 363 nm and 292 nm, respectively. For exam­

ple, at 292 nm concentrations as low as 5 x 10-6 M triiodide can be detected in a 

1.0 em cuvette. In contrast, because the extinction coefficients of iodine are low, 

this technique is relatively insensitive to iodine concentration. 

Table 6. 7.1 Amu and 
Extinction Coefiicients for Iodine 
and Triiodide in Propylene Carbonate 
at 25° C 

Molecule e, 1/mole-cm Amu• nm 

Iodine 637 t62nml 462 
59 363 nm 

315 293 nm 

Triiodide 1053 t62nml 363, 293 
24091 363 nm 
44881 293nm 

6. 7 .2. Results 

Figure 6. 7.4 shows the cyclic voltammetry scan for the oxidation of 

6. 7 x 10-s M K1 and 0. 5 M KAsF 8 in PC at 1 m V /sec. The potential sweep is initiated 

at 0.5 V (approximately open circuit potential), switches from anodic to cathodic 

at 1. 7 V, and switches from cathodic to anodic at -0.1 V. Despite the fact that the 

cell geometry is completely dit!erent, the shape of the voltammogram is qualita-

tively the same as the corresponding conventional CV experiment reported in 

section 6.4. The shape of the cathodic voltammogram is altered by spurious 

background reactions probably due to to reduction of gold compounds formed 
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Figure 6.7.4 Voltammetry scan of iodide solution (6.7 x 10-3 M KI, 
0.5 M KAsF6 in PC) taken in thin cell. 
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by reaction with iodine. The presence of these side reactions suggests that a pla­

tinum electrode would be a preferable electrode material for quantitative stu­

dies. However, since the goal of this experiment is to qualitatively confirm the 

chemical species present as a function of potential. these side reactions do not 

interfere. 

The results of the experiment are presented in the form of a series of spec­

tral scans taken at 30 second (or 30 mV} intervals throughout the potential 

sweep. The first sweep, taken at open circuit, was stored and automatically sub­

tracted from all subsequent scans. The results are most clearly demonstrated in 

a three dimensional plot of absorbance as a function of wavelength and potential. 

Contour lines on Figure 6. 7.5 show the appearance and disappearance of triiodide 

during the anodic sweep from 1.04 V to 1.33 V. 

A complete set of spectra for the entire voltammetric sweep is given in Fig­

ures 6. 7.6 to 6. 7.14. Figure 6. 7.6 shows the first portion of the anodic sweep. 

Except for a negative peak which corresponds to the disappearance of iodide {at 

230 nm), little activity is observed until the potential reaches almost 1 V. From 

1.03 to 1.34 V the triiodide absorbance increases monotonically with each scan, 

showing a maximum at 1.24 V. From this point to the end of the anodic sweep the 

triiodide absorbance decreases, as shown in Figures 6. 7. 7 and 6. 7.8. This 

behavior is consistent with the oxidation of triiodide to iodine in this potential 

range. 

The behavior of the iodine as a function of potential can be seen using a 

more sensitive absorbance scale. Figures 6.7.8 and 6.7.9 show ~he development 

of the iodine peak from a shoulder of the triiodide peak at 1.37 V to a single large 

broad peak at 1. 7 V, corresponding to the conversion of triiodide to iodine. 

Unfortunately, the extinction coefficient of triiodide at 462 nm is of the same 

order of magnitude as thal of iodine so the iodine variation is not directly 

apparent. To follow the change in concentration of iodine, the absorbance due 

... 
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to triiodide must be subtracted. 

The reverse of the anodic scan is observed for the cathodic sweep. In Figures 

6. 7.10 and 6. 7.11 the triiodide concentration increases for the portion of the vol-

tage sweep between 1.46 and 0.89 V. Then as the triiodide is reduced to form 

iodide, from 0.86 V to 0.26 V, the triiodide peaks successively decrease (see Fig­

ure 6. 7.12 and 6. 7.13) until only absorbances characteristic of iodide appear at 

the end of the sweep (Figure 6.7.14}. 

The information presented above is summarized in Figure 6. 7.15 in a plot of 

the fractional conversion iodide to triiodide and iodine as a function of time (or 

potential) throughout a single sweep of the cyclic voltammetry experiment. The 

fractional conversion is defined as the concentration of the iodine species 

divided by the concentration for 100% conversion to that species. Thus, 

[cis] 
Fractional Conversion of Is = 

3 
[ c·] 

where c• is the initial concentration of iodide. The concentration of iodine is cal-

culated by subtracting the contribution of triiodide at 462 nm. This figure illus-

trates the concentration changes during the course of the reaction as triiodide is 

first formed from the oxidation of iodide, then oxidized to produce iodine. When 

the potential sweep reverses, the iodine is reduced back to triiodide which is, in 

turn, reduced to iodide. The slight dip in iodine concentration at 1. 7 V is prob­

ably due to the corrosion of the gold electrode by iodine. 

In conclusion, the use of simultaneous cyclic voltammetry and UV-visible 

spectroscopy has been demonstrated for the iodide/triiodide/iodine system in 

propylene carbonate. The results of these spectral electrochemical experiments 

clearly confirm the chemical reaction mechanism postulated from the cyclic 

voltammetry experiments described in section 6.4.2. 
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6.8. DISCUSSION 

The results of the cyclic voltammetry experiments indicate that the first 

oxidation peak {peak I) is irreversible and the second peak {peak II) is reversible. 

It is interesting to consider the reasons for these conclusions and to attempt to 

rationalize the values of the parameters derived in terms of a physical under- -

standing of the process. Consider the two peaks representing the 

iodide/triiodide redox pair; From fitting the simulated voltammograms to the 

experimental data, we obtain values of 0.2 and 6.5 X 10-5A/cm 2 for {3 and io.rt/ 

respectively. Obviously the oxidation of iodide to triiodide involves the forma­

tion of two covalent bonds between three atoms. This is a relatively complicated 

process and yet it occurs rapidly {relative to diffusion) on the electrode surface 

at sweep rates exceeding 200 mV /sec. Similarly, the reduction of triiodide to 

three iodide ions must involve breaking two I-I bonds. Since {3 represents the 

fraction of the surface overpotential that promotes the cathodic reaction, this 

process is evidently much more difficult. The fact that a single Butler-Volmer 

kinetic expression can successfully be used to model both the oxidation and 

reduction peaks indicates that the rate determining step is probably the same 

for the forward and reverse reaction. 

From literature on the electrochemistry of iodide oxidation on platinum and 

from consideration of the solvation states of the three species involved, a physi­

cal picture of the reaction sequence begins to emerge. Literature studies clearly 

show that the surface of platinum is covered with an adsorbed layer of iodine and 

triiodide. Using the technique of thin layer chronopotentiometry, Hubbard, 

Osteryoung and Anson [71] have shown that about 2 x 10-9 moles/em 2 of iodide 

ion or iodine are adsorbed onto platinum. This adsorbed layer is not electroac­

tive; i.e., it cannot be detected by reduction or oxidation near the reversible 

iodide/iodine potential. An additional 1 x 10-9 moles per square em of iodine. but 

not iodide, are adsorbed in an electroactive state. This adsorbed layer is the 
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likely reason for the disparity in forward and reverse reaction rates for this 

peak. In the anodic direction, the reactant and products are strongly adsorbed 

to the platinum surface and charge transfer is not impeded. In the cathodic 

direction, the triiodide has to be reduced at an iodine covered surface. There­

fore, the large cathodic overpotential may be a measure of the additional energy 

required to overcome the adsorption energy of iodine,!::. GGG.sarpti.on· 

The effect of ads option on the location of a voltammetry wave is analagous to 

the effect of complex fomation of the reactant or product. Examples of this kind 

are well-known in the polaragraphic literature. Bard and Faulkner[72] show the 

effect of complexation of a metal ion, for example. In this case the complexation 

stabilizes the oxidized form of the ion which raises the free energy for reduction. 

The stronger the complex, the larger is the shift away from the free metal poten­

tial. 

In view of the complexity of the reaction system, cyclic voltammetry experi­

ments are only a beginning step to understanding the details of the kinetics. 

Rotating ring-disc experiments to detect triiodide at the ring, or pulse tech­

niques are more controlled experiments which could provide a greater insight 

into the reaction mechanism. 

" 
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6.9. CONCLUSIONS 

In summary, the electrochemical behavior of the iodide/triiodide/iodine 

system was investigated in propylene carbonate using the technique of cyclic 

voltammetry. We found that iodide is oxidized in two electrochemical steps; tri­

iodide is formed first and then the oxidation proceeds to iodine. A mathematical 

model was developed to describe the kinetics of the two electrochemical steps 

and the transport of the three species involved. Simulated voltammograms 

based upon this model correctly predict the experimental results up to sweep 

rates of 200 m V /sec. Spectral electrochemical experiments confirm the pro­

posed mechanism. 
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Chapter J/ Conclusions 

The feasibility of the electrochemical production of chlorine, bromine, and 

iodine in propylene carbonate has been studied. Uv-visible spectroscopy experi­

ments of iodine and bromine have shown that the stable form of the halogen in 

PC is the trihalide. Iodine and bromine disproportionate to form the trihalide 

and probably a positively charged halide species. The equilibrium constant for 

the disproportionation of iodine was determined to be 0.85. Solutions of chlorine 

in PC are not stable. Even dried, distilled PC containing less than 7 ppm water is 

attacked by chlorine to form 1,2 and 1,3 propylene glycol as major decomposition 

products. The extent of the reaction is increased by water in the solution. 

The conductance behavior of KI and KBr in PC was studied. Kolraush plots 

for both salts were linear in the high concentration range but trace impurities in 

the solution interfered with the measurement at concentration less than 10-4 M. 

The conductivity of solutions of KI and KBr increases if the corresponding halo­

gen is added. Solutions of 0.05 M and 0.1 M K1 reached a maximum in conduc­

tivity when the concentrations of the iodide and iodine were equaL A maximum 

was not observed for KBr solutions. 

Cyclic voltammetry experiments of K1 in supported PC solutions demon­

strated that iodide is oxidized in two electrochemical steps: triiodide formed in 

the first step is oxidized to iodine at the higher potential. A mathematical model 

based upon the transport of the three species and the kinetics of the electron 

transfer reaction was developed to simulate the voltammograms. Spectral elec­

trochemical experiments provided an independent confirmation of the proposed 

mechanism. 
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Appendix 1 I Distillation 'Manual 

INTRODUCTION 

The present method of distillation of propylene carbbonate involves three 

steps. First the "as received" PC is passed over molecular sieves and alumina to 

remove water and other low molecular weight impurities. This first step removes 

most of the impurities-pale yellow PC from Jefferson Chemical becomes clear 

after passing through this column. Secondly, dry helium is bubbled through the 

PC overnight to remove the very volatile components and to saturate the 

column. The final step is distillation under vacuum while a stream of dry helium 

is bubbled through the PC in the distillation fiask. The purpose of this paper is to 

outline the procedure so that the process can be easily reproduced. 

APPARATUS 

The distillation column is pictured in Figure Al-l and a drawing of the entire 

system is given in Figure Al-2. The receiver design has been altered many times 

and can easily be altered again. The column design is for batch (Rayleigh} distil­

lation, but the bottoms kettle holds only about two liters so we have occasionly 

re-filled it during a run. The vertical metal cylinder to the left of the column is a 

"tube oven" designed to heat its core of molecular sieves and alumina under 

vacuum. The PC is passed through this column before admission to the bottoms 

kettle. We think that most of the water is removed by the molecular sieves 

rather than by distillation. Studies done by GC show that the amount of time the 

PC is exposed to the sieves is very important. Therefore the PC passes through 

three stages of dry sieves before distillation. 

The present receiver design is shown in Figure Al-3. The first cut is taken off 

separately in the small tiask. The middle cut is usually the best and is separated 

from the last cut by using two flasks instead of one large one. An important 
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consideration in the design of the receiver arrangement is size relative to the 

glove box port. The entire assembly must be transferred to the glove box so the 

bottles are not opened until they are under helium. The present system just 

barely fits into the port for the new glove box. Alternative receiver designs have 

been used. Figure Al-3 shows a "tiered" arrangement of receiver flasks designed 

so that when the center compartment is full, it is drained all at once into the 

lower flask. This "washes" the center flask with clean PC to eliminate any residue 

that may be left on the glass"Y.·are. 

It is important to have a good understanding of the helium network in the 

lab before starting to use facilities in the distillation room. Helium from the 

inert gas purification system is connected to the main helium manifold that is 

located above the doorway to the purification system (grey manifold). From here 

it is routed to the gloveboxes and to the distillation room. The helium valves to 

the pressure/vacuum manifold and the distillation column are located on the 

right side of the door to the hallway in the distillation room. 

GLASSWARE PREPARATION: 

Because the breakdown of PC is catalyzed by both acid and base, it is very 

important that the glassware is as clean and dry as possible. The procedure we 

follow is outlined below. 

i) All grease joints are cleaned with hexane. 

ii) If the glass is dusty, it is washed with detergent. 

iii) Soak overnight in alcoholic KOH. 

iv) Rinse with distilled water the chromic acid cleaning 

solution or aqua regia. 

v) Soak in distilled water for several hours. 
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vi) Dry in very clean vacuum oven overnight. 

Conductivity measurements have indicated that this procedure still leaves a 

residual film on the surface which can be leached into the solution. Probably the 

most effective step is to rinse the glass with the first PC that is distilled without 

ever opening up the column. This is one reason why the first cut is discarded. 

The column is put together with viton o-rings and screw-type clamps to make 

everything vacuum tight. Most grease connections have been eliminated but 

whenever the column design gets changed or repaired, an effort should be made 

to totally convert to o-ring fittings. 

TEFLON AND o-RING PREPARATION: 

Cleaning tetlon and o-rings is difficult because they cannot be heated to high 

temperatures to dry. Literature articles on cyclic voltammetry of platinum sug­

gest that the best method is to soak teft.on in ultra pure water for months, con­

stantly changing the water, to leach out impurities. We are primarily interested 

in removing water so we cleaned the tetlon and o-rings as follows: 

i) Clean with acetone and soak l.n pure acetone for several 

hours. 

ii) Wash with absolute methanol to desorb the acetone. 

iii) Place in vacuum oven at about 70 oc overnight or longer. 

COLUllN PREPARATION: 

The clean and dry receiver assembly is assembled as shown in Figure one. 

Use viton o-rings {marked with two strips) and screw-type clamps. Check the 

connections by pulling a vacuum on the entire column and all receivers. When 

everything is tight, it can be pumped down below one micron. Sometimes a small 

coating of vacuum grease is needed on the o-ring fittings. After a good vacuum is 

achieved, purge the system several times with helium. Continue to pump on the 



column until the distillation is finished. Be especially careful to never let the 

cold traps get dry. 

llOl...ECULAR SIEVE PREPARATION: 
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Linde 13X molecular sieves are pretreated by beating in a furnace to 

about sooac under a stream of argon (8 to 12 cfh). The furnace and pan for heat­

ing are in the solvent room. One consideration is that a heat gun or another fur­

nace should not be operated while this furnace is on because a circuit breaker 

will blow. Even when two vacuum pumps are on, a heat gun should be connected 

outside lhe room. 

TUBE OVEN, IIOLECULA.R SIEVE-ALU1liNA PREPARATION 

The column is resting on the tube oven and is removed by disconnecting the 

tefton connection at the bottom and lifting it out. First the old sieves and 

alumina (Woelm Basic, ICN, Cleveland, Ohio) are cleaned out by tapping the 

column to dislodge the contents. The column has a false bottom connected to a 

rod which extends to the top. This is used to completely empty the column. It is 

cleaned by rinsing with distilled water, then hexane, then reagent grade acetone. 

It is dried with a heat gun until very hot and then repacked. The first layer is dry 

glass wool, then about 300 cc of alumina, then 300 cc of molecular sieves, and 

finally another layer of glass wool. Be careful to put in sufficient glass wool to 

'prevent the alumina from sifting into the distillation column. Carefully clean up 

any alumina that gets spilled into the o-ring groove so that the o-ring will make a 

good seaL The top is bolted down so that the cooling water connections are 

correctly aligned. This column is pretreated by first pulling a vacuum to about 1 

micron Hg from the vac-line mainifold. Evacuation must be done very slowly to 

avoid mixing up lhe sieves and alumina in lhe tube. The procedure we follow is 

first bring the vacuum lo the needle valve marked (C) on the drawing. Then turn 
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that valve very slowly until it moves the vacuum gauge for the manifold, then 

back off a quarter turn. Wait until it rises to about 200 microns and open it a 

quarter turn again. Repeat this procedure about 5 times to open up t.o full 

vacuum. Also be careful when filling with helium. To pressurize the molecular 

sieve column first pressurize the manifold, turn the helium off, then open the 

valve slowly. Repeat this procedure until the manometer indicates atmospheric 

pressure. After the cooling water that runs around the o-ring is turned on, the 

sieves are heated under vacuum. The column oven is connected to a variac 

located below the. oven and slowly heated to about 400°C. Never plug the tube 

oven directly into the wall outlet. (The variac was set to 70 for about 1.5 to 2 

hours, then reset to 55 to maintain the temperature at about 400 "C). Before 

using the column, it is back-filled with helium to atmospheric pressure. 

DISTILLATION Pm;rREATKENT 

The process of purification of PC can begin once the molecular sieve column 

is prepared and the distillation column is pumped down. First 500 ml of molecu­

lar sieves are ad.ded to a bottle of Burdick and Jackson PC that has been pre­

chilled. The absorption of w~ter by the sieves is exothermic so we cool the PC by 

placing the bottles in an ice (sometimes dry ice) bath for two hours first. Then 

dry molecular are added to chilled PC. The sieves are added to the PC instead of 

pouring PC over the sieves to prevent the PC from heating too much. (The Bur­

dick and Jackson PC starts with about 75-100 ppm of water. This is enough water 

to heat a gallon of PC up to 100°C or more). The absorption of water by the sieves 

is slow. The bottled sieves and PC are removed from the ice bath after an hour 

and left to "incubate" for about 8 hours. 

The separatory funnel is installed above the tube furnace and supported by 

a ring stand. A layer of dry glass wool is laid on the bottom to ftlter out the 

sieves. The pretreated sieves are dumped on top of the glass wool, the funnel is 
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capped, and brought to less than 10 micron vacuum through the valve marked 

(C) on Figure A-1. (The ball valve to the tube oven should be closed.) These valves 

connect the oven to the glass pressure/vacuum manifold on the east side of the 

room. There is a place for a cold trap just above the tube oven. The vacuum 

gauges for this system are located on the east wall. When a good vacuum is 

achieved, bring the system up to atmosphere with helium (also through the man­

ifold), but be careful not to blow off the cap. We leave the the PC in the sepratory 

funnel for at least four hours. Then the valve to distillation column flask is 

opened slowly and the PC is drawn into the column bottom. 

Once the bottom flask is filled and the column is under vacuum, helium is 

bubbled through the solution overnight. Start with a full cylinder of helium and 

adjust the regulator pressure down to about seven pounds. To open the line to 

the column, open the main valve just to the right of the door to the hallway. The 

pressure will indicate on the gauge near the door. (The other valve opens the 

manifold to helium.) The helium is introduced to the bottoms kettle through a 

glass pipette. The rate of bubbling is controlled by the needle valve marked (A) 

in Figure A-1. Tllis valve is Lricky to operate-it takes several turns to open it 

enough to let any helium pass and then it surges out. The bubbling rate should be 

slow-about six bubbles a minute or slow enough to keep the column pressure at 2 

mm Hg (Hasting gauge). 

DISTILLATION 

To start the distillation of PC, connect the heater mantle to the outlet 

marked "heater #2" on the panel. Decrease the helium ftow rate so that the 

column pressure is about 1.5 to 1.8 mm Hg. Then insulate the top of the bottoms 

kettle with cloth rags and aluminum foil. (A covering heater mantle should be 

built for this ftask, but the cloth and foil suffices.) Set the rheostat to 30 and then 

monitor the temperature until it reaches about 70°C, reset to 40 and the tern-
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perature of the bottoms should go up to 150°C. The bottoms temperature will 

reach 150°C fairly quickly (2 hours if heated slowly), but it takes several more 

hours for the hot vapor to travel up the column. The time it takes is determined 

both by the helium flow rate which sets the vac.:uum on the column. After the 

bottoms kettle temperature reaches 150°C, it seems to help to run the helium 

ftow rate up (so the column pressure goes to about 3 mm Hg) for a short time. 

When the head temperature starts to rise above ambient, it will increase very 

quickly. When this happens, turn on the cooling water at the nozzle just to the 

right of the still on the west side of the room. Set the ftow of water high enough 

so that it ftows continuously. In the past we have had problems with this flow cut­

ting off and allowing the head temperature to get too hot. A log of past distilla­

tions is kept in a blue notebook marked "distillation workbook". Check there to 

get an idea of the time it takes to start distilling and the head temperatures and 

column pressure settings we have used in the past. 

When the head temperature reaches 55 or 60°C, start collecting distillate by 

opening the needle valve in the top of the column by starting the timers to con­

trol the reflux ratio. The timer on the left controls the length of time that the 

needle is open, allowing the distillate to ftow into the receiver. The timer on the 

right sets the time that the needle is down. We set the first timer for 5 seconds 

and the second for 20 seconds. 

When the level in the bottoms kettle has dropped to about one third or one 

fourth of the original volume, the distillation is finished. {Sometimes the last 

fraction is collected in a separate receiver to check the purity.) Turn the timer 

and heater of!, close all valves to the receiver flasks, and remove the insulation 

around the bottoms kettle. Turn the helium off at the needle valve leading to the 

bottoms kettle. This leaves the helium on to the still so that all receivers can be 

brought up to atmospheric pressure before they are transferred to the glovebox. 

The connections between the receiver flasks and the still must also be at atmo-
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pheric pressure or the glassware will break when you try to break the seal. When 

this is finished, turn the helium off to the still using the valve near the door to 

the hallway in the still room. Do not pump the receiver flasks down to full 

vacuum (160 microamps) in the glovebox port or the o-ring seal will open. Gen­

erally, we pump down to about 75 microamps, backfill with helium, and then 

repeat this cycle several times. 
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Appendix 2/Computer Programs for HP9625 

Oscilloscope Program: Dala Transfer for Cyclic Voltammetry 

The HPL program used to transfer cyclic voltammetry data from the Nicolet 

oscilloscope to the Hewlett- Packard HP9825 computer is given below. The pro­

gram is organized into three sections: transfer of the data from the oscilloscope 

to the computer, storage of the data on a tloppy disc, and plotting the data in any 

one of several optional formats. These formats include current as a function of 

time (CT), applied voltage as a function of time (VT), and current as a function of 

applied voltage (CV). In addition, if the data is plotted in the form of current as a 

function of time, an optional integration routine is included to calculate the total 

charge passed in any time interval. 

The program is outlined in the tlow chart given in Figure A2-1. The numbers 

referenced at each step are program line numbers. A list of the dimensioned and 

undimensioned variables is given in Table A2-1. The required format for the data 

transfer and the listing of error codes are explained in the Nicolet Oscilloscope 

Manual. The program listing is given as Figure A2-2. 

..._ 
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Table A2-1/ OSCILLOSCOPE PROGRAM VARIABLES 

Dimensioned Variables Undimensioned Variables 

B$ [485] W output A No. of waveforms 

v [32] Conversion info E Errors 

H$ [32,55] N output N&D Transfer code variables 

C$ [80] Expt. comments I Iteration number 

D$ [31760] Scope data M Waveform No. to plot 

R$ [6] File name B Dummy waveform no. 

Q$ f5] Question T Time 
Z$ 3,2] Plot select r1 VNorm 

s [6] Plot parameters r2 HNorm 

H [2] No. of digits r3 V Zero 

G [2] X.Y Label r4 H Zero 

A$ [6,50] r5 H Zero 

A$ til Title r6 No. of data points 
A$ 2 X Caption r7 Norm Step 
A$ 3 Y Caption Dummy varibles in plot 

routine 

ATl 
Line 1 N,L,V,R 

A$ 5 Line 2 O,K.Q 
A$ 6 Line3 P.J.U 

SJ6] Plot parameters 
s 1 X-Min 
s 2 X-Max 
s 3 Y-Min 
s 4 Y-Max 
s 5 X-Tic 
s 6 Y-Tic r11 V Norm for CV plot 

r13 V Zero CV plot 
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L TS i "o,Hf. L2J 

144: er:r "TITLE'~' 
.. ,A$[1) 

145: Rf,.A! [4J; "' 
IJA\IEFCrF.:r. ".;.At :4 
!7tl7)jfxd e; 
st. r (M:• +Af [4, t:::J 

14E.: Cf"'A.f [5J 
147': ent "LINE 

3 CAF'T IN;-:·"' 
Af.CE.J 

148: "PLOT LAE:EL 
PROGF:AM .. : 

149: h:d G[1J 
150: S[2J-(7/ 
Sl tS[2J-SClJ J+ 
.2(S[2J-SUJ.1 •L 

151: SC2J+.2lSL2 
J-S[l) l-+N 

152: SC4J-(8.5 . .-
7l (S[4J-S[3) l­
.05!S[4J-S[3J , ... 
0 
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15~:: '::[4)+(1/ 
7•1E.[4J-E.DJ :­
.0SIS[4J-::[3J ).;, 
p 

15J: scl Ld~,o,F 
155: ~=<en 
156: Plt S[lJ, 

E; i.3J • -2 
157: (l/16/4,511. 
SC2J-S[lJ H!.i[lJ 

15:::: lltt../;")!':[ 
4J -S DJ) "'H [2J 

15?: lrttffS[2j­
S[lJ) ··S[5J ).;,(~ 

160: intf(S[4J­
SDJ .l/S(6J )+F: 

11:.1: fc1r I=1 tc· 
Q 

1€.2: ir.·h $[5)' 
0·0 

10:.~:: ir.-lt (1,HL2J 
! (1 

164: i~:·H e,­
H L2J !13 

1€·5: ne>,:t 
lE-t·: ~:· lt S L2J • 
S[3J,0 

1.:.;-: fc~r I=1 tc1 
R 

IE.::.: i~=<!t (1,S[E:i 
'0 

lt:.;.: i~:·lt -H[lJ, 
f.1,(1 

17(1: i~:·lt H[1J, 
€f,(1 

171: ne:t I 
172: Plt S[2l• 
:.[4],-1 

173: Plt SC1J, 
S(3J,-2 

174: fc·r I=1 to 
R 

175: i~=<lt (1,S[E.J 

'0 
176: i~:·h H[1J• 
e,o 

1 77: i ~:-1 t -H [l J ' 
e,e 

178: ne:<t I 
1 79: I) 1 t. s [ 1l ! 

s [4] d3 
H:0: for I=1 tC• 

Q 
181: 11t·lt. S[5J, 
e,o 

1s2: i~::.It e,­
HC2Jd.~ 

1s;:: i~:·lt e,Hr2J 
' (1 

IE: 4 : r .. : :,·: t I 

H:5: r.·lt ~:[2J, 
S[4J ,-1 

1~:.:.: c.=i::: 1.5,2~ 
1.;:57,(1 

H:7: fc•r I=O tc~ 
Q 

H:~:: SUJ+I*!:[5J 
.;,U 

189: -!lenfs-~.rlll 
) ) .·-'2+. 3) .;,'·/ 

190: J:olt u,SDJ, 
(1 

191: cr.·lt ~,~,-

1. 25 
192: lbl u 
193: ne·>::t I 
194: f,d G[2J 
195: fc1r I=O to 

F.: 
19E.: SC3J+I+S[6J 

·"'u 
197: -!le·n!str(IJ 

) ) + 1 ) "'\,.' 
198: r;:·lt srtJ,IJ, 

0 
1·9 9: .:. ~· 1 ~· '·l' -. 3 
2(1(1: lbl u 
201: next. r 
ZC12: c.=.i: 1.5~2' 

1.357,(1 
20~:: for 1=4 tc~ 

t• 
2(14: 6-:•J 
205: ,..1, L,o,e 
20E.: CPlt EI!J 
2(17: lbl AHIJ 
20:::: ne::-:t. I 
209: c;:iz 1.75, 

2!11.357,0 
210: -!ler.CAU2J 

) /2+. 3) -+'·..' 
211: (E:(2J-S[1Jl 

.'2+5(1)"'Li 
212: r.·lt u,sr3), 
213: CPlt 1'/,-3 
214: lbl AU2J 
215: de-~ 
21E·: c s i z 1 • 75! 

2,1,357,9(1 
217: -llerdAf.(~:] 

1 '2+.3l+V 
218: CS(4J-SC3J) 

.··":·+<:' [") "'Li 
2l~=··~=-lt. L,u,e 
220: cr.·lt v,-1 
221: lbl AH3J 
222: c.siz 2,2, 

1.357!13 
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223: -(lH;(f,![lJ 
) /2+. ~:) "'1/ 

224: IS(2J-~:[1J; 

/2+S[1J"'Li 
225: ~·lr. u,p.~3 
226: cr.·lt. './,-1 
227: lbl A$C1J 
2: .. :·· de;.. "Til 

PLCIT CIATA· -PF.:::·:, 
S COtH IIWE"; 
s.t P 

229: if n<,=o: 
c;rt. (1 257 

2 3 (1 : f C• r ~I = r-1 t. C• 
15e:72-A+f·1 t;.; r7 

231: (J-~11 ·r7·H 
232: (f::-T) *r2-.<: 
2~~:: ( i tf ([If (2'-' 
~1.:1,2+JJ 1-r3)* 
rl*'ll U1J _, . ., 

2~:4: F!·lt. ~·::,·l,-2 
235: ne·::o::t .1 
23f.: r.-en 
2~:7: e·nt "DO 

YOU I.JAtn TO 
ItHEGF.:ATE·~·"' Ct$ 

2~:;::: if C.OP(Q;f.·~ # 
'"r'ES"; c;rtc• 265 

239: er:t "TIME 
I NTEGRAT I 0~4 
START I SECl?"' 
E[l] 

24~3: e·nt "TIME 
I tHE GF:Ai I Otl 
STOP"ISECJ", 
E C2J 

241: r2~E [4J 
242: r7!E(1J ·r2+ 

Tl +M"'G 
243: r7iE(2J•r2+ 

T) +~1.;,H 
244: (itf([l$[2+ 

G-1,2"':::,) )-r3I* 
r l *'·/ (t-1] ~A 

245: (it.f ([!$[2* 
H-1,2.or,Hj1-r3J"' 
r 1 * ·; ( M J "' E: 

24~.: A+E:.;,F;:fs '5 
247: for J=G+4 

t.cl H-4 IJ'l· r7 
248: it f l.;a5=1: 

(itf([lf[2*J-1, 
2*J) 1-r~:H•rl* 
y nn .. \' ; 4 .,. + F "F : 
c.f~ s;,;,..,;.. 2 

249: if fl95:(1: 
(it.f(0f[2*~1 -l• 
2*JJ )-r3H·rl+ 
l,'[f':J.;,Zi21'Z+F.oF: 
s.f" 5 

25(1: n£~o:t J 
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251: F.;;E [4J /30Cn) 
~E [5J 

252: +lt 4 
253: ~rt "TOTAL 

AREA FROM",E[lJ 
,·ro",E(2J~"EOU 
ALS" ~ E [5), "COUL 
OMBS" 

254: er.t "ItHEGF 
ATE AGAHP", 01 

255: if c.c..P(Q$1= 
"i'ES"i~tc• 23'? 

25t·: 9t C• 2€·5 
257: B+A 2·H1 
258: for ~t=M tc• 

15872-A+M br r7 
259: (ltff~J$(2;,;. 
J-1' 2*.1) J-r3);,;. 
r H·V (MJ .,..,. 

260: (itff[lf[2;,;. 
(J-A 21-1•2*fJ­
A/2lJI-r131* 
r 11 *V (M-Ft . .-2) ... :::: 

2t:.1: i+ ~'=15c.72-
A+ni~:·lt ;,:,v,-2 

2E·2: if J*t15872-
A+Mil'·l~. >::,y 

263: n-:·:d. ~' 
2€.4: I'·E n 
2E.5: ent. "PLOT 

ANGTHEF: CUF:'·/E·~·" 
~Ql 

2.:.-:: if c.o.r.·(Qf:= 
"YES"i~tc• 72 

2t.7: st~:· ;e·r.d 
*227~~: 
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Data Transfer from HP9825 to ADM Terminal 

The HPL program to transfer data (or string variables) from an HP9825 file 

to the ADM terminal is given in Figure A2-3. In order to effect this transfer, it is 

necessary to procure a device which can translate data received on a GPIB (IEEE) 

bus (parallel transfer from the HP9825) to data in a form which can be transmit­

ted on a RS232 bus (serial transfer to the terminal). The device we used was a 

serial transfer module (TNW model 2000) on loan from the UCB electronics shop. 1 

The device code for this instrument is "switch selectable" and was set as '04' 

when we used it. The designation of the GPIB interface from the HP is '7', so the 

HPL statement to send data is "wrt 704,". 

The program is outlined as follows: 

Dimension variables, string 
varibles, and data buffer 

Read data from tloppy disc 

Change V[•] parameters 
as needed 

Select voltage/current 
combination to transfer 
by choosing voltage waveform 
number 

set parameters for voltage 
and current waveforms 

Convert data tile to full 
decimal and store as X.Y 
pair. Write each pair 
to device 704. 

lines 4- 9 

lines 12- 14 

lines 24-29 

line 32 

lines 33- 43 

lines 45- 51 

1 Note that a "Null Modem Cable" (cable to switch the (12 and (13 pins) is also necessa:ry to use L"fJ.is 
device w1th the ADM tenrJnal. 



Figure A2-3 

e: dH "4094 TO 
DE'v' 1 CE 704 TRAt4 
SFER PF:OGF:AW' 

1: wo.it 2000 
2: d~~:- "SEt~DS 

SCOPE DATA TO 
IEEE BUS" 

3: wo.it 2000 
4: diM S[E.J,H[2J 

,AS[t.,80J,G[2J, 
Zf[2J~EC6J 

s: c.f'!l 1t2t3 
6: diM BS [485) I 

V [32), Hf (32, 
S5J, CS [80J, Ds [3 
1760) 

7: dil"l RS[6J 
e: diM osr5J 
9: buf "clo.to.", 
os,3 

10: ent "DATA 
FROM OISC?",Qf 

11: if c.a~(Qfl•" 
VES";'!Ito 17 

12: ent "I.JHAT 
IS THE FILE 
HAME?"tRf 

13: O.S'!In R$, 1 
14: sreo.d 1,ss, 
vr+J ,Hs,cs,os 

15: IHt "RUN 
HUMBER ",Rs 

16: SPC. 
1.7 : v 0. 1 ( 8 s u ' 

2J l +A 
18: ~rt "COMMENT s: .. 
19: SPC 
20: Prt Cf 
21: wrt 704•Cf• 

Rf 
22: P rt • THEF:E 

IStAREl ",A, .. 
L.IAVEFORMS" 

23: wo.it 2000 
24: ent "CHAHGE 
II[+] PARAMETERS 
'?",Q$ 

25: if c.o.p(Qf) ... 
VES";j"'p S 

26: for 1=1 to A 
27: ent "'VtiJ=?" 
'J 

28: J+V[l] 
29: next I 

30: flt 5 
31: if A=li HM 
32: ent "VOLTAGE 

L.IAVEFORM TO 
BE TRANSFERRED" 
'8 

33: ·sn PARAMET 
ERS FOR VOLTAGE 
'X .. : 

34: B~M 
35: vo.l(Hf[M,5• 
9Jlto10tval(Hf[M 
t11d3JHr11 

36: vo.l lHf[M,23, 
28] l+r13 

37: Prt "II-MAX=" 
'(32000-r13l+ 
~11+\/[MJ,"VOLTS 

38: "SET PARA MET 
ERS FOR CURRENT 
'v .. : 

39: B+A/2+M 
40: vo.l IBU13+ 

15+1M-1l•14+15+ 
(I'l-l l J l+r7 

41: vo.l IHf[M,S, 
9] l +18tvo.l IHf [M 
d1d3J Hr1 

42: vcl·-f(l'h23, 
28Ji~r3 

43: Prt "C-MAX=" 
, £32000-r3J+r1+ 
VCMJ,"uA" 

44: B+A/2+M 
45: fxd 4 
46: for J=M to 

15872-A+M bY r7 
47: 1itf(0$[2+~1-
lt2+J) l-r3J+r1+ 
'V(MJ+Y 

48: (itf (0$[2+ 
(J-A/2J-1,2+(J­
A/2)Jl-r13l+ 
r 11 +V [M-A/2] +>: 

49: if' J=15872-
A+Miwrt 7e4~x,y 

se: if' J•tsS72-
A+M;wrt 704tXtY 

51: next J 
52: ent "SEND 

AHOTHEF: CUR\·'E?" 
,Qs 

53.: if C.O.P(Qf):" 
YES";<fto 22 

54: StP ;encl 
+11856 

214 
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Potential Step Program 

The softwear to collect and plot data from polential step experiments is 

listed below as Figure A2-4. The structure of the program is essentially the same 

as the oscilloscope program. The only change is that the plotting routine 

includes a plot of current as a function of the inverse square root of time 

between any two time intervals. 



Figure A2-4 

e: dsr.· "4094 
POTUH I AL STEF 
PF:OGFA~1" 

1! l.IC. l t ~0(10 
2: dsr.· "RECOF:D: .• 

PLOTS AND INTE 
GF:ATH DATA .. 

3: .. ,o.it 2(1(10 
4: diM S(t,],H~2J 

, Af (6, 20J • G (2J • 
:1 rz:. E cc.J; c r 12 
] 

5: C-f~ 1'2'3 
t. : d i ,., Bl [ 4 ;:: 5 J • 

'v' DZJ, Hf. D2' 
55J, 0 [SOJ, Of [3 
17t:.eJ 

7 : d i ,., F.: f. [ .:. J 
8 : d i (•, Q f [ 5] 
9: b•.1f "do.to.", 
0!·3 

1 0 : HIt .. J:, 0 AT A 
TO BE TF.:F!t~<;.FH 

RED •::-",Qf 
11: if co.r.olC'f)=" 
YES";~to 17 

12: t:·r,t "W"iAT 
I~: THE FILE 
NAt·iE'"; ", R:f 

13: IJ.E~t"l F.:f, 1 
14! ;S.t'E).d 1,8$• 
V(~],Ht,cs,Of. 

15: IHt "RUt~ 
NUME:EF: ", Rf 

16: '9tC· 71 
17: dH "IN OF.:OE 

F: TO E:X:CHANGE 
DATA" 

1E·: wo.it 2000 
19: d~~:· "PF.:ESS 

CONTI HUE" 
20: H~ 
21: fxd e 
22: wrt 727, .. LJ .. 
23: red 727,E 
24: if EIIO:dsr.· 

"ERROF: 4t ", E' .. 
IN 1.1"; ~H 

25: red 727,Sf 
2£.: val !BfCl' 

2]) +A 
27: vo.l !Bf [~:+A+ 
15,4+A~l':·Jl~E 

28: if Et(l;dsr. 
"ERROF II .. ,E•" 
It~ 1-J OUTF'UT"; 
$T.P 

29: wrt 72 •"D• 
4,(1,(1ol5t: 2•1" 

30: re·d 72 •E 
31: if Ell•:~ d~r.· 

"EPROF' II ,E, .. 
IN O";st~:· 

32: tfr 727,"dc.t 
0.",31744. 

33: re·d 727,E 
34: if EIIO:d:H· 

" ERF:OR II ",E. 
"IN (I OUTPUT"i 
S T I' 

35: feor I=l ~-·:'A 
3 6 : .. , r t 7 2 7 ' " t~ ' 

.. ,8l-[(I-l).P15+ 
11, !I-1H·15+12J 

37: re·ci 727, E 
38: if EIIO;dH 

"ERROR 4t ",E," 
IN N"i~.t.~ 

39: red i27' HfLI 
J 

40: •.oa 1 i HH I, 53' 
54J J ~E 

41: if EIII.:HdH· 
"ERROF: II ",E," 
IN N OUTF'UT"; 
S~· p 

42: next I 
43: d.H· "DATA 

HAS BEEN TF:At~SF 
EF:ED" 

44: wo.it 2006 
45: er.t "IS DATA 

TO BE STORED 
'r, os 

4,;.: if cap(Qfi#" 
YES";~.f'9 2i'9to 
52 

47: er.t. "I.IHAT 
IS f. CHAF:ACTH 
FILE NAME''",F:t 

48: if lerdRf:t=E· 
; ,; I'll:' 4 

49: d::r. "FILE 
NA1·1E .I MPROF'EF.: 
LENGTH .. ; ~.o•a it 
2(100 

~0: dsr.- "PF.:ES~ 
COtHINUE TO 
Fi:ESEi"ist~:· 

51: jr·,p -4 
~2: for I=1 tc' A 
53: dEP "UAYEFOP 

M II "d 
54: WO. it 2\30e 
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55: ds~ "CURRENT 
- TO-'·/OL T FtC,E 
C C1 tr·/ E F: ::: I :It·~ .. 

5E.: "'"'it .. 2[10~) 
57 : en~ " I t~ •.J F,. 

VOLT FC•F: WA'·/EFO 
RW', V [I J 

SE:: r,e;::t I 
59: if f1-;2=li 
~to 77 

6 0 : en t .. c 0 M r·1 E tr: 
S : .. 'C.f 

61: er.t. "DO YOU 
WAtH TO CHEC! 
D I ~:r ~.PACE .. ' O:f 

62: if co.r.·IC!fJ=" 
y£2,"ico.t e 

6~:: d.:~:· "PF.:E:::. 
COtHINUE TO 
STOPE"; H~ 

64: or.·o:n F:$,lSC 
€.5: a::~n F.:$,! 
6€.: .:.~:· n. 1, Bt, 

V[*J ,Hf,Cf,O!• 
"end" 

67: ci::~ "DATA 
IS RECORDED" 

68: .... ,it 2000 
t-9: er;t. "IS THE 

DATA TO E:E PLCI'T 
TED ?",Qf 

70: if co.r.·(Of.l#" 
~-'ES";~to 2~:7 

71: SII:•C. 
72: val !Sf[l, 

2J J.;>A 
7 3 : ~~=< r t " C. 0 M M E :n 

c- ... 
""" 74: s~c. 

75: ll:<rt (:$ 
76: Cf9 3 
77: ~~:ort "THEFE 

ISffiF.:E:i ",A," 
WA',IEFORMS" 

78: wait 2000 
79: flt 5 
SO: H A=H 1·!-11; 

,; r·,r.· 3 
81: ent "VOLTFf;~E 

LIAVEFORM II H 
BE PLOTTED",E: 

82: if B>A;d:=.r.· 
"NOT A \I ALl D 
... ; l•'"· it 20(10; 
j ,,.," -1 
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8 :;: : e r, t " C: U R F: E tH 
v:;. T 1 ME P~OT':" 

,(I$ 
84: if Cllr-·IQfl=" 

','ES"; 8+A ·2-.r·1; 
"CT"-.zt;.:.f~ ~:: 

<;~t C• 92 
85: eM "VOL TRGE 

VS TIME PLOP" 
,Q$ 

BE.: if co.r-·(0!1=" 
YE::"lE:•Ml "\IT"•Z 
f. l E f ~ ~: j ~ t C• 9.1 

87: d::r.· ''FOP A 
CUF·f<·EtH VS 1./ 
riT!ME.! PLOT"l 
E:+A/2"'f1 

8:::: wc,lt 10(1(1 
89: d::r.· "PRE::S 

C 0 tH I IW E " ; :: t r.· 
90: vel f8H1'5+ 

( M-1 H 15, 15+ '· f1-
1)+15Jl•r21 

91: Prt Zf.,"Cho.r. 
,·,o:l no.",r21 

92: f:'rt "t..•o.•Jefc•r 
,... no. ", M 

92: vo.l181[5+15• 
(M-1),10+15~(f1-

1lJJ-+rE· 
94: valiE:$[13+ 

1'5,oo(M-llt14+15* 
CM-1) J l -+t·7 

95: vo.l fH$ [M, 14, 
18J l.;;101'vo.l (HI [ 
M120,22J ).,or2 

9E.: vo.l (Hf[M,2~h 
34J H r4 

9 7 : 1..• o ! ( H f. [ M ' 3 5 ' 
40JJ.,or5 

98: if flc;~3=0= 
~t.Co 124 

99: ent. "DO YOU 
I.IAIH T=0 AT 
TRIGGER TIME", 
Qf. 

100: if c.or.·(Qf:;= 
"~· E S" ; r 4"" t. 55 3 6 + 
r 5-+ Ti j ,,, ~=' 2 

101: e.,.T 
102: erti "IS 
A~: IS TO BE PLOT 
TED~· .. , Qf 

103: if c.o.P(Cf)$1 
"','ES";~tc• 227 

104: (r6-1-TH· 
r2.;,S[2l 

1('5: -T+r2 .. S[1J 
1 0 t· : P r t "T-M A::= 

",S[2J,"SEC" 

1 (17: H•C. 

10~:: J:ort "T-~1H~= 
.. ,S[1J, "SEC" 

10?: :.r.·c 
110: Et'tt. "WHAT 

IS T-TIC·~·",S[':J 
1 1 1 : Ht ~ .. # 0 F 
DIGIE AFTH ::­
DEC I f1AL'' .. ' G [ 1 J 

112: "TIME (SECI 
"-.At [2J 

113: val(H!n1,5· 
9) I+ 10t\.'•ll ( H:i [t·l 
dlt13JJ-.rl 

114: '-'ul tH:t [M, 
2~,2t:J :l-+r3 

115: Prt "YMA>>" 
1 ( ~:2(1(1(1- r3 l * r 1"" 
V [f·iJ • "VOLTS I OF: 
f"'AI" 

11 t·: HI!:' "'r'MA>:: 
IN VOLTS I OF: 
t1! CF<:OA!1P:::) .. I 

:; [ 4] 
117: r.·rt "YMit~=" 

, r -32000- r~:) + 
r1 +.V [loll," VOLTS ( 
OF.: uAJ" 

118: Ertr.· "'(MIN 
It~ VOL. TS (OF: 
M! CF:Ct!1t1P;; I", 
s (3] 

119: ~nt. "I.IHF<T 
IS V-TIC"",S[6J 

120: ent. "NO. 
OF DIGIH AFiEF: 

Y-[)EC I MAL-:·"' 
G [21 

121: if c.o.r.·lZf.l= 
"CT"; .. CURF.:ENT 
luAl ".,oAf [3J; 
...i:''l~ 2 

122: "E - E.REF 
(VOL r·:: l "-.At [3j 

123: CJit.O 1-t3 
124: B+A/2~M 
1 2 '5 : '·' o 1 ( H ! [ M ! '5 ~ 

SJ l +.101vo.l lH:i [f'l 
t11d3Jl.,trl 

126: I.!C.l1H$[M, 
23~2SJ )-tr3 

127: Pft "C-~A~= 
"1 l32000-r31+ 
rl+V [MJ '"uA" 

128: enP "C-MA::·~· 
",S[4J 

129: IHt. "C-Mlt~= 
"1 (-3200G-r3):.. 
rl+V [MJ '"uA" 

130: e-nP "C-MH;-::· 
.. ,S[3J 
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131: ertt "WHRT 
I S C - T I v· .. • ~: ( ~· J 

132: ent "t~O . 
OF DIGITS AFTEF 

Y- 0 E I rH, L ·~· " , 
G [2J 

133: .. ( CLIF.:F:EtH I 
luAl .. .,A! [~:J 

1~:4: Pt'r "1,.fT 
MIN=" 1 l/f ( ( rE.­
fT+ll H'r2l, ":;E:: 
'1·-1 ,'2 .. 

1~:5: e·r•P "1 ... rT 
t1It~~"~S[1J 

13E: :;.pc. 
1::::7: r.·rt "1/fT 

M A::::= .. , 1 / r 1. ( - T + 
1l+r.21,"SEC 1'­
l/2" 

1~;E:: e·nr.· "1/fT 
MA>:" .. ' S [2] 

13?: s.~c. 
14[1: ent "WHAT 

IS 1 ... rT Tic~· .. , 
s (5) 

141: ent "# OF 
DIGITS AFTEF.: ::­
(1ECH1AL'?",G[lj 

142: "l/r!T!t'1E), 
l l/r lSECl l ".,oP.t 

[2j 
143: e-nt "TITLE·~· 

"d1H1J 
144: F:f"'Af. (4J; .. ' 

I.IA'·..'EFOF.:r·1 ".;.A! :4 
,-;ot17JH~<d 0: 
:trlMl•A:i[4·12J 

145: CS.,.Af [5J 
146: ent "LINE 

3 CAPTIOW:o", 
Af [6] 

147: "PLOT LAE:EL 
PROGF:Ar·1": 

148: fxd G[lJ 
149: S[2J-•7/ 

5J ($[2J-:.[1J I+ 
.2(S[2J-:L1:l"'L 

150: S[2J+.2l::C2 
J-S[1J l"'H 

151: 5[4]-lt:.:: 
7l (S[4J-S[3J i-
• es £ s. r 4 J - :; E 3 J 1 ~ 
0 

152: s.r4J+f1' 
7l IS[4J-':;[:;:J 1 -

.051S[4J-S[~:j ,.­
F' 

153: ~cl L't~,O·F 
154: PE'ti 
1~5: r.·lt. S:[lJ, 

S DJ • -2 



Figure AZ-4 - continued 

15E: 1.1 16/4,5·; ( 
S[2]-~: 1JI~H[1J 

157': 1.116-71(:;[ 
4] -~: DJ) 4H [2] 

15~:: lnt-(1$[2~­
:: [ 1 ] 1 .· s [ 5 J ) .. ,,. 

159: ir.~r(~:[4J­
S DJ l . ...-~: [6) l -+F: 

tt.o: fc·r 1=1 t.c• 
0 

Hl= iPlt 5[5]! 
e,o 

1f . .2: iF=·H e,H[2J 
'0 

1t~:: ir.·lt. (l,-
H C2J d~ 

1€·4: no: ;;t. I 
lt-5: r.·lt. SC2J' 
5[3],0 

tt.6: fc•r 1=1 t•:: 
R 

167: iPlt C,S[6J 
.a 

u:.~:: i~:·lt -H[l], 
e,o 

169: iF=·lt H[lJ' 
0·0 

170: nt:->~t. I 
171: ~=·lt S[2J• 
$(4],-1 

172: Plt S[lJ, 
5(~:] ,-2 

173: fc•r I=1 tc· 
1<: 

174: i~=·lt c.srt:.J 
d3 

175: iF=·lt H[l], 
(1! 0 

176: iF=·lt -H(l], 

e.o 
177: ne :-:t I 
17E:: F:·lt ~:(lJ• 
::[4)•0 

179: feor I=1 t.c• 
Q 

18(1: iPlt S(':.)' 
0d3 

1s1: iPlt e.­
H (2] d3 

1sz: iPlt (1,H[2) 

'0 
183: next I 
184: p}t 5(2]• 
5[4],-1 

185: oiz 1.5'2' 
1.357·0 

1E:t.: for 1=0 t.c• 
(' 

H;7: SUJ+Ii>SC5J 
--u 

1E:S: -(ler.l!:t.•·(U 
):lo2+.3l 4

'..
1 

1~:9: ~=·It u,~:r~:J, 

0 
1~0: CPlt \1,-
1. 25 

191: lbl u 
192: r1i:><t I 
19:::: fxd GC2J 
194: for I=O tc• 

1<: 
195: SC3J+I•~·[E.J 

-+U 
196: -(len(!:.tri'J 

) ) + 1) ~··:' 
197: r.-1~- StlJ•IJ• 

0 
1'?:?: c.r.•lt v,-.~: 
199: lbl u 
201): ne·>ct I 
201: csiz 1.5,2~ 

1.357!0 
262: for I=4 t.c• 

E· 
21?.3: 6-I..;J 
204: F:>lt. c.o,o 
:::c·s: c.~:·l~ e.J 
2f1E.: lt:·l AU I J 
207: ne>:t I 
2(1~:: C!:iZ 1.75! 
2!11.~57,0 

209: -(ler;IAf[2J 
).··2+.3l-+V 

210: fS(2J-SrtJ J 
/2+SC1HU 

211: Plt. LhSDJ, 
0 

212: c~=·lt v.-2 
21~:: lbl AH2J 
214: de~ 
215: c.siz 1.75~ 
2,1.357t90 

21t·: -llen(A!DJ 
) ... z .... 3l -+'•/ 

217: tSC4J-S:DJ:i 
/2+S(3J"'U 

21E:: F=·lt L,U•0 
219: c~=lt v.-1 
22C: lt:ol A$C3J 
221: c.:iz 2,2~· 
1.357~0 

222: -llen(Af~lJ 
)/2+.3)+\1 

223: CS(2J-SC1JJ 
/2+S[1J"'U 

224: F=·l~ LI,P•\3 
225: CPlt \1,-1 
22t·: lbl AfC1J 
227: ds.r.- "TO 

PLOT DATA • PHS 
S: COIHINUE"; 
st.~=" 

228: if fl'33=(1; 
'3t C• 256 

218 

229: for ~l=t·1 t. 
15E:?2-A+t·1 1:•> · 

230: LI-MJ··r7"' 
231: O<-Tl+r2"" 
232: (itfi!HC::. 

J-1•2+JJ l-r3J.;; 
r1+V(MJ.;'-f: .. -. 

233: F=·lt. )<"r,-.:. 
234: r11::x:t. J 
235: Pen 
236: en~ "DO 

YOU IJAtH TO 
I tHEGF:ATES·" • Ct 

237: it c.o.r.-10!:# 
"'r'ES";<:Jt.C• 2E:4 

23~:: er1t "TIME· 
I N TE G F: A T I 0 ti 
START c::EC)? .. • 
E (1 J 

239: er.t "TH~E 
I tHE G F.: AT I 0 t1 
STOP''tSEC) .. , 
E C2J 

240: r2.;.E [4) 
241: r71E(1)/r2+ 

TJ+M.;.G 
242: r7lE(2).'r2+ 
TI+M~H 

243: (it.t'((lf[2~ 
G-1,2*Gll-r~,)~ 
rl+V(M).,>Fi 

244: litf([:$(2.;; 
H-1,2+HJ l-r3H 
r 1 H' CMJ .;E: 

245: A+8_,.F:sf~ 5 
246: for ~I=G+4 

tc• H-4 bY r7 
247: if fl~5=1: 

(itf((I$(2;.J-1, 
2+~1J l -r3) ,¥:rl+ 
V [MJ -.··,.,: 4\'+F-..F; 
Cf'3 5:,iMP 2 

24E:: if f 1 ~5=~,; 
lit.f ([I$[2+J-1, 
2+~1J J-r3J+rl* 
VCMJ.;.Zi2+Z•F..:.F: 
!if"' 5 

2 4 9 : n e ~~ t ~' 
2 50: F•Et4)/3e00 

+E CSJ 
251: t•lt. 4 
252: F:·rt. MTC•TF' 

AREA FF'Of•1"' E [ 
1 "TO",EC2J•"E 
ALS", E (5J • "CO 
0~1E:S .. 

.. 
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Figure A2-4 - continued 

253: e-r1t "INTEGF: 
ATE AGAIW·",Of 

254: if c.c.r.(Ot.!= 
"YES"; 9tco 23~: 

255: ~t C• 284 
2%: 8+!1 · 2·H1 
257: fer .1=1·1 ~.c; 

15B72-A+M bv r7 
2 5 ~: : ( J- M 1 ... r 7 ~ ~· 
25'?: l/ rl I k-T+ 

1) ·H2:t-,~ 
2€·•3: litf([if[2• 
J-1,2·dJ l-r3)+ 
r 1..,1/ [t·1J -,y 

20::1: if J=15272-
FI+Mir.-lt ;::,Y·-2 

ZE-2: if J# 15~:72-
A+t·lir.·lt x,y 

2.:.;:: rte ::<t J 
2€·4: ~·.:-n 
265: ~nt "CALCUL 

ATE SLOF'E~·", (I! 
2€·t·: if c.o:J.P ( Q! • # 

"YES"i9to 282 
2€7: en~:· "M!t~ 

X " ' C ( 1 J ' " M A :'~ 
X",CC2J 

2f.i::: t'or J=~~ tc• 
15:::72-A+M tn r7 

2€.9: U-M) / r7"'U 
1 T( lt·.-T+1:t* 
r 2:1 +~< 

270: tiH([If[2+ 
J-1,2+JJJ-r3l* 
r l *'v' (tol~ -l>\' 

2 7 l : it >C, C [ 1J 
or,d ;,: <C t2J; C [ :::J 
+ ::: .. c [3 J ; c [ 4 J + 
y.,c r4~; c rsJ + 
x:·: .. c rsJ 

272: if X>CtlJ 
and X<C (2J; C [tJ 
+Y'l.,C [f,J; C (7J + 
X''l'o!>C (7J; C tSJ + 
HC (8] 

273: r.e·>::t .J 

274! flt ;: 
275: c rn -c t3J * 

c r4J ·c tE:1 .. c t~J 
27f: C(9J .. ··(Ct5:­

C r;:J "'c t31 ... c rs:J' 
o.C[l0) 

277: Ct4J/C(8J­
C(10J+Ct31/C(:::J 
-,c uu 

27t:: CE9J+Ct1C1],...· 
( c re.1 -c t4J •C t4J 
/C(8J HC(12J 

279: P n "SLOF'E 
:",C[10l, "ItHEF: 
CEPT =",C(l~J, 
"COEF OF DETEP1·1 

=",CC12l 
2€:(1: prt "t~O. 

OF POINTS="' 
c [8] 

281: ent "CALCUL 
ATE At~OTHEP 
SLOPE·~·",Of . 

20:' -.. if c.o p ( Q! .,.. 
~;~E£:"j,iM~ 2 . 

2E:2: fc•r J=l to 
8i 0"'C [J); niX~ 
J;~to 267 

2€.4: ~ · •pLOT 
A t-; C '7 :.: ;_ r: CUR \1 E . ., " 
,Qf 

21:::.: if co.~:·(Qfl= 
"\'ES"jq,t.o 72 

286: ent "CALCUL 
ATE SLOPE"",Qf 

287: stj:> iend 
1P7'?11 

219 
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