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A Search for Fractionally Charged Particles

in ete~ Annihilations

John Edward Huth

ABSTRACT

We have searched for the production of free Q = :t%e, Q= :I:%e and @ = :h%e particles
produced in ete™ collisions at a center-of-mass energy of 29 GeV in 77 pb~! of data collected
by the time projection chamber at PEP. No evidence has been found for the production of

these particles. Upper limits are established on the inclusive cross section for the production of

Q= :t%e, Q= :i:%e, and @ = :h%e particles in the mass range 1.0 — 13 GeV/cg,v improving

upon previously established limits.
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The earhest accelerator searches  were. conducted in ﬁxed target experlments Wlth the
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advent of collldmg beam faclhtles, the avaﬂable center of mass energy has mcreased substantxally,

allowing searches for heavy free quarks ln recent years, searches in colhdmg beams have been

- ™

, aE :
“conducted using pp, pp, and cT ¢~ collisions. To date, no free quarks have been reported in any

of these searches. A review of these_exp_eriments and associated production kmits up to 1977 can

“be found in reference [1}; a review of more rrecentr searches can be found in reference [2]. . .

a .The only, recnent,‘ search (exceptiné the work, bre_sented here) 'n,ot,discussedlin-th.ese review
artlcles was performed by the UA2 collaboratlon -at the CERN SPS pp fac111ty Fractnonally
charged particles could be detected in their apparatus from low amounts of romzatlon.deposited
by tracks.in a scintillator tel‘escope,an'ay.ﬂ,With no candidate_s observed, they _report an upper
limit on the ﬂux of Q = £4e and 3¢ particles with mass less than 2 GeV [c? at ~ 1072 that of

the normal hadronic flux [3].- . . . . L e o



that a Q = %c diquark may be the lightest and only stable free fractionally charged particle.
These possibilities are compelling enough to continue the search for fr‘acti‘onally' charged particles

with greater sensitivity.

The work presented here is based on data collected by the PEP-4 detector at the PEP
ete” storage ring at SLAC. The central tracking chamber of the PEP-4 detector, the time
pro;ectxon chamber (TPC) is umquely suited to a fractxonal charge search at high sensitivity.
Charged partlcle specles in the TPC are ldentlﬁed through a slmultaneous measurement of track
curvature ina magnetrc ﬁeld and a lughly accurate measurement. of < dE/dz >. The fractlonal

charge search was performed in regrons of < dE/dz > and apparent momentum (mferred from
SRR B .

track curvatune) not populated by stable charge le partlcles (K ,ﬂ,y,e,p)

B T T v
The TPC, desc‘ribed_inadetail in chapter. 3, samples theionisationédeposrited»_ by. charged
- particles up to 182 times over the track length. In addition, the TPC provides intrinsically three
dimensional tracking information. Because of this high density of information, the TPC is able
to achieve the best <.dE/dz > resolution {~ 3.5 %) of any ’detector yet constructed for storage
ring experiments. This resolutionallows for highly sensitive searches for fractionally charged

particles with httle or no contarmnatxon from the tails of the charge le populatlon The TPC

[N

also has the umque capabrhty to observe relatnxstrc Q = 1e partrcles As will be dxscussed in

chapter 5 track parrs with very small angular separatrons are often reconstructed as a single

an

| track ln t}us case, the reconstructed track w1ll have an anomalously l'ugh < dE' /dz > and can

-

" mimic the charactenstlcs of a relat:vrstrc charge- e partxcle. Because of the TPC’s ﬁne spatial

segmentatlon, rt is possrble to reduce tlus background substantlally Other detectors w:th coarser
o i

segmentatlon are not sensntrve to relatlvxstlc charge- e partlcles

- Here we will present results of a search for Q = :}:%e,:!:%e, and :t%evparticles produced in
the inclusive reaction: e*e — QX. No evrdence was found for the production of these particles.

| The orgamzatlon of thrs dlssertatron is as fol]ows First theoretlcal models w_ill be dlscussed

which allow for the productron of free quarks and diquarks, along with the ramifications for

ete™ searches. Next the PEP-4 detector svstem will be described, with particular attention

&



to the aspects of the TPC which allow for accurate < dE/dz > measurement. The details of
< dE/dz > measurement will be examined in chapter 4, including a discussion of systematic
effects which must be controlled to achieve the requisite < dE/dz > resolution. In chapter 5, the
data analysis 'is presented, along with background estimates. Finally, the details of acceptance
calculations will be shown in chapter 8, followed by a presentation of the derived upper limits on

Ripet for Q = ;E'aLe, :kg-c, and :h%? particles.



Chapter 2.

Models with free quarks and diquarks

In light of the null results of many free quark searches it is quite plausible that quarks are
permanently confined to the interior of color singlet hadrons. It is also conceivable that somehow
nature has put free qﬁark production and detection out of the reach of these investigations. A
number of theoretical possibilities are discussed in this chapter which suggest that free quarks (or
diquarks) could be produced, but that because of insufficient center of mass energy or insufficient

statistics, or a restriction to the charges g- and %e, these searches might not have been sensitive.

We know of the confined variety of quarks mainly from spectroscopic evidence, and through
scattering experiments. As far as these experiments are concerned, quarks are the nearly mass-
less, pointlike entities of which hadrons are composed. In contrast, according to some theoretica]
expectations, free quarks could be extremely massive objects with extended form factors, behav-
ing in many ways like massive hadmns. These models are based on quantum chromodynamics
(QCD) and i)ossess one or more tunable parameters such as the gluon mass which allow for per-
manent confinement as a limit in which the free quark mass becomes infinite. The heavy mass
would make free quark production in accelerator searches impossible at low energies. In addition,
the extended form factors imply a production suppression that would make low statistics searches

insensitive to their detection.

Models which consider interquark potentials [8] , [9] raise the possibility that free diquarks
could be the only observable fractionally charged objects. Given certain conditions and mass
splittings, it is also possible that a @ = %e diquark might be the lightest and perhaps only stable

fractionally charged particle. Most of the previous accelerator searches have been insensitive to



Q = %e particles, and would have missed the detection of such an object.

Using QCD as a starting point, the models allowing for very massive free quarks will be
discussed. This will be followed by a description of the models with free diquarks, but not free
quarks, along with a consideration of the mass splittings which give rise to a free Q = %e pa.rticle
as the only detectable fractionally charged particle. Finally the possibility of producing free

quarks in colliding beam experiments will be examined in light of these models.

2.1. Models with free quarks

"At the present time, Quantum CHomodwaﬂcs (QCD) appears to'be a viable théory of the
st,rong‘interactions. In QCD, the interactiop between quarks is mediated by; 8 massless vector
gluons. Tilese correspond to the 8 generators of the gauge group SU (3)c01,;. The theory is
modcleled after QED, but possesses one importaﬁt diﬂ'erenjce: the gluon field, A%, has an effective
color charge associated 'with it, unlike the photon ﬁeld; A“ The index a runs from 1 to 8, .
corresponding to the 8 gluons in the theory. The.diﬂ'ere.n_ce between the t\\;o theories is reflected

in the structure of their respective field strength tensors. ‘For the electromagnetic field, the tensor

is:
FP* = 9P A — 3*AF (2.1)
For't.he color field, the tensor is:
Frv =t pb — v A8 +ig Y facAlA . (29)
b,c

where fqp. are the antisymmetric SU(3) structure conétants [10], é.nd g determines the strength
of the gluon-gluor; interaction. The indices a,b, and ¢ range from 1 to 8.

If it were not for the last term in 2.2, th;e behavéor,of QCD would b.e\qui;te similar to QED.
The effective coupling constant in both of these theories is a function of g2, the momentum
transfer squared. The last term in (2.2) allows for a QCD coupling constant, g(¢?), which gets
smaller at larger values of ¢%, in contrast to QED, where the effective coupling gets larger as one

goes to larger g°. This is because at large distances the gluon field tends to antiscreen {ie. make



the effective charge larger), rather than screen color charges. At low ¢? (less than 50 GeV ?) the
QCD coupling constant becomes so large that the first few terms in a perturbation expansion fail
to give accurate predictions. On this size scale, one must resort to semiempirical models, such

as the bag model [11] or the string model [12] to describe hadronic structure.

No one has demonstrated analytically the confinement of quarks, starting from the QCD
Lagrangian. In order to gain a qualitative understanding of confinement , one must resort
to computer simulations of fields on large lattices representing space-time coordinates, or to
semiempirical models. I will describe below two variants of the bag model which allow for
the production of very massive free quarks with absolute confinement as a limiting case. In
the first variant, due to T. D. Lee [13], really an exercise in electrostatics, the QCD vacuum
acts like a dielectric. with a dielectric constant, ¢, less than 1. In contrasf to the properties of
normal matter, the vacuum would tend to anti-screen quark color charges. It is likely that the
antiscreening nature of the gluon field in QCD is responsible for this behavior. In reality the
differences between electrodynamics and chromodynamics may make a strict analogy between
the two impossible, nonetheless the following model illustrates some features the ultimate model

of confinement may possess.

As a concete example, consider a charge +Q at the center of a spherical cavity of radius
R,. This cavity is surrounded by an antiséreening medium (figure 2.1); We shall later identify a
free quark with this cavity. Because it is antiscreening, the dielectric will have positive charges
on the inner surface of the cavity (a normal dielectric would ilave negative charges). If R, were
allowed to vary it is clear that because of Coulombic repulsion R, == oo Wopld be stable. For a

normal dielectric, R, = 0 will be stable.

For an electrostatic field with a point charge at the origin, Gauss’s law gives:

i

v-ﬁ=41p=Q6 4 (2.3)

¢32

Here it is appropriate to use the “displacement” field, ﬁ, in the presence of a dielectric (cf. ref

[14]). Because of spherical symmetry, we need only consider the constraints on the components



Figure 2.1: A charge at the center of a cavity of radius R, inside an antiscreening dielectric.
of D and E normal to the surface of the cavity. D must be continuous across the boundary:
D(r=R})=E(r=R])=cE(r=R}) | (2.4)

where
R} is R, plus an infinitesimal distance (outside the cavity)
R; is R, minus an infinitesimal distance (inside the cavity)

The fields £ and D outside the cavity will then be:

E(r>R,) = e—% ‘ (2.5)
D(r>R,) = % (2.6)

We are interested in finding the energy stored in the dielectric due to the charge in the
cavity, and thus the effective “mass” of the cavity. The field energy in the presence of a dielectric

is given by:

. :
Upgv = -S-;/VE-ﬁdV (2.7)
We must subtract off the contribution of the charge itself to the field energy, then
1 (E€_& |
Ueav = SwL (€r4 aler K4 (2.8)



Evaluating the angular integral gives:

1 Q% (1 '
Uy =-2-f. % (-c--l) dr (2.9)
or .
9 (1
Veao = o (c -1) (2.10)

Here is the expected result, namely R, = co is a stable solution. In order to obtain a cavity (or
bag) of a finite radins, an ad-hoc pressure term is introduced to the overall energy. The physical
origin of this term is not speculated on here, however, it can be related to g [15]. For a pressure

p which counters the tendency of the bag to expand, the total energy becomes:

QN 3 -
Ug,g 2R¢, ( 1) + R,p (2.11)

In units where -2"; = ¢ = 1, p has units of fm~%. The condition for minimization of Uy, with

respect to R, is that

Uto -@* (1
7}-;:‘- =0= -5-% (; - 1) + 47R2p (2.12)
or
- 2 1_ -

In the limit that ¢ € 1 we have
Q? 1
Ro =~ (EW_G;) (2.14)

and the mass of the cavity is:

M=Uw g (”;?6) (2.15)

Note that the mass of the cavity becomes infinite as't‘hg dielectric becon'}les perfectly antiscreening
(ie. as ¢ — 0). This cavity can be associated with a free color state.

Rather than a single charge, one could consider a dipole at the center of a hollow cavity
(figure 2.2). In this case, we don’t have spherical symmetry and must consider the effect of the
dielectric on all components of the field. The tangential component of E must be continuous

across the surface of the cavity:

E(Gn(' = Rp_) = Efcn(' = R:) (2.16)

10
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Figure 2.2: A dipole in a cavity surrounded by an antiscreening dielectric.
For a unit vector, fi, normal to the surface of the cavity, we have:
#-D(r=R})=n-E(r=R;) =ci-E(r =R}) (2.17)

. {cf. equation (2.4)).

Let us now suppose that the hypothetical dielectric is a perfect antiscreening medium, that
i5, ¢ is exactly zero. In this case the normal component of E at the surface of the cavity must
vanish by the above condition. Only the tangential component of the field E is non-zero. When
- this occurs, the field lines from the dipole must be contained within the cavity and thus D
vanishes outside the cavity. This is illustrated in figure 2.2. Since D vanishes outside, the field
energy remains finite. This is to be contrasted with the monopole case in which the mass of the
“cavity system becomes inﬁnitevas e—0.

This is qualitatively how confinement is thought to arise. Because  of the antiscreening
nature of the gluon field at large distances, the QCD vacuum acts like a .perfect {or nearly
perfect) antiscreening dielectric. Mesons, which are essentially color dipoles, have a finite mass,
but a free quark has a large mass which b?comes infinite in the limit that ¢ — 0. The condition
in which ¢ is SM but non-zero is one form of what is termed quasiconfinernent, because quarks

appear confined at low center of mass energies.

11



In the argument above, we have assumed that the QCD vacuum acts like an antiscreening
dielectric. If one really accepts this kind of model, one must account for the fact that the dielectric
constant is a property of the vacuum and not the result of the bulk properties of a collection of
dipoles in matter. Since we must have a Lorentz invariant vaceum, ¢ must be a constant (1 in
these units). This constrains the magnetic permeability, u, of the vacuum, since (ue)_"L =1.

This implies that as ¢ — 0, the color “magnetic” permeability of the vacuum approaches infinity.

Clearly the color dielectric constant ¢ doesn’t have to be exactly 0 to agree with the current
status of quark searches. Lee [15] has shown the limits as of 1979 on the mass of free quarks

imply a constraint on ¢ in equation (2.15):
g
0.013 | — 2.18
e< ( 4,) (2.18)

where g is the strong coupling constant measured on a length scale of 1 fm; here g subsumes the
constants p and Q in equation (2.15). If ¢ is small, but non-zero, free quarks can exist, but they

must possess a much greater mass than ordinary mesons and baryons.

One drawback of Lee’s model is that the dielectric constant, ¢, is a macroscopic property. In
many ways it would be preferable to formulate a model of confinement in terms of microscopic
quantities, such as masses and charges. DeRvjula, Giles and Jaffe [16] have developed a variant
of the bag model with some similarities to T. D. Lee’s model, but with the ad.vantage tl{mt the the
gluon mass plays the rble of the adjustable parameter ¢. All eight gluons are given an equivalent

mass.

In the DeRdjula, Giles and Jaffe (DGJ) model, no field lines can leave the bag. This is
essentially the ¢ = 0 limit of Lee’s model. The role of the gluon mass is to make the interquark
potential fall to zero at large distances. In the limit of zero gluon mass quarks will be absolutely

confined. For a non-zero gluon mass, u, the color equivalent of Gauss’s equation is:
V3o — 186 = 474 (2) (2.19)

where a is the color index. In order to find the free quark mass and radius, one can go through

a derivation very similar to the one above. As with Lee’s model, the energy of the bag will be a
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minimum for an infinite radius, only in this case the energy scales as R, ® rather than Ry 1A
stable solution with a finite volume can be found if a pressure is introduced as in equation (2.11).
By adding a term of the form pV to the bag energy and minimizing with respect to V, a finite
radius solution can be found. DeRdjula et al obtain a scaling.law for the mass of free quarks in

terms of the gluon mass.

2
MQ = Mgi.l (2.20)

p b

To give one a feel for the relationship between f.he gluon and free quark masses in this model,
one can use equation (2.20) to show that a 10 GeV free quark will result if the gluon mass is
18 MeV . Note that permanent conﬁement will result if one takes tile gluon mass to bejexact.ly
gero.

In the limit that the free quark mass becomes infinite, one finds that confined particles would
have a non-zero flux integral over the surface of a volume containing them, whereas f;ee states,
like mesons, baryons, and glueballs, have no net flux piercing this surface. Ih electrodynamics we
would say that the free particles are neutral. In chromodynamics, we say that these free states
are color singlets (ie SU(3)cotor tran;iformations leave these uncilanged).

In addition to the prediction that free quarks will be very massive, both of the above models
have the common feature that free quarks possess radii larger than common hadrons (cf equation
2.14 ). DeRdjula Giles and Jaffee estimate that a 10 GeV free quark would have a radius ~ 3 fm
[16]. The large size of free quarks implies that they have form factors similar to hadrons, .but
with even more long wavélength c(;mponents. _The large size of free qu.arks also implies that they
have substantial nuclear cross section. DGJ estimate a nuclear cross section for free quarks that

scales as

1{ (M H?
79 1 Mg \?
o z4(l-f(,Mp) ) . . (2-21)

where M, and My are the proton and free quark mass respectively.

2.2. Models with free diquarks.

In the DGJ mode] all eight gluons are given an equal mass leading to the possibility that any

13



colored representations (ie non-singlets) can exist as free asymptotic states. Slansky, Goldman
and Shaw (SGS) [9] have proposed a model in which the sU (3)cotor symmetry is broken in such
a way that color triplets are permanently confined, but some higher order representations (eg.
a color 8) can exist as free asymptotic states. In this model, what was an exact SU(3)cotor
symmetry is broken to an SO(3) symmetry termed glow. Three gluons, corresponding to the

generators of SO(3)gi0w are left massless, while the remaining 5 gluons acquire a non-zero mass.

The effect of this symmetry breaking is to allow unconfined glowr singlets which are not color
singlets. In particular, diquarks, which have an SO(3) singlet representation, can be free states
in this model, but single quarks cannot be free states. The action of the SU(3) generators can be
represented by 8 traceless 3 by 3 unitary matrices acting on the 3 dimensional vectors consisting
of triplets in color space. The three color dimensions (or charges) are labeled as red, green and
blue (r, g, and b). A convenient representation of the SU(3) generators are the Gell-Mann

matrices, F, = ,\ . The A,'s are given by:

[~ -

-
7] ‘*°=(
S

If one includes Fy = jzl (I is the identity), the above group is U(3). SO(3) is a subalgebra
of SU (3), and has the generators F3,F;, a‘nd F;. In three color dimensions they represent the
possible glow transformations. A triplet under SU(3) is also a triplet under SO(3). Since single
quarks form a color triplet, they will not exist as free particles in the SGS scheme. Diquarks,
however, do have an SO(3) singlet representation. Under SU(3) the possible representations of
diquarks come from the rule

3®3=396 (2.22)
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The 3* of color comes from the antisymmetric color combinations:

rg—gr
V2.

-b

-
o

-

%I

b-bg -

o)

e

Under SO(3) this representation remains a triplet. The symmetric 8, given by:

rg +2ar or
rb 4 br

—‘/5— a9
by +gb b

V2

does have one SO(3) singlet representation. Under the SU(3)cotor — SO(3)g10w Symmetry
breaking the color 6 is broken into a glow 5 and a glow 1. The member of the color 8 with a glow

singlet representation is:

{rr +gg + bb) ‘
V3 v (2.23)

Glow can be considered an effective SO(3) charge in much the same way color is considered
and effective SU(3) charge7 The glow singlet possesses no net glow. Be;:ause of this, in the SGS
model, the glow singlets will not experience an effective potential due to the exchange of the
3 gluons represented by the subéroup SO(3). The glow singlets will, however, experience the
effect of the remaining 5 massive gluons. Since these have a finite mass , the potential generated
by their exchange will only extend over a ﬁr_xiteﬂ dist.a{lce. The glow singlets will exist as heavy
states, but can be liberated with a sufficient center of mass energy. States like quarks, with no
glow singlet representation, will feel the effective potential generated by the exchange of the 3

massless gluons and will not exist as free states.

2.2.1. Mass splittings of diquarks

The above scheme allows for free diquarks, but not free quarks. What these arguments do not

address are the physical properties of free diquarks, such as strangeness, charge, mass splittings.
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iéospin etc. As will be shown there are certain forms of the mass splittings, in particular the
color hyperfine splitting, which will give ris? toa Q= %e diquark as the lightest and perhaps
only stable fractionally charged object. If free diquarks are produced at PEP energies (29 GeV
in the center of mass), it is unlikely _'t.ilat they will contain b or ¢ quarks, because these quarks
are so massive. Accordingly, I will consider here only the effects of SU(3) 41gv0,. SU(2) spin will

also be considered.

The representations of diquarks under SU(3) s15vor are the same as for SU(3)cosor, only here

the indices stand for quark favors. The possible representations are:

(3 ® 3)1}4.00' = (6 157 3‘)ﬂa vor (2.24)

The 6 is the set of symmetric combinations of u,d and s, given by

ud +du wu
V2
us -+ su dd

$4

de + ed .s
V2

The 3* is the set of antisymmetric combinations of u,d and s given by

" ud—du
V2

ue — sy

N

de — sd

o

The SU(3) flavor Symmetry is broken by two effects. Since the strange quark is more massive
then the up and down quarks, the mass of diquarks will vary according to their strangeness. The
‘spli-tting of barybh masses within individual multiplets is such that each unit of strangeness

implies a mass increase of order 140 MeV. A phenomenological int.eraétion of the form
&m
Hipnt =T(F0 - Fﬁ)ﬂa vor . . (2.25)

with §m ~ 140 MeV describes this splitting well.  This implies that the (ss) diquark will be

about 300 MeV heavier than the (uu) diquark. The diquark isospin multiplets are also split by



[

the electromagnetic interaction due to the different charges of the quarks This splitting seems to

arise because the effective mass of the d quark is ~ 5 MeV heavier than the u quark. In addition’

to this, the Coulomb force between the quafks will cause like charged quarks to be more loosely
bound than unlike charge quarks. It is difficult to find an effective interaction Hamiltonian which
will describe this splitting well for both meso;ls and baryoné. If tﬁe eiectro_magnetic splitting of
baryons‘ are taken as a reference, one might expect t:hét the (uu) diquark would be ~ 10 MeV
lighter than the (du) diguark. Since our knowledge of these splittings is very poor, in reality the
electromagnetic splittings may be much ‘larger, or even h_:a've a different 'sign. |

Under SU(2)spin, the allowed combinations for diquarks are the triplet and the singlet:
(2 ® 2)ap|'n = (3 & l)apl'n - ‘ ‘ (2.26)

The triplet represents the symmetric spin 1 states, the singlet is the antisymmetric spin 0 state.

These states will'be split by the color hyperfine interaction. In baryon systems, this splitting is

on the order of 300 MeV. In the color hyperfine interaction, one must take into account the fact
that there are 3 color charges and not one as in electromagnetism. One plausible form of this
interaction has been suggested by Lipkin [17]:

F;
HQCD = _.AE 'E _'.:."_..b_S‘ S, (2.27)
ity o

where F, o and Fj,, are the SU (3);,,,, color generators (o is the color indéx) acting on the ith and
jth particles respectively. A is a positive constant with units of (encrgy)s. This 'fo@ ;>f ”the color
hyperfine interaction has the advantage that it predlcts both the sign and relative magmtude of
the spin-spin splitting in the low lying baryon and meson multiplets. The expectatmn value of
<Yiz;i Lo F},',Fj,, > can be found easily for a two particle system from the quadratic Casimir
(invariant) operators for SU(3):

8 , .
<2EF1.0F2,0 >=(Fjy — F{ ~ F}) R (2.28)

o=1 \

Here the F? Casimir oper:;.tors are defined to be:

PeYR R (2.29)

o=1
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Representation
1
L]
3'
6
8
10

avum;a»m» o '1

Table 2.1: SU(3) qua.dra;tic Casimir operators.

Color | Spin | < Heotor >
3 (1] -i
3 | 1 +
e | o +
6 | 1 _L

Table 2.2: Expectation values for color hyperfine splitting.

Table 2.1 gives a listing of the values of the SU(3) quadratic Casimir operators for some repre-
sentations.
For the allowed color states of a diquark, (3* and 6}, the values of < Z:z:l F1,0F3,0 > are:

' 1 2
¥ < F3F3 >= E(Fan - 2F32) = —5

6 : <F3F>= %(Fs’ —2F}) = %
Here < F3F; > is a shorthand notation for < Eg___l'Fl,,Fl,., > acting on two triplet repre-
sentations. Evidently the splitting will have a different sign for the different color states of the

diquarks. The treatment of the expectatién value of < S; - S3 > for a two particle state can be

handled in the same way as in electromagnetic hype'rﬁne interactions
1 1 3
<5 -8 >= ;(sm (Stot +1) = S1(S1+1) = S2(S2 +1)) = ;(Sm (Stot +1) - 'i)

This results in a factor of —2 and  of < S, - S, > for the SU(2),pin singlet and triplet
respectively. If we combine all the factors together, one obtains the expectation values for the

hyperfine splitting shown in table 2.2.

As one can see the situation is complicated by the color factor. The spin singlet is the

lighter state for the 3°, but the spin triplet is the lighter state for the 8. From fits of ;"-;%’ to the
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¥

1
3

Representation | F?
0
2

] 6

Table 2.3: SO(3) quadratic Casimir operators.

splitting of the A- N baryon_resona_nces, using Hgcop above, a value of 300 MeV for ;;;Am_; has

vbeen found If the above assumptions are true, then the spin 0 diquark from the color 8 will be

# 100 MeV heavier than the spin 1 diquark. All the above arguments are premlsed on a guessed

form of the hyperfine sphtt.mg, assuming an exact SU(3)cotor symmetry.

. -If, on the other hand, the 50(3),;,,‘, splitting dominates over the SU(3).o1or splitting, then
the situation will be quite different. Both the magnitudes and signs of the splittings will change.
For the representations of interest, the SO(3) F? Casimir operators are shown in table 2.3. If

¥

one assumes a spin-spin term for SO(3),10,, similar to (2.27), then:

o PR
Hyow=-4) ) =&de£g.g; (2.30)
iZjo=a57 M _ .

then the possible spin-spin splittings can be found in a manner similar to the way they were

found for SU(3) above. The expectation values of 2< 3., _, 5 F1,0F3,0 > are:
1 : <FF>= %(F,’ -2F})=-2
3 <FFy>= -(F2 2F%) = -1
5 : <FaFy>= E(Fg ~2F}) = +1

The < §; - S3 > expectation values are the same as those for the SU (3)cotor case, the singlet
state has an expectation value of —% and the triplet has. } Table 2.4 shows the relative values

for < Hyjon, > defined above. In this case, the spin 0 of the glow 1 has a lower mass than the

spin 1 bound state with the sam’e"glow representation. Recall that the glow 1 comes from the

color 6. The sign of the spin-spin coupling evidently depends on which symmetry dominates the
effective hyperfine interaction. One can go through similar arguments for the splittings due to
spin-orbit coupling [8], but there are similar results, namely that one cannot a priori decide on

even the sign of the splitting. These arguments will not be presented here.
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Glow | Spin | < Hyouw >
1 0 £
1 || 4+
3 0 —g'
s | 1| 4
5 0 +4
5 | 1| -1

Table 2.4: Expectation values for glow hyperfine splitting.

We must now combine the representations of diquarks under the different symmetries, bear-
ing in mind that eventually Fermi statistics must be satisfied by requiring the total wave function
. to be antisymmetric with respect to the interchange of particle indices. O(3) of orbital angular

momentum will not be considered here.

When one considers spin and favor simultaneously, SU(6) sigvor+epin One gets an antisym-
metric 15 and a symmetric 21.

6@6=15"®21

The 15 is the symmetric flavor 8 combined with the antisymmetric spin triplet and the antisym-
metric flavor 3* combined with the symmetric spin triplet. The 21 is the combination of the
flavor 6 and spin 3 with the flavor 3* and spin singlet. Under the notation (rep isvors*€Papin):

the breakdown is:

(16°) f1gvor+spin = (6,1) @ (3°,3) (2.31)

(21)!(4 vor+apin = (6, 3) & (3‘, l) (2.32)

Since quarks are spin '21 particles, the overall wave function must be antisymmetric. In order
to satisfy the exclusion principle, the 1515 v0r+spin must go with the symmetric color 6 and the
21f1svor+spin gets the antisymmetric color 3*. Under the notation ((rep) siavor+spins (*ep)cotor)
the allowed antisymmetric representations are (15*,6) and (21,3*). The symmetric representa-
tions, (15*,3°) and (21,6), are discarded as unphysical. In the SGS scheme, the (15°,6) will have
a glow singlet representation. The 15° consists of the {8,1*) and the (3*,3) of (flavor, spin).
Consider the following situation. Suppose the SO(3) hyperfine splitting dominates over the

SU (3) hyperfine splitting. In this case the (8,1°) would be lighter than the (3*,3). Within the
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2.3. Production of Free Quarks

Figure 2.3: Decay of (ud) into a pion and (uu) diquark. "

6, because of the SU(3) iavor splitting, the three diquarks (dd),"‘—'{ffll, and (uu) will be the
Lightest members. Of these three members, it is possible that the (uz) diquark will be the lightest
and perhaps only stable diquark. If, for example, the (ud) diquark is more than 1 pion mass
heavier than the (uu) diquark, then it might decay to the (uu) combination via the emission
of a pion in a process similar to that shown in figure 2.3. Given this set of circumstances, the
only sﬁable free fractionally charged object-would have @ = %e. One can go through similar
plausibility arguments involving the orbitatl angular momentum, O(3), and an L - S coupling to

show that the @ = %c combination may be the lightest and only stable free fraction:ally charged

objects [8].

The success of the quark parton model has sp Awned many acvcelerator searches for fractionally
charged particles (fo;: a review, see reference [2]) Tq date, no free quarks have been have beén
detect;!d in these searches, allowing one to set limité, .albeit model dependent.; on their mass.
Every time an increase in the availablé center of mass energy occurs, with the"co'nsti'uct.ion of new
accelerators, new searches are conducted. Presently, because of the large center of mass energies

available, colliding beam facilities are being used for quark searches. Three main channels can be

used to search for the product'ion of free quarks at these energies, pp, pP, and e*e™ interactions.

. Soon sea.rcheg with ep colliding beams may be possible, although this will not be considered here.
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Although pp collisions start with quarks and gluons in the initial state, the bulk of the
interactions are peripheral and tend to have low momentum transfer to the final state. In these
collisions the three high p¢ proceéses which may produce free quarks are the s and t channel
exchanges, and gluon fusion mechanisms, shown in figure 2.4. The s channel process proceeds
via a ¢g annihilation through a virtual photon or ghion into a final state which can have hadrons,
and possibly free quarks. The t channel exchange involves a hard scatter of two quarks mediated
by a gluon or photon exchange. Gluon-glaon fusion occurs when two gluons from the sea combine
to produce a gg pair. In all of these pfocesses, the particles in the initial state are either valence
quarks or quarks and gluons from the sea. One major problem with the understanding of these
mechanisms is that one lacks detailed knowledge of the initial state . The interpretation of a null
result is difficult because the momenta of quarks and gluons in the proton are smeared out. Not
only should one have some knowledge of how free quarks may be produced , but one must also
understand both the momentum distributions of the valence and s?a quarks and the contribution

of higher order QCD effects.

et e~ annihilations at the current energies have an advantage over hadron-hadron collisions
in that one is starting with a point-like initial state. In order to determine a momentum transfer
to the finial state, one does not have to integrate over ba large spectrum of constituent momenta as
one must in hadron-hadron processes. The annihilation proceeds to first order in a QED process
shown in figure 2.5 through an intermedi.ate virtual photon state. The photon has a calculable
coupling, and, to first ordef, a known momentum transfer to the elementary constituents of the

final state. Initial state radiation will smear out the photon energy, but this can be calculated.

Two reactions with free quarks {or diquark) in thev final state will be considered here, the

exclusive channel,

ete =" = QQ

and the inclusive channel,

ete” =4 =2 QX

where Q stands for a free quark (or diquark) and X means hadrons. Since free quarks and
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P (or P)
gluon-gluon fusion

Figure 2.4: Productions mechanisms for free quarks in hadron hadron collisions. Possible cha n-
nels are the s and t channel exchanges and gluon-gluon fusion.

Figure 2.5: First order QED process for the re:ction ete™ — ¢7.
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diquarks in some ways resemble hadrons, one can use our knowledge of hadronic ﬁnai states in
¢te™ annihilations as a guide to the productjon of tliese particles. As a sf,arting point, consider
the first order cross section for the production of a fermion-antifermion pair, /7
2 2’

o(ete =1 = /]) = -4;—31 (1 + %?—) 1- %L (2.33)
where Q; is the charge, and M; is the mass of the fermion. \qu is the momentum transfer to
the final state (\/_ is the center of mass energy). Because the dimuon (s*x~) final state is
pointlike, it is convenient to use the process ete™ — u*u~ as a reference. At the current PEP
energy, 29 GeV in the center of mass, the dimuon cross section is .103 nb. If free quarks were
point-like entities, then one migh’t expect an exclusive production rate at about the same order of
magnitude as the dimuon rate. Experiments sensitive t‘;o exclusively produced free quarks report
lower limits on o(ete™ — QEQ-) at ~ 10~2 that of the dimuon cross section. It is convenient to

define the ratios Resct, and Ripno as

_ ofete” — QQ)
Rea = P u*#_‘)_ ‘ {2.34)
and
tem
Ripg = A 2 OX) . (2.35)

ofete — ptu-)
This ratio is often cited because it factors out the 1 /q-’ dependence from the photon propagator.

As seen in this section, there are good theoretical grounds to believe that quarks are extended
objects, like hadrons. When one considers the exclusive production of extended objects, such as
hadron pairs or free quarks, o;\e must include the effects of form factor suppression, which can
reduce the cross section to a level way below the point-like cro;s section. If one knows the quark
form factor as a function of the spacelike momentum transfer squared, F(g?), then according to
D djula, Giles and Jaffe, one can approximate R,..; similar to the way one computes exclusive
hadronic final states: Aas the product of the point-like Rezci for a QQ pair and the form factor

squared [16):

R.. a(c"'c — Q—.)pomt like LF(QQ)L (2.36)

ofete — ptyu~)
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DeRdjula et ol take an educated guess for F(g?) based on hadronic form factors. For R, they

obtain:
4M2

1- 2%

q
tRa\ ¥
(1+52)

where g is the timelike momentum transfer, Q is the charge, My is the mass and Rg is the radius

Ryt 5 Q° (2.37)

of the free quark or diquark. p is a parameter which reflects whether the form factor is of the

monopole or dipole form and can take the values 1 or 2; the relevance of this will be discussed
shortly.

The denominator of (2.37) comes from the expected free quark form factor, and is nearly
identical to what one expects for hadronic form factoers. One could, in fact, substitute typical
hadron masses ;nd radii into (2.37) and obtain a reasonable approximation to Rezer for the
exclusive hadronic (kh) final state. Equation (2.37) implies a very low cross section for ete™ —
hh, with Rezc; ~ 1072 to 107 expected at PEP energies. For practical purposes (backgrounds,
statistics) this is almost beyond measurability. At lower energies, 1 GeV CMS for example, one
expects; R“c;. to be much larger; the two pion final state can be seen at these energies, but at a
very low rate [18].

Qualitativrely, the form factor sﬁppression occurs because in exclusive production, phase
coherence must be ﬁahtﬁned over a distance scale comparable to the radius of the produced
object. This becomes very improbable at high energies. The product ¢?R? in the denominator
of (2.37) is the embodiment of this statement, with 1/\/q_’- being the typical distances probed
and R being the typical hadron (or free quark) radius; one is, in effect taking the ratio of tﬁo
Jength scales. Distances probed at PEP are about two orders of magnitude smaller t.ha?\ typical
hadronic dimensions, so it is not surprising that the rprocess ete™ — hh is not observed at,vthese
energies. One can apply the same arguments to the exclusive production of free quarks. As seen
earlier, one expects t_.hat very massive quarks possess radii even larger than hadrons, this would
imply that R, for free quarks will be suppressed‘v even more than for hadrons. Figure 2.6 shows
DGJ’s predict.ion; for Rexci- lt‘is apparent t.bat it'miay be exceeding difficult to produce and

detect free quarks or diquarks in the exclusive channel at these energies.
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Figure 2.6: The predictions of DeRijula, et al. for Rescs (defined in the text).

The situation is not so dire in the inclusive channel. The energy scale, A, over which
hadronization occurs is comparable to the inverse hadronic size (~ 500 MeV). As a quari(
antiquark pair separate, no hadrons form until the separation reaches ~ 1/A. At this energy
scale hadx:on production is relatively copious, with color forces tending to rearrange the system
into color singlets. One expects that inclusively produced free quat;ks will be produced at the
same energy scale, accordingly, one can substitute \/F = A in the denominator (form factor)
of (2.37) to get a rough estimate of R;nct for free quarks and diquarks. Since the free quark
size increases with increasing mass, its form factor will still give suppression to the inclusive
production rate relative to hadrons. Typical values expected for free quark masses and radii

imply that the ratio R;no will be on the order of a few 10~2 to 1072 or smaller [18),[19].

Since diquarks are composite objects, one expects even additional form factor suppression
[8]. The choice of a dipole form factor (p=2) is appropriate for baryons (p=1 is appropriate

for mesons) because qualitatively, one must first form diquarks before forming bafyons, and the
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probability of getting 2 quarks into the same “bag” goes something the square of the probability
of getting one quark into the “bag”. The suppression probably carries over to free diquarks for
the same reason. All these estimates are, of course, very speculative, but they point out the need

for high statistics searches searches in order to constrain these models.
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Chapter 3.
Apparatus

~

The fractional charge search was performed with data collected at the SLAC-LBL positron
electron project (PEP, described below) by the PEP-4 detector facility. The time projection
chamber (TPC}, the cenﬁd tracking chamber of the PEP-4 detector system is uniquely suited
to perform a fractional charge search because of its ability to identify particles through a simul-
taneous measurement of energy loss and momentum. The needs of both a high statistics search
for fractionally charged particles and relativistic hadron identification put extreme requirements |
on the design of the detector. In particular, many s;nnples (~ v200) of track ionization must be

taken, with a pulse height determination accurate to 1 %.

3.1. PEP

PEP is an elect.ronA positron storage ring 2200 m in circumference, Jocated at thé Stanford
Linear Accelerator Center. It was built to extend the study of ete™ interactions t(; energies
~ 30 GeV in the center of mass, and has 6 in;eraction regions available for experiments. So
far, experimental running has been limited to one center qf mass energy, 20 GeV. During the
data acquisition, the machine ran with 3 e* and 3 ¢~ bunches in the ring, with the positrons
circulating counterclockwise when viewed from above. In this mode, the collision rate is 400 kH 2
at any interaction region. The detector run-in took place during the Spring 1982 cycle of PEP.
The data used in this dissertation were collected during the Fall-Spring 82-83 running cycle.
Peak total current in the ring averaged 20 mA per beam. Peak luminosities during this cycle

were typically 2—4 x 108! em~%gec™! with ~ 200 — 400 nb~! of integrated luminosity collected
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daily. The beam profile has a vertical width of 50 ym, and a horizontal width of 500 um. The
energy spread of the beam was o5 = 200 MeV . Over the course of the running cycle, 77 pb~1 of
integrated luminosity were collected, consisting of 29,094 multihadron events (selection criteria

described in chapter 5).

3.2. The PEP-4 detector

The PEP-4 detector operated at interaction region 2 at PEP; this is approximately northeast
of the cent.ervof the ring. The overall structure of the detector is similar to most e*e~ colliding
beam detectors, consisting of concentric layers of cylindrical detector subsystems, with the beam
pipe forming the central axis. Figures 3.1 and 3.2 show a longitudinal and a transverse cross
section of the detector, refer to table I for dimensions and thicknesses of the detector elements.
Radially outward from the beam pipe, one encounters an aluminum inner pressure wall followed
by an inner drift chamber (IDC). The TPC surrounds the IDC and has a radius of 100 cm
and a length of 200 em. An axial magnetic field is established by a solenoidal magnet coil
surrounding the TPC. Outside the magnet coil is the outer drift chamber (ODC), followed by an
electromagnetic calorimeter, consisting of 8 azimuthal médules fbrming a hexagon; this is refered
" to as the HEX calorimeter. Outside of the HEX calorimeter is an iron flux return yoke and
‘hadron abéorbe r, t.h:s is followed by four muon chambers, alternating with iron hadron absorber.
The muon system also consists of six azimuthal sections, forming a hexagon. On the end caps of
the detector system are a pair of electromagnetic calorimeters, magnet pole faces and a low_ angle

nmon tagging system The time projection chamber will described in detail in the next section.

The IDC operated in an 8.5 atm mixture of 80 % Ar - 20% CHy,, and consisted of four radial
layers with 60 sense wires per layer. An intrinsic position resolution of 150 um in the bending
plane was obtained from cosmic ray tests [20]. The ODC operated in an 1 atm mixture of 80 %
Ar aﬁd 20 % CHg, and consisted of three radial la&ers with 216 sense wires in each layer. The
ODC has an intrinsic position resolution of ~ 200 um in the bending plane, as determined from

cosmic ray tests [20]. Position information from the drift chambers was not used in track fitting,
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Figure 3.1: Longitudinal cross section of the PEP-4 detector.
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Figure 3.2: ’I\-an{werse cross section of the PEP-4 detector.
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Item Outer Radius {cm) | % Rad. Length Material
Beam pipe 8.7 2.6 Al
Pressure wall 11.5 . 7.1 Al
IDC 19.0 ' 2.3 G-10,Cu,Ar,CH,
Field cage 22.3 7.5 G-10,mylar kapton
TPC ' 97.5 4.9 Ar,CH,
Field cage . 100.0 10.1 G-10,mylar kapton
Magnet , 11706 | 130.0 Al,epoxy
oDC _ 1220 | 65 | G-10,Cu,Ar,CH,
HEX : 180.0 1870.0 Pb,ALAr
Muon system ' 320.0 8000.0 Fe,ALLAr,Ch,

Table 3.1: Radial dimensions of barrel part of PEP-4 detector.

although information from the chambers were used to help id;ntify photon conversion pairs. The
drift chambers were used primarily for fast trigger:deﬁnitidn because it takes < 500 nsec for the
drift of electrons to the wires. In éontrast., 1t takes ~ 20 usec for track ionization to drift the full

length of the TPC.

The magnet was a convent.ional water cooled solenoid, conﬁsth;k of four layeré of Al con-
ductor with 115 turns per layer. The conductor was wound on a 1 én thick Al spool which also
supported the TPC and provided a pressure wall. At the design current, 2200 Amp, the field
strength was 3.9 kG [21]. Several Hall probes were used during data acquisition to monitor the

strength of the magnetic field.

Each HEX calorimeter module consisted of 40 planes of 3 mm thick Pb-Al laminate (13.7
radiation lengths), alternated with sense wire planes. The position of electromagnetic showers
are determined in the HEX with a projective geometry formed by cathode strips oriented at £60°
angles with respect to the sense wires. The sense wires operated in Geiger mode, with each sense
wire in the center of a cell 5 x 10 mm? in cross section, in 1 atm of Ar, with 3 % C;H;Br as a
quenching agent. The energy resolution of the HEX calorimeter is 17 %/ \/E (E in GeV), and
an angular resolution of 6 — 10 mrad [22]. Because of chemical reactions involving aluminum and

bromine, 2 of the 6 modules stopped operating in the middle of the 1983 running cycle.

The pole tip calorimeters (PTC’s) consisted of 51 layers of alternating wire planes and Pb-Al

laminate. The PTC, like the HEX determined shower location using a projective geometry, and
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three 80° viaws. It operated m an 8.5 atm mixture of 80 % Ar and 20 % CH; in proportional
mode. The PTC has an energy resolution of 17%/VE vVE (E in GeV), and an angular resolution
of ~ 4 mrad. Luminosity, derived on a run by run basls, was found from the Bhabha scattering
rate into the PTC’s. Taken together, the t.wo* PTQ and six HEX modules cover 3.57 strad of
solid angle | o

The muon chambers cover 98 % of solid angle, a.nd consist’ of 3284 triangular extruded .
alummum drift cells Oneé plane of muon chambers conslsts of these cells stacked in a zig-zag
pattern to optimize the spatial coverage. The first three radlal muon chamber layers have the
sense wires oriented pa.rallell to the beam line, while the last layer is oriented perpendicular.
The chambers operated in an 80 % Ar 20 % CH, gas mixture at a pressure of 1 dﬁ, and
provided a position resélutio_n of 700 pm [23]. In 6'rller-t,a penetrate to the outermost layer of
the muon chambers, a track muat pass through at least 90 cm of iron, corresponding to a pion

punch-through probability of <1 % at 3 GeV/e.

3.3. The TPC

3.3.1. Principle of Operation

The time projection chamber (TPC, figure 3.3) is a highly segmented 3 dimensional imaging
drift chamber . Ionization deposited in the TPC by charged particles drift up to 1 meter in an
axial electric electric field parallel to the magnetic. field to arrays_ of proport.ional wires called
~ sectors (for a review, see references [24] and [20]) The TPCis Im long th.h an mner a.ml outer
radius of 20 cm and 100 em respect.lvely Under nominal operating’ condxtxons, t.he TPC is filled

with an 8.5 atm mixture of 80 % Ar and 20 % CH,.

~

The drift field (75 kV /m) is established by a screen of woven tungsten wires bisecting the
TPC held at negative high voltage, and a field cage, consisting of a series of equipotential rings
on the inner and outer walls of the TPC, terminating at the sector shielding grids, which are
held at ground potential. At the TPC operating voltage, with the gas mixture used, the drift

velocity is = § cm fusec. Track ionization deposited on either side of this membrane will drift
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Figure 3.3: Schematic view of the TPC. Track ionization formed in the active volame drifts to
the endcaps where they are detected by arrays of proportional wires called sectors (one shown.
6 per endcap). Coordinates perpendicular to the drift direction are found from rows of cathode
pads etched into the sector ground plane {one of 15 rows shown).
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to sectors on opbosite end caps. The sectors (6 per endcap), consist of 183 proporti(;nal wires
strung perbendicular to the radial Line bisecting each sector above a conducting ground plane.
Parallel to the sense wires are 15 rows of cathode pads pads etched into the ground plane. Track
coordinates perpendicular to the drift field (z,y) are determined from the image cliarge of the
proportional signals induced on the cathode pads. The coordinate parallel to the drift field, 2,
is inferred from the arrival time of the track ionization at the sectors relative to a common start

time, defined by the beam-beam crossing.

The TPC was designed to identify charged particles in mulitihadron events by making a
. simultaneous measurement of momenflum and of energy loss per unit length < dE/dz >. The
< JE/dz > measurement is derived from many samples of track ionization, as measured by the
proportional wires on the sectors. As will be seen in tﬁe next chapter the ability to separate
relativistic hadrons using < dE/dz >, and the ability to perform a high statistics search for
fractionally chafged quarks and diquarks place similar requirements on the detector specifications.
In both cases, one needs to measure the energy loss of a charéed particle to an accuracy of
~8-4%. Operating at high pressure improves the < dE/dz > resolution by increasing the
number of atomic coﬂisionS-pe; unit distance, and thus lreducing the dispersion of thg energy
loss distribution. The requirements of < dE/dz > resolution also dictate that mam' (~ 200)
samples -of track ionization be taken. With these specifications, the intrinsic resolution of an
ideal detector is & 2 %; systematic errors in the track ionization measu_remeht.s made in the TPC
must be at or below the 1 % level. This requirement puts severe constraints in particular on the

design of the sectors and the signal processing electronics.

The operation of the TPC as a tracking chamber is possible because the transverse diffusion
of ionization electrons is limited, allowing " reasonablg spatial resolution even after long drift
lengths [26]. On average, a typical charge-1e track will deposit ~ 150 ionization electrons per
4 mm sample length. The transverse distribution of this electron cluster arriving at the sense
wires after drifting one meter will be a Gaussian with a width of 1.4 mm. If one could measure
the position of e;ch electron to an arbitrary accuracy, then one could reconstruct the position of

‘the track to an accuracy of 1.4/y/150 = 100 m in the transverse plane. By imaging the profile
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of the ionization cluster on several (two or three) pads, the TPC can achieve a resolution on the

order of 180 um in this plane.

3.3.2. Field cages

The field cages at both the inner and outer radius of the TPC each consist of two layers of
equipotential rings and resistor chains; these are designated as the coarse and fine field cages.
The coarse field cage rings are spaced 20 mm apart, consisting of § mm wide conductor on a
kapton insulating surface and are connected by high precision resistors. The fine field cage rings
are spaced 5 mm apart and consist of 0.5 mm wide conductor on a Nema-G10 surface connected

by high precision resistors.

Durmg the initial running of the TPC, distortions of the drift field were discovered, in which .
the effective potential differed from the design values by several kilovolts. One of the causes of
the distortions was the electrostatic charging of the G-10 between conducting rings. Because
of these distortions, the path followed by track ionization drifting to the sectors were deflected
from the path that; would have been taken in a uniform field. When charged particle tracks were
reconstructed assuming a uniform drift field, they appeared to hav? kinks in regions close to
the field cages. ;I‘he distortions were suc}; that 4 cm radially into the 5cti\;e volume, the path
taken by drifting electrons was distorted by as much as ~ 1 ¢m from the path they would take
in a perfe.c'tlyv uniform field. A partial cure for this problem was developed, and involved placing
4 mm wide copper conducting strips on top of the strips on the fine field cage, this reduced the

size of the distortions by a factor of 10 [27)].

3.3.3. Sectors

The TPC sectors (figure 3.4) are kite shaped, and consist of 183 proportional wires strung

-4 mm above a ground plane of copper plated on an insulated G-10 backing. Parallel to the sense
wires, spaced ~ 5 ¢m apart are 15 rows of 7.5 X 7.5 mm? cathode pads etched into the copper
ground plane. Preamplifiers for the pads and wires are located behind the cathode plane, in a

G-10 housing. The spacing of the cathode pads was constrained by the need tov sample a track
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Figure 3.4: One TPC sector. 183 proportional wires are strung above a conducting plane. Track
coordinates perpendicular to the drift direction are found on rows of cathode pads etched into
the conducting plane. This coordinate is designated the y coordinate, with y = 0 taken at the
center of the sector.

ionization cluster with at least two pads, at 10 to 15 points along a track length, and by the

number of electronic channels that could be fit into any sector [28]. v

Figure 3.5 shows the the sector cell geometry. A plane of wires spaced 1 mm apart is
suspended 8 mm above the cathode plane; this is held at ground potential and acts as a shielding
grid. The sense wire plane is 4 mm above the cathode plane, gﬁd consists of 76 ym diameter gold
coated Be-Cu field shaping wires alternating with 20 um diameter gold coated tungsten sense
‘wires. Sense and field shaping wires were spaced 2 mm apart . The wires were strung under a
tension of‘ 55 gm, 250 gm, and ~ 500 gm for the sense, field and grid wires respectively. Under
55 gm of tension, the sense wires have a gravitational sag of, at most 10 um [29]. Wire cross talk
was ~ 5 % between neighboring channels. In order to obtain sufficiently uniform wire response
(~1%) , the sense wire pianes had to be be flat to within 20 g and had to be located parallel
to each other and to the cathode plane with a similar accuracy [28]. The field wires had to be

positioned to an accuracy of ~ 100um.

Under normal operating conditions, the sense wires were held at 3406 V, and the field

shaping wires were held at =700 V. With the above voltages and the TPC gas mixture, the
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Figure 3.5: Sector cell geometry. Signals are defected on the sense wires, spaced 4 mm apart.
Field shaping wires are spaced between the sense wires. A shielding grid located 8 mm above
the ground plane defines the end of the drift field.

sense wire gain is typically 10%. Studies [30] show that the maximum stable gain the sectors
can reach is approximately 10* at 10 atm. The sectors were run at low gain both to redﬁce
electrostatic distortions from the migration of positive ions back into the TPC active volume,
and to keép the proportional signal linear in the number of jonization electrons arriving at the

sense wires (discussed in more detail in the next chapter).

In order to measure a relatively small proportional signal with bétter than 1 % accuracy,
special low noise preamplifiers were developed, which were placed directly behind the cathode
plane in order to minimize signal att.enuat.ioﬁ from long cable runs and noise. Each preampliﬁer
had a power dissipation of ~ 100 mW, and with approximately 1300 preamplifiers distributed
non-uniformly in any sector, l;rge temperature gr#dients can develop across the cathode plane
and over the length of the wires, which can strongly affect wire response. In order to ensure
uniform response, a water cooling system is built into the sectors which maintains the temperature

“across the cathode plane constant to 1/3° C [30].

To calibrate the wire response, three movable rods with Fe%® sources were located behind

the cathode plane at the middle and edges of the sectors. When the rods were actuated, the Fe55
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sources “shine” through holes in the cathode planes, allowing photoionization electrons to reach
the sense wires. From the Fe® gpectra, gain shifts were monitored periodically over the course

A}

* of the running cycles .

'8.3.4. Electronics

Tﬁe requirement of making an accurate measurement (to 1 %) of small proportional signals
necessitated the development of special low poise electronics. Figure 3.6 shows a block diagfam of
the signal processing chain. The induced signals on the wires and pads are capacitivelf c.‘ou_plved ’
to preamps on the sectors. The output of the preamps are fed via coaxial cables to an e!.ejct.ro_i;.fxcs
enclosure \;rhere they pi'ovide input to shaping amplifiers. The signals from thg shaping a.?npli.ﬁers
are clocked into charge coupled devices (CCD’s), which were employed as linear analog shift
mgistei's. If a trigger is defined byvfast. signals from either the wire shaping ampliﬁel"s',? or from
other detectors, the CCD clock frequency is reduced to 20 kH z and the information isvbdigitized
and read into a data buffer. This buffer was subsequently read out by a VAX 11/780 ;:omputer
during data acquisition A PDP 11/70 computer wﬁs used to control and calibrate the electronics.
At several points in the analog. part of the signal processing chain, it was possible to inject test

pulses of varying amplitudes in order to test and calibrate components.

The sense and pad signals were capacitively coupled out to the preanipliﬁers located behind
the cathode plane. These preamplifiers [31] have a rise time < 50 nsec, and an input noise level
equivalent to ~ 500 electrons RMS at the input (a typical signal was 10° electrons). Not only did
the preamplifiers have to be small, inexpensive and interchangable, but they also had to be free
of ferromagnetic materials, and components that could poison the TPC gas with electronegative
impurities. The output signals from the preamplifiers were fed along twisted pair to a high
pressure feedthrough, and then along coaxial cable to the electronics enclosure.

The proportional signals seen at the sense wires characteristically have a short rise time
(~ 100 neec), followed by a long tail lasting a few microseconds, resulting from the slow migration
of positive ions away from the sense wire. In order to avoid track pile-up, a negative feedback

loop is used in the shaping amplifiers to produce a relatively symmetric (“pseudo-Gaussian”)
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Figure 3.6: The TPC signal processing chain. Signals capacitively coupled to a preamplifier go

- through a shaping amplifier, are held in a CCD if a trigger decision is made, then digitized, and
stored in a buffer, which is read out by a VAX 11 /780. Test pulses could be injected at various
places in the chain.
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pulse with a peaking time of ~ 250 nsec. The wire shaping amplifiers have a voltage gain of
160, and the pad shaping amplifiers have a voltage gain of 230 [31]. The outputs of the wire
shaping amplifiers were also connected to discriminators. The output of these discriminators

were connected to trigger elecironics.

Fairchild 321A CCD’s were employed as sample and hold devices; these had a dynamic range
of ~ 4V [32]. In order to obtain good resolution in the drift coordinate, and in order to measure
the amount of ionization deposited accurately, the wire pulses had to be sampled at a rate of
10 M H z; this means that a typical signal will be sampled 5 to 7 times. Since it takes ~ 20 usec
for track ionization to drift over ﬁhe eﬁtire length of the TPC, the full readout occupies about
200 registers (or buckets) of the CCD’s, which have a maximum capacit& of 455 buckets. The
CCD contents were clocked to the digitizers at a rate of 20 kHz. Two characteristics of the
CCD’s made them difficult to calibrate. The OCD response as a fanction of input Voltage (see
figure 3.7) can be non-linear, with typically a long shoulde;' near saturation, these non-linearities
 varied substantially from chip to chip. In order to obtain the requisite 1 % accuracy in response,
a relatively sophisticated fit to the CCD response was needed to take into account these non-
linearities [33], [34]. Because of dark current, the baseline voltage of late buckets will be offset
by as much as 2 %. Fortunat.é]y, this shift is linear in bucket number, and can be corrected
for by subtracting an appropriate.oﬂ'set which is determined in calibration. In order to measure
noise, and to aid inﬂca.libration of the electronics, a positive bias voltage, refered to as pedestal,
is added to the CCD output, this is typically 300 — 400 mV.

The digitizers have a 9 bit range; this allows for an arbitrary scale of pulse heights ranging
from 0 to 511. A minimum ionizing track will generate a pulse height which is on average 100
counts above the pedestal level. Because of the enormous amount of information held in the
CCD’s, a readout threshold can be set on the digitizers in random access memories (RAM’s). A
CCD voltage level will b_e read out of the digitizer only if that level is above the preset level in
the RAM. The noise level (4 counts RMS at the digitizer inputs) determined where the RAM
thresholds were set . The RAM thresholds were set about 10 counts above the nominal pedestal

level, this makes the minimum possible ionization signal that could be detected at the wires
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Figure 3.7: Typical response of a single channel to test pulses of varying amplitudes. The
horizontal scale is the input DAC setting, the vertical scale is the digitized response. The curve
is the result of a cubic splines fit. The shoulder near saturation is the result of non-linearities in
the CCD chips.

approximately oﬁe tenth the ionization produced by a minimum ionizing charge-le track. ‘The
upper limit of the .digit.izer range, and the saturation value of the CCD’s both determine the
Jargest amount of ionization that can be detected, this corresponﬂs to ~ 5 times the ionization
deposited by a minimum ionizing charge-1¢ track.

At the end of each CCD output clock cycle, the digitized data higher than the RAM thresh-
olds are multiplexed out to a set of buffers. Channels are read out in groups called‘ lists. One
wire list consists of '192 channels, one pad list consists of between 768 and 1024 channels. The
information from one channel for one bucket cycle is stored on a 32 bit data word containing the
digitized pulse height, the channe] address, the CCD bucket number, and parity information. A
typical event will have ~ 6000 words of data to be read out, while a multihadron event might
have ten times this. Wire list buffers can store up to 8% works, and pad list buﬁ'ers can store up
to 2k words. The digitized data in the buffer are read out by a VAX 11/780 computer. These

data, after some preliminary error checking are then written to magnetic tape.

In order to calibrate the response of the entire signal processing chain, it is necessary to

introduce test signals with reproducible amplitudes and rise times substantially shorter than the
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Figure 3.8: The electronics test pulsing system. Slgnals set by a 12 bit DAC are sent by a
MOSFET driver to the shielding grid on the TPC sectors,

time coﬁstant of the shaping amplifiers. The pulsing syst.ém (igure 3.8) was compt;sed of a.digit.al:
to analog converter \\}ith 12 bit a@curacy hooked to MOSFET drIiQers. The pulsing system could‘
produce signals between 0 and 6.5 V with a risé tim‘_e of 30 n‘sec, a 0.2 % linearity, and <1 %
variation from chax;nel to cha.nnel [33]. For both tﬁe wire and pad cﬁbraﬁon, test signals from
the MOSFET drivers are coupled to the slueldmg grid. The induced signal on the wires and
pads are then used to produce a cahbrat.lon curve for each d.lscrete detector element. Calibration
curves (figure 3.7) were fitted by cubic sphnes, with maximum devxatnons from the curves on the

order of one to three counts [34].

8.8.5. Track reconstruction B ‘

The first step in track reconstruction is refered to as cluster finding. The production of
clusters in the raw data is schematically illustrated in figure 3.9. First, the digitized data are
reordered into individual detector elemeqtg as a.function of CCD bucket number. These reordered
data are scanned to find local pulse height maxima.‘ Any local maximum at least 5 counts higher
than neighboﬁng peaks is labeled a cluster. A parabolic fit is_t.hen made to the highest 3 buckets

in each cluster. From this fit, the pulse height, pulse width, and z position of the cluster are
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determined. Since the £ coordinate is the result of a fit to several samples, it is possible to obtain
a position resolution better than the width of the CCD bucket, but since the shape of the =
cluster also depends on the shaping response of the amplifiers, the determination of the z cluster

position will not be as accurate as the determination of the pad cluster position.

In order to obtain an accurate measurement of the z location of a cluster, we must know
the drift velocity. Changes in the drift velocity due to systematic shifts in pressure, temperature
and drift field could be corrected for from monitored information [35]. However, because of
unmeasurable changes in the there was a substantial variation (~ 1 %) in drift velocity over the
course of the running cycle which could not be corrected. Changes in the methane fraction on
the order of 4 % would be necessary to account for the changes in drift velocity of this size, it
is also possible that impurities were responsible for these ﬂﬁctuations. bTwo passes were made
on the data to determine constants such as electron attenuation, drift velocity, overall gain, efc .
On the first pass, the locations of the clusters are‘ plotted as a fanction of CCD bucket number.
Figure 3.10 shows such a plof, the sharp edges are the physical boﬁndaries of the detector, (the
sectors and the HV ﬁembrane) .. From fits to these edges, the drift velocity, and. origin of the z
coordinate are determined on a run by run basis to an accuracy of about 0.5 mm for ionization
drifting over the entir? 1m ler.xgth.. The measured drift velocity is then used on subsequent

analysis passes to assign accurate 2 coordinates for clusters.

Two other effects had to be corrected for in determining the = coordinates of clusﬁers. Even
with the wide copper strips on the field cages, the electrostatic charging caused distortions on the
order of 1 mm within 4 em of the field cages. It was possibie to parameterize these distortions
8o that they could be measured and corrected for on a run by run basis. From the first analysis
pass, the magnitude of this effect was calculated as a function of both z and radius, and was
corrected for on the second pass [27]. In addition to this, it was discovered that there was a
temperature gradient of ~ 3.0° C from the top to bottom of the TPC active volume. With this .
gradient, the ionization will drift at different rates at the top and bottom of the TPC, res>ulting
in a systematic distortion of up to 4 mm. This, too, was corrected for in subsequent analysis

passes.
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Figure 3.9: Illustration of track clusters seen on one wire and two pad channels. The wire clustex
consists of 5 to 7 CCD buckets. The pad cluster (in this case) consists of two z clusters on
neighboring pads.
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Figure 3.10: The location of clusters as a function of drift time. The sharp edges are from
the physical boundaries of the drift volume. This distribution was used to determine the drift

velocity on a run by run basis.

After the pad z clusters are formed, these are then scanned to find neighboring pads with
% clusters at roughly the game 1z position. If the pulse heights of 2 or more neighboring pads
form a local maximum as a function of pad number, the associated pad z clusters are tagged as
8;1 n cluster. The cluster location in the coordinate perpendicular to the drift direction, g, is
determined from the centroid of the pad pulse heights when 2 pad are fixed on a cluster. When 3
or more pads are associated in a cluster, a Gaussian fit to the 3 pulse heights is used to determine

not only its y coordinate but also the width of the cluster.

The charge imaged on one pad row from a single track v;ﬂl have contributions from the
proporfional signals on the neal;est five wires to the pad row. The width of the resulting pad
response will depend on the pulse heights on these wires, the track inclination with respect to
the pad row, a, (see figure 3.11), the magnetic field, the wire spacing, and the drift length. As
a function of n, the coordinate along the padvrow, the spatial distribution of the induced charge

on the pad row will be the sum of five Gaussians, one for each wire [36):

2
PHpad(ﬂ) x Z Wa'Hic_""/”’ (3.1)

where

¢ stands for wire number (¢ = 0 is centered on the pad row, ¢ = +1 is on the edges of

the pad row etc)

H; is the pulse height on the ** wire
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PH is the pad pulse height

n; is the distance along the pad row from the avalanche on the it? wire to the center of
the pad

o is the intrinsic width of the pad response from the avalanche on one wire

w; is a geometrically determined weight for each wire

The weights are: wy = 0.239, wyy = 0.117, and w+g = 0.0135 [36]. The width of the pad
response, o is typically 4 mm. If one includes the effects of diffusion, the magnetic field, and

track inclination, the pad response, o , can be written as [36]:

2 2 i
o= [03 + ”%EL: + (0?72!: + a?,) tan? o — -2% tanf tana + %tan’ﬂ] (3.2)

where
Ly is the maximum drift length (=1 m)
D is the spacing between wires (4 mm)
0, is the intrinsic width (3.6 mm)
op and o, are related to the o dependence (0o =3.6'mm, op = 1.4 mm)
B is related to the avalanche spreading out in the presence of a magnetic field (see figure
3.11) ’

The first term is the intrinsic response of the pad to a point source of ionization causing an
avalanche at the sense wire. The second and third term are the result of the transverse diffusion
of the electrons as they drift to the endcaps. The last two terms arise because the magnetic field
will tend to spread out the avalanche along the sense wire. With no magnetic field, the track
ionization will follow a path perpendicular to the wire as the avalanche develops (dashed line in
figure 3.11). In the presence of a magnetic field, E x B effects will skew the actual path followed
by an angle 8, as shown in figure 3.11. With the TPC operating parameters described earlier
B = 4.2° [36],

After clusters in the TPC have been determined, the pad clusters are used by a pattern

recognition program to find charged particle tracks. Since the pad information is essentially
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Figure 3.11: IMustration of the variables used in pad cluster reconstruction.

three dimensional, the TPC has a unique ability to reconstruct tracks, particularly in complicated
multihadron events. This is to be contrasted to other colliding beam detectors thch must rely on
projective geometries or charge division to reconstruct track coordinates in all three dimensions.
The pattern recognition program uses the “histogram” and “two " and “three point” algorithms
[37]). A track must have at least 4 pad clusters on it for it to-be detected by the reconstruction
software. Because of electrostatic distortions, the pad row closest to the inner radius field cage
was not used in track reconstruction. From hand scans of the data, it is estimated that the
track reconstruction efficiency is 95 % for track with at least 4 pad clusters. After a rough fit is
obtained for the trajectory, a detailed fit is applied, which includes an extrapol.ation through th‘e

beam pipe, and the effects of energy loss and multiple scattering.

The position resolution for tracks in the TPC can be determined from residuals to the fitted
trajectories. The z resolution, determined using cosmic rays is o, = 340+ 5 pm [36]. The
resolution in the bending plane, 0. is typically 180 um, but will depend on its inclination with

respect to the pad rows , a. In general, the o dependence of o,y can be written as [36}:
3 2 2 L ~L 3 L 2
ogy{e, L) =04 + opg e’ secatope’” cosatan’a (3.3)
m

where
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« is the electron attenuation (~ 0.06 ;n~! in the TPC).

N

L is the drift length
Ly, is the maximum drift length (1 m)

0,4 represents the intrinsic resolution of the detector, this is limited by ionization statistics,
electronic noise, and the pad width (64 = 160+2 um). The second term arises because transverse
diffusion will vary over the drift length. For operating conditions, op = 105 + 6 um [36].
Fluctuations in the avalanche process give will tend to smear out the track location, reducing
the resolution. The third term is the result of this smearing, with oo = 249 & 7um [36]. Both
the second and third term in ‘(3.3) have a factor, 7L, which is the result of electron attachment

over the drift length.

\

The momentum resolution for energetic tracks (> 1.5 GeV /c) where multiple scattering is
negligible, is Ap, /p? =~ 4.5 % where p is measured in GeV /fc. If the track fit is vertex constrained,

the resolution is 3.7+ 0.3 % (GeV [c)~!.

Details of the < dE/dz > reconstruction are given in the next chapter.

3.4. Triggering

Since this dissertation is concerned primarily with charged particle data, only ﬂthe relevant
_charged particle triggeljs employed in the PEP-4 detector will be digcussed. The low angle Bhabha
trigger, necessary for luminosity monitoring, will also be described. There are 2.45 uecc between
between beam crossings. Since it takes ~ 20 usec for tracks to drift the length of the TPC, a
fast pretrigger (~ 2 psec) is needed to determine on which beam crossing an event was produced.
This pretrigger was provided by fast signals from the IDC, the ODC, and from prompt signals
seen on the sense wires from tracks going through the sectors. The final trigéer used information -
from the TPC sense wires, and could trigger on tracks pointing lﬁck to the beam-beam crossing

point.

An IDC or ODC *“hit” is defined if a pair of cells in different layers but with the same
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azimuth fire within ~ 0.5usec of a beam crossing. The single cell efficiency is estimated to be
99 % in both chambers, however, the IDC was run with only two layers active because of voltage
breakdown problems caused by deposits in the chambers. This efficiency is expected to be true |
for tracks with as Little as 10 % of the ionization deposited from charge-1e tracks [38]. For
triggering purposes, the IDC and ODC are bofh divided into twelve 30° sections in ;zimut.h (see

figure 3.12).

There are fast discriminators connected to the output of the TPC wire shaping amplifiers.
The discriminators can be set to fire if a signal is above a preset threshold , which varies from
1 to 16 on an arbitrary scale. Discriminator thresholds were typically 4, where 10 correspondsb
to the pulse height seen from a minimum jonizing charge-1e track [39]. The output of these
discriminators are sent to logic units where trigger decisions are made. For triggering purpoées,
the wires on a sector were grouped into 23 radial groups of 8 wires.. Each.group of 8 wires is
termed a majority unit. A majority unit is turned on if three out of eight wires in the unit have
pulse heights over the discriminator threshold within a 2 ysec window. The séétor signals were
also ganged together azimuthally in pairs in what are termed supersectors (figure 3.12). There
are 6 supersectors per endcap, consisting of overlapping segments, each covering 120° in azimuth;
the overlap of a pair of neighboring supersectors is 80°. If a charged track frdm tile beam-beam
crossing goes through a sector, ébout 10 em of drift length for that track can be seen in a 2 usec

window around the beam croséing. This information was used in defining a prétrigger.

The azimuthal and radial trigger elements for the IDC, ODC, and TPC are indicated in

figure 3.12.
The following two conditions were used to define a pretrigger:-

1. An IDC hit AND a prompt TPC maj.ority hit on one of the sipersectors overlapping
the IDC azimuthal section. The TPC majority hit had to occur in the upper half of the

sector.

2. An IDC hit AND an ODC track hit in the corresponding or one of the adjacent ODC

azimuthal sections.
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Superseétor
(A¢ = 120°)

Supersector
(A¢ = 120°)

1 majority unit
1 IDC Azimuthal section : ( = 8 wires)
(A¢ = 30°)

1 ODC Azimutha! section

Figure 3.12: Az imuthal groupings of IDC, ODC and TPC detector elements into trigger units.
The TPC super: ectors consist of 8 overlapping pairs of sectors, each covering 120° in azimuth.
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For a pretrigger to be satisfied, there had to be a coincidence of two separate instances of either
of the above conditions within 2 gsec of a beam croésing.' Said another way: either 1 and 2,
or 1 and a separate 1, or 2 and a separate 2 would define a pretrigger. Pretrigger rates ranged
from 0.5 to 1 kH 2, flepending on beam conditions. Because the first pretrigger requires a track
to go through the upper half of the sector, this restricts the triggerable dip angles to the range,
60° > & > 45°. Only tracks with a dip angle smaller than 45° will satisfy the second pretrigger
above. Because of track curvature in a magnef,ic field, some.low momentum traéks will not satisfy
the above triggers. 80 MeV /c and 85 MeV [c are the minimum values of p, that will satisfy the

above pretriggers.

One important feature of the TPC triggering configuration was the ability to trigger on
"beam associated tracks by extrapolating in the z coordinates. A rspple is defined for a TPC
track if a line of majority hits can be formed which point to within +20 em of the beam-beam

crossing [40].

A trigger was satisfied by the logical OR of the following conditions:

TPCT The majority latches are ganged into gx'oups of eight, dividing each sector into three.
TPCT is true if all three of these groups are true on one endcap, and two of these groups
are trﬁe on the other endcap. In addition to this, a ripple had to be found pointing back
to the beam crossing. This is used to trigger on tracks with near zero dip angle. (typical

rate = 0.05 sec™?)

TPCS TPCS is true if 2 or more ripples are found in non-adjacent sectors. (typical rate

= 0.7 sec™!)

COPL The COPL (for coplanarity) trigger was true if there were hits in back to back sections of
either the IDC or ODC, in conjunction with a single ripple in a supersector overlapping

one of the hit drift chamber sections. (typical rate = 0.05 sec™!)

COLN (colinearity) is true if there are IDC hits in back to back azimuthal sections in conjunction

with one ripple trigger in a corresponding supersector, and back to back majority hits
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in corresponding supersectors, in opposite endcaps. (typical rate = 0.05 sec™!)

Trigger rates were typically 1 Hz. The live time during data acquisition averaged 80 %.
The estimated triggering efficiency for multihadron events, 99 %, was qﬁite high because of the
large multiplicity of these events [39).

For luminosity monitoriﬁg purposes, the pole tip calorimetefs were used to coimt low angle
Bhabh.a scattering events. A Bhabha trigger was “true” if there was at least 4 GeV /c in each

PTC module. Typical PTC Bhabha trigger rates were 0.3 Hz,

3.5. Luminosity Monitoring

The integrated luminosity for data runs was determined by counting the low angle Bhabha
scattering rate. Both the wide angle Bhabha rate into the HEX calorimeter , and the number
of multihadron events were used to corroborate the derived luminosity. The angular range of
acceptance of the Bhabha trigger was limited to between 15.6° and 32.9° in the polar angle (0 =
beam axis) [41}. For a Bhabha event to be counted, in addition to satisfying th? Bhabha trigger
detailed above, each electron had to have at least one third of the beam energy. The maximum
acolinearity angle allowed between showers was 10° [41]. Including detection efficiency, and
radiative corrections, this namber was ﬁsed to derive the luminosity from QED predictions, with
the recipe

L= .102 nb~! x NBIu

The systematic uncertainty in the luminosity measured in this way is put between 6 and 10 %
[41]. In all, the total luminosity for the Spring 1983 running cycle was found to be 77 £ 6 pb~!,

where the error assigned is systematic, [42].
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Chapter 4.

Energy loss measurement in the TPC

Quarks and diquarks are fractionally charged (%e,%e,%e), and if produced as free particles
wﬂl ionize matter differently than charge-1le particleq. The TPC identifies charged particle species
through a simultaneous measuremeni of momentum and ionization, and although designed pri- -
marily to identify Q = le particles, it is sensitive to these fractionally charged particles in certain
domains of ionization, mass and momentum. The energy loss per unit length, < dE/dz > is
a function of the charge and velocity of the incident particle, and of the characteristics of the
medium. In gaseous detectors, such as the TPC, the energy loss curves assume a characteristic
shape, (figure 4.1), falling as 1/8% (8 = v/c) at low velocities, going through a minimum and
then rising logarithmically with # until it reaches a constant value. If one plots < dE/dz >
versus momentum rather than velocity, the charge-le particles will fall along curves with this

characteristic shape but displaced along the momentum axis, as shown in figure 4.2.

As will be discussed later, the ionization curves of frz;ctionally charged particles have qual-
itatively the same shape but are shifted in both < dE/dz > and measured momentum relative
to the Q =1e population. Since the energy loss of a charged particle scales approximately as its
_ charge squared, the < dE/dz > curves are expected to shift by a factor of ~ Q2. Because track
curvature in a magnetic field also depends on charge, the apparent momentum, (or rigidity) p/Q.

will shift for fractionally charged particles by a factor of 1/Q relative to the charge-1e population.

In order to be sensitive to small numbers of free quarks and digquarks, one must search in
regions of < dE/dz > and apparent momentum not populated by the stable @ = le particles

(e, py K, 7, p). The search regions will be dictated by the shape of the charge-1e ionization
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Figure 4.1: Plot of energy loss per unit length < dE[dz > as a function of the product. of the
kinematic variables 4.
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Figure 4.2: Curves of expected < dE/dz > vs. momentum for the stable charge-1e particles p.
K , 7, and e. The curves are calculatmg assuming the TPC operating conditions, detailed in
' chapter 3.
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curves, and the detector resolutions in these variables. As will be shown, the requirements of
relativistic charged hadron identification and a sensitive free quark search put similar constraints
on the < dE/dz > resolution. We must also know where the expected < dE/dz > curves of the

fractionally charged particles lie with reasonable accuracy in order to calculate efficiencies.

< dE[dz > as ‘mea.sured.in a multiwire proportional chamber, such as the TPC, is not a
single measurement, but a fit to or average of many samples of ionization for eaacl; particle collected
at the sense wires. The ionization spectrum seen at the wires for a single particle is both very
broad and asymmetric, accordingly many samples are required to achieve high resolution both
through statistics, and by throwing out the long, high en;ergy tail of this spectrum. The detailed
shape of the < dE/dz > curves, and the < dE/dz > resolution will be determined not only
by the details of the atomic collisions between the incident particle and the medium, but also
by the way one reconstructs < dE/dz > from the data. In this cilapter, a parameterization for
< dE[dz > as a function of velocity and charge will be described, along with the factors affecting

the < dE/dz > resolution in the TPC.

4.1. < dE/dz > as a function of 7, and charge.

The energy loss of a charged particle results from the coupling of its electric field to atoms in
the medium it traverses, with the dominant contribution coming from atomic excitations. Qual-
itatively, the probability of exciting an atom in a mgdium scales as the square of the transverse
component of the incident particle’s electric field with respect to its velocity vector. This can be
understood in terms of the “golden rule” from perturbation theory: the atomic transition prob-
ability goes like the square of the amplitude, and this, in turn, is proportional to the transverse
field strength. By symmetry, the longitudinal component of the electric field will not contribute
to the transition amplitude. From this scaling, it is not difficult to see that the transition prob-
ability, and hence the energy loss will scale as the charge of ti\e incident'pm't-iclé squared. One
can also relate the different regions of the < dE/dz > curve to how the transverse coinponent of

the electric field scales with the kinematic variables # and 7.
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The 1/5? part of the ionization curve arises because as the velocity of the incident particle
increases, it spend less and less time near any single atom in the medium, with no appreciaBle
increase in the transverse ﬁ;ld strength. When the velocity approaches the speed of light, the
amount of time spent near any atom tends to a constant value. At these velocities, another effect
comes into play: the Lorentz contraction causes an increase in the transverse component of the
electric ﬁ;ld with f7. Due to this increase, the energy loss scales as In(#7). At even higher
values of #7, because of the shielding effect of atomic polarization, the energy loss curve levels
out onto the relativistic plateau. Atoms in the medium will have a polarization proportional to
the transverse electric ﬁeld strength, and when g4 of the incident particle goes beyond a certain
range, its increased field will be exactly co§npensated by the increased amount of shielding,
resulting in a constant value of < dE/dz >. The actuﬂ range of A7 at which the the relativistic

plateau is reached is determined by the properties of the medium [44].

On the basis of a relatively simple derivation (cf reference [45]), one can write a good

approximation to the average energy loss per unit length, < dE/dz > as:

4 2.2 2m. f2 '
<dpfls >~ 202 {l"' (12 +Thf):ﬁ’7’) % 2} 1)

where
I is the logarithmic mean atomic ionization potential
w is the plasma frequency of the medium
n is the electron density of the medium
m. is the electron mass
e is the electron charge

Q is the charge of the incident particle

The 1/8? scaling of the curve for non-relativistic velocities is apparent from the term in front of
the curly brackets. The logarithmic rise with g4 and subsequent plateau are both apparent from

the arguments of the logarithm, It is important to note that the onset of the relativistic plateau,
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and the slope of the logarithmic rise are determined by t.he relative values of I and hwfv in
the denominator of logarithm. One can see that gasesvwith larger ionization potenfials will have
larger relativistic rises than media with lower values of I. For detectors designed to separate
Q = 1e¢ particles on the ln(ﬂ'x') part of their ionization curves, one typically c-hoo.ses a gas with
a large ionization potential, such as argon, so that the < dE/dz >"sebaration in the relativistic

rise is as large as possible.

Another effect contributing to the energy loss results from nhe Rutherford scattering of
atomic electrons by the inc.ident‘particle. These are termed knock-on elecnrons, or 5-ras's. The
probability of an energy transfer, AFE, to electrons from Rutherford scattermg goes as 1/(AE)?,
and extends out to the kinematic limit of energy transfer, wluch can be substantial for relativistic
incident particles. Wlth the approxlmatlon that the mass of the mcldent partlcle is much greater

than the electron mass, then the maxunum energy transfer can be written as:
AEm" ~ 2m ﬂ’ 2 | ' (4.2)

For typical values of 84 found in hadronic ﬁnal states at PEP energies thls limit can be several
hundred MeV, meaning that secondary electrons appearing as relatively stiff tracks in the de-
tector can be produced. The 1/(AE)? dependence of the Rutherford scattering cross section is

responsible for the long high energy tail of the ionization distribution.

A realistic treatment of energyvloss in a gaseous deiector, contairling, for example, argon,
must include the effects of many atomic energy levels, and the contribution ef the é-rays. A
treatment along these lines [46] is used to fit the TPC charged particle data, and is the basis
for the calculation of the detection efficiencies of fractionally charged particles. A convenient
starting point is the inelastic differential cross section, (d*N [dzdE) for a charged particle in a
dense medium. The average energy loss per unit distance can be found by integrating this cross

section over E dE up to the maximum allowed energy transfer E 4.

Eﬂ‘l‘ qu
< dE/dz >¢ogragc= ./0 (d dE) E dE . (4.3)

There are three contributions to the inelastic cross section, : s
d°N d:N d&’N. d’N o
(dsz) = (dsz)“f (dsz) Tt (dsz)c o (44)

58



This includes the contributions from atomic excitations, §-ray .product.io_n, and from Cerenkov
emission. The Cerenkov term contributes less than 1 % to the _overall ‘< dE[dz > and will be
neglected here. As input to the inelastic cross section, one needs some measure of how likely a
given energy, E, is to be transfered to the atoms in the medium. This measure is a function
representing the detailed structure of af.omic absorption levels, and is refered to as the generalized
oscillator strength, f(E). For some arbitrary f(E}), the inelastic cross section for excitations can

be written as [46]:

(#25). =52 (E(I:;;::Z:—-f)))—-ﬁz'.R.e(c)] o

where
P is the gas pressure in atm
a is a constant containing the factors of electron density (123 eV/atm cm for Ar)
€is thercomplex index of refraction of the medium
E is the energy loss in the collision (in eV)

Note that this expression is quite similar to >equation (4.1). This is no ﬁccident, for 1f one were to
take f(E) to be a single delta function at an energy I, (e if f(E) = §(I) ) then from integrating
over E dE, one would obtain a result with much the same form as (41)

The 4-ray term results from quési-free scatt@ring of electronsv by the incide_nt particle, and
is simply the Rutherford scattering crosg section. If IWe take into acc;)unt the atomic binding

energy, the ionization term can be written as [46]):

R e e L

Here Epno; is the same kinematic limit as in (4.2), and o is the same as in equation’ (4.5).

In order to turn (d?N/dzdE) into an energy loss, one must integrate over EJE. To do this
some model is needed for f(E). the atomic oscillator strength. This simplest approximation would
be to take f(E) as a single § function, representing the logarithmic mean ionization potential for

the gas. A slightly more involved approach would be to approximate each level in the gas as a §



function, and sum (d?N/dzdE) over all levels. With reasonable accuracy, one can approximate
S(E) with the photoabsorption cross section [47], reflecting the fact that the ionization and
excitation of atoms in the medium are driven by the flux of virtual photons surrounding the
incident particle. Figure 4.3 shows the photoabsorption cross section for argon as measured with
x-rays. An analytic model of this will give reasonable predictions for < dE/dz > (accurate to

~1%). One can break up f(E) into a sum over oscillator strengths for individual levels, as

J(E) = E Wi/i(E) | | (4.7)

where W; répresents the probability of exciting the i** atomic level (see table 4.1). For the TPC

gases, each f;(E) can be parameterized by a function of the form [46):
0, s if £ < E;

- ) . .
el (£) 7, fE<E<o

The constants, E;, and S; can be found from table 4.1 for argon and methane. This function

fi(B) = {

approximates the “edge” like structure of the argon and methane photoabsorption cross sections.
With this approximation, the excitation and §-ray terms can be integrated to find < dE/dz >.

The excitation term for the average < dE/dz > is

< dE/dE >¢_gc=_

S [ B () o ) - ) o

An approximation for ¢ can be made for each level; this is [45]):

i-g== | | (4.9)

here P is the gas pressure (in atm), and w is a constant which takes the value of 0.82 eV fatm ¥
for argon. The product, w\/P is t.ﬁe plasma frequency of the medium. For the TPC operating

conditions, w = 0.77. Here we have introduced the notation
El = E;e% T | (4.10)

The excitation term can now be evaluated, and with the above substitution, one obtains

2p 9 wi?
< dE[dz > ¢so= %—Em {ln ( o ﬂ";?zw'; 77 E:) —ﬂ’} . (4.11)
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in the limit that Epgx >> E}. Note that in the above equation each energy level, E;, has a
different value for the logarithmic rise, which also depends on the operating pressure. Higher
pressure means a lower value of 84 for the onset of the plateau, and hence less separation between

relativistic charge-1le species.

The §-ray term to be evaluated is
< dE[dz >5=

/E.., { (SE_'. 1) (1-ﬁﬂE/Em..,)/ 8(E" - E)( ) ~ S dE'}dE (4.12)

here 0 is just the step function. With the approximation that Emaz >> E] this yields:

< JE/dz >5= °’§:P ‘;W.- {ln (%”j",ﬁ) -8 - ('s',—l-_l') } (4.13)

To find the total energy loss, we must add the excitation and é-ray contributions together,

Q’P

this gives:

: 2,2

Table 4.1 gives the values of W;,S;, E, and E! for the argon K,L and M shells; also are shown'

the values for the methane levels. It should be noted that even the above equation is incomplete;
some energy loss processes have been neglected, such as the ionization from §-rays, which can
lose energy through atomic excitations and subsequent ionization. The best way to-calculate |
the expected energy loss is through a detailed computer simulation which models not only the
atomic processes, but also characteristics of the detector, such as finite sample thickness, the
proportional process, angled tracks, etc . Such a simulation has been written, but'is very time

N

consuming to run and is not as practical as an analytic approximation. . -

With a knowledge of how energy loss scales with 87, it is possible to viflﬂentify_.s'gngly and frac-
tionally charged particles by making a simultaneous measu_rement of < dE/ dz > agd momentum.
Equation (4.14), a good approximation for < dE/dz >, is a function of the incident particle’s
velocity and charge alone. Mass does not play a role; this is because < dE/dz > depends only oni

the electric field of the incident particle. If one measures < dE/dz > and momenta of different
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Figure 4.3: Argon photoabsorption cross section, from reference [47].

Level W:| Si|Ei(V)]E (eV)
Ar K | 0.111 | 2.75 3206 5677
L | 0.444 ] 2.29 248 538

M} 0.133 | 3.20 52 82

M | 0.311 | 3.20 16 25
"CH, | 08]215 12 27
CH,4 0.2 | 2.52 | 283 548

Table 4.1: Values of parameters used in determining the energy loss curves.

species of Q = le particles, one \‘vill find a set of curves with similar characteristics (te. value of
minimum ionization, plateau, etc.), but displaced in momentum relative to each other. Figure 4.2
shows the curves of expected < dE/dz > vs momentum for the stable charge-1¢ particles ¢, p, K
and 7 from’equation (4.14), using a 20 % CH, 80 % Ar mixture at 8.5 atm as input parameters.
One of the goals prompting the construction of the TPC was the separation of relativistic kaons
and pions by using < dE/dz > measurements. The K - # separation on the logarithmic rise is
typically 15 % in < dE/dz > for the TPC operating conditions. For a five staxidard deviation
separation of these particles at a momentum of 4 GeV /c, a < dEfdz > resolution on the order

of 3 % is required.

The simultaneous measurement of momentum and < dE/dz > is also the basis for the
fractional charge search. As seen in equation (4.14), < dE/dz > scales as ~ Q*; this means that
~ the overall scale of ionization for Q = %,g-, and #e particles will scale in < dE/dz > by factors
~ %, % and igﬁ relative to the Q = le particles. Because the momentum in the TPC is inferred

from a measurement of track curvature, and since curvature scales as @, the rigidity, or apparent
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Figure 4.4: < dE[dz > vs. apparentptﬂsmgﬁﬁ}%cc)urves expected charge-le particles 7, K, p,
and e, and for Q = %,%, and 4¢ particles with a mass of 5 GeV/c2.

momentum, p/Q for fractionally charged particles will be shifted by a factor of 1/Q relative to the
Q = 1¢ population. The curves expected for @ = a’g" and %e panicles with a mass of 5 GeV/c?
are shown in figure 4.4 against the Q = le curves. Since at most, a tiny yield of fractionally -
charged particles is expected, one needs good resolution to search in regions of < dE/dz > and
apparent moméntum with little or no background expected from the stable charge-le particles.
As an example, consider the resoiut.ion needed to achieve a 10 standard deviation separation
between relativistic electrons and Q = %e particles at minimum ionization. With a/minimum
.ionizat.ion for a charge-g'e particle expecﬁed at about 156-"5 t(ha;; for a charge-il.e particle, and a
relativistic plateau for electrons expected at about 14 t,imes that of minimum ionization, such a
separation implies a < dE/dz > resolution of ~ 3 %. The requirements of < dE/dz > resolution
for relativistic particle separation and the fractional charge search are thus quite similar.

T

4.2. The energy loss distribution

t

The shape of the energy loss distribution will determine the < dE[dz > resolution in the

detector. As stated earlier, the actual spectrum of energy loss for charged particles is very broad
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and asymmetric. The shape of the curve depends not only on factors such as atomic energy
levels, velocity, etc., but also on sample thickness, which introduces operational questions as to

how a real detector measures < dE/dz >.

There are two contributions to the shape of the energy loss distribution, the first is from
atomic excitations. In fhe Limit of a single § function atomic energy level, the resulting energy
loss distribution for thick samples will be a Gaussian, in which the width will obey 1/ \/N
statistics, where V is the number of excitations per sample. For thin samples with few excitations,
the energy loss will follow a Poisson distﬁbution. The TPC energy loss distribution will be
approximately Gaussian for M shell excitations {~ 80 per sample), and Poisson for K and L
shell excitations (~ 4 and 0.03 per sample). As a consequeﬁce of the fact that the number of
excitations varies with velocity, the corresponding width of the energy loss distriBut.ion will also

be a function of velocity.

The second contribution to the shape of the energy loss distribution comes from é-ray pro-
duction The shape of the energy loss distribution for ionizations in thin samples was first de-
scribed by Landau [48] for an idealized plasma.. He derived the following approximation for the

probability of seeing an energy loss A, in a sample of thickness z:

Pleya)=-L [ {m [pA-—z fo B ( £ ;"E)a(l-wg(-w)) dE']}'dp'  (4.15)

271 —fo0

where
(d?N/dzdE); is the differential cross section from the Rutherford term
E and p are integration variables

Epqx is the kinematic limit of §-ray production

Although a complete treatment of this distribution is beyond the scope of this paper, some of the .
important features will be examined. The Landau distribution has a lon._g,‘l}igh energy tail which
falls as 1/A?, resulting from the energy dependence of the Ruthel;ford scattering cross section.
A relatively sharp rise to a maximum characterizes the low energy end of this distrib_ution._ The

shape has a non-trivial dependence on both Q, the charge of the incident particle, and the sample
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thickness, z. A good measure of ho§v the shape changes with z and @ is the most probable value

Cof A.In argon, this is given by [48):

ip 1.2190Q%P W,
By = an L in ( ;? z > E.ﬁ) (4.16)

Where the variable,

has been introduced; E;, W;, and S; can be found in table 4.1.

The shape of the real energy loss distribution will be a superposition of Gaussiaﬁs, Poissons,
and a Landau distribution, all convolved with the detailed shape of the photoabsorption cross
section of the chamber gas. For a minimum ionizing particle there will be ~ 90 excitations, and’
~ 10 quasi-free scatters per 4 mm sample size at the TPC operating conditions. The resulting
energy loss distribution is therefore mostly Gaussian, with some tail ( figure 4.5). As before, the
best way to find the expected energy loss distn'bution is to use a detailed computer simulation’

of all the gas processes, and to rely on empirical fits as a guide to an analytic approximation.

The width of the Gaussian part of the energy loss distribution will be a limiting factor in
achieving good < dE/dz > resolution. Sample thickness and. pressure will partly determine this
width; naively one might expect the resolution to scale as the square root of the number of
excitations in the gas. For pions at minimum ionization, the energy loss distribution has a full
width at half the maximum of ~ 55 %. In order to achieve the requisite 3 % resolution, one can -
go to very thick samples, or to high pressures, or both, thus increasing the number of atomic
collisions per sample length. For the separation of relativistic particles, like #’s and K's, one

must also consider that increasing the pressure will also reduce the slope of the logarithmic rise.

One can gain in resoluf.ion by taking more samples of ionization, here the detector size
and granularity are the limiting factors. The relationship between resolution and the number
of samples, n will.to some extent also depend on the shape of the energy loss distribution: for
a § function distribution, not many samples are ne.cessar.y, for a perfectly flat distribution, an
infinite number of samples will not. give any information. Since the shape of the distribution is

approximately Gaussian, one should impiove the resolution as ~ I/ﬁ With a finite number of



samples, the best method for reconstrucling < dE/dz > from 'the energy loss distribution is rlot
clear. One approach [47] is to fit the distribution with some ane\lytic fullctiorl, from which one
can derive < dE/dz >. This has the disadvantage that one needs a detailed model for how the
distribution varies with mass, energy, path length, etc. In general it may be impossible to come
up with function which is easily integrable, in which case < dE/dz > reconstruction takes up
much computing time. The approach adopted by the TPC is to use only the informa;ion in the
Gaussian part of the distribution as a measure of < dE/dz >, this is because the Landau tail is
very flat, and large ﬂuctuatlons under tlllS tail can mgmﬁcantly reduce < dE/ dz > resolution.

h

This technique is refered to as the truncated mean algorithm.

Allison and Cobb [47] have derived a power law formula for the resolution of gaseous detectors
as a function of sample thickness (Vinicm'), pressure, P (in atm) and number of samples n, based
‘on a fitting algorithm. In terms of the resolution, R, as a %'full width half maximum, they find

a scaling law that goes as:

R =96 n~046(gp)-0-32 ’ (4.17)

Walenta [49] found thatva sca.l.irlg law of the form ﬁ_o'“ is ;pprolpria‘te‘in estlmating <dE/dz >
resolution from a fmncated mean algorithm. For the TPC pressure and sample thiekness, Ris
expected to be ~ 8 %, for 100 samples. This cerrespOIlcls to a sl.andard deviation of ~ 3 %,
which is compatible with the resolution requirements detailed earlier. Note that the l'elationship
between n» and R follows approxunately 1/ \/7-7: scalmg Because ol' the scalmg of resolutlon with
n, one should require a minimum number of 1omzatlon samples for the 1dentxﬁcatxon of charged
particles. For the fractional charge search tracks were requlred to have at least 80 usable samples

of ionization.

For the present analysis, the value ol < liE/dz > is defined to be the mean ol the lowest 65 '
% of the energy loss samples. The choice of 85 % is somewhal; arbitrary, as there is only a slight
dependence of the < dE/dz > resolut.non on the fractlon of samples used in comput.mg the mean
of the truncated energy loss distribution [50]. One could for example, use a 45 % or a 76 %

truncated mean < dE/dz > with little loss in resolution.
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Figure 4.5: Energy loss distribution in the TPC.

With the above operational definition for < dE/dz >, it is apparent that neither the most
probable value, nor the average value of < dE/dz > will give an exact correspondence to the
truncated mean < dE/dz >. A modiﬁe(i version of equation (4.14) is used to predict the
ionization curves for both Q = le and fractionally charged particles. This function is a mixture
of empirical fits to the TPC data and the detailed atomic model described earlier. With the
values taken in table 4.1 , the expected < dE/dz > (in keV/cin) for a cell thickness z (in cm).

taken from the 65 % truncated mean of the energy loss distribution is given by [46]:

apQ? X 2men? 1 2190pQ2
= — Wiln | o————=— -
< dB/dz >= = {Z In (E:.+qu/E;) +A m( Z B
(4.18)
The constants in (4.18) are o = 123 eV/atm cm and w = 0.77 &V Jatm¥. Here y = fy. The
constant A is a free parameter of order unity which can be used to fit the log-length dependence

from the data.

The second term in the curly brackets results from the changing shape of the Landau distri-
bution with sample thickness, z, and charge, Q. The Q dependence of this term arises because
of the Q2 term in the Rutherford scattering cross section. Since the shape of the Landau curve

will shift with Q and 2z, the truncated mean will also be affected. There is only ~ 2% deviation
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of equation (4.18) from the idealized Q? dependence of < dE/dz >. Since the Q dependence
of < dE/dz > is of primary importance to th§ fractional charge search, it is of some concern
how accurate equation (4.18) is, especially in the absence of fractionally charged particles as a
calibrant. It is shown in appendix B, however that the detection efficiencies for free quarks do

not strongly depend on small deviations from the above scaling.

Because of the changing shape of the Landau distribution with sample thickness, there will
be a non-trivial dependence of < dE/dz > on the inclination of tracks with respect to the
sense wire plane. This dependence is difficult to derive analytically, especially with a truncation
algorithm. In practice this dependence was measured using cosmic rays, and a correction factor
was defined which normalized all < dE/dz > measurements to a standard sample length. From
equation (4.18) one sees that < dE/dz > scales with the sample thickness as [n(z). The actual

correction factor used was
< dE/dz >carrcctcd=< dE/dz '>m¢a,u'¢d -0.9[n(3:) ’ (4.19)

where z is in centimeters. This behavior is consistent with the results of detailed simulations

[50]. All measurements of < dE/dz > in the TPC are normalized to a sample-thickness of 5 mm.

Figure 4.6 shows the prediction éf equation (4.18), taking A =1, along with the results of
a ninth order polynomial fit to muons and electrons in the TPC. Both curves are normalized
to the same value of minimum ionization, 12.1 k.eV/ em; this overall normalization is necessary
because it is impossible to derive the absolute ionization scale to much better than 10 %, as
a result of the various processes other than ionization through which tracks lose energy. The
curves agree remarkably well, except for the value of the relativistic plateau, for which the data
is ~ 2.5% lower than < dE/dz > found from 4.18. The source of the discrepancy is not .known,
but this will not significantly affect the fractional charge search, as the momentum for particles
other than electrons on the relativistic plateau must be at least ~ 100 GeV /c. The value of the
relativistic plaiea‘u, taken from the 7 — ¢ separation in the charged particle data is 1.39 times

that of minimum. Equat:ion 4.18 predicts that this separation should be 1.41.
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Figure 4.6: < dE/dz > vs B for Q=1e particles as predicted by equation (3.28), and from the
TPC data. The curve representing the data comes from a ninth order polynomJal fit to muon
and electron data.

4.2.1. Practical considerations

Recall that both the quark search and relativistic hadron identification requu'e ~3-4%
<dE[dz > resolutlon Since the intrinsic resolution is ~ 3 %, one must ensure that systematic
shifts in the energy scale are below the 1 % level. These systematic shifts include electron
attachment, wire dependeﬁt gain shifts, non-linearities in the prop;)rtional process, electronic

baseline shifts, voltage and pressure fluctuations etc .

In the TPC, the measurement of energy loss is an indirect process, involving many steps.
An implicit assumption is that the number of free electrons produced per unit track length is

proportional to < dE/dz >, that is the energy loss, AE; in the it sample can be estimated as:

AE; = const.xn; : (4.20)

where there are n; free electrons produced. The constant of proportionality can be deduced from
source spectra, or calculated directly. Neither of these methods are entirely satisfactory, therefore
one really has to measure the energy loss of a set of known particles in order to set the scale of

< dE[dz >. Not all the energy- lost shows up in the form of free electrons. Some of it shows up
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as thermalization and low energy photons, both of which will escape detection in a proportional

chamber. \

As ionization electrons in the gas drift to the proportional wires, tﬁey will diffuse, and some
fraction will be absorbed by electronegative impurities, such as Og, in the gas. For detectors
with long drift lengths, like the TPC (~ 1 m), one must take care to minimize the absorption. In
order to reduce the attachment, electronegative impurities in the g‘as'x.nust be kept below 1 ppm.
This can be achieved with commercial purifiers, but even with f,hese, some residual attachment
remains (~ 6 % over a meter of drift). This can be measured and coﬁected for on a run by run

basis, with a function of the form:

feorrected = Nmessured X e‘ﬂ_' (4.21)

where nmeqaured is the number of ionization electrons collected at the sense wires, I is the drift

length, and 7 is the attachment coefficient. 4 had typical values of 0.08 m ™!

When the ionization electrons arrive at the sense wire, they produce an avalanche. Only
when running at low gains can the actual signal seen at the wire be used as a measure of the
number of ionization electrons [51] Smce there is a ﬁmte spatlal -extent to the electron cloud,
some electrons wd.l avalanche before others If the chamber runs at a very high gas gain, the
first electrons avalanching will tend to deplete the populatlon of atomic electrons near the wire,
making the the late arriving electrons produce smaller avalanches. This can destroy the linearity
of the proportional proeess. At gains above ~ 104 this effect begihs te introduce angle dependent
non-linearities [47]. For this reason, and to reduce electrostatic distortions resulting from positive
ions drifting into the active volume, the TPC ran at a'gas gain of ~ 10°.

The actual pulses seen on the wires are generated by the slow migration of positive ions
away from the sense wires. The time structure of the induced signals will show a sharp rise time
(~ 100 nsec) and a long tail. Since the TPC is a multitrack detector, the long tail from the
proportional process can cause a substantial baseline shift. For this reason, the TPC amplifiers
have a negative feedback built in (time constant =~ 100 nsec) which cancels the long tail, giving

a fairly symmetric pulse shape. Even with pulse shaping, one must be careful to eliminate any



residual baseline shifts. In order to avoid pile-up from such shifts, ionization detected on the
wires were used for < dE/dz > reconstruction only if there were no other clusters within 3 em
in z. Residual baseline shifts were < 0.5 % with this separation requirement [52].

Fe®® source spectra were used to calibrate the TPC wire gain. At the op‘eraii};g pressure
and gas mixture, the Fe?® spectra show two peaks, a primary peak at 5.9 KeV, and a secondary
Auger peak at 3.0 KeV. These spectra were useful beciau;e'they provided an absolute calibrant

of wire gain by depositing a constant number of electrons near a wire.

Feb% source spectra were first used to measure gain variat.ions from wire to wire, and along
the length of each wire (¢ein the 5 'coordinafe). Detailed maps ol; the wire response were made for
each wire at 4° intervals for all sectors at the time of consltruction. Tl;ése maps, showing typically
~ 38 % variation in response along a wire, were used to correct the pulse height information during
track reconstruction. Over the course of the mx;ning cy;le, source spectra were taken periodically
at 3 points along each wire to check for systematic drifts in the response. No evidence of ageing

was seen.

' Drifts in voltage, gas denéity and cbmposition were large enough to cause suBstantial -gain
shifts (~ 5 %). To ac}liev'e the desﬁed resoluﬁon, several compensation faétors were used to
accomodate these fluctuations. The voltage sﬁppli?s used were capable of ﬁaintaining ;'oltages
to within ~ 0.2 %. In terms of gain, a 1 % voltage change corfesponds to a 18 %léhange invgain.
During the running, theb sense wire voltage;s were xxioniﬁored; and a puise .height correction factor

was used in track reconstruction of the form:

-17.8
PHcorrcctcd =PHmeuur¢¢ X (_'_) I R (4‘22)

where
PH is the pulse height
Ve, is the n(.)minal sense wire voltaée ('3405 V)

Va,m is the measured sense wire voltage

The exponent was -determined empirically.
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The density dependence of gain arises because of gas processes near the wire. If the density
near the wire goes up, the mean free path goes down, hence the average velocity of electrons
between collisions goes down, making the gain drop. Typically, a 1 % change in density implies a

10 % change in gain. A power law correction factor was used to compensate for density changes,

of the form:
_ p 9.1
PHeorrected = PHpmeasured X (p_m) (4'23)
0
where

po is the nominal gas density

Pm is the measured gas density

Again, the exponent was determined empirically.

In order to find p,,,, one must xﬁeasure both the gas pressure and temperature. Since pressure
tends to equilibrate rather quickly throughout a gas volume, only one pressure measurement is
necessary, and commercially available pressure transducers were more than adequate to track
pressure changeg. On theb other hand, becéuse of the large thermal mass of various parts of the
detector, the temperature varied substantially (~ 3° C) from one part of the TPC to another.
It would have been desirable to know the gas temperature directly at the sense wires in order to
determine the local gas density, but unfortunately, it was not feasible to do so. An average of
the gas inlet temperatures was used as an overal! temperature constant. It was also .discovered :
that a temperature gradient of ~ 2.5° C existed b'et;v.een the top and the bottom of the TPC

active volume. This, too, was corrected for in determining the gas density at the sense wires.

Despite these corrections, there were still overall ga:m changes as large as 8 % over the course
of as few as 2 days. Fortunately, both the drift velocity, the wires, and independent Fe®® monitors
in the same gas volume tracked with these gain shifts. Although it is not known with certainty,
changes in gas composition are thought to 4hjave been responsible for these drifts. The actual
fraction of methane, and the level of impuritiesy were never measured directly, but, independent

tests indicate that the methane fraction must be kept constant to within 0.2 % for a resulting

’
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. Figure 4. 7: Gain shifts as a function of run number for data collected between February 9th and
- April 10th, 1984 Each run typlca.llv lasts 1 hour.

1 % gam stability [53]. Impurity levels can also affect gain, but there are little data on these.
Smce there were residual shifts in overall gain as large as 8 %, and since one of the putative
causes could not be measured, it was necessary to determine directly from charged particlg data
these overall gain shifts on 2 run by run basis. For this reason, two passes were made on the
entire set of charged particle data. From the first pass, not only was the position of minimum -
ionization for pions measured, but also a number of other quantities, such as attenuation factors,
temperature gradient, elc were determined. These constants were then used to correct the data
on a second pass in which the overall gain shifts were taken out. Figure 4.7 shows the gain as
measured from minimum ionizing pions before corrections as a function of time for part of the

data taken in the Spring of 1983.

With the gain correction factors measured and put in, the < dE/dz > resolutiop for pions
at minimum ionization was measured to be 3.6 +0.1% using a Gaussian fit, and requiring at least
80 ionization saﬁples on a track. For wide angle Bhabha elgctrons with at least 80 ionization
samples, the resolution was measured to be 3.1+0.1 % using a fit to a single Gaussian {figure 4.8).
The Bhabha sample was analyzed using gain corrections identical to those used on the multi-

hadron sample. The difference in resolutions is presumably due to the smaller width of the energy
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Figure 4.8: Distribution of < dE/dz > for wide angle Bhabha electrons with at least 80 samples
of ionization. The line is the result of a fit with a single Gaussian function; the resulting width
is 3.1 %. '

loss distribution for electrons, because of the larger number of excitations per sample. Figure 4.9

shows a scatter plot of < dE/dz > vs apparent momentum for tracks in the multihadron sample

(defined in the next chapter) with at least 80 samples of ionization.
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Figure 4.9: Scatter plot of < dE/dz > vs apparent momentum for tracks in multihadron events.
Tracks in this plot had to have at least 80 samples of usable ionization. The apparent bands
correspond to the ionization curves from the stable Q = 1e particles, ¢,7,K,u, and P.
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Chapter 5.

Data analysis

5.1. Overview

The data analysis used in the search for free fractionally charged particles is described in
this chapter. Here, we are looking for inclusively produced free quarks or diquarks in the reaction
ete™ — QX where Q is the fractionally charged object, and X represents hadrons. As outlined
in chapter 3, the technique used to identify fractionally charged particles is a simultaneous
measurement of < dE/dz > and momentum. In a plot of these two quantities, tﬁe definitive
signature for the production of free fractionally charged particles would be the appearance of
a band of traci(s with the characteristics of an ionization curve, but scaled in < dE/dz > by
a factor approximately equal to Q? relative to the population of Q = 1 tracks. The apparent

momenta of these tracks will scale as 1/Q relative to the charge-le population.

Even before st.;;rting the search it is reasonable to to expect that the inclusive free quark
production in e*e"_collisions will not be so copious as to generate a solid band of tracks. This
expectation is justified in light of previous searches conducted at accelerators, all with null results
(see references [4}, [6], and [5]), and to a somewhat lesser extent by theoretical expectations that
the production cross sections will be suppressed strongly relative to typical hadronic processes
[16], [9]. Given the expectation of a low yield, one must then search in regions with almost no
background. This means using regions of < dE/dz > and momentum with relatively little or
no contamination from the stable (ycr > 100 cm) charge-le particles produced in multihadron

events. There are two regions meeting this criterion. These are the shaded areas in figure 5.1,
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shown with the expected ionization curves for charge-1¢ and fractionally charged particles. One
is at high momentum and high < dE/dz >, and the other is at low < dE/dz >. In general, the
resolutions of < dE/dz > and momentum for the Q = 1¢ population will determine the actual
shapes and positions of the boundaries of the search regions. If these are drawn properly, there
should be a negligible contribution from these particles. There are two othel; boundaries to the
search regions; these are imposed by electronic considerations. .ln principl.e one could measure
pulses almost as small as the noisg level, in praétice, the thresholds set in the detector electroﬁics
will prevent low amplitude pulses from being detected, setting a lower limit on measu;'able
< dE[dz >. An upper limit on the measurable < dE/dz > is set by the dynamic range of the

electronics.

Even if one succeeds in the above goal, there are still two potential soﬁrces of background,
both populating the search region at high < dE/dz > and high momentum. The first comes
from deuterons and tritons producec.;l in interactions of primary t;racks with the detector material.
These particles have ionization curves lying partly in the sensitive region, and if produced in large
enough quantites, would reduce the sensitivity to fractionally charged partic]es.. The second
potential background comes from overlapping track pairs. If two high momentum tracks have a
small angular separation, the pattern recognition program sometimes reconstructs only one track.
Because the detector cannot distinguish the ionization from two overlapping tracks, the ionization
from these will add, and the < dE/dz > for the reconstructed track will be approximately double
that for @ = le tracks. Since ionization scales as ~ Q?, the overlapping pairs ﬁriﬂ appear to have

a charge of roughly ﬁ e.

It is possible to reduce this background significantly by applying a set of restrictions to
all candidate tracks. Although the restrictions were based on visual scans of candidate tracks,
they wer; made quantitative (ie. based on measurable track parameters) so that the loss of
sensitivity due to the restrictions could be measured. Another reason for making the reﬁricti&ns
quantitative was to avoid a potential pit-fall: many searches of this type rejected a substantial
number of candidates on the basis of a visual scan. These rejections were probably well justified,

but the loss of sensitivity from such a procedure is impossible go quantify.
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Figure 5.1: Search regions in < dE/dz > and apparent momentum. These are the shaded areas.
The ionization curves shown are for the stable Q = le particles and for Q = %, %, and %e
particles with masses of 5 GeV [¢2. The search region for Q@ = g- and %c particles includes the
shaded region at low < dE/dz >, and the shaded region at high < dE/dz > above the dotted

line. The search region for Q = %e particles is in the upper shaded region.
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In general, when the search regions were defined; or when restrictions were placed on the
data, the guiding principle was to reduce the background as much as possible while not sig-
nificantly reducing the presumed signal. There were a number of ways of testing this maxim,

including applying the same restrictions placed on candidates to the known Q = le tracks.

The organization of this chapter is as follows, first the Limits of the search regions will
be defined, based on known resolutions. A preliminary set of cuts will be applied to get a
multihadron sample, and candidate tracks will be tagged in this sample. The cuts used to reduce
the backgrounds will be described, followed by a discussion of the cross checks used to ensure

the validity of these cuts. After this, a discussion of remaining backgrounds will be presented.

5.2. The Search regions

As stated above, the boundaries of the search région are dictated by the detector resolutions
in < dE/dz > and momentum, and by the expected population of charge-1e tracks in 77 pb'v1
of integrated luminosity. A rough estimate of the population of Q = 1e tracks is sﬁfﬁcient
to determine where to place these boundaries. FIn this data sample, there are roughly 30,000
multihadron events at a 29 GeV center of mass\ energy. In this sample, with an average charged
track multiplicity of 11, one expects roughly 300,000 pions. This will help determine where to
place the upper boundary of the low < dE/dz > search region. The population of electrons '
above 1 GeV/c and the population of protons in the 1/4? revg'ion of the ionization curve will
~determine the boundaries of the search region in high < dE/dz > and high momentum. One
expects approximately 8,000 protons (and anti-protons) in the 1/5? region of their ionization

curve, and about 3,000 electrons (and positrons) with momenta above 1 GeV [ec.

5.2.1. < dE/dz > resolution

A standard requirement for good < dE/dz > resolution is a restriction on the number of wire
clusters used in forming the 85 % truncated mean. In this analysis a track is accepted if it has at

least 80 good wire clusters along its length. Because of geometric constraints, this requirement
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effectively reduces the fiducial volume by making 1.1 mred the maximum dip angle a track can
have. Figure 5.2 shows the number distribution of the number of good wire clusters found on
tracks in the multihadron sample. The dotted line represents the predictions of the fast detector
simulation, TPCLUND (described in references [37],[55]); and in the next chapter). With this
restriction, the < dE/dz > resolution is o 4g Jaz> B .;5.6 %, measured by fitting a gaussian to
pions at minimum ionization. Using electrons from wide angle Bhabha scattered events, one finds
a resolution of 0. 4p/dx> ~ 3.1%. The difference in the resolutions arises because the electrons,
being on the relativistic plateau, produce a larger number of primary ionization electrons per

unit track length.

If the shape of the < dE/dz > resolution is a Gaussian, one can use the fdllowing approx-
imation to estimate the background. Suppose we have a population of N, tracks of a known
species, let us further suppose that they all have the same @omentum, hence only one value of
< dE[dz > will be the mean. In order to avoid background contamination from this sample, we

make a cut on the possible < dE/dz > for tracks of the rare variety:
< dE[dz >2 g, (5.1)

If the mean value of < dE/dz > for the known species is y, then the number of tracks in this
sample expected with < dE/dz > greater than y, can be estimated as:

N=.72A::7‘/:oez.p—{-(z2;0;‘):} dz (5.2)

If y, is more than several o larger than p then the following expression can be used for the above

Integral:
1 [® _p eV 1

. E/ﬁndmm(l-ﬁ) (5.3)

Figure 5.3 shows the result of a Gaussian fit to the < dE/dz > resolution for wide angle

Bhabha electrons. Because of radiative effects, Bhabha electrons are not monoenergetic, but

because the < dE /dz > curve is varying slowly with momentum for high energy electrons, these

essentially have a constant value of < dE/dz >, and are therefore useful to measure the detector

response. As one can see, there are longer tails in' the distribution than in the fit, this is due
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Figure 5.2: Number of tracks showing n wire hits. The dashed line is from the TPCLUND Monte
Carlo.

to processes such as the production of very high energy § rays. To a good approximat;ion,‘the
< dE/dz > resolution function can be represented by the sum of two Gaussians with a common

mean value. If the relative population under one of the Gaussians is denoted as f, then the

resolution function can be written down as:

=g (e (S (50 (B5E) e

where oy and o5 are the standard deviations of the Gaussians. As will be described in the

section on backgrounds, this function gives a good approximation to the tails of the < dE/dz >
distribution (see also figure 5.4). A maximum likelihood fit to the < dE/dz > resolution function

for wide angle Bhabha electrons with at least 80 good wire clusters gives the following parameters:
p=16.4 +0.01

01 =0.473 £0.007
03 =13 0.1

f=0.93 £0.01
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Figure 5.3: Gaussian fit to the < dE/dz > resolution function for wide angle Bhabha electrons.

The fit gives a standard deviation of 3.1 %. Note the long tails in the distribution which are not
represented by the fitted curve. '
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Figure 5.4: A two-Gaussian fit (see parameterization in text) to the < dE/dz > resolution

function for wide angle Bhabha electrons and positrons. Note that the long tail is much better
approximated by this function.
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A fit of the < dE/dz > resolution function for pions at minimum ionization gives:

#=12,07 £0.01

0y =0.44 +0.01
03 =0.8 £0.1
/=088 £0.05

The largest potential background in the:_seax_'ch region at 1(_>w < dE/dz > comes from Q = 1e
particles at minimum ionization. In order to make this negligible, candidates in this region were
required to have values of < dE/dz > less than or equal to 8 keV /cm. To a good approximation
only the wider Gauésian contributes to the extreme tails of the < dE/dz > resolution function. _
We can use the above approximation (5.3) to estimate the yield of pions in the sample below
8 keV fem. 1t is expected that the contamination should be about 0.005; that is, one would need
about 200 times the present statistics to expect with reasonable probability a track with 80 good

\
wire clusters to fall in this region.

The resolution function for the Bhabha electrons will determine wher‘eﬁt‘o'plaﬂce the low
< dE[/dz > boundary of the search region at high ionizati_on and high momentum; For the
Q= g-e and Q = %e search, this boundary was set at the line'< dE/dz >= 24 k’eV/cm.
With this cut, the above approximation gives an expected yield of approximately 1 electron in
1000 times the present sample above the boundary. Placing the cut here gives problems for the
Q= %c search, however, as minimum ionization for these particles is expected at 21.4 keV [em.
The eﬁiéiency for Q = %e tracks would be substantially reduced with the boundary here. . For
this search the lower boundary was chosen at < dE/dz > equal to 1.2 times the value expected
for highly relativistic electrons. With the boundary at this value, one expects 0.4 electrons in the
given sample in the sensitive region, using the above approximation. The probability of finding
at least one electron in this region is 30 %. As it turns out, no candidates were found with

< dE/dz > larger than 1.2 times that for electrons which matched the electron hypothesis.
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Figure 5.5: Saturation value of wire channels. Units are keV [em.
6.2.2. Boundaries imposed by electronics

Because of electronic saturation there will be an upper bound to the sensitive region in
< dE/dz >. In principle, one doesn’t have to restrict the range of < dE/dz >, for if‘t‘me found
a track which saturated the electronics, yet had a high momentum, it would be clear that this
was some particle with an exotic mass and/or charge, but one would have a difficult time making
an unambiguous identification of the < dE/dz >. If the search region included the saturated
region, the calculation of detection efficiencies would be complicated because of the effect of an

indeterminate detection efficiency.

In order to avoid this problem, a restriction is placed on the maximum allowed value of
< dE[dz > Figure 5.5 shows a plot of the number of channels vs. their saturation in units of
keV [em. As one can see, above 50 keV [em a significant number of channels are saturated. The

restriction < dE[dz >< 40 keV [cm was chosen as a conservative cut.

Eiectronic noise and the settings of the digitizer readout thresholds pres_ent,ed a lower Limit
to the measurable < dE /dz >. The setting of the thresholds were t.ypic‘ally 10 counté above the
pedestal value (noise is about 4 counts RMS). This corresponds, on average, to an ionization
~ 1/10** that of a minimum ionizing @ = le track. This is perilously close to the expected
minimum ionization fora Q = %e particle. Electronic noise will also reduce the position resolution
for tracks with low ionization. The track detection efficiency will fall to zero as one approaches

the threshold ionization.
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Figure 5.6: Distribution of pad and wire clusters found on tracks in low gam runs. The dashed
line is the same distribution t.aken from normal runs.

In order to estimate the efficiency of tracks with low ionization, several runs were ma.de-
in June 1983 on beam data with the TPC sector gahl reduced by lowering the \;olt.ag'ev on the
sense wires. Runs were. made at —3300 V,.and at —3250 V (nominal value is 3400 V) These
corresponded to gains of 55 % and 42 % of the nominal operating value. At the reduced gz;in, the
Q = le tracks appeared to the signal processing chain past the wires as particles with minimam
values of < dE/dz > of 8.9 and 5.8 keV [em. Unfortunately, time constraints precluded reducing
the voltage even further, so an estimate of the loss of the efficiency must be extracted from these
data. The results of these runs indicate that although the reso]utions drop slightly; the track
detection efficiency is reduced by no more than 3 %. Figure 5.8 shows a comparison of the number
of pad and wire clusters found on a tracks.from data taken on one of the low gain runs, and
from the normal data taking. Thx;.re is no reduction in the number of clusters found on' tracks,
in fact, there are more good wire clusters found on tracks in the low gain runs because of fewer
saturations. Since there was no data was taken at lower gains, a lower limit was set consérvatively
by choosing 4 keV [em as the lower boundary of the lower s_earcb region. At this value of energy
loss it is estimated from extrapolation of the low gain runs f.hat the sp?tial_ resolution in the

bending plane will be about 300 um. Figure 5.7 shows a comparison of the ionization spectra of
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Figure 5.7: Ionization distribution (pulse height spectrum) taken from low gain runs _(solid line)

ard from normal runs (dashed line). The curves are normalized to a common truncated mean
< dE/dz >. ) )

pions at minimum from normal data and from the low gain runs. The curves are scaled to have
the same value of the 85 % truncated mean. The lower edge of the jonization curve will begin to

fall below the RAM thresholds for tracks with a < dE/dz > substantially below 4 keV/em.

One disadvantage of choosing this for a lower boundary is that one is not sensitive to Q@ = %-e
particles at their minimum lonization. It is certainly possible that one could detect particles
with < dE/dz > less than 4 keV fcm, but this would be with an indeterminate efficiency. This
boundary is below the value of minimum < dEfdz > for Q = %e particles, however, and the
detector is sensitive to them here. One also can detect Q = %e particles in the 1/4% part of their
ionization curve in the lower part of this region. Also, as will be shown in Appendix B, the exact

choice of the lower boundary of this region doesn't affect the efficiency: strongly.
65.2.3. Low Momentum Boundary

So far, cnly the effect of < dE/dz > resolution on where the boundaries are drawn has been
discussed. Since there is a substantial population of charge-1e particles at low momentum and

high < dE/dz > in the 1/5? part of their ionization curves, we must be careful to draw to low
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Figure 5.8: Distribution of momentum errors, §p/p® for tracks with momenta greater than
1.5 GeV /¢, as determined from residuals to orbit fits. TPCLUND comparison is shown in dotted
lines.

momentum boundary of the se arch region at high < dE/dz > so as t.o avoid background from
poorly fit tracks. The proton population, for which the 1/4? part. of the ionization curve is at

the hlghest momentum, must be excluded. This consideration will largely determ.me where this

boundary will be drawn. The momentum resolution of the TPC (discussed in chapter 3) is:

b ~ \/[0.06) + (0.035p)? : (5.5)

with p measured in GeV /c. For protons at 1 GeV/c (< dE/dz >~ 20 keV [cm), this implies that -
bpfp~8%. |
The boundary in momentum was again chosen conservatively to guarantee no contamination
from the proton population. This houndary was set at the curve of expected < dE/dz > for a
Q = le particle with a mass of 1.8 qu"/cz. It is quite difficult to estimate the “spill over” for
this boundary from the protons because the errors in momentum are not Gaussianly di\stributed
(since one is directly measuring the track sagitta, not the radius of curvature). However, one
can calculate §p/p for each track from the residuals to the fit. For tracks with momenta gr‘eater
than 1 GeV /c, the error 6p/p? is a constant in p. ‘,Fi!gure 5.8 shows the §p/p? distribution for
tracks with momenta greater than 1.5 GeV [c. Due to multiple scattering, tracks Witil momenta
substantially less than 1 GeV [c wilj have much larger values of 6p/p?. As outlined in appendix
A, the expression for 6p/p2 at high momenta is identical for particles with a charge other than

1e if one substitutes apparent morentum, p/Q for p above.
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A way of keeping the proton background down to a negligible level is to make a restriction on
6p/p?; this will reduce the effect of the tail of this diétribution. A standard requirement placed
on candidates in the search rggion at high < dE/dz > is to accept tracks with momentum errors
6p/p* < 0.1. This effectively reduces to nothing the contribution of protons to a background

signal in the search region at high < dE/dz >.

To summarize the boundaries of the search regions in < dE/dz > and momentum are
chosen so that the high < dE/dz > boundary of the upper region at 40 keV /em, the < dE/dz >
boundary set at 24 keV/cm for the Q = 2,1¢ search, and at < dE/dz >= 1.2 times the
< dE[/dz > expect.eti for electrons on the relativistic plateau for the Q = %e search. The
low momentum boundary of this region is defined by the curve of < dE/dz > expected for a
1.8 GeV/c? charge-ic particle. The high < dE/dz > boundary of the lowel; search region is set

at < dE[/dz >=8keV [cm, the low < dE/dz > boundary of this region is set at 4keV [em.

5.3. Multihadron Event Selection

The inclusive search is for free fractionally charged particles in the reaction ete™ — 4* —
QX, where X = hadrone and Q is the exotic particle. Limits on the inclusive production
 cross section for fractionally charged particles are usually quoted in terms of s(ete™ — Q-Q—X),b

because charge conservation requires a fractional charge balance in the event. In this search, one

is looking only for a single free quark (61' diquark) in a multihadron event.

The multihadron selection criteria used here were very similar to those used in almost all
ete™ experiments at these energies. A useful definition in describing these criteria is whether or
" not a track comes from the beam-beam crossing point; this will be referred to as beam associated.
A track is beam associated if its distance of closest approach to the beam-beam crossing point
in the (r, ¢) plane is less than or equal to 5 crn and if the distance of closest approach in z is less
than or equal to 10 ¢m. The beam profile has a horizontal width of 500 um and a vertical width

of 50 um.

From the preanalyzed data tapes described in the previous chapter, multihadron events were
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Source % Contamination
T 3.2
249 2.0
Beam Gas 0.5
Cosmic Ray 2.5

Table 5.1: % contamination of the muliithadron sample from various background sources.

selected if they satisfied the following criteria:
1. The event contains at least 5 beam associated tracks.

2. The scalar sum of the momenta of the charged particles in the event must be greater

than or equal to half the beam momentum (i'e. Y |p| 2 7.25GeV [c).

3. The forward-backward energy imbalance, 3_ p./ ). |p| must be less than or equal to

0.4,

The object of these selection criteria is to reduce as much as p_ossible thev Vcontamination’,?
from cosmic rays, 77, gt 4~ ,Bhabha, 2 photon and beam ga§ events. The restriction of 5 or more
tracks is set because of the bz;ckground from 7 decays involving 4.charged particles in the final
state. The second and third requirements reduce the contribution of beam gas and 2 photon
events By requiring a symmetric (with resb_ect to 2) topology of the final state ﬁarticles, and
some minimum energy.

With these cuts there is ~ 8 % contamination from these Backgrounds. Table 5.1 shows the
breakdown of the sources of background (fbr details, see references [37] and [43]). In the 77 pb~!

of integrated luminosity collected, 29,094 events passed these criteria. Studies with TPCLUND

indicate that these criteria accept ~ 80 % of all multihadron events.

5.4. Candidate selection at low dE/dx

. A preliminary selection was made of events with tracks in the low < dE/dz > search region.
Events were selected from the muItihadrbn sample if they had a beam associated track with at
least 80 good wire clusters and a < dE/dz > greater than or equal to 4 keV /cm and less than or

equal to 8 keV [cm. Ten candidate events satisfied these criteria. A visual scan of the candidate
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Figure 5.9: Average value of < dE/dz > as a function of th(e 'gl'erage distance from the sector
edge, < 7.4 >

tracks in this sample showed that they bordered the edge of the sectors which they were dete;:ted
in.

Both the momentum resolution and thé the gain of the TPC sectors drop rapidly within
2 em of the edge. A reasonable requirement, then, is to require particles to be detected well away
from this region. In order to quantify this, a measure was devised of how cloéze a track came to
the sector edge. Each pad hit has an 5 coordinate, 7;. F;r the pad row on which the hit was
detected one also has a maximum allowed value of 9, fmaz, dictated by the sector geometry. For
N pad hits, the average distance of all the pad hits on a track from the edge of thé sector is given
by:

. N N .
1
< Nedge >= 'ﬁ E(Iﬂcl - |’7ma.rl) ' (5'6)
=1

If one plots (as in figure 5.9) the average value of < dE/dz > as a function of < ﬂe,lggc >, one finds

that < dE/dz > drops off for < 9¢4ge > < 2 cm. Clearly these tracks appeared in the sample

because they lay right along the edge of the sector. A restriction was made that < 'I;dge >22cm

for all tracks in the data sample.\ After imposing this restriction, no candidate tracks remained

in the data sample of low < dE[dz >.

As a check of the expected background from @ = 1e tracks at minimum ionization, the high
< dE/dz > boundary of this region was raised to 9 keV /cm. Using the approximation to the
- < dE/dz > resolution function described earlier, it is easy to show that one expects ~ 5 tracks

in this region. Three tracks were actually found in this area, which is consistent with an estimate

90



of five. . ‘ ' .

5.5. Search region at high dE/dx and momenta

Candidate events in the multihadron sample were selected if they had a beiam associated
track with at least 80 good wire clusters, and a < dE/dz > and momentum falling in the ubpebt
sensitive region. In addition, the momentum eﬁor, 5p/ p? , for candidates in this region had to
be less than or equalvt.o 10 % (p measured in GeV /c). Because of problems in estimating 6;7 for
tracks near the edge of the sectors, a cut was made on < 9¢4ge > idehtica] to the one discussed

above (< 9.4ge >< 2 cm).

" The requirement that a track be beam associated helped reduce the background from
deuterons produced in the beam pipe or in the detector itsef. Because of finite production
angles, nuclear secondaries produced in the detector will usually not extrapolate, within errors,

through the beam-beam crossing point. This will be discussed in detail later.

In the Q@ = %e search region, 132 candidates passed these criteria. 92 candidates passed
these criteria in the upper Q = %, %e search region. Figure 5.10 shows a scatter plot of these -

candidates in < dE/dz > vs momentum. No clear band of ionization stands out to the eye.

There were two possible sources of background in this region.l As mentioned above, deuterons
can populate this region, but if these were deut.eréns, the candidates would tend to crowd the low
momentum boundary, which is nbt seen. Since deuterons aris? mainly from interactions in the
detector, one would expect that if these were deuterons, they would be positivgly charged. There
are roughly equal numbers of positively and negatively chargéd tracks in the sample, indicating
that this is not the case. The second possible background arose from overlapping track pairs
which were reconstructed as single tracks. This, as it turned out, was the largest source of these.

tracks.

5.56.1. Pad restrictions

A subset of these tracks (~ 50) was scanned visually to se¢ if they possessed any unusual
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Figure 5.10: Scatter plot of candidates in the search region at high < dE /dz > and momenta.
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Figure 5.11: Overlapping track pair taken from the data sample.

characteristics indicative of the backgrounds described above. A close inspection of many of these
candidates revealed characteristics which were very suggestive of overlapping tr;ck pairs. Figure
5.11 shows the pad clusters from such a candidate. The track is labeled G in the figure. One can
plainly see next to the track the presence of pad hits (denoted by stars) not associated with a
known track, yet indicétivé of a second track not detected by the pattern recognition program.
Figure 5.12 shows the resultant pad clusters ‘and fit when two tracks are generat.ed with an
angular separation of 10 mrad in the GLOBAL detector simulation. The GLOBAL simulation
[37] was a very detailed, CPU intensive program, which emulated the physical processes of the
detector response to both charged and neutral particles. The output of GLOBAL was in the same
format as the raw TPC dat:a. The raw data provided by the simulation could then be processed
in the same way as the TéC data was processed. The similarities between the overlapping track

pair produced by GLOBAL, and the track in figure 5.11 are striking.

The pad information can be used to reduce this background. We require candidates to
have pad widths consistent with a single track, and require them to not have a large number of
unidentified pad clusters nearby. Because of the neai‘by pad hits, it is apparent that the track
in. figure 5.11 is not a bona fide candidate, but really a pair of overlapping tracks which were

reconstructed as one. This can be quantiﬁéd by asking how many pad clusters not associated
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Figure 5.12: Overlapping track pair generated by the detailed detector simulation, GLOBAL
[37].

with fitted tracks fall within 3 ¢m in 2z and 9 of a t.rack;v this number will be referred lto as
pad- The distribution of n,,4 is shown in figure 5.13. The solid line is the distribution seen
for candidate tracks, the dashed line is the distribution seen for normal Q = le tracks in the
multihadron sample (here the normalization is such that the highest bins in each histogram
are made the same height). The tracks in the upper gensitiv_e region have a significantly larger

number of nearby pad hits than those found near normal Q@ = 1e tracks.

In order to reject a large fraction of the overlapping track pairs as candidates, all candidates
were required to have fewer than 3 nearby pad hits not associated with a known. track (ie.
fpad < 3). This reqﬁirement. eliminated 66 of the 132 candidate tracks passing the preliminary
criteria. From figure 5.13, one can see that this restriction does not reduce significantly the
Q = 1le population. As an estimate of the inefficiency incurred by using this restriction, the
same requirement was placed on heavily ionizing (< dE/dz >> 20 keV /em) Q = 1e tracks. This

reduced the Q = le population by 4 %.

Because of the loss of position resolution near the edge of the TPC sectors, it is possible for a
track to register wire and pad hits bordering the edge of the sector, and yet not be reconstructed

by the pattern recognition program. If another track has approximately the same z coordinates
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Figure 5.13: Distribution of the number of close pad hits not associated with fitted tracks for
all data (under hatched) and for the tracks in the upper sensitive region. The distributions are
normalized such that the tallest bins in each distribution have the same height.

as the undetected track on the edge of the sector, the wire clusters from these two will merge,
" giving a track with twice the < dE/dx > bof a Q = le particle. An example .o!' this is shown
in figure 5.14, with the hits from the undetected track faling along the edge of the sector.\kln
order to eliminate this background, a cut on the number of néarby non-track associated pad hits
‘was made, similar. to the one used above on n,,4. A candidate was rejected if it 'had 4 or more
pad clusters not associated with an identified track, and located within 3 e¢m in z of the track.
The only substantial difference between these two cuts is that in this case, the restriction on
the proximity of the pad clusters in # has been dropped. This cut eliminate_d 36 (out of 132)
candidates. Again, the inefficiency this criterion introduced was estiméted‘by applying the same

cut to the heavily ionizing Q = le tracks. This cut reduced the efficiency by less than 0.5 %.

Another means of reducing the background caused by overlaping track pairs is the cluster
width information. When the clusters from two tracks merge ioget}ner, the resulting clusters are
wider than those found for normal tracks. A reasonable requirement is that all candidates have

ionization cluster widths consistent with a single track.

The ionization clusters imaged on t;hree pads provided a way of measuring the width of the
ionization clusters. One can fit a Gauss;ian to these three pad clusters, deriving a width, 0,4,
which is typically 3.9 mm for normal tracks. Figure 5.15 shows the distribution of pad widths
for three pad clusters from Q = 1e tracks in the multihadron sample. The pad information is.

, N .
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Figure 5.14: Undetected track bordering the sector edge.

unfortunately rather sparse, with 2 to 10 pad clusters with measurable:g,,4’s found per track.

The distribution of the number, N, of three pad clusters per track is quite broad.

As a measure of the overall width for any gi%én track, one could average the cluster ﬁ’idths,
but this is a crude measure, especially with 55 few as two 3 pad ‘clusters per.track. A more
efficient way is to use the likelihood measure. From the width distribution shown in figure 5.15,
one can make a probability function, P(0pad4), rep.resenting the probability of finding a width
Opad on a three pad cluster on a single track. From this one can write, for N three pad clusters,

the likelihood function, £(N, P), as:

N * = -
L= (1:[7(0.-)) - | (5.7)

It is usually more convenient to work with the log of this function, so we define the log-likelihood,

L, as:
1 N
L=in(l)= N E In(P(0i)) : (5.8)

Qualitatively, L will be a negative number because one is taking the logarithm of a probability.
Tracks with high likelihoods (se. widths consistent with a single track) have values of L close to

0, while tracks with low likelihoods have large negative values of L.
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Figure 5.15: Distribution of pad widths found on tracks in the multihadron sample.

It is reasonable to normalize with 1/N. Suppose the probability of finding a particular width,
Oo is P,. Suppose further that there are two tracks, one with 2 hits of width 0,, and one with 10
hits of width ¢,. Since the hits have the same width for both tracks, one \yo‘uld naively expect
that the erﬁhood for these two should be the same; the normalization by 1/N guarantees this.
A Monte Carlo calculation was made to demonstrate the.va.lidity of the 1/N normalization. Pad
hits were chosen with widths chosen using the distribution P (s,). A "track” was simulated by -
getting N from the distribution of N three pad hits per track. From these N three pad hits, a
likelihood distribution \vas‘genera'ted. The distribution giving N was altered severely to see how
the resulting likelihood function varied. As it turned out, the shape of the N distribution had
a negligible effect on L. It should also be pointed out that the width distribution, and hence
L is independent of the value of < dE/dz > for a track. This is because the width is largely
determined by the transverse diffusion of the primary ionization electrons, and not on the actual
number of these; the number of three pad solutions, however, does show a mild < dE[dz >

dependence, although this doesn’t affect the likelihood distribution.

The distribution of L is shown in figure 5.16 for singly ionizing tracks in the multihadron
sample. The liklihood distribution for candidate tracks passing the preliminary criteria is shown

by the solid line. Of obvious importance is the fact that the tracks in the sensitive region have

97



.D
-
R Sf
o
-~
[
S J
- O N
.g " o
g it
z

ar NIl
'l
(]
r
° i A Aol A

4 -7 -8 % -4 -3

’ Log-likelihood

Figure 5.16: Likelihood distribution of normal tracks (dashed line) and for tracks in the sensitive
region (solid line). ' .

much lower values of Z than the Q= 1e tracks in the multihadron sampie. The candidate
tracks have a substantially different distribution ofiL than normal data tr#cks, indicating that
most fracks in the upper search region have pad widths \;'hich are not C(;nsisteﬁt with a singie
track. The detector simulation, GLOBAL [37] was‘ ﬁsed to check this. Relativistic @ = le track
pairs were generatgd at small angular separations, and were found, ;1ot surprisingly, to give ﬂse
to single tracks in the search region. The distribution of L (figure 5.17) for single tra'cks from
GLOBAL match well the aistﬁbution of L ﬁ'om .nhe Q = 1e tracks. I’n addition; the dist-ribut.ion
of L’s from the overlappiilg GLOBAL tracks also matches tl;el dist,rii)ution of L from tracks‘found

in the upper search region.

Low values of L were used as a criterion for rejecting overlapping track pairs in the sensitive
region. Candidate tracks were required to have values of L greater than or equal to ~3.45. This
restriction eliminated 52 (out of 132) candidates, representing a reduction of 39 % in the number
of tracks in the sensitive region. The same cut placed.on heavily ionizing Q = 1le tracks, reduced

this control sample by less than 2 %.

The use of the pad width information in scanning events revealed an interesting feature.

Overlapping track pairs from the decays of neutral hadrons, and from photon conversions show
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Figure 5.17: Likelihood distribution for single tracks (dashed line), and for overlapping track
pairs (solid line) generated by the detector simulation GLOBAL [37].

pad clusters which get wider at 1;ad rows at llarger values of lf. A parﬁculariy good example
is shown in figure 5.18, with the candidate track indicated by the arrow. This is probably a
photon conversion in the TPC inner radius field cage, as evidenced by the absence of a hit in the
IDC. Note also the large electromagnetic shower in the HEX calorimeter module. This shower
had full beam energy, and is consistent with an e*e™ pair showering.- A plot of the pad cluster
widths as a function of § is shown in figure 5.19. This is what one might expect from a pair
of oppositely charged tracks at very close angular separation. This event was rejected by the
likelihood requirements, but illustrates that most candidates had many characteristics indicative

of overlapping track pairs besides the quantities used in the formalized restrictions.

If one takes the two track overlap cuts using the pad information in conjunction, 103 (out
of 132) of the candidate tracks in the sensitive region were eliminated. The same restrictions in
conjunction eliminated only 8 % of the tracks in the control sample of heavily ionizing Q = le

tracks.

5.5.2. Wire restrictions

So far only pad information has been used to examine the background from overlapping
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Figure 5.18: Event with track in the upper searcl aregion. The arrow indicates the candidate
track, actually a conversion pair reconstructed as : wingle track.
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Figure 5.19: The pad width as a function of pad row number of the candidate track shown in

figure 5.18.
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track pairs. With up to 183 wire clusters possible along a track length, it is possible to sort out
overlaps. The wire information was not only useful in eliminating overlapping tracks, but also in

eliminating backgrounds due to “soft” process, such as the production of high energy § rays.

Again, one can use the cluster width information to redﬁce the background from overlapping
track pairs. Erom fits to the wire clusters, it is possible to get an estimate of the z width. Unlike
the pad clusters in 5, the z cluster resolution function is realjy a convolution of a) the arrival time
of the ionization, b) the time development of the avalanche and subsequent positive ion migration
at the sense wire, and c) the shaping response oi: the preamplifier-amplifier combination. Only
a) is an estimator of the true width of the ionization cluster, the other effects only act to smear

out a).

Figure 5.20 shows the distribution of the wire cluster  widths from the Q = le sample.
The most probable value is ~ 1.6 ¢m, but there is a relatively long tail at the high end. _The .
long tail arises because of processes such as hard § ray production which tends to spread out
track ionization over relatively large distances. The production of stiff § rays in fact constituted a
subset of the overlapping track pairs. The kinematic limit for § ray production is AE = 2rﬁ, 242,
For tracks with momenta of 1-15 GeV /c this implies that § rays with an energy on the order
of several hundred MeV can be produced. These & rays can be so stiff that they can merge
with the primary track, producing localized regions with greater than double the ionization for

a minimum ionizing track.

_ Since the wire z cluster measurement is relatively crude, the large number of wire clusters
were relied upon to gain in analyzing power. From the distribution in ﬁgufe 5.20, a wire cluster
is termed "wide” if fhe width is greater than 1.8 cm. Figure 5.21 shows the distribution of the
number of wide hits on. Q = 1e tracks. Note that the most probable value is non-zero, indicating
that the emission of a § ray on tracks is quite likely. The solid line show the same distribution for
tracks passing the preliminary cuts in the sensitive region. One sees that tracks in the sensitive
region have many more wide z wire clusters than the control sample. This distribution served as

the basis for another restriction on candidate tracks. All candidate tracks were required to have
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Figure 5.20: Distribution of wire z cluster widths for normal tracks in the data.
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Figure 5.21: Distribution of the number of wide z wire clusters of normal tracks (dashed line)
and for tracks found in the sensitive region (solid line).
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fewer than 20 wide wire clusters along the track length. This cut eliminated 95 (of 132) tracks

in the search region at high < dE/dz >, but eliminated only 8 % of the control sample.

A variation of this cut was used to help eliminate tracks with high energy 4 rays. The
restriction was based on the assumption that this kind of process produces large localized deposits
of ionization Put another way: candidate tracks were required to have a statistically uniform
distribution of puise heights and widths along .a track length. Figure 5.22 shows a candidate
track with some of these characteristics. There seem to be two disturbances along the track
length, associated with appears to be secondary particles emitt.ed b& the primary particle. A
simultaneous plot of ionization vs. wire number and cluster width vs. wire number sheds some
light on this. The wire width plot shows that the disturbances are associated with regions of wide
z width. As one can see, a region of high ionization begins at the first disturbance and ends at the
second disturbance. A possible interpretation of this event is that a photon converted at the first
disturbance creating one soft e* and one hard e~. The hard electron apparently merged with
the primary track for some of its lené‘th, producing a localized region of heavy ionization. Figure
5.23 shows a simultaneous pair of plots of ionization and 2 width as a function of wire number
for another anot,her;track from the sensitive region. Note that the large deposition of ionization
is localized and correlated in wire number with the wide wireclusters. This track was found
with a < dE[dz > close to the lower boundary of the search region, indicating perhaps that the
primary track was an electron. Here we come to a case where the meaning of < dE/dz > becomes
somewhat fuzzy, because strictly speaking, this sort of process is an energy loss mechanism, which

is partly responsible for the long non-Gaussian tails of the < dE/dz > resolution function.

For most of these tracks, if one computed the truncated ;hean excluding the the wide 2
clusters, the ;andidates showing this sort of pr;)cess would show a < dE/dz > consistent with
that for an electron. Tracks were excluded from consideration as candidates if they showed a
correlation on lﬁany wires betw een regions of high ionization and large cluster widt‘hs.v This was
quantiﬁed as follows: a track was rejected if t.hel;e were 12 or moré"wide wire hits with greater
than 1.3 times the average ionization for the entire track. This restriction eliminated 39 (of 132)

tracks in the sensitive region, while rejecting only 5 % of the control sample of heavily ionizing
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Figure 5.22: A candidate track showing localized production of secondaries. A plot of the centroid
of the wire clusters (upper left) shows two tracks associated with the primary (arrow). The raw
CCD bucket information (upper right) also shows these secondaries. In a plot of wire cluster
width as a function of wire number, the points where the secondaries originate are associated
with abnormally wide hits. In a plot of ionization as a function of wire number, the region
between the two production points has twice the ionization of a single Q = 1e particle.
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Figure 5.23: A simultaneous plot of wire cluster width and ionization vs wire number for a track.
in the sensitive region. Note the correlated deposition of energy and wide z width.

Q = e tracks.

These cuts reduce the background from overlapping track ;;airs, particularly in the case of
“soft” processes such as § ray production. As a cross cﬁeck of the Q_alidity of these wire cuts
~ and the hypothesis that they tiended to reject tragks with stiff 6 rays, thé same restri&ions were
made on a sample of Bhtha electrons. The_Bhtha tracks.wére selected by looking for wide
angle b.ack to back electromagnetic showers in the HEX calorimeter, with two tracks pointing
to the showers. Bhabha events were used because they were a sample of tracks with a single
value of < dE/dz > expected, bet.:ause they represented an independent, tagged, data sample,
and because energetic electrons were the moét likeiy particles to cross over the low < dE/dz >

boundary of the upper search region.

Tracks were selected from the Bhabha sample if they had at least 80 good wire clusters and |
were beam associated in the sense defined earlier. Figure 5.24 shows the < dE/dz > resolution
function for these tracks (total sample size=7000 tracks). without the wire restrictions outlined

- above. Note the long tail extending out to 22 keV /em. The superimposed curve is the result of -
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Figure 5.24: < dE[dz > distribution found for 'w-ide angle Bhabha electrons with no wire restric-
tions applied. The curve is the result of a maximum likelihood fit to the function 5.9.

a maximum likelihood fit of the two Gaussian function:

t

,;(3)=No{;f_lwp_((z—u))_"_(l;;f) m_’(guz)} | 65)

2 2
201 203

The second Gaussian is a measure of how long the extra tail is in the < dE[dz > resolution

function. For the Bhabha sample without the wire restrictions the maximum likelihood fit gives

the following for the parameters in (5.9):

= 16.42 +0.006

01 = 0.499 £ 0.006
03 = 19£0.1
f=091£001 -

The wire cuts described above were then applied. These significantly reduced the long tail of
the resolution function. Figure 5.25 shows this distril)utidn; a comparison to figure 5.24 indeed

makes this clear. The best fit parameters for the < d£'/dz > distribution for Bhabha’s with the

wire cuts applied gives:

p= 16.42 £0.01
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Figure 5.25: < dE[dz > distribution for wide angle Bhabha electrons with the wire restrictions
applied, note the reduction of the long tail.

o), = 0.473 £ 0.006
oa= 13£0.1
S=093+0.01

The width of the long range tail is reduced by ~ 30 % by these cuts. Using the approximation
for the integral

o0 N .
N=/ e dz (5.10)
" : .

described earlier, one can show that one expects ~ 20 electrons above the boundary for the
Q= g'e search region before the § ray cuts, and ~ 1 after these cuts. The elimination of 710
tracks with these cuts is certainly consistent with this if one considers that some of these 40 came
from overlapping track pairs. 18 tracks not eliminated by the pad reétrictions were eliminated
by the wire cuts. A background estimate was also made by fitting the two Gaussian function to
the < dE/dz > distribution of pions at minimum jonization. Applying this fit to the electron

sample, one expects ~ 1 electron crossing over the boundary of the upper region.

After applying all of the above cuts in conjunction, one candidate track remained in the

Q= %c region and no candidate tracks remained in the Q = §,%e search region.
4
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To summarize the restrictions, a track is rejected if it has
1. 3 or more close pad hits not associated with a known track within 3 ¢m in 5 and 2
2. 4 or more close pad hits not associated with a known track within 3 em in 2.

3. A log-likelihood, L, less than —3.45.
4. 20 or more wide wire z clusters

6. 12 or more wide wire 2 clusters with ionization at least 1.3 times tha average ionization

for the track

The efficiency of these cuts taken in conjunction was 80 % (ie. they eliminate 20 %) for normal

Q = le tracks.

5.5.8. The remaining candidate.

It is of obvious interest to examine the remaining candidate closely. Figure 5.26 shows the
reconstructed track as seen looking in the z direction, it is track number 1. The reconstructed
momentum was 1.9 GeV /c with §pfp? = 4 %, and a < dEfdz >= 21.8 keV/cm. It has
a positive charge. Figure 5.27 shows a comparison of ionization vs. wire numbt;r and wire
width vs. wire number. These plots do not show any appreciable “clumping” of ionization, in
fact the distribution is statistically flat. There are no nearby pad hits indicative of a second
unreconstructed track, and the log-likelihood, L = —2.3, is consistent with the widths of a single
track. There is a hit in the IDC associated with the track, so it is probably not from a conversion

in the inner field cage.

If this track were an electron, it would have produced a shower in the lHEX calorimeter,
but the calorimeter data for this track is consistent with non-showering track. The most likely
possibility (of course this is a somewhat subjective conclusion) is that it is a deuteron produced
from a secondary interaction in the TPC inner field cage. The evidence consistent with it being a
deuteron is threefold. First, it is positively charged, second, it has a < dE/dz > and momentum

lying on the ionization curve expected for deuterons. The third piece of evidence is that there
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seems to be another track produced in the inner field cage at the same point the candidate track
passed through the field cage. This other track is labeled H in figure 5.26, and may indicate that

the candidate track was produced in the field cage.

5.6. Background Estimates

There are three potential sources of background in this expeﬁﬁent. It is worthwhile to
estimate how much Background is expected both before and after applying the restrictions de-
signed to eliminate overlapping track pairs. With one candidate remaining, the 90 % confidence
level corresponds to 3.9 events. As will be shown in the following sections, the net background
. expected from track pair overlap, deuterons and the tails of Q = le population is ~ 3 events.
From this estimate, we conclude that the remaining candidate is most likely from one of the

background sources, and not a fractionally charged particle.

5.6.1. Tails of charge-le population

The estimate of the background from the Q@ = le population has already been discussed in
the previous section, but to summarize, one expects ~ 1 event in the Q = %c region from the
tails of the electron distribution, and ~ 1/1000 events in the upper Q = -‘3-, g-e séarc]_l region, and

1/200 events in the search region at low < dE/dz >.

5.6.2. Deuterons

One of the preliminary cuts on the data sample was deﬁigned to reduce t,he‘ number of
deuterons produced in secondm interactions in the detector. This was the cut on the distance
of closest approach to the beam-beam crossing. Figure 5.28 illustrates how this works. Consider
a primary track interactipg in the detector before the TPC active volume. Because of finite
production angles, the secondary track when extrapolated will miss the beam-beam crossing
point by a substantial amount. Figure 5.29 shows the distribution of the distance of closest

approach in r for tracks in the multihadron sample. There is an obvious clustering due to the
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Figure 5.28: [Nlustration of how secondary interactions in the detector produce tracks with large
impact parameters with respecn to the beam-beam crossing.
beam associated tracks, and a long tail, due in pa.r_t,'to decays in flight, but mostly from secondary

interactions in which protons are produced.

One way to estimate the deuteron background isi to relax this cut, and see what happens
to the sample, keeping all other restriction the same. After removing this cut, there were 15
positively charged tracks passing the rest of the selection criteria, including the cuts against
o§erlapping track pairs. A < dE/dz > \;s momentum plot (figure 5.30) for these shows a
band falling along the expected ionization cux;ve (solid line) for deuterons. In order to estimate
the probability of finding a “forward” scattered deuteron) ihe distance of closest approach was
segmented into bins the same size as the “beam associated” bin; that is, slices in Ar and Az of 5
and 10 cm. Figure 5.31 shows the population distribution of the 15 tracks in these bins. As one
ca’m see, the distribution seems to have. some tendency to “peak” in the forward direction, this is

not inconsistent with the angular distributions found for deuterons in such processes [54).

In order to estimate the number of deuterons produced in the forward direction, the nearest
3 bins to the beam associated bins were averaged to find < n >= 2.3. If we average over all bins
in the range where data was found, one finds < n >= 1 deuterons expected. If one takes the

Az = 0 bins, and extrapolates linearly to the central bin, one obtains < n >= 6. We conclude
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Figure 5.29: Distribution of the distance of closest approach to the beam-beam crossing in r for
tracks in the multihadron sample. '
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Figure 5.30: < dE/dz > found for tracks passing all cuts, but with the restriction on the

impact parameters removed. All tracks have a positive charge, and fall along the line of expected
< dE[dz > for deuterons.
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that the one candidate remaining is consistent with the estimate of the background arising from

deuteron production. < n >= 2.3 will be taken to be the expected background here.

5.8.8. Overlapping track 'pairs

This backé‘round is more difficult to estimate, because the data do not provide a redundant
way of testing the background estimates, as was the case above. One must resort to a Monte
Carlo simulation to estimate the remaining background from this source. The following approach
is used. The detailed detector simulation GLOBAL [37] is used to determine the track pair
resolution function for the TPC. Since GLOBAL is very slow (1 hadronic event takes 3 to 5 CPU
minutes) it is impractical to usé for the generation of a large number of multihadron events.
Instead, the resolution function derived by generating track pairs with s'ma_ll angular separations
in GLOBAL was used in the fast Monte Carlo, TPCLUND, to simulate the typical separations ”

encountered in multihadron events.

As a cross check the data itself gave some information. If one plots the angular separation
of reconstructed track pairs in the TPC, one sees a deficit at A8 and A¢ approximately equal

to 0. By estimating how many tracks are missing in this region, one gets some estimate of the
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number of overlapping track pairs in the data, which can be checked against the Monte Carlo

predictions.

5.6.3.1. Track pair resolution function

In general, the track pair resolution (or confusion) function is a function of the angular
separation in both the polar and azimuthal angles, Af, and A¢, of the momenta of the tracks,
p1, pa, and whether they have the same or opposite charges. For completehess, 2 functions will
be sought, the first,

P(Aa’ A¢1 P1, P2, Qla Q2)

represents the probability of finding a track pair overlapping (ie. reconstructed as one) and in

the sensitive region. The second function,

P'(Aa, A¢’ 1, P2, Q1 Q?)

is the probability of finding an overlapping track pair reconstructed as a single track, falling in

the sensitive region, and passing all of the the two track overlap restrictions.

To estimate these functions, track pairs were generated in GLOBAL. In each run, 2000
pairs of tracks with fixed momenta and charges were generated, populating the Af, A¢ region
uniformly in bins 5 X 5 mrad with 10 pairs generated per bin. Figure 5.32 shows a plot of
the typical coverage. The data generated in this way were then run through the TPC track
reconstruction programs. The analyzed data were then subjected to the criteria and restrictions
described in this chapter. Figure 5.32 shows the distribution of track pairs from such a run which
were reconstructed as a single track and found in the sensitive region. Also shown in figure 5.32
is the distribution of track pairs from the same run passing all the restrictions. The obvious
effect is that the restrictions do reduce significantly the angular range of the pairs which pass all
the restrictions, as one might expect. The distribution is typically a Gaussia;l for both P and P’

in Af and A¢. Resolutions were typically ¢ = 12.5 mrad for P and ¢ = 4 mrad for P'.

The centroid of the confusion region shifts depending on the charges and momenta of the

pairs. This is because for some choices of these parameters A ¢ = 0 is not the most likely angular
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Figure 5.32: Distribution of the angular coverage (in mrad), the population in the sensitive
region, and the population passing all restrictions of the track pairs generated in GLOBAL and
run through the full analysis chain,

separation. As shown in figure 5.6.3.1, for a non-zero A4, there will be more overlap {ie. more
‘pad clusters merged) than for Ag = 0. By symmetry there should be no shift in the centroid in

Ad, and GLOBAL confirms this.

A good parameterization for the centroid, A¢, of the distribution in 4 is given by:
‘ A, ~1.0(ps —p3)?  mrad (5.11)
for like sign track pairs withe p; and p; measured in GeV /¢, and

A¢o§5. 200

m mrad . (5.12)

for unlike sign tr;ck pairs.

The momenta were divided into 9 bins, 3 in p;, and 3 in p;, with the range being 0—2 GeV /c.
2-5GeV/c, and 5 — 15 GeV /. The stability of the results were checked by moving the bin
definitions by 1 GeV [c. The probability of a low momentum track pair being found as a candidate

is lower than that for a high momentum track pair. The following matrices give the probability

for each momentum bin:

0 0 0 ,
Plor,p3)~ |0 05 1.0 (5.18)
0 1.0 10
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Figure 5.33: Illustration of how the A¢ of maximum track confus bn shifts with different charged

pairs and with different momenta.
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As an example, if a pair of tracks both have momenta between 2 and 5 GeV /¢, then if they fall
in the A9 A4 region of overlap, they have a 50 % chance of being reconstructed as a single track
and found in the sensitive region. With these parameterizations defined, the overlap probability

function can be approximated as:

P =Fean— {M} eap - {M} (5.15)

202 203
These overlap probabilities were then fed into the TPCL.UND generator. With high Statistics,
the expected number of overlaps in the sensitive region expected is 150 £40 track pairs where the
error is an estimate of the systematic uncertainty in P. This uncertamty was derived from the
agreement between the above parametenzatlons and the results of the Monte Carlo GLOBAL
The number of overlapping track pairs passmg all cuts is estimated to be 0. 6‘_0 5- Again, the

errors were estimated from the comparisons of the parameterization with GLOBAL.

As a cross check of this estimate, one éan use the data to see whether the estimated deficit
at Af, YA¢ 75 0 is consistent with expectations. Figure 5.6.3.1 shows Ag¢ of track pairs from
the multihadron sample, there is clearly a deficit at A¢ =0 + 40 mrad. The dotted line is the
expected distribution from multihadron tracks assuming a detector with infinitely fine resolution.
From the &iﬂ'erence of these two, one can estimate that ~ 550 overlaps occur. The TPCLUND
Monte Carlo predicts that ~ 50 % of these will be fouﬁd in the sensitive region, giving ~ 125
overlaps in the sensitive region before the criteria used to eliminate overlapping track pairs are

applied. This agrees reasonably with what is seen in the data.

5.6.4. Summary of background studies

To summarize the results of the background studies, we expect ~ 3 events in the high
< dE[dz > region for Q = %¢ particles, ~ 2 events in the high < dE/dz > region for Q = 3,ae
particles, and ~ 1/200 events in the region at low < dE/dz >. The presence of one candidate

in the Q = %e region is consistent with these results. This level of background also implies that
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Figure 5.34: A¢ distribution (mrad) for tracks in the multihadron sample with small Af sepa-
rations. The dashed line is the prediction from the TPCLUND generator without any track pair
confusion. The difference between the two is due to track pair confusion in the data.

in the absence of any improvements (eg. higher magnetic field to separate overlapping track

pairs), it would not be worthwhile to extend the measurement m the high < dE/dz > region by

increasing the statistics, but it would be reasonable to do so in the region at low < dE/dz >.

IS
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Chapter 6.

Results and Conclusions

To summarize the results of the previous chapter, in the search regions for Q = %,%e, there
are no tracks passing all the selection criteria, and in the search region for Q = %e particles, one
track has passed all the cﬁteﬁa, but this is consistent with a background deuteron. With this

result it is possible to set upper limits on the inclusive production of these particles.

Knowing the detection efficiency, ¢, the integrated luminosity, [ L dt, and the cross section.

" o, for some process, then the expected yield of events , n.,, for this process is given by:

Nev =e/£ dto : : - {6.1)

With no events seen above the expected background , it is possible to set an upper limit on 7.,
at some confidence level. One can then translate this into an upper limit on o. vUpper lirnits
corresponding to the 90 % confidence level wiil be quoted here. Assoming n., to be a Poisson
distributed variable, the 90 % confidence level corresponds to n., = 2.3 in the case of no events
seen, and n., = 3.9 in the case of one event seen (and congistent with ba.tkground_). To illustrate
the meaning of the 90 % confidence level in the case of one event seen, if theré is a Poisson
distribution with a mean of n,, = 3.9, then there is only a 10 % chance of observing one or zéro
“events.

It should be noted that even though one is requiring a single fractionally charged particle
in the final state (te. e¥e™ — QX), limits will be quoted on the réaction ete™ — QQX, where
QQ are a pair of fractionally charged particles with opposite signs of charge. There are twe

reasons for quoting limits on the reaction ete~ — QQX, rather than on e*e™ — QX. The
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first is charge conservation. If a fractionally charged particle is produced , somewhere else a
fractionally charged particle must exist to compensate the net charge. The second reason is to
allow direct comparison to the results of other searches; other experiments quote limits in terms
of the reaction ete™ — QQX [4), [6],[5]. Also to allow comparison to other experimeﬁts, rather
than quoting a limit on o{ete™ — QQX }. a limit on the ratio of o to the dimuon production
cross section, o{e*e™ — ut p~) will be quoted. Here, Rinc is defined to be:

_ ajg'*e‘ — QEX)

Rind = oo = wru)

(6.2)

Qubting_an upper limit on Rinq has the advantage that the 1/¢? dependence of the point-like
cross section is factored out, allowing one to make a“comparisori between éxperiments carried

out at different center of mass energies.

An upper limit on R;, is derived from the expression:

Nev
€ [LdtofeTer = uty)

Rina = (6.3)

All the quantities on the right hand side of (7.3) are known except for the efficiency, which
can be estimated (see below). The integrated luminosity is known with reasonable accuracy
(77 £ 6 nb~1). The value of n., is chosen to correspond to ‘the 90 % confidence level upper limit
on R;n.. At the PEP; center of mass eﬁergy, 29 GeV, the dimuon cross ;ectioﬂ is , io first order

in QED, 47a?/3\/q? = .103 nb .

6.1. Efficiency Calculation

Any model dependence in the limits on R, enters through e. First, one must know how
the fractionally charged particles should be distributed along the < dE/d2z > curves. This is
because the search regions in < dE/dz > and apparent momentum do not cover the entire
range of < dE/dz > for these particles. For example, the search has little efficiency for Q = g-e
partides at minimum ionization. ¢ will also be a function of the details of the detector, and on

how the selection criteria were defined. In general it is impossible to find an analytic expression
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for € because of the complexity of the detector, however, € can be calculated with the use of a

computer simulation.

The population density along the < dE/dz > curves will be a function of the expected
momentum distribution, dN/dp, of these particles. Since we do not know dN/dp a priori, one
must either take an educated guess for its form, or try quite different forms to display the model
dependence of the results. Accordingly, two- distributions with substantially different momentum

spectra were chosen as inputs:

2
I: ij—:— L PE (6.4)
and
' 2 ,
II : % x %c"?‘w (6.5)

where E is measured in GeV . The first distribution above, representing a constant matrix element
and phase space, is similar to the momentum spectra seen for heavy hadrons, such as D and
B mesons produced in ete~ annihilation, whereas the second distribution , representing the so
called thermodynamic model , is similar to the momentum spectra seen for light hadrons, like

pions or protons.

As seen in chapter .2, there are reasonable grounds to expect that if free quarks are seen, they
will have a large mass > 1 GeV /c?. On the basis of kinematics arguments [568], [57], and simply
from comparison to the behavior of heavy hadrons, there are good grounds to take distribution
I as representative for free quarks or diquarks with masses greater than 2 GeV [c?. Distribution
Il was chosen as an alternative model, not only becatse it occurs in nature, but also because it

has a substantially different spectrum than I, with a large population at low momenta.

Multihadron events generated by the LUND [12] Monte Carlo were used as a starting point
for the efficiency calculation. The LUND generator reproduces well the gross features of multi-
hadron events at PEP energies, including event multiplicities, momentum spectra, jet opening
angles, etc. [37]. Two oppositely charged pions from these events were chosen at random, and
replaced by a pair of free quarks or diquarks with opposite charges. The fractionally charged

particles were given momenta chosen from one of the two distributions above. Because the total
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energy in the event is not conserved by such a procedure, the overall energy of the remaining
particles in the event is scaled to produce an energy of 29 GeV for the entire event. It should
be noted that many other searches find the detection efficiency for the process e*e~ — QQX by
calculating the detection efficiency for the process: ete~™ — QX, and multiplying this efficiency
by 2. In the limit of very low efficiency, this is justified, but in general, for detectors with high

solid angle acceptance like the TP C, this approximation is inaccurate.

The évents generated in the above procedure are then used as input to a detector simulation,
" TPCLUND [55]. The TPCLUND simulation is detailed enough to reproduce faithfully most of
the features of the TPC data, but does not take up a lot of computer time, making it practical for
the calculation of detection efficiencies. In particular, charge dependent effects, such as energy
loss, apparent momentum, multiple scattering and bremsstrahlung are included in the detector
simulation. The simulation takes particle four vectors, masses, and charges as input, and returns
tracking fits to the momentum and < dE/dz >, including the effects of finite detector resolution.
In addition to these, track variables, such as momentum errors, the number of wires and pads
found on a track, and the distance of closest approach to the beam-beam crossing point were
returned. The distributions of these quantities are shown in chapter 5, along. with the same

distributions from the multihadron data.

The resulting events from TPCLUND were first subjected to the multihadron selection cri-
teria (efficiency ~ 80 %). In the events satisfying these criteria, all tracks were subjected to the
preliminary cuts described in chapter 5. These cuts included the number of wires on a track, the
momentum errér for tracks in the search region at high < dE/dz >, the sector boundary restric-
tion, and the restriction on the distance of closest approach to the beam-beam crossing point.
One feature TPCLUND could not replicate, because of the limitations of available computer
time, was the detailed behavior of the pad and wire clusters, such as widths, and the presen.ce of
nearby hits. Since this information was used to eliminate overlapping track pairs in the search
region at high < dE/dz >, it was necessary to simulate the inefficiency (~ 20 %) these criteria
introduced. To do this, an ad hoc inefficiency 20 % was introducet} for all candidate tl;acks in

the search region at high < dE/dz >. The results, however, do not strongly depend on this
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Figure 6.1: Scatter plot of < dE/dz >'vs apparent momentum of TPCLUND generated multi-
hadron events containing free Q = %e particles with a mass of 3 GeV /c?. The band resulting
from the Q@ = %e pariicles is clearly visible.

inefficiency .

The tracks. sat.isfyihg all of these criteria, and found in the search regions detailed in the
previous chapter were then scanned to see if they were the free quarks and diquarks initially
produced. If at least one candidate track was found in an event, the event was counted. Figure
7.1 shows a scatter plot of < dE /dz > versus apparent momentum for the generated multihadron
events with Q = %e particles introduced in the above manner. The band of these particles is

clearly visible.

It should be noted that in the event simulation, the fractionally charged particles were
assumedr to have nuclear cross sections no larger than typical hadronic cross sections. Soine
models, DeRdjula, Giles and Jaffe’s [16] in particular, estimate that free colored objects could
have larger nuclear cross sections than hadrons. From DGJ’s scaling law presented in chapter 2.
for example, one finds that a 10 GeV /c? free quark will have an interaction cross section about
2.5 times that for protons. Since there is about 6 % of a nuclear interaction length for protons
between the beam-beam crossing and the TPC active volume, one expects from this scaling that

~ 20 % of 10 GeV [c? quarks will not reach the TPC.
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Mass (GeV /c?) Efficiency %

1 11

1 . 15.2
2 : 25.3
3 - 31.4
5 3.0 27.3
8 8.2 16.3
10 20.2 13.8
12 570 ° | 10.7
13 27.1 7.3

Table 6.1: Table of efficiencies for @ = e particles. The efficiencies quoted are for the momentum
spectra I: dN/dp « p? /E, and 1I: dN/dp  (p? /E)ezp— (3.5E), with E measured in GeV. When
the efficiency was found below 3 %, these were not reported.

The detection efficiency was taken from the ratio of the number of events with a fractionally

charged particle detected to the total number of events produced. That is,

Number of evente with a free quark or diquark detected

(6.6)

€=

Number of events with a patr of free quarke or diquarke produced

The highest efficiency found was ~ 70 %, for light, high momentum charge-%e particles.

Tables 7.1, 7.1, and 7.1 show the calculated efficiencies as a function of mass and choice
of dN/dp for Q = %-e, g-e, and %e particles respectively. From these efficiencies, it is possible
to draw the 90 % confidence level upper limits on R;,; from equation (7.3}, These are shown
in figures 7.2, 7.3, and 7.4 for Q = %e,%e, and %c particles, along with the results from other
e*e” searches by the Mark II [4], the PEP-14 [5], and the JADE [8] , [7] collaborations. For the
momentum hypothesis Il for Q = §e particles, it is seen that the efficiency is quite low. This is
because for such a “soft” distribution, the ionization for these particles is so high as to saturate

the electronics, and not appear in the search regions in < dE/dz > and apparent moraentum.

The localized regions of low efficiency seen on the Q = %e limit curves are due to the splitting

of the effective search region in < dE/dz > and apparent momentum into two pieces because

of the charge-1¢ background. For these momentum spectra, there are free quark (or diquark)-

masses for which the majority of the population will fall between these regions, and low efficiency

is found.
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Mass (GeV /c?) Efficiency %
' | 11
1 714 27.8

2 714 9.7

3 71.1 11.0

4 70.9 13.7

5 70.2 14.3

6 65.8 13.2

7 57.4 12.8

8 42.9 10.1

9 18.9 9.5

10 9.8 8.3

11 9.8 7.2

12 17.1 6.4

13 - 129.56 3.4

Table 6.2: Table of efficiencies for Q@ = %e particles. The efficiencies are reported for the two
momentum distributions I and II are described in the text.

Mass {(GeV /c?) | Efficiency %
1 I
0.5 56.0
1 55.9 .
2 55.2 7.2
3 54.6 4.1
. 4 53.5 -
5 51.5 -
] 50.8 -
7 46.9
8 41.5
9 32.9 -
10 16.5 .
105 | 5.4 .

Table 6.3: Table of efficiencies for Q = %e particles. The efficiencies are reported for momentum
distributions I and II described in the text. If the efficiency was found to be less than 3 %, the

result was not reported.
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Figure 6.2: 90 % confidence level upper limits on R;n.s for the production of Q = é-e particles.
The roman numerals refer to the momentum distributions defined in the text. Also shown are
upper limits reported by the PEP-14 [5] and JADE [6] collaborations.
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Figure 6.3: 90 % confidence level upper limits on R;pq for the production of Q= %e particles.
The roman numerals refer to the momentum distributions defined in the text. The detailed
structure seen is the result of inefficiencies created where the < dE[dz > curves for Q = 2¢
particles cross the charge-1e population. Also shown are upper limits reported by the Mark 11
(for @ = —2¢ only) [4], the PEP-14 [5], and the JADE [7] collaborations.
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These limits represent a substantial improvement over the previous searches over much of
the mass range for which the experiment was sensitive. Except for distribution II for Q = %e
particles, these limits are well below 1072 for R;,, over almost the ‘entire mass range. In most

cases the limits are at or below the 10~ level.

&
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Figure 6.4: 90 % confidence level upper limits on the production of Q = %e particles. The roman
numerals refer to momentum distributions defined in the text. Also shown are the upper limits
reported by the JADE collaboration [8].
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Appendix A.

Errors in apparent momentum

Candidate particles in the search region at high < dE/dz > and apparent momentum were
required to have momentum errors, §p/p less than or equal to 0.1 p (c/GeV) One possible
concern is that the momentum errors reported for fractionally charge(.l particles. might be sub-
stantially different, than those reported for charge-le particlés. Although the detector sinulation
TPCLUND doesn’t show any strong bias in the reported:.' ;nomentmﬁ errors as a funct_iqn of
charge, it is worthwhile to verify this result. Here it will be shown that as long as all tracks are
assumed to have Q = le, and apparent momentum is used, then‘ the reported momentum errors

will be the same for charge-1e and fractionally charged species.

1

For now, assume we have a detector which can always make a correct charge assignment.

The momentum assigned to a track is found from its curvature, C, in a magnetic field, as:
Q .
= — Al
P=7 | o (4.1)
where
Q is the charge of the 'pa',r_ticlé,'
C is the curvature

x is a constant which includes the magnetic field and dip angle effects (here we will keep

the dip angle fixed)

With a 4 kG field, x = 1.2 x 1072 GeV cm~! ¢!, For an error in the measured curvature,

§C, the resulting error in momentum §p can be found from:

§p=46C

dp
2 s
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&

where

7] p?
-B_Cp'l = .NE (A‘.3)

There are two contributions to 6C The first contribution arises because of finite detector

resolution, and is, to a good approximation [58):

€ 720

8Cree = VN+s -

(A.4)

where
N are the number of points used in fitting the track (for the TPC, N ~ 10)

L is the length of the projection of the track onto the bending plane (for the TPC,
L ~ 80 cm) |
€ is the measurement error for each point (for the TPC, ¢ ~ 180 um)
The constant a; has been introduced for ease of notation; it is important tc note that a; is purely
geometrical and has no dependence on either charge or momentum. Using equation (A.4), for

the TPC, one finds a; ~2 x 10~% em ™!, The second contribution to §C results from multiple

scatiering, which dominates at low momenta. Multiple scattermg gives rise to a curvature error
as [58]:

§Cns v 022 (GcV! / agQ (4.5)

where

Lp is the radiation length in the scattering medium (for the TPC, Lr ~ 1114 em)

A is the kinematic variable v fc
The constant a; has been defined for ease of notation, and has no charge or momenturm depen-
dence. For the TPC, a3 ~ 8.7 x 10™5 GeV em~le™!.

Since the curvature errors from both sources should be independent, we can add these in

quadrature to find the net curvature error:

8C = [6Cre)? + (6Chas)? (A.8)
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or

§C = \/ (a1)? + (%ﬂg)g (A7) |

We can now find the momentum error from (A.2) , (A.3), and {A.7) as:

BHEE . w

The above expression is correct if we have a detector which- “knows” what the charge of each

particle is. In reality, of course, our detector measures the apparent momentum (or rigidity),

¢’ = p/Q. By substituting the apparent momentum, the error, §p'/p’ becomes:

67p=l\/(¢)e+(7)2 “9)

This is the quantity reported by the track reconstruction programs. In the limit Vthat B =~ 1, the
(apparent) momentum error has no charge de_pendence and will be the same for charge-1e and
fractionally charged species.v | | o \

This behaviorn can be ﬁﬁdersnood qualitatively as follos&s. Co.ns‘ider ﬁrst.t.he resplution Idom.
inated région. The smaller the charge on a particle,‘thé lgsg curvature it sﬁqws ivn‘a magnetic
field, and hencevthe momentﬁm assig'nnieﬁt becomes poorer. When apparent m;)meﬁt;lm.rather
than momentum is measured, however, the reconst.ru&ion prégram assunies that t}le track has
a momentum much larger than it really possesses, and reports an error consistent wifh a high

momentum track. These two effects cancel, resulting in a reported momentum error which is

independent of charge. In the multiple scattering dominated region, as the charge decreases, so -

does the net scatter of points about its trajectory. This is offset, however, by the ‘the smaller
curvature (or sagitta).

As a check of this, the TPCLUND simulation was used to test the charge dependence of the
reported rﬁorx.ler'ltum errors. The charge depénd;ance 6f multiplé éﬁatteﬁng and track curvature
were included in the simulation. These éﬁ'ects only entered iﬂt(; fhe s;mulation of the trajeétories
in the detector. The part of tht; simulation which rerc‘,onstructed mom;e'ntum, :a:ssigned errors, efc.
was blind to the charge of the particle, and assumed it was le. The results of this simulation

confirmed the above conclusions. This can be seen in plots of §p'/p'® as a function of p’ for
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particles with different charges, as in figure A.l. At high momentum 5p'[p" is a constant
and shows no signifigant charge dependence. In thes; plots, there is some difference in the low
momentum dependence of 5’ /[p" as a function of charge. This arises through the 1/ dependence
of the curvature error: at a given value of p’, the c;)rresponding values of # will differ fer particles
with the same mass but different charge. This effect is only important at low momentum, where

there is a cut-off in the search region, and will not affect the acceptance much.

With the constants a1, 6, and « defined above, equation (A.9) gives in the limit that 7~ 1

.

| %'N V(0.08)% + (0.02p')? ' (A.10)

where p is measured in GeV /c. In reality, the measured momentum errors are (cf chapter 3):

67”' ~ 1/(0.06)% + (0.037¢’)? (4.11)

The difference between these two expressions arises largely because distortions reduce the effective

path length over which reliable fits can be made.
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Appendix B.

Variations in the Boundaries of the Search

‘Regions

Without a source of fractionally chargea particles to calibrate the detector < dE/dz >
response as a fanction of charge, one might worry that there are unkhown systematic effects -
which could reduce the detection eﬂicie;lcy. Possible effects may enter throx;gh the scaling of
< dE[dz > and < dE/dz > resolution with charge. As seen in chapter 4, there is ~ 2 %
deviation from the idealized Q2 dependence of < dE/dz > on charge_because of the eﬂgct of
the changing shape of the Landau distribution with charge. Because the number of primary

electrons produced by Q = é‘e,\and %e. particles is smaller than for Q = le particles, one

- expects the < dE/dz > resolution for these particles to drop to ~ 4% in the search region at low

< dE[dz >. In both of these cases, we have made assumptions about the behavior of fractionally
charged particles in the simulation, but what if these extrapolations are incorrect? As a figure

of merit, the residual uncertainties in how these quantities will scale with charge is ~ 2 — 3 %.

One way of testing how critically the results depend on these assumptions is to vary the
boundaries of the search regions, and see'how the efficiencies change. If the boundaries can
be varied by 10 % or more without a radical loss of efficiency, then the limits prasented will
not str_ongly depend on small deviations from the assumed scaling. Small deviations from the
assumed scaling will affect the derived efficiencies the most for relativistic particles. This is
because the < dE/dz > for these particles is changing very ;lowly with momentum, and thus

a shift in the < dE/dz > scaling (or in the boundaries) might put a substantial population of

these particles on the other side of a boundary. In particular, this applies to both Q@ = %e and
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%e particles with stiff momentum distributions.

In the search region at low < dE/dz >, the lower boundary was shifted from 4 keV fem. to

5keV [cm. Using the momentum distribution I,

dN
dp

2 ,
=L
r = E i (B.1)
the efficiency for finding Q = %e tracks dropped by 2 %. If the upper boundary of this search
region is changed from 8 keV fem to 7 keV [cm, the efficiency drops by 3 %. In the case of @ = %e

particles produced with the thermodynamic momentum distribution,

dN _ P _asE |
> =EFC (B.2)

(E- lmeasured in GeV) the efficiency remains the same to within 1 %. In the search region at high
< dE/dz >, the lower boundary was shifted from 1.2 to i.4 times the <'dE/dz > expected for
electrons. The resplt. of this shift is to reduce the efficiency for Q@ = %e particles by ~ 10 %. A
large drop (~ 50 %) in‘ the efficiency for Q = %e particles, however, will occur if the boundary
is moved to 1.5 X < dE/dz >,.. This is because the vaiue of minimum ionizativn for Q= %e

particles lies between 1.4 and 1.5 x < dE/dz >..

As can be seen small variations of the boundaries near miniraum ionization for Q = g-e and

%e particles will not radically reduce the detection efficiencies.
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