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ABSTRACT 

The numerical code PT, which calculates liquid 
and heat flow in a saturated porous or fractured 
porous mediL.lI, has been validated against a series 
of field experiments involving the injection and 
subsequent production of hot water into a confined 
aquifer. The layered structure of the aquifer and 
strong buoyancy effects, indicat ing highly coupled 
liquid and heat flows, provide a stringent test of 
the code's ability to model the real world. 

INTRODUCTION 

In general, there are two requirements before a 
numerical code can be accepted as a useful tool. 
Firstly, it must be verified against analytical 
solutions in order to show that the governing 
equat ions 0 f the mathemat ical model have been 
correctly programmed into the code, and the numeri­
cal solution algorithm works with adequate accuracy. 
Secondly, it must be validated against field data in 
order to check that the mathematical model used 
proper I y represents the physical processes taking 
place. 

A three-dimensional numerical code called PT 
has been developed at Lawrence Berkeley Laborat ory1 
to calculate liquid and heat flow through a water­
saturated porous or fractured porous medium, based 
on the Integrated-Finite-Difference method2 ,3. 
The code PT can handle heterogeneous and anisotropic 
materials, complex boundary conditions, temperature 
dependent properties, variable strength sources and 
sinks, and gravitational effects (buoyancy). Flow 
through fractures is studied by detailed discretiza­
tion of each fracture; it can be included easily if 
only a few fractures need to be considered. So far 
PT has been verified against over eight analytical 
and semianalytical solutions, including a thermal 
front tilting problem and two fractured porous 
medium problems. 

Between 1979 and 1983, a comprehensive field 
validation study of the code PT was carried out. 
The field eXp'eriments were performed by Auburn 
Universit y4,5,6,7; they involved multiple cycles 

References and illustrations at end of paper. 

of injection, storage, and production of hot water 
in a shallow confined aquifer. The temperature 
field in the aqui fer was monitored by a number of 
observation wells completed with thermistors at 
mult iple depths. Five injection-storage-product ion 
cycles were carried out by Auburn University in 
close coordination with modeling calculations done 
with the code PT by Lawrence Berkeley Laboratory. 
The validation of the code was carried out in 
several stages: (1) history matching of the first 
two inject ion-storage-product ion cycles; (2) a 
double-blind prediction of the third and fourth 
cycles (calculated results were compared with field 
data only after each cycle had been completed); (3) 
optimization studie.s of alternative injection­
production designs for the fifth cycle and subse­
quent comparision with experimental data of the 
fifth-cycle. In the course of the validation studies 
we also carried out parameter sensitivity studies to· 
identify critical parameter groups and discovered 
that a region of the aquifer has a layered structure. 
The interplay of forced convection, natural convec­
tion, the layered structure of the aquifer, and the 
temperature dependence of fluid properties provides 
a very stringent test of our computer code. 

This paper reviews these validation studies and 
points out key features of a properly designed 
validation procedure for a complex heat and fluid 
flow computer code. 

THE COMPUTER CODE PT 

The computer code PT is capable of calculating 
coupled liquid and heat flows in a water-saturated 
porous or fractured porous medium. The governing 
equations for PT consist of the conservation equa­
t ions for mass and energy, and Darcy's law for 
fluid flow. Pressure and temperature are the de­
pendent variables. One-dimensional consolidation 
of the rock matrix can be considered as well, 
using the theory of Terzaghi8 • The mass and energy 
conservation equations are coupled through the fluid 
flow in the convection term of the energy equation, 
and the pressure and temperature dependent fluid and 
rock properties. The rock matrix and fluid are 
considered to be in local thermal equilibrium at all 
times. Energy changes due to fluid compressibility, 
acceleration, and viscous di.ssipation are neglected. 
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The following physical effects are included in 
PT calculations: (1) heat convection and conduc­
t ion; (2) regional groundwater flow; (3) mult iple 
heat and/or mass sources and sinks; (4) constant 
pressure or temperature boundaries; (5) hydrologic 
or thermal barr iers; (6) grav it at ional effects 
(buoyancy); (7) complex geometries due to hetero­
geneous mat er ial s; and (8) anisot ropic permeabilit y 
and thermal conductivity. 

PT carries out the spatial discretization 
of the flow regime using the Integrated-Finite­
Difference method. This method treats one-, 
two-, or three-dimensional problems equivalently. 
An efficient. sparse solver9 is used to solve the 
linearized mass and energy matrix equations. The 
equations are solved implicitly to allow for large 
time steps. PT adjusts the time step automatically, 
so'that the temperature or pressure change in any 
node during one time step is within user-specified 
limits. Mass and energy balances are calculated for 
each node every time step. 

PT has been verified against the following 
analytical solutions: (1) Theis problem 10 ; (2) 
Cold wat er injection into a hot reservoir 11; (3) 
The temperature variation at a production well due 
to cold water injection12 ; (4) Radial conduction 
outside a constant. temperature .cylinder13 ; (5) 
Two-node problem, transient conduction heat trans­
fer between two adjacent blocks; (6) The· rate of 
thermal front tilting when hot water is injected 
into a cold reservoir14; (7) Pressure response in 
a well intercepting a finite conductivity vertical 
fracture15 ; (8) Pressure response in a well inter­
cepting a (uniform flux) horizontal fracture 16 • 
As can be seen; each analytical solution isolates 
one or two of the effects calculated by PT. Field 
validation, on the other hand, incorporates a number 
of highly coupled processes. 

APPROACH TO fIELD VALIDATION 

The field validation of the numerical code PT 
proceeded in several stages. First, PT was used to 
do a history match of the first two cycles of the 
field experiment. All data from the experiment 
were available to the modelers. Second, PT was used 
to make a double-blind prediction of the next two 
cycles of the field experiment. Only the design 
parameters of the experiment were available to the 
modelers, not any results. Third, PT was used to do 
optimizat ion design studies for a planned cycle of 
the field experiment, and subsequently results of 
the actual cycle were compared with the PTcalcula­
t ions. Progressing from each st age to the next 
provided a more stringent test of the numerical 
model, as the code was used more and more as a 
predictive tool. At each stage of the validation, a 
number of parameter sensitivity studies were done, 
in order to determine which parameters affected the 
results of the experiment most significantly. Study 
of the discrepancies between the calculated and 
observed field results gave insight into possible 
physical processes not included in the Ol.rnerical 
model, and provided direct ion for future work on 
model development. 

HISTORY MATCH 

The Water Resources Research Institute of 
Auburn University conducted a two-cycle injection-

storage-production field experiment on a shallow 
aqui fer in northeastern Mobile County, Alabama in 
1978. A single injection/production well was 
screened in the upper half of a confined 21-m-thick 
aqui fer. The aqui fer matrix consists primarily of 
medilJll to fine sand, with approximately 15 percent 
interstitial silt and clay. The aquifer is located 
from about 40 to 61 m below the land surface and 
is capped by a 9-m-thick clay sequence; it is 
bounded below by another clay sequence of undeter­
mined thickness. Above the upper clay unit lies 
another aquifer, which provided the injection water. 
A number of observation wells were located around 
the injection/production ,well; each was completed 
with thermisters that measured temperature at six 
depths in the aquifer. Each injection-storage­
production cycle lasted six months and involved 
the injection and recovery of about 55,000 m3 of 
water heated to an average temperature of 55°C. The 
ambient water temperature of the supply and storage 
aquifers was 20·C. A convenient quantitative measure 
of each cycle is the recovery factor, defined as the 
ratio of the energy produced to the energy injected 
when equal volumes have been produced and injected, 
with energies measured relative to the ambient 
groundwater temperature. The first-cycle recovery 
factor was 0.66 and the second-cycle recovery 
factor was 0.76. 

Well tests were done to determine the hydraulic 
properties of the aquifer, and laboratory tests made 
on samples to determine thermal, properties 0 f. the 
aquifer. and clay layers·. Several of the material 
properties needed for the numerical calculation were 
not provided, in these instances reasonable values 
from the literature were used. Whenever possible, 
sensitivity studies were done to examine the effect 
of the variation of such parameters. Table 1 
summarizes the material properties used for. the 
different layers. Field measurements indicated very 
small regional groundwater flow, so an axisymmetric 
model was devised for the calculation. The spatial 
discretization for a model considering combined heat 
and fluid flow from a central well must be done with 
care. For the pressure calculation, the size of 
the nodes should logarithmically increase with 
increasing radial distance from the injection well; 
for the temperature calculation, the size of the 
nodes should decrease. A compromise of equally 
spaced nodes within the region of thermal influence, 
about 60 m, was used. 8eyond this region, the 
size of the nodes steadily increased out to a 
distance of 20 km where. there was a constant pres­
sure boundary. The vert ical spacing of the nodes 
was made fine wherever sharp gradients in tempera­
ture were expected, such as at the bottom of the 
well screen, and in the clay layers adjacent to the 
aquifer. To assure that the spat ial discretization 
(the calculat ional mesh) was adequate for the 
problem, alternate meshes were devised and used for 
parts of the first cycle calculation, and results 
compared to results from the primary mesh. Figure 
1 shows a vertical section of the central portion of 
the primary mesh. 

A fter the calcul at ion for each cyc Ie was 
carried out, the calculated temperature dist r ibu­
tions in the aquifer at various times were compared 
to measured t emperat ures 17. The overall mat ch was 
very good, however the calculated temperature 
profiles, shown in Figure 2, appeared to be sharper 
than the observed ones, indicat ing that the mathe-
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matical model underpredicted thermal diffusion. 
This is because the model did not include the 
heterogeneities of the real aquifer that caused 
fingering, leading to a diffuse front. By comparing 
the calculated temperatures with temperatures from 
observation wells located in different directions 
from the injection/product ion well, some deviat ion 
from axisymmetry was noted. However, the calculated 
t emperat ure 0 f the produced wat er agreed very 
closely with the observed data, as shown in Figures 
3 and 4. The product ion temperature prov ided 
an integrated result of the cycle, as the production 
temperature is the average temperature of water 
from all directions around the injection/production 
well. The time-average of the production tempera­
t ure is proport ional to the recovery fact or. 
PT calculated recovery factors of 0.68 and 0.78 for 
the first and second cycles, respectively, as 
compared to experimental values of 0.66 and 0.76. 
This excellent agreement indicated that the small 
heterogeneities of the system tended to balance out, 
and that on the whole an axisymmetric model of the 
system was appropriate. 

One of the properties of the aquifer not 
determined by the well tests was the permeability 
anisotropy, the ratio of vertical to horizontal 
permeability in the aquifer. A value of 0.10 was 
chosen for the model, based on previous modeling 
studies done at this site18 • A sensitivity study 
was carried out for the first cycle using values of 
1.0 and 0.02 for permeability anisotropy. For the 
smaller value of anisotropy (Le. smaller vertical 
permeability) there was less buoyancy flow of the 
injected water than in the original first cycle 
calculation, resulting in a more compact hot pllJlle 
with lower surface to vollJlle ratio. This led to 
smaller conductive heat losses, hence a higher 
recovery factor--0.71. For the larger value 
of anisotropy, buoyancy flow was increased, creating 
a more elongated plume with larger heat losses, 
leading to a recovery factor of 0.57. The large 
variation in recovery factor indicated that the 
permeabil it y anisot ropy is an important paramet er 
when field data is being modeled. 

In the mesh variation studies described above a 
fine mesh with half the radial spacing of the 
primary mesh and a coarse mesh with double the 
radial spacing were used to calculate the tempera­
ture distribution in the aquifer at the end of the 
first-cycle injection period. As shown in Figure 5, 
the temperature profiles of the fine and primary 
meshes were quite similar, while those of the coarse 
mesh were somewhat less sharp, indicating that a 
small amount of nlJllerical di ffusion was present to 
broaden the temperature front. The calculation 
using the coarse mesh resulted in a recovery 
factor of 0.67, just slightly less than that cal­
culated with the primary mesh, and closer to the 
experimental value. One possible explanation 
is that the numerical dispersion acted like physical 
dispersion, caused by aquifer heterogeneities, to 
broaden the thermal front, increasing heat losses, 
and lowering recovery factor. 

In summary, the history match indicated that 
the numerical code PT and an axisymmetric model 
could match the results of the injection-storage­
production cycles very well. Detailed comparisons 
with individual wells showed some discrepancies, but 
they tended to cancel out when integrated results 

such as production temperature and recovery factor 
were considered. A parameter study indicated that 
the permeability anisotropy is a very important 
parameter affecting the results of the experiment. 
The mesh variation demonstrated the range of mesh 
spacing appropriate for this particular problem, 
and showed that numerical dispersion may mimic 
physical dispersion caused by aquifer 
heterogeneities. 

DOUBLE-BLIND PREDICTION 

In contrast to the history match, in which all 
the experimental results were available to us 
throughout the course of the modeling study, in 
the double-blind prediction, we were provided with 
only the basic geological, well test, injection flow 
rate and injection temperature data, and the planned 
production flow rate. We did nlJllerical simulations 
to predict the outcome of each cycle before its 
conclusion. During the course of the study, we 
were not informed of the experimental observations 
and the experimenters were not informed of our 
calculated results. Thus we call this a "double­
blind" prediction. It was only after both parties 
concluded their work that detailed comparisons 
between the calculated and experimental recovery 
factors, production temperatures, and in situ 
temperature distributions were made. Our double­
blind prediction studies were carried out in the 
following fashion. 

The third, fourth, and fifth cycles of the 
Auburn exper iment s were conduct ed bet ween 19B 1 and 
1982 in a new area of the aquifer, located about 120 
m from the site of the first and second cycles. A 
fully penetrating injection well was used. Rather 
than using water from the overlying aquifer, a 
supply well penetrated the storage aquifer itsel f, 
creating an injection-sfply doublet. During the 
third cycle, 25,000 m of water at an average 
temperature of 59·C was injected over a period of 
one month. It was then stored for one month and 
subsequently produced. During the fourth cycle, 
a total of 58,000 m3 of water at an average tem­
perature of 82·C was injected over a period of 4.5 
months, then stored for one month. Production began 
using a well screen open to the full aquifer thick­
ness, after two weeks product ion stopped and the 
well screen was modified to withdraw water from only 
the upper half of the aquifer. Production was then 
resumed and continued until the total water volume 
produced equaled the volume injected. 

Parameter studies done during the first and 
second cycle history match indicated that the 
temperature field was not very sensitive to the 
pressure field in the aquifer, so that in the 
development of a numerical grid for the later cycles 
emphasis was placed upon calculating the temperature 
distribution accurately. An estimate of the radial 
extent of the hot region in the aquifer around the 
injection well, the thermal radius, can be made 
based on conservation of energy. The thermal radius 
was calculated to be about 25 m for the third cycle 
and 38 m for the fourth cycle. These values are 
small compared to the doublet spacing (240 m) and 
large compared to displacement caused by regional 
flow, so an axisymmetric model of the aquifer system 
centered at the inject ion/production well was used 
for the calculation. The well bore was modeled by a 
collJlln of nodes 0.1 m wide with a porosity of 1 and 
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a very high vertical permeability. Injection and 
production were accounted . for by a source or sink 
elemert connect ed tot he top well bore node. 
,Well tests conducted prior to the third cycle 
included a test to determine vertical permeability 
in the aquifer. A value of 0.15 was determined for 
the permeability anisotropy, and used in the mathe­
matical model. Other material properties remained 
similar to those shown in Table 1. 

The third-cycle calculation predicted a reco­
very factor of 0.61. After reporting this result, 
along with calculated temperature distributions 
in the aquifer at various times and the production 
temperature curve, the experimental results were. 
reported to us. The experimimtal recovery factor 
of 0.56, although somewhat 'below the calculated 
value, indicated an acceptable prediction. However, 
the experimental temperature distributions in the 
aquifer at the end of the injection period appeared 
rather di fferent from the calculated results, as 
shown in. Figure 6, where two experimental plots show 
perpendicular cross sect ions through the aqui fer. 
Apparently, there is a high-permeability layer in 
the middle of the aqui fer into which the injected 
fluid preferentially flows. After some parameter 
studies, we chose a three-layer-aquifer model in 
which the middle layer has a permeability Z.5 
times that of the upper and lower layers to repre­
sent the system. This three-layer-aquifer model 
reproduced the experimental temperature distribu­
tions and production temperature quite well, as 
shown in Figures 6 and 7, and predicted a recovery 
factor of 0.58, much closer to the experimental 
value than the previous one-layer-aquife~ model 
predicted. This is. significa~t because layering is 
difficult to detect through conventional well test 
analysis, IOhich typically gives a single average 
permeability value for a heterogeneous medium. 

The fourth~cycle predictive calculation was 
made with the three-Iayer-aquifer model also. This 
cycle involved injection of much hotter water, 
at 8ZoC than had been used before. Calculated 
results 19 indicated 'that for this large tempera­
ture, buoyancy effects were very large, and over­
shadowed the preferential flow into the high perme­
ability layer. Based on the original product ion 
plan, which called for a fully penetrating produc­
tion well, the recovery factor was calculated to be 
0.40. However, due to low production temperatures, 
the experimenters modified the production well 
during the production period, to eliminate produc­
t ion from the lower hal f 0 f the aqui fer. By 
following this procedure, the calculated recovery 
factor was 0.4Z, as compared to the experimental 
value of 0.45. This agreement was acceptable, but a 
comparison of the experimental and calculated 
product ion temper at ure curves, shown in Figure 8, 
indicated a moderate discrepancy. The calculated 
production temperature started about 10°C higher 
than the experimental value, but decreased much more 
rapidly, so that by the time of the well modifica­
tion, it underpredicted the experimental temperature. 
Wheq production resumed after the two days of well 
modification, the calculated result again over­
·predicted the experimental value, although by just 
Z °C. Again the calculated temperature decreased 
more rapidly than theexper imental curve, and ended 
up underpredicting it. This discrepancy of produc-

. tion temperatures was most noticeable for the 
fourth cycle, but the pattern of early overpredic-

tion followed by late underprediction was evident in 
the third-cycle production temperature curves as 
well. It was much smaller for the first and second 
cycles, suggesting that it might be related to the 
well bore model, which was first incorporated 
in the model for the third-cycle calculation. 

In summary, the double-blind prediction made by 
PT yielded reasonable results. The third-cycle 
comparison of one-layer and three-layer aquifers 
indicated the importance of aqui fer layering. The 
fourth-cycle well modification provided information 
on the effect of well open interval. The higher 
injection temperature of the fourth cycle caused 
buoyancy flow to be a dominant effect in the aquifer 
for the first time. PT can adequately model the 
fourth cycle, although there is a larger discrepancy 
between the calculation and the experiment than for 
the earlier cycles. 

OPTIMIZATION DESIGN STUDIES 

Because of the decrease in recovery factor from 
the third to fourth cycles (0.56-0.45) corresponding 
to the increase in injection temperature, an 
optimization design study was done before the fifth 
cycle of the field experiment in an attempt to 
design an experiment that would yield an optimal 
recovery factor for an BO°C cycle lasting a total of 
three months. A series of injection~production 
schemes using di fferent well-screen open int erv al s 
were simulated. Each assumed a constant inject ion 
flow rate of 11Z gpm (7 I<.g/sec) at BZoC. The 
three-layer-aqui fer model developed for the third­
cycle calculation was used. Two variations in cycle 
design were considered: the first assumed injection, 
storage, and production periods of one month each; 
the second assumed a two .month injection period 
(resulting in double the volume of hot water in­
jected), no storage period, and a one month produc­
tion period (at double the injection flow rate). 
Making use of the results of the fourth cycle 
calculation, which indicated that buoyancy flow had 
a dominant effect on the system, three general 
approaches were taken in the design studies (Figure 
9): (A) simply inject into and produce from the 
upper portion of the aquifer where most of the hot 
water would naturally flow because of buoyancy 
effects; . (9) attempt to maintain a compact shape for 
the injected fluid-~buoyancy flow is counteracted by 
pumping from the bottom of the aquifer as hot water 
in injected into the top; and (C) inject into 
the upper portion of the aquifer, then while produc­
ing from the upper portion, produce (and discard) 
colder water from the lower portion of the aqui fer 
through a "rejection well" located next to the 
injection/production well, thus eliminating any 
upward flow of cool water that would lower produc­
tion temperature. Table Z summarizes the results of 
the calculations. The reference case considered an 
inject ion/product ion well screened over the ent ire 
aquifer thickness. For a cycle consist ing of one 
month each of inject ion, storage, and product ion. 
the maximum recovery factor was about 0.5Z, repre­
sent ing an improvement of about 0.12 over the 
reference case. For the larger injected volume a 
recovery factor of 0.66 was possible. Hence for this 
system, the volume of fluid injected was as impor­
tant as the manner in which it is injected and 
produced. In general, method C appeared to be most 
successful in yielding a high recovery factor. 

t 
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After the optimization design studies were 
completed, the fifth cycle was carried out, using 
80· C wat er and an inject ion-product ion scheme 
patterned after case C. The injection/production 
well was screened over the upper 9 m of the aquifer 
and the rejection well, located less than 2 m away, 
was screened over 9 m in the lower half of the 
aquifer. Instead of a three month cycle storing 
18,000 or 36,000 m3 , as in the design studies, the 
fifth cycle lasted seven months, and injected 56,700 
m3 of water, making a direct check of the design 
study calculations impossible. The recovery factor 
for. the fifth cycle was 0.42. A history match 
calculation yielded a recovery factor of 0.44. As 
in the case of the fourth cycle, the calculated 
production temperature, shown in figure 10, ini­
tially overpredicted the experimental value, 
then decreased more rapidly, and finally underpre­
dicted it. The calculated temperature from the 
rejection well consistently underpredicted the 
experimental value, indicating that the model may 
have overpredicted buoyancy flow somewhat. This 
finding was consistent with the larger product ion­
temperature discrepancy noted for higher temperature 
(greater buoyancy flow) cycles. 

In summary, the optimization design studies 
described a variety of possible injection-production 
schemes, and indicated the range of recovery factors 
for them. Although the actual fifth cycle was quite 
different than the design studies, the relative 
results of the design studies proved to be useful in 
the choice of the fifth-cycle injection-product ion 
scheme. 

GENERAL DISCUSSION AND CONCLUSIONS 

To demonstrate that a sophisticated numerical 
code is a useful and convincing tool requires 
considerable effort, but it is an important task in 
view of the increasing frequency with which numeri­
cal models are depended upon to yield results that 
critically influence significant and costly deci­
sions. A proper validation of a numerical code 
requires not only verification against analytical or 
semianalytical solutions, but also detailed field 
validation studies, as described in this paper by 
a particular example. 

The history match is only the first stage of a 
validation process. The goal is not a perfect match, 
but a match that meets the accuracy required for 
decision-making purposes, with discrepancies that 
are understood. A discrepancy can represent not 
only an inaccurate solution procedure, but a failure 
of the basic formulation of the problem to include a 
certain physical effect. Sometimes a careful study 
of the discrepallcy can point to new phenomena and 
open up new directions of research. The double-blind 
prediction studies ensure that there are no hidden 
fitting para1neters, and avoid subconscious (or 
otherwise) influence of final results on the calcu­
lations. Success in this effort gives confidence in 
the capability of the code to predict the future 
behavior of the system studied. Optimization 
studies demonstrate the flexibility of the code to 
address alternative scenarios and arrangements, and 
yield results that are of practical importance to 

. experimental design. 

In this paper we described the steps that were 
taken in the field validation of the code PT. 

Because of this study we have considerable confi­
dence in its capability and accuracy. Of course, 
even with the best code, an experienced and capable 
user is essential. 

ACKNOWLEDGEMENT 

The cooperation of fred Molz and his co-workers 
at Auburn University in making available their 
experimental data is appreciated. We gratefully 
acknowledge Thomas Buscheck for many of the numerical 
calculations. This work was supported by the Assis­
tant Secretary of Conservation and Solar Energy, 
Office of Advanced Conservation Technology, Division 
of Thermal and Mechanical Storage Systems of the U.S. 
Department of Energy under Contract OE-AC03-76SF00098. 

REFERENCES 

1. Bodvarsson, G.S.: "Mathematical Modeling of the 
Behav ior of Geothermal Systems Under Exploita­
tion," Rep. LBL-13937, Lawrence Berkeley Lab., 
Berkeley, California, 14-48 (Jan. 1982). 

2. Edwards, A. L • : "TRUMP: A Comput er Progr am for 
Transient and Steady-State Temperature Distribu­
tions in Multidimensional Systems," Rep. UCRL-
14754 Rev. 3, Lawrence Livermore Lab., Livermore, 
California (Sept. 1972). 

3. Narasimhan, T.N. and Witherspoon, P.A.: "An 
Integrated Finite Difference Method for Analyzing 
fluid Flow in Porous Media," Water Resour. Res. 
(12), 57-64 (1976). 

4. Molz, F.J., Parr, A.D., Andersen, P.F., Lucido, 
V.D., and Warman, J.C.: "Thermal Energy Storage 
in a Confined Aqui fer: Experimental Results," 
Water Resour. Res. (15), 1509-1514 (Dec. 1979). 

5. Molz, F.J., Parr, A.D., and Andersen, P.F.: 
"Thermal Energy Storage in a Confined Aqui fer: 
Second Cycle," Water Resour. Res. (17), 641-645 
(Juhe 1981). 

6. Molz, F .J., Melville, J.G., Parr, A.D., King, 
D.A., and Hopf, M. T.: "Aquifer Thermal Energy 
Storage: A Well Doublet Experiment at Increased 
Tempratures," Water Resour. Res. (19), 149-160 
(Feb. 1983). 

7. Molz, F.J., Melville, J.G., Guven, 0., and Parr, 
A.O. : "Aquifer Thermal Energy Storage: An Att empt 
to Counter Free Thermal Convection," Water 
Resour. Res. (19), 922-930 (Aug. 1983). 

8. Terzaghi, C.: "Principles of Soil Mechanics: 
Settlement and Consolidation of Clays," ~ 
News Rec. (95), 874-878 (1925). . 

9. Duff, 1.S.: "MA28--A Set of Fortran Subroutines 
for Sparse Unsymmet r ic Linear Equat ons, " Rep. 
AERE - R 8730, Harwell/Oxfordshire, Great 
Britain (1977). 

1~. Theis, C.V.: "The Relationship Between the 
Lowering of Piezometric Surface and the Rate and 
Duration of Discharge Using Groundwater Storage," 
Trans., American Geophysical Union (2), 519-524 
(1935) • 



6 DETAILED VALIDATION OF A LIQUID AND HEAT FLOW CODE AGAINST FIELD PERFORMANCE 

11. Avdonin, N.A.: "Some Formulas for Calculating the 
Temperature Field of a Stratum Subjected to 
Thermal Injection," Neft 'i Gaz (3),37-41 
(1964) • 

12. Gringarten, A.C., and Sauty, J.P.: "A Theore-
tical Study of Heat Extraction from Aquifers 
with Uniform Regional Flow," J. Geophys. Res. 
(80), 4956-4962 (Dec. 1975). 

13. Carslaw, H.W. and Jaeger, J.C.: Conduction of 
Heat in Solids, Second Edition, Oxford University 
Press, Oxford, Great Britain, 335 (1959). 

14. Hellstrom, G., Tsang, C.F., and Claesson, J.: 
"Heat Storage in Aquifers: Buoyancy Flow and 
Thermal Stratification Problems," Rep. LBl-
14246, lawrence Berkel~y Lab., Berkeley, 
California (Oct. 1979). 

15. Cinco-L ey, H., Samaniego, V. F ., and Dominguez, 
A.N.: . "Transient Pressure Behavior for a Well 
with a Finite-Conductivity Vertical Fracture," 
Soc. Pet. Eng. J., 253-264 (Aug. 1978). 

16. Gr ihgart en, A. C. : "Unsteady-St at e Pressure 
Distribution Created by a Well with a Single 
Horizontal Fracture, Partial Penetration or 
Restricted Entry," Ph.D. Thesis, Stanford 
University (1971). 

17. Tsang,·C.F., Buscheck, LA., and Doughty, C.: 
"Aqui fer Thermal Energy Storage: A Numerical 
Simulation 'of Auburn University Field Experi­
ments," Water Resour Res. (17), 647-658 (June 
1981). 

18. Papadopulos, 5.5. and Larson, S.P.: "Aquifer 
Storage of Heated Water: II--Numerical Simula­
tion of Field Results," Ground Water (16), 
242-248 (July-Aug. 1978). 

19. Buscheck, T.A., Doughty, C., and Tsang, C.F.: 
"Prediction and Analysis of a Field Experiment 
on a Multilayered Aquifer Thermal Energy Storage 
System with Strong Buoyancy Flow," Water Resour. 
Res. (19), 1307-1315 (Oct. 1983). 

" 



.~ 

p. 

7 

Table 1. Parameters used in the history match 
calculation. 

Formation thickness Aquifer 21 m 
Aquitard 9 m 

Thermal conductivity Aqui fer 2.29 J/m s DC 
Aquitard 2.56 J/m s DC 

Heat capacity of rock 1 .81 x 106 
J/m3o C 

Density of rock 2600 kg/m3 

Aquifer horizontal 0.53 x 10-10 m2 
permeability (53 darcies) 

Vertical to horizontal 1: 1 0 
permeability ratio 

Aquitard to aquifer 10-5 
permeability ratio 

Porosity Aquifer 0.25 
Aquitard 0.15 

Storativity Aquifer 6 x 10-4 

Aquitard 9 x 10-2 
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Table 2. Fifth-cycle design studies. 
T1 = 82°C, Q = 112 gpm 

I. One month each, injection, 
storage, production 
V = 18,300 m3 

L 

Well Screen Interval Recovery Case 
Injection Production Factor 

Period Period 

Ref. Full Full 0.404 
A1 Upper 40% Upper 40% 0.448 
A2 Upper 40% Upper 20% 0.501 
81 Upper 20% Upper 20% 0.516 

Lower 20% 
82 Upper 20% Upper 20% 0.487 

Lower 20% Lower 20% 
C1 Upper 40% Upper 40% 0.500 

Lower 55% 
C2 Upper 4mo Upper 20% 0.52i 

Lower 55% 

II. Two months inject ion, one month 
production 

m3 V = 36,600 Qp = 2Qi , 

A1 Upper 40% Upper 40% 0.609 
C1 Upper 40~o Upper 40% 0.629 

Lower 55% 
C3 Upper 40% Upper 40% 0.631 

Lower 20% 
C4 Upper 40% Upper 20% 0.661 

Lower 20% 1',/ 

l,--
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MESH VARIATION 
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