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ABSTRACT 

Relative core-level binding energies and multiplet splittings 

in binding energies are measured for a number of gases at low pressures 

and variable temperatures. These measurements are interpreted with 

CND0/2 and IND0/2 wavefunctions. 

An analysis of the variation in linewidths of the measured 

photoelectron spectra is giveno The Auger effect is shown to account 

for some, but not all of the variation in the linewidths. An argument 

is given for the importance of the Franck-Condon principle in core-

level photoionization, particularly in highly fluorinated systems. 

The Hellman-Feynman theorem is used to derive a quantitative 

relation between the two most common theoretical interpretations of 

core-level chemical shifts. The potential-at-a-nucleus approach is used 

with 
I 

CND0/2 wavefunctions to interpret the measurements made here. 

IND0/2 wavefunctiohs are used to interpret the multiplet 

splittings observed in a ntimber of core-level photoelectron spectra. 
! 

Koopmans' theorem is shown 1 to be inapplicable to the interpretation 

of these multiplet splittihgs. 
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INTRODUCTION 

The subject of this thesis is the core-level photoelectron 

lt spectroscopy of gases; this subject will be treated as a subfield of 

electronic absorption spectroscopy, i.e., the formalism will be the 

same. 

The basic measurement made here is the core-level binding eneriY. 

This is the difference between the energy of a state of a molecule with 

a core vacancy and the ground state energy. During the past ten years, 

much work has gone into the interpretation of the effect of chemical 

environment upon core-level binding energies; this thesis will utilize 

this work and hopefully build upon it a bit. Most of the discussion 

here of the effect of chemical environment involves the electrostatic 

potential at ~ nucleus--perhaps the same might be said about the literature 

on this subject. 
I 

This thesis makes extensive use of CND0/2 and IND0/2 semi-empirical 

wavefunctions. These wavefunctions are among the most popular with 

chemists because they do a fairly good job of mimicking ~ initio wave-

functions at low cost. In order to understand this thesis, it is not 

necessary to know all about semi-empirical wavefunctions; in fact, this 

thesis was written without such knowledge. Hopefully, however, the reader 

has some familiarity with the terms of quanttUll chemistry, such as molecular 

orbital • 
. . 

Perhaps the central concept of this thesis is the equivalent 

cores approximation. This concept equates the state of a molecule with a 

core-level vacancy to a state which is identical to the ground state of 
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the molecule, except that the nucleus with the core-level vacancy has 

its charge increased by one. This concept was introduced into photo­

electron spectroscopy by W. Jolly for the purpose of predicting core­

level shifts from experimentally determined heats of formation, and has 

since spread into Auger spectroscopy as well as the prediction of 

multiplet splitting. 

An attempt has been made in this thesis to point out all the 

assumptions made in the theoretical interpretation of the measurements. 

Similarly, an attempt has been made to point out systematic errors in 

the measurements and data ana1ysiso If there is an object to this thesis, 

it is to determine the usefUlness of core-level photoelectron spectroscopy 

to chemists--not whether it.can test the accuracy of wavefunctions, but 

whether it can tell chemists something about the ground states of 

molecules. 
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I. EXPERIMENTAL SECTION 

A. GeneraJ. 

A simple description of the experiments performed is the 

following: X-r~s of known energy. and energy spread strike a gaseous 

sample; some of the photoelectrons produced enter a magnetic field of 

known strength. The magnetic field is cylindrically symmetrical and 

roughly perpendicular to the velocity of the photoelectrons at their 

point of entrance into th~ spectrometer. Therefore, the electrons 

traverse a circular path, at some point of which they m~ enter an 

electron detector. Since the magnetic field strength is known and the 

radius of the path of the photoelectrons is known, the momentum of the 

photoelectrons may be determined. 

A characteristic of the sample called the binding energy is 

defined by the following energy conservation equation: 

EB + K.E. = hV (1) 

Here, EB is the binding energy, and K.E. is the kinetic energy; it is 

determined from the momentum by the usual equations : 

K.E. p2/2m p2/2m 2 2 (2) = = me moe 

Here, p is the momentum, c is the speed of light, and m is the mass. 

A schematic illustration of the spectrometer is given in Fig. 1. 

The construction of the spectrometer is discussed in great detail 

1 elsewhere. For this study the important points about the spectrometer 

are the accuracy of relative binding epergy measurements, the resolution 
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of the spectrometer, and the contribution of the spectrometer to the 

shape of the observed intensity vs. energy distribution of the photo-

electrons. 

The spectrometer has been calibrated by Fadley, Geoffroy, 

Hagstrom, and Hollander; 2 it has been found to measure absolute binding 

energies within several parts of 104; relative binding energies should 

therefore be measured accurately to within one part in 103 , or 0.01 eV 

for a typical range of 10 eV. 

The resolution of the spectrometer was set at ~E/E = 0.06% for 

these experiments--that is, the intensity distribution of a perfectly 

monochromatic beam of 1 keV photoelectrons focused by this spectrometer 

would have a width of 0.6 eV FWHM. The lineshape of this peak would 

be slightly asymmetric, and skewed toward the low kinetic-energy side. 

The electron detector is an electron multiplier; the multiplication 

comes from an electron cascade along a sensitive surface which has a 

potential of several keV across it. This surface is sensitive to some 

gases, especially fluorinating agents such as UF6 and F2• It does not 

appear to be affected by most organic compounds or inorganic compounds. 

The detector is discussed in detail elsewhere. 3 

B. The Gas Sample Cell 

In order to contain gaseous samples, a special cell is needed; 

for gases run at room temperature, one of these had already been 

constructed;
4 

this proved satisfactory. For gases run at higher 

temperatures, a second cell was constructed. This cell will be 

discussed later. The room-temperature cell consisted primarily of an 
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aluminum box with 'a circular opening to admit x-r~s and a slit to 

allow the passage of photoeibctrons and gas into the spectrometer. The 
I 

slit defines a source of electrons for the spectrometer~-for the experi-

ments performed here, the slit was 0.3 mm in width and 1 em in height. 

. -2 The pressure inside the aluminum box was 1n the 10 Torr range; 

the pressure was measured by a MacLeod gauge and a thermocouple gauge--

the readings agreed within a factor of 2 for most gases. It was not 

important to know the absolute value of the pressure, but only whether 

it was constant during an experiment. 

The gas flow into the aluminum box was controlled by sensitive 

double-needle valves (made by Hoke mfg.) or a specially constructed 

valve consisting of a stainless steel body and a teflon seat (this valve 

was designed by Gene Miner). The second valve was found to be superior 

to the first, because it resisted corrosion better and did not leak. For 

these experiments, the gases were used as received from the manufacturer--

any non-negligible impurities were detectable in the spectrometer, but 

they were rarely present. 

In order to study heated samples, another gas cell was designed. 

The box, slit, and window were copied from the original gas cell. The 

delicate job of aligning the slit was performed by Salim Banna. Heaters 

of the type previously used in the spectrometer4 were constructed by 

Joe Bryan and attached to the gas cell. These heaters were made of 

tantalum wire, wound non-inductively, and sandwiched inside slices of 

boron nitride. To make sure the gas was thoroughly heated before it was 

exposed to x-r~s, it was passed through a 15 em section of pipe which 

was heated to the temperature of the box. This idea was taken from 
( 

- ~' 
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Cornford, ~ al., who me~ured the UV photoelectron spectrum of NF2 above 

room temperature. 5 We also studied NF2 at elevated temperatures, the 

reason being that it is supplied at high pressures as N2F4i although NF2 

is thermoQynamically stable at our operating pressures at room temperature, 

N2F4 dissociates very slowly at room temperature, but very rapidly at 

temperatures around 150° :C. 

C. The X-Ray Tube 

The x-ray tube consists of a cathode (source of electrons), and 

an anode, which emits x-rays when struck at appropriate energies by 

the electrons from the cathode. The electrons are accelerated from the 

cathode to th,e anode by a voltage of 11 keV applied to the cathode. This 

voltage was found to be optimal for the production of Mg Ka x-rays. 4 The 

electrons striking the anode (a piece of magnesium metal) heat it up; 

this heat is carried away by a water-cooled piece of copper in ph,ysical 

contact with the magnesium. Thus the operation of the x-ray tUbe requires 

electrical and fluid vacuum feedthroughs. 

In order to run gases for long periods of time (more than one 

hour), it was found necessary to isolate the vacuum within the x-ray 

tube from the spectrometer vacuum, because most gases attacked both the 
I 

anode and cathode. The anode and cooling block assembly were reconstructed 

so as to 'allow an a-ring to seal the cooling block. to the x-ray tube 

housing. The anode was screwed directly on to the cooling block rather 

than squeezed against it indirectly. This design provided more efficient 

cooling, and it was found by Bernice Mills that the x-ray tube could 

then be operated at 50% higher power. The other end of the x-ray tube 
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housing was sealed by simply welding it to the x-ray flangeo The 

beryllium window on the x-rey tube was sealed by placing an o-ring 
. . 

between it and the x-rey tube. The temperature ·Of the x-ray tube housing 

during operation is slightly over 100° c, 8 so that viton o-rings were 

necessaryo Some cooling of the o-rings was obtained by placing them in 

contact with water-cooled copper. 

The most critical and important aspect of the sealed x-rey tube 

turned out to be its pumping system. At first a cryopump was used to 

pump out the x-rey tube, but its pumping speed was too slow; outgassing 

of the hot cathode and its support dirtied the anode and beryllium 

window. It was found necessary to pump the x-rey tube by a diffusion 

pump (this pumping system was constructed by Salim Banna); although the 

opening from the x-ray tube into the high vacuum was less than two square 

centimeters, this proved sufficient to keep the anode cleano 

D. Systematic Errors 

Siegba.hn, ~ &·, found that the kinetic -energies they measured 

6 in the gas phase were a function of the pressure of the gas. They found 

variations in the measured kinetic energies of up to l eV with pressure, 

and also found that the kinetic energy always decreased with an increase 

in pressure. They explained this qualitatively as due to positive 

space or surface charges (e.g. ionized molecules), which would increase 

in concentration with an increase in pressure. In the Berkeley spectrometer, 

however, T. Do Thomas found less than a 0.2 eV variation in kinetic energy 

within the available pressure range. 7 However, in order to minimize this 

problem as much as possible when measuring chemical Ei~ifts, the sample 
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gas and reference gas were usually run simultaneously. Presumably the 

space and surface charges affect all the photoelectrons the same wey, so 

relative binding energies are not affected by them. 

Another systematic error is the neglect of the transfer of 

kinetic energy to the molecular ion because of momentum conservation 

(the momentum of the molecular ion must be equal and opposite to that of 

the photoelectron). However, for any system heavier than neon, this 

kinetic energy is negligible. 

E. Data Ana1ysis 

The raw experimental data consisted.of pulses from the electron 

detector as a function of the current which produced the focusing-magnetic 

field in the spectrometer. The data were taken at discrete current 

intervals; generally the current was stepped in intervals of 0.0001 or 

0.0002 amp. This corresponds to 0.1 to 0.4 eV for the experiments 

performed here. The data were fitted to Lorentzian peak shapes by a 

non-linear least-squares fitting program developed by Claudette Lederer. 9 

The program works by varying the parameters describing each peak shape, 

the position of the peak, the area under the peak, and the width of the 

peak until a "best" fit is obtained by the criterion of a minimum in the 

value of ~ (E. - L. )2 , where E. is the i th experimental point and L. is L. l. l. l. l. 
i 

the ith Lorentzian point~ This program fitted the spectra reasonably 

well, although it is evident that there are systematic errors in using 

a strictly Lorentzian peak shape--the contribution of the spectrometer to 

the peak shape is not Lorentzian, and there are also some discrete and 
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continuous energy-loss satellites on the low kinetic energy side of the 

peaks, which of course could not be accounted for by the Lorentzian 

shapeo 

A measure of the quality of a fit is the weighted variance: 

w. v 0 - ( 1/N) L ( Ei - Li) 
2 
/Ei 

i 

(3) 

Here, N is the total number of points fitted. Now the experimental 

uncertainty in Ei is about (Ei)•5, so a good fit should give Lito 

within (E.)"5 of E .• Therefore the weighted variance for a good fit 
~ ~ 

becomes (1/N) ~((E. )• 5)
2
/E., or about 1. For most of the spectra fitted, 

i ~ ~ 

the weighted variance was between 3 and 10. Such fits gave peak positions 

to within ±0.03 eV, and the width (at half of the maximum) to within 

±0.1 eV. Examples of spectra and their fitted peaks are given in Figs. 

2a and 2b. 

\ 
l 

\ 
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Fig. 2a. Spectrum of the ls photoelectrons of molecular oxygen, a 
paramagnetic molecule. The experimental data are indicated by points. 
The fitted Lorentzian functions are indicated by solid lines. 
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Fig. 2b. Spectrum of the oxygen ls photoelectrons of the paramagnetic 

molecule, nitric oxide. The fitted function consists of one peak, 
instead of two, and therefore it fits the data poorly. ,, 
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SECTION II. DISCUSSION OF CORE BINDING ENERGIES 

The basic e:x;periment performed in this work may be described 

formally as follows: a molecule in its ground state, with a kinetic 

energy equal to kT (T ~ 300° C) exists in a radiation field; at some 

time t 0 , a photon with an energy of about 1 keV enters the vicinity of 

the ·molecule. There is a probability that the molecule absorbs the 

photon--if a core electron is emitted after absorption of the photon, 

the resulting ion may decay via radiative or radiationless transitions 

(emission of a photon or emission of electrons).· The ion may then 

dissociate. 

It is obvious that to describe fully and quantitatively the 

behavior of the system would be very difficult. Fortunately, for the 

systems studied here (low atomic number), the interaction of the system 

with radiation fields can be almost totally neglected. First of all, 

quantum-electro~namical effects will be below the limits of experimental 

error, and second, non-radiative transitions in the ion are much more 

likely than radiative transitions. In fact, only the lineshape of the 

exciting radiation and its energy are important here. The energy of the 

radiation is used to define a characteristic of the molecule called the 

binding energy: 

hv = B.E. + K.E .• (1) 

Here, hv is the energy of the exciting radiation, K.E. is the experi-

mentally measured kinetic ~nergy of the photoelectron, and B.E. is the· 
T 

binding energy. The binding energy depends on the ground state of the 

molecule and the state of the ion formed immediately after emission of the 
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photoelectron. The non-radiative transitions are important because 

they affect the measured linewidth of the,photoelectron; later, an attempt 

will be made to assess the magnitude of the effect for the systems 

studied here. 

The core photoelectrons measured in this work have velocities 

of about 109 em per sec; within l0-15 sec, the photoelectron and ion 

are essentially separated. While the photoelectron is within the vicinity, 

i.e., within~ 100 A of the remainder of the molecule, this remainder, 

or ion, may be described as a "quasi-bound" state; that is, a state where 

all the electrons are in "bound" states, but a vacancy exists in an inner 

shell. This "quasi-bound" state is not a stationary state, because one 

of the electrons in higher shells may fill the inner shell vacancy. This 

filling is accompanied by the ejection of another electron (again, from a 

higher shell) from the molecular ion. This, of course, is the non-

radiative transition. Its rate determines the lifetime of the "quasi-

bound" state; this lifetime gives an uncertainty to the kinetic energy of 

the photoelectron through the uncertainty principle. The non-radiative 

transition rates seem to be accurately calculable within the formalism 

10 
of one-electron wavefUnctions and time-dependent perturbation theory; 

the probability for such transitions is proportional to the square of the 

matrix element of l/r12 between the "quasi-bound" state and the de-excited, 

continuum state. 10 (Although l/r12 does not depend on time, it may be 

. iwt 
given a time dependence by multiplying it by a factor of e and then 

letting w go to zero after the calculation of the probability for the 

t •t• 11 ransJ. J.on. l/r12 is part of the Hamiltonian of the one-electron wave­

fUnctions, but there are still matrix elements of l/r12 between certain 

'0' 
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of these fUnctions. The true wavefunction of the ion is a superposition 

of the "quasi-bound" wavefunction and continuum wavefunctions.) 

It is usually assumed in this field that the "quasi-bound" state 

of the ion is the important one for the determination of the binding 

energy of the core photoelectron. Implicit in this assumption is the 

complete relaxation of the valence electrons into their "quasi-bound" 

orbitals and transfer of this relaxation energy to the photo-

electron while it is in the vicinity. of the ion. This 

assumption may not hold for very large molecules or for very fast photo-

electrons, but there are as yet no indications that it breaks down. 

The final state of the whole molecule (ion + photoelectron) will 

be assumed here to have a wavefunction of the form 

'¥ = l/Jion ~ 
\ 

' 

where ~ is the wave function of the photoelectron and l/J. 
~on 

is the "quasi-bound" wavefunction for the remaining electrons and nuclei. 

The interaction of the photoelectron and the ion will be neglected. In 

this approximation Ef. a1 = E. + K.E. Let E0 represent the ground-state 
~n ~on 

energy of the molecule. Since Efinal = E0 + hv, K.Eo = E0 + hv E. • 
~on 

Now since EB = hv- K.E., by Eq. (1), it follows that EB = Eion E0 • 

The Born-Oppenheimer approximation will be assumed here12 to apply 

to the ground state and ion, so that their wavefunctions take the form 

The energy corresponding to l/Jj is 
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where the lower case letters in parentheses represent the various 

sets of quantum numbers which describe the state j. R0j represents 

the set of equilibrium internuclear distances, and vj represents the 

set of frequencies describing nuclear motion. Rotational and translational 

motion are not described in more detail because they are not expected 

to contribute to the binding energies of core electrons beyond the 

limits of experimental error. Therefore the ·expression for the 

binding energy becomes 

= ~E 1 (e., R0 .) + ~E .b(v., vj) e ec J J v1 J 
(4) 

A further approximation is usually made in this field, which considerably 

simplifies Eq. (4)--it is assumed that the potenti~l curves of the ground 

state and the "quasi-bound" state are identical, except for a relative 

displacement along the energy axiso This is equivalent to ~E "b = O, as 
V1 

well as ~ROj = 0. Using this approximation, Eq. (4) becomes 

(5) 

This equation will be used here for interpreting binding energies, 

although cases in which this approximation may break down will be pointed 

out. 

The error in Eq. (5) may be easily estimated as follows: rearrange 

Eq. (4) to read 

. ~-
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0 
Roo) + E 1 (eo' 

1
e ec 

0 
Evib(vo, vo)] 

, I 

[Eion (Ri~n) 
elec 01 1 

Eion (R )] 
elec 00 

I I 

The terms in brackets are the errors in Eq. (5); the first term in 

brackets is always less than zero, and for L\R less than 0.1 A, which 

seems to be the case here, its magnitude is about 0 to 0.3 eV. The second 

term m~ be greater or less th~n zero. Its magnitude will also be of the 

order of tenths of an eV, unless the ion is highly excited vibrationally. 

In the next section, this possibility will be examined. 
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SECTION III. LINEWIDTHS 

A. Introduction 

The experimental linewidths of core photoelectrons were measured 

along with their relative binding energies. The linewidths varied with 

chemical structure, so an attempt was made to ~xplain this variation. 

Table I indicates the range of linewidths. Furthermore, these variations 

may affect the interpretation of core-level chemical shifts. In 

particular, if a line is broadened because of Franck-Condon factors, the 

experimentally measured binding energy may correspond to a final state 

which is highly excited vibrationally, and which therefore cannot be 

treated by Eq. ( 5). 

Now the Franck-Condon principle is one possible cause of the 

observed variations in linewidth--in valence electron transitions, the 
. 13 

Franck-Condon envelope may extend over more than one eV. But the 

Franck-Condon principle applies to final states which are dissociated 

as well as to those which are bound; in fact, electronic transitions to 

dissociated final states may be broadened as much as those to bound 

14 final states. 

Another possible cause of the observed linewidths is the 

lifetime of the "quasi bound" state. Recently, Shaw and Thomas15 and 

Friedman, Hudis, and Perlman16 have independently ascribed the observed 

variations in core-level linewidths to such lifetimes. Shaw and Thomas 

found a correlation of the observed linewidths with the experimental 

binding energies--as binding energies decreased, the linewidths increased. 

The explanation given for this is tha~ the b}nding energies decrease 

with an increase in electron density at the atom to be ionized (Coulomb's 

. '· 
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Table I. Linewidths (eV) 

Molecule and 2 + . + 2 1/2 w w (wspec (wAuger wrad) ) w core level spec Auger exp 
' ' 

CF4 C ls 0.57 0.07(7) 0~81(12) 0.88(7) 
~ 

* 0.10(10) 0.84(15) 1.17(7) C H
3
cF

3 
C ls 0.57 

C02 C ls Oo57 0.07(7) 0.81(15) 1.02(10) 

co C ls 0.57 0.07(7) 0.81(12) 0.94(7) 

'co 0 ls Oo43 0.20(20) 0.85(25) 0.78(10) 

C02 0 ls 0.43 0.21(21) 0.86(26) 0.96(10) 

NNO 0 ls 0.43 0.21(21) Oo86(26) 0.91(10) 

* Ool4(14) 0.85(19) 0.91(10) N NO N ls Oo51 

* NN 0 N ls 0.51 0.12(12) 0.82(17) 0.87(10) 

N2 N ls 0.51 0.13(13) 0.80(18) 0.83(10) 

HF F ls 0.34 Oo25(25) 0.88(30) 0.94(7) 

Ne Ne ls 0.23 0.26(26) 0.79(31) 0.73(5) 

HF F 1s Oo34 Oo25(25) 0.88(30) 0.94(7) 

CH3CH~ F ls Oo34 0.25(25) 0.88(30) 1.22(7) 

CH~2 F ls 0.34 0.25(25) 0.88(30) 1.35(10) 

CHF
3 F ls 0.34 0.25(25) 0.88(30) 1.46(7) 

CF4 F ls 0.34 0.25(25) 0.88(30) 1.58(7) 

In this table, w d is assumed to be 0.5 eV· w is assumed to have an 
~ ra ' spec 

error of 0.05 eV. The error in the third column is the sum of the errors 

in w and WA • The error in w A is equal to the value of w Auger" spec uger uger 

w is obtained from least-squares fits of a Lorentzian line shape to the exp I 

experimental data. 
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Law), w~ile the Auger transition rates increase; this decreases the r . 
I -

lifetime of the final state and increases the uncertainty in the kinetic 

energy and binding energy. 

This line of reasoning will be pursued here, and it will be 

shown that it explains much of the variation in linewidth, but not all 

of it--in particular, it cannot explain the variation in the fluorine 

ls linewidths. An argument will then be given for the relevance of the 

Franck-Condon principle to F ls linewidths. 

B. Lifetime of the "Quasibound" State 

The matrix element which describes Auger transitions _is the 

following: 

Electron number one falls from molecular orbital i in the "quasi bound" 

state into the vacant ls orbital, and the secon.d electron carries energy 

away by making a transition from molecular orbital j into a continuum 

orbita1.10 It is expected that the major part of this matrix element is 

the following one-center integral: 

cj~ cik ~~~ls(l) ~(2) l/r12 ~k(l) ~~(2) dT1 dT2 

I 
Here cik-~k is the part of ~i centered on the ionized atom, and cj~ ~~ 

is the corresponding part of ~j" The actual integral will be called 

A(i,j); the total Auger transition rate is then roughly proportional to 

the term 

I 
' j 
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A(i,j) does not depend very strongly on its constituent atomic orbitals,10 

and the sum over the coefficients should be roughly proportional to the 

square of the density of the valence electrons at the ionized atom in 

the "quasi-bound" state. Therefore, the total Auger transition rate in 

a molecule should be roughly proportional to the square of the valence 

electronic population at the ionized atom. 

There are available in the literature calculated Auger transition 

rates for first row atoms (e.g. McGuire10 and Walters and Bhalla10 ), but 

not for moleculeso However, it seems reasonable that the major difference 

between atomic and molecular Auger rates should be the differences in 

the valence electronic populations at the ionized atoms. This population 

does not change upon core ionization in atoms, but it generally increases 

by about 0.5 to 1 electron in molecules (according to CND0/2 estimates). 

An estimate of this population will be obtained with the equivalent cores 

approximation and CND0/2 wavefunctions,t and together with the theoretical 

results for atoms, it will be used to estimate the contribution of Auger 

transitions to experimentally observed linewidths. 

McGuire's calculations give the following for the energy uncertainty 

of ls "quasi-bound" states in atoms: C, 0.06 eV, N, 0.09 eV, 0, 0.15 eV, 

F, 0.22 eV, Ne, 0.26 eV. CND0/2 wavefunctions indicate that the valence 

electron density at carbon in the equivalent-cores ion varies from 4 to 

about 5.2. Thus, the energy uncertainty should vary from about 0.06 eV to 

about 0.2 eV (a factor of two allowance is ~ade for the crude nature of 

t 
CND0/2 wavefunctions are widely-used semi-empirical wavefunctiops; their 

I 

calculation is discussed in detail in Ref. 24. 
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this approach). The analogous results for. nitrogen are 0.09 to 0.25 eV; 

oxygen, 0.2 - 0.3 eV; no CND0/2 results are available for the core-

ionized state of fluorine, but because fluorine is always negatively 

charged in molecules, it is expected that the variation in its Auger 

lifetime should be quite small. Assuming a valence population of about 

8 on the ionized atom, the energy uncertainty becomes 0.26 eV. 

In order to test these numbers with experimental measurements, 

I 

one mus~ know the relationship between the uncertainty in the energy 

and the experimental linewidth. This is not a direct relationship, because 

the experimental line shape is affected by the spectrometer resolution 

and the shape of the exciting radiation. In fact, the necessary 

relationship is not exactly known--all that exists is a rough rule of 

thumb. What is definitely known is that the exciting radiation has a 

Lorentzian lineshape afid. a FWHM of 0. 4 to 0. 5 eV. 6 (Although the radie.ti0n 

hits the sample as a spin-orbit doublet, the fitting program corrects 

for this.) The lifetime of the quasi-bound final state also contributes 

a Lorentzian line shape; these two contributions are convoluted to give 

another Lorentzian line shape whose FWHM is the sum43 of the widths of the 

lifetime and the radiation: 

width . = width + width · . . 
convolut~on Auger · rad~at~on 

This relation is peculiar to Lorentzian line shapes; for Gaussian line 

shapes, the width of the convolution is the square root of the sum of 

the squ~es of the contributing widths. What is unknown is the relation 

between ~he experimentally observed width (width·. ) , the spectrometer 
r exp 

. ' 
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resolution (width ), and the width of the convolution. The rule of spec 1 

thumb which seems to work is the following: 

width = ((width )2 + (width . )2 )112 
exp - exp convolut~on 

(6) 

This rule could be made slightly more accurate by varying the exponents, 

but it is qualitatively correct. Table I gives a comparison of the 

calculated width and the observed width. It is evident that the Auger 

effect accounts for some of the variation in linewidth, but it cannot 

explain the variation in the carbon ls linewidth or that of the F ls 

linewidth. Equation ( 6) may be partly to blame for the small range of 

the predicted linewidths, but even if the observed linewidths increased 

linear1y with the width of the convolution, the Auger effect alone 

could not account for the range in either the carbon linewidth or the 

fluorine linewidth. 

c. The Franck-Condon Principle 

When a molecular system absorbs energy and makes a transition 

corresponding to the excitation of an electron, some of the energy may be 

absorbed by the relative motion of the nuclei. Because the final state 

has a number of vibrational levels, several peaks or bands 
1

of varying 

intensity may be observed in each electronic transition. If the nuclei 

are dissociated, the vibrational excitation causes the spectrum to be 

diffusely broadened. Vibrational excitation is observed in optical 

absorption spectroscopy and UV photoelectron spectroscopy. This effect 

can be explained by the well-known Franck-Condon ~rinciple;13 t~is 
. '' 
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principle states that the probability for excitation to a given vibrational 

level in the final state is approximately proportional to the square of 

the overlap integral between the ground state and final_ state vibrational 

· wavefunctions. This effect has so f~ not been directly observed in 

x-r~ photoelectron spectroscopy because the instrumental resolution is 

not high enough. However, vibrational excitation may contribute to the 

width of the observed peak. 
I 
ITo check on the possibility of vibrational broadening in core-

level spectroscopy, the probabilities of excitation in various vibrational 

levels upon core ionization were calculated for the diatomic molecules 

HF, CO, and N2 • These probabilities (commonly called Franck-Condon 

factors) were calculated within the harmonic oscillator approximation, 

: 38 
using a ·method due to Mannebacko The final state was assumed to be an 

equivalent-cores ion, and published bond lengths and frequencies were 

used. In the harmonic oscillator approximation, the Franck-Condon factors 

depend on four parameters--the change in equilibrium internuclear distance 

for the transition (8R0j), the reduced mass~ (m1m2/(m1 + m2 ), and the two 

vibrational frequencies v
0 

and vi. To check on these calculations, 

Franck-Condon factors were also calculated for the ionization of the 

least-bound electron in NO, for which experimental Franck-Condon factors 
I . 

. 13 
are avai~able. The results are shown in Table II. 

The assumption of harmonic oscillator wavefunctions is obviously 

not very good, but it does give some indication of the importance of 

Franck-Condon factors for core-level ionization in these molecules. No 

attempt was made to calculate Franck-Condon factors for polyatomic 

molecules because of the difficulty of the calculation and the lack of 

parameters, especially R0j • 

- J 
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Table II. Franck-Condon Intensity Ratios 

Transition 0-1/0-0 0-2/0-0 0-3/0-0 

NO to NO+ (expt) 1.5 1.4 1.0 

.• NO to NO+ (theory) 1.3 0.4 o.o6 ,, 

+ HF to NeH (theory) 0.28 0.002 0.0007 

CO to NO+ (theory) 0.74 0.13 0.013 

CO to CF+ (theory) 0.01 0.0004 0.00001 

N2 to NO + (theory) 0.14 o.oo4 0.00003 
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The C ls l~ne in CO should be broadened the most, of the,cases 
11 

tested. The observed width for CO exceeds the calculated width by 0.13 eV, 

which is somewhat more than for the other cases tested in Table II, and 

it is also slightly more than for the C ls line in CF4 , which on the basis 

of lifetimes only is calculated to have the same linewidth. 

When polyatomic molecules are considered, the difference between 

experiment and theory becomes greater. The observed widths of the C ls 
I 

line in C02 and the "CH
3

" C ls line in CF3cH3 are considerably broader than 

the calculated values in Table I; the F ls lines show an even greater 

discrepancy between theory and experiment in Table I. What is striking 

about the F ls widths is the large increase in observed width with 

successive fluorination at the. carbon atom, whereas the calculated widths 

do not change with fluorination. It was assumed in the calculations that 

the net electronic population at the ionized fluorine atom would remain 

constant with fluorination (although estimates of these populations 

are not available) because both CND0/2 and .!:!?_ initio 41 ground state 

populations at fluorine remain constant with fluorination. 

In order to get an indication of the effect of vibrational 

excitation on core-level linewidths in polyatomic molecules, a study 

was made of the dependence of diatomic Franck-Condon factors upon the 

necessary parameters. The Franck-Condon factors calculated with 

parameters corresponding to polyatomic molecules should give a rough 

idea of the importance of vibrational excitation for core-level transi-

tions in polyatomic molecules. For this study, ~ROj was varied between 

0 and Oo2 A, ~ was varied between 1 and 10, and the frequencies were 

varied between 0.1 eV and 0.4 eV. This study indicated that the· 



' ' ~j ' ---~· '' ·-' ·.} 

-27-

Franck-Condon envelope should broaden with increases in these parameters, 

especially the change in internuclear distance upon ionization. 

Traditionally, the ionization of "non-bonding" electrons such as core-

level electrons causes little or no change in ROj' and hence causes 

little vibrational excitation.13 Howev,er, even in diatomic molecules 

the change in R0j upon core ionization can be comparable to that 

resulting from the ionization of bonding or anti-bonding valence electrons. 

For example, ~ROj for the transition CO to NO+ is about 0.06 A, and for 

HF to NeH+ it is 0.07 A, while for the ionization of the least-bound 

( anti-bondipg) electron in NO, i•t is about 0. 08 A. 39 It is expected that 

~Oj can be larger for polyatomic molecules, because R0j is larger, and 

also, core ionization affects the valence levels to a greater extent in 

polyatomic molecules than in diatomic molecules. 26 As previously mentioned, 

values of R0j are unavailable for many polyatomic systems, especially 

the ions. However, a few calculated values have been found for the 

equivalent-cores ions, and they indicate that ~ROj can be as large as 

0.2 A for a core-level transition47 (in particular, for the transition 

NOF to NF~, ~Oj(N-0) is 0.24 A and ~Oj(N-F) is -0.15A48 ). Such large 

values of ~R0 . will probably result in considerable vibrational excitation 
J -

in the ion. For ~Oj = 0.1 A, ~ = 8, and vi and vf = 0.1 eV, the ratios 

of calculated diatomic Franck-Condon factors were as follows: 0-1/0-0 = 1.71, 

0-2/0-0 = 0.57, and 0-3/0-0 = 0.08. Thus, if the experimental Franck-

Condon factors for such a transition exceed the calculated values as for 

the transition NO to NO+ in Table II, the Franck-Condon envelope would 

have a FWHM of at least 0.5 eV. This is sufficient to explain the 



-28-

variation in the C ls linewidths, while a somewhat broader envelope would 
I ! 

be required to explain the F ls linewidths. However, such a possibility 

is not excluded by these crude calculations. 

In order to gain more insight into the processes which may be 

broadening the F ls spectra, published41 UV photoelectron spectra of 

the fluoromethanes were examined. Almost all of the peaks were broadened, 

but many of the peaks had no visible Franck-Condon envelope. The 

explanation given for this broadening is dissociative ionization; i.e., 

the broadening is still due to vibrational excitation, but the overlap 

occurs between the bound vibrational wavefunction in the ground state 

and continuum vibrational wavefunctions in the ion. This explanation 

is supported by the fact that the mass spectral peaks corresponding to 

41 many of the ions of the fluoromethanes have not been observed. However, 

there are no "non-bonding" or "lone-pair" valence electrons in the 

fluoromethanes, so perhaps these spectra are unrelated to the core-level 

spectra. With this in mind, the UV photoelectron spectrum of the Cl 

"lone-pair" valence electrons in 42 CF 
3
c1 was measured. The Cl "lone-pair" 

valence electrons were expected to behave similarly upon ionization to 

the F and Cl core levels, because they are essentially localized on one 

atom. However, the vacancy left after ionization of these electrons is 

not comp!etely localized at the Cl atom; CND0/2 wavefunctions indicate 

that 50% of the vacancy lies on other atoms. The spectrum of the Cl 

"lone-pair" valence electron consisted of a single symmetrical peak with 

a FWHM of about 0.6 eV, but no Franck-Condon envelope was visible. This 

peak was about 0.5 eV broader than the corresponding peak in CH
3
Cl. It 
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is similar in appearance to the smoothly broadened peaks in the UV spectra 

of the fluoromethanes; for this reason, it seems likely that the peak is 

broadened because of dissociation in the final state. In our opinion, 

this is indirect evidence for dissociative broadening in core levels. 

However, this question cannot be settled until more information is 

available. Theoretical calculations of the relevant potential surfaces 

would be helpful. 

If dissociation occurs upon core ionization, then vibrational 

excitation must also occur. In other words, the maximum of the experimental 

peak must correspond to a state of the ion which lies above the lowest 

point(s) in its potential curve (even if there is no minimum in the 

potential curve). Figure 3 illustrates this point. Thus, the vibrational 

energy of the final state should be taken into account when calculating 

chemical shifts. No attempt was made to calculate this vibrational 

energy, but theoretical calculations which neglect it 41 predict the 

experimental shifts well. So perhaps the excess vibrational energy is 

unimportant or cancels out when taking relative binding energies. 

Do Conclusions 

Variations in the lifetime of the "quasi-bound" final state 

explain some, but not all of the variations in core-level linewidths. 

Vibrational excitation in the final state seems to be the most likely 

cause of broadening in core levelso It may contribute to binding energies 

to the extent of several tenths of an eV. The F ls levels are probably 

broadened because of dissociation in the "quasi-bound" final state. 
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SECTION IV. CHEMICAL SHIFTS 

Ao Introduction 

Chemical shifts in core-level binding energies are of considerable 

interest to chemists because they can give information about electronic 

structure. One of the most common interpretations of chemical shifts 

involves the use of Koopmans' Theorem. 49 In this interpretation, the 

core-level binding energy equals the negative of the core-level eigen-

value determined from a self-consistent field wavefunction for the 

ground state of the molecule. This approach is potentially very useful 

to chemists because it interprets binding energy shifts entirely in terms 

of ground state properties. For example, the ls binding energies obtained 

using Koopmans' Theorem have been found to correlate linearly with atomic 

50 charges. However, such binding energies do not agree with experimentally 

observed binding energies. They alw~s exceed the observed binding 

energies, usually by about 5%; such an excess is larger than the total 

range of chemical shifts for the element, so one must be very careful 

when applying Koopmans' Theorem to chemical shifts. The difference between 

the experimentally observed binding energy and that obtained from Koopmans' 

Theorem is called the relaxation energy. One of the main objectives of 

this section is to analyze the variation in relaxation energy with chemical 

environment in order to determine when it can be safely neglected. 

CND0/2 wavefunctions will be used here to obtain relaxation 

energies and interpret chemical shifts; this is probably the weak point 

of.this section. However, the CND0/2 theoretical chemical shifts compare 

well with experiment for a large variety of molecules, and their 

calculation involves little expenseo 
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B. General Discussion 

The expression developed for the binding energy was Eq. (5): 

(5) 

Here, Eion is the "quasi-energy" of a "quasi-bound" state--a state in 
elec 

which the variational principle is applied to only some of' the parameters 

in the electronic wavefunction in order to preserve an inner shell vacancy. 

It should be remembered that Eq. (5) can be in error by several tenths 

of an eV, as discussed in Sees. II and III. 

Chemical shifts are calculated simply by taking changes in EB. 

In this th · Eion (R ) ·11 b · t d b th energy of the es~s, elec 00 w~ e approX1ma e · y e 

equivalent-cores ion. It has been shown empirically by Jolly and 

co-workers17 that such an approximation is usually very good; furthermore, 

theoretical support for the equivalent-cores (or thermochemical) approxi­

mation has been given by Shirley.18 The error in the equivalent-cores 

approximation is unknown, although Refs. 17 and 18 indicate that when taking 

chemical shifts it is no more than a few tenths of an eV. 

Using the equivalent-cores approximation, Eq. (5) becomes 

' 
(7) 

where R00 represents the set of equilibrium internuclear distances in 

0 the ground state, and Z is the charge on nucleus a in the ground state. a 

Equation (7) m~ be reduced to a simpler expression via the Hellman-Fernman 

Theorem. This theorem states that 

. ~ 
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~~ = ( 1Ji{A) l~llJi(A) ) (8) 

where A is some variable parameter in the Hamiltonian.19 A may be one 

of the internuclear distances, one of the nuclear charges, etc. Here we 

will take A to be the nuclear charge on atom a, Z • In this case, , a 

. 2 

\ .:_:,_­
L R. 
·.J Ja Jra 

[;~ 
• J.a 
]. 

' 

where r. is the distance between nucleus 
J.a 

a and electron i, and Rja 

is the distance between nucleus j and nucleus a. This expression was 

obtained simply by differentiating with respect to Z the usual non­a 

relativistic Hamiltonian for a molecule. 

Now ( ~~~ I ) is the negative of the potential energy of an electron 
a 

at nucleus a, and will be denoted -V (Z ) • a a It is obviously a function of 

the value of Za. Next, Eq. (8) may be integrated from Z~ to Z~ + 1 to give 

EB in terms of V (Z ): 
a a 

aE dZ = az a 
a 

• (9) 

I 

Equation (9) is the quantitative relation between the thermochemical 

model of chemical shifts and any potential-at-a-nucleus models of chemical 

shifts. This integration of the Hellman-Feynman Theorem has been done 

previously20 but so far it has not been applied to physical problems. 
I 

Obviously, the integral must be simplified to give useful results; in 

fact, this will be done in such a way that semi-empirical wavefunctions 
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can be used to estimate chemical shifts. This simplification is guided 

21 by the results obtained by other workers. The semi-empirical wave-

fUnctions do not have to satisfy the relation 

' 

but th~ should give realistic values of Va. 

First, -Eq. (9) will be rewritten as 
I 

+ 1 

V (Z ) dZ a a a (V (Z ) - V (z0
)) dZ a a a a a -. 

The second term on the right side of the equation will be called 

the relaxation energy, R. It represents the change in EB due to the 

rearrangement of the valence and un-ionized core electrons during core 

photoemission. When R is the same for two molecules, 

This is an important result--in this case, ~~ can be interpreted in terms 

of ground state properties, and the thermochemical model becomes equivalent 

to the ground state potential model of chemical shifts. For this reason, 

an attempt will be made to estimate R (and V (z0 )) for various molecules, 
a 

to see if there are trends in the value of R which enable us to use the 

ground state model of chemical shifts. This model has already been developed 

21 by other workers through the use of Koopmans' Theorem. However, there 

has not yet been a systematic study of relaxation energies. 
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In order to make estimates of R, V (Z) will be assumed to be a a 

linear function of Z between the values of z0 and z0 + 1; R then turns 

out to be l/2(V (z0 + 1) - V (z0 )). Heden and Johansson22 have derived · a a 

a similar result for Hartree-Fock wavefunctions; the choice of a linear 

V was motivated by their result. The error in the linear approximation a 

m~ be seen in the graph of V versus Z (4); the error is the area a a 

between the curved line and the straight line, both of which connect 

0 0 
V (Z ) and V (Z + 1). It is only about 1 eV, with a possible variation a a 

from molecule to molecule of only several tenths of an eV. The relaxation 

energy is the area inside the triangle with the dashed sides. The 

potentials were calculated with CND0/2 wavefunctions. 

A further assumption will be made in evaluating R and V --the a 

contributions of the inner electrons on atom a to R and V will be a 

assumed to be the same regardless of chemical environment. Schwartz21 

has investigated this assumption for V and found it to be a very good 
a 

one. With this assumption, it is now possible to evaluate R and V with 

valence electron wavefunctions and use them to interpret chemical shifts. 

C. CND0/2 Potential Models 

The CND0/2 wavefunction is a molecular orbital wavefunction; that is, 

the total wavefunction is an anti-symmetrized product of one-electron wave-

functions called molecular orbitals. The total wavefunction could be a 

linear combination of such anti-symmetrized products, in which case it 

would be called a configuration-interaction wavefunction; however, for 

simplicity, it is limited to one configuration. 

The molecular orbitals are linear combinations of atomic orbitals 

centered at the various nuclei: 
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Fig. 4. Va is plotted against Za .for three different isoelectronic molecular 
systems. The linear relaxation energy for a C ls transition from 
CF4 is the area within the dotted lines. 
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' 

where the ~'s are atomic orbitals. The cij's must satisfy the 

* normalization condition imposed on the W·'s -- f~ ~ dT = 1, or J. 

In the calculation of CND0/2 wavefunctions, it is assumed that 

(10) 

f~ j ~= dT = o jk so that the normalization condition reduces to ~ cij c~j = 1. 
J 

The CND0/2 molecular orbitals are real, so Eq. (10) becomes 

2 
c.. = 1 

l.J 

* An analogous approximation to that of assuming f~j ~k = o jk is used when 

calculating Va(Z) with CND0/2 wavefunctions. Now Va(Z) is given by the 

expectation value 

' 

where~ represents ~(l ••• n), and n is the total number of electrons; the 

part of V which depends on the electrons will be called Ve. Because 1/r. a a . J.a 

is a one-electron operator, and the molecular orbitals are assumed to be 

orthogonal, one gets for v:, in the molecular orbital approximation, 
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And since lJJ. (i) = L c. j <Pj (i), Ve(Z) becomes 
~ j ~ a 

n 

v: = LLL cij ~ikf<f>j(i) (e2/ria) <f>k(i) dTi 
i j k 

This expression·for Va will now be broken up into several parts 

in order to point out the most important parts and to make some approxi-

mations P First, let the atomic orbitals which are centered at atom a be 

a 44 labeled <f>j. If Sla~er atomic orbitals are used, and the orbitals have 

the same principal quantum number, 

Va is of course, 
a ' 

e With this notation, Va becomes 

+ L LL c~j c~k ~<f>~(i) ;:a <f>~(i) dT 
i j k 

j:#k 

In this notation, b refers to atoms other than a, while c refers to 

any atom. 
. e 

The first term is the dominant one for V ; the double sum in the . a 

. . 
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first term is closely related to the number of electrons near atom a, 

and is called the net electronic population at atom a. Va . 
var~es a 

between 15 eV and 40 eV along the first row elements, from boron to neon. 

The second term involves two-center integrals (atoms a and b), but 

only~ atomic orbital (centered on atom b). These integrals are at 

most one-half of V~; obviously they are largest when atom b is bonded 

to atom a. These two-center integrals vary with Rab approximately as 

1/Rab; in fact, if the atomic orbit~ is an s orbital, the integral 

in atomic units is exactly 1/Rab" 

The third term involves two- and three-center integrals, in which 

the atomic orbitals are not on the same center. All of these integrals 

will be neglected here (except those needed to preserve the invariance 

of Va to coordinate transformations; this point will be discussed in more 

detail later). This is a very sizable approximation; when the centers 

are adjacent to each other, two-center integrals are comparable to the 

largest integrals in the second term. A partial justification for this 

approximation is the following: consider for simplicity a homonuclear 

diatomic molecule, and a molecular orbital 1/J. = ccp ± ccpb. In the CNDO 
~ a . 

approximation, c
2 

must be 0.5, because it is assumed that!~ l/J. 2 = 1 and 
•i ~ 

!cpa cpb dT = 0. However, for realistic orbitals, the normalization 

2 condition demands that c = 0.5/(1 ± !cpa cpb dT). Now in most cases, 

!cpa ~ = 0.1 to 0.3, so that this is a sizable approximation, leading to 

a change in the one center part of the potential (the first term) of 

2 
several eV, due to the CND0/2 net electronic population (which depends on c ) 

being too large or too small, depending on whether the sign is + or - in the 

molecular orbital. However, there is a corresponding integral in the third 
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term, whose neglect compensates for the error in the CNDO net atomic 

2 I 

population; this integral is in a term of the form ± c !~a 1/ria ¢b dTi 

which is also several eV o The two errors will alweys be of opposite sign, 

and because the neglected two-center integral is roughly proportional to the 

overlap integral (see Fig. 5), the two errors will cancel in large measure. 

However, the cancellation is only approximate, and therefore the resultant 

error in Via can be of the order of electron volts. In addition to these 

errors,·there is an error in Va due to the use of semi-empirical wave-
1 I 

functions rather than ab initio ones. This error seems to be small, however, 

by comparison of the CND0/2 chemical shifts with those obtained from ~ initio 

. wavef'unctions. 25 

Two approaches were used to calculate V a; in one approach, 

integrals not neglected were calculated exactly using formulas due to 

Roothaan; 23 in another, the two-center integrals were approximated by 

1/Rab" The first approach gives substantially better agreement with 

experiment, but the second approach is more intuitively appealing. In 

the second approach, Va becomes 

where qj is the net charge on atom 

P = net electronic population at atom a 

j o qj is the difference between the 

net electronic population and the nuclear charge. Thus the second approach 

is a "point-charge" model of the electronic charge distribution in the 

molecule. In such a model, the chemical shif'ts determine linear equations 
. ' 

involving the net atomic charges.t If enough 9hemical shif'ts are measured, 

tit is assumed here that 6R = 0; 6~ = -6V • a 

a, 

. . 

'. 
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(A=carbon,B=carbon) 

(A=carbon, nitrogen) 

0.27 029 

RAB = 2.8 Bohrs 

= 1.48 ! 

0.31 0.33 0.35 

XBL 735-2836 

Fig. 5. Two-center matrix elements of RAB-l are plotted against the 
corresponding two-center matrix elements of the overlap for 
various nuclei. 
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the linear equations may be solved for the atomic charges; thus the 

atomic charges so obtained are strictly empirical. This approach will be 

discussed later. 

Siegbahn, !:1 al. 6 have correlated chemical shifts well with 

changes in a CND0/2 point-charge model potential. They varied Va to 
a 

maximize the correlation. With this model, of course, they did not 

consider possible changes in R, the relaxation energy. 
I 

Getting back to the first approach, its exact calculation of the 

two-center integrals takes into account the differences between 2s, 2pcr, 

and 2pTI orbitals. These differences are fairly large; for a c2 molecule 

and an internuclear distance of 1.5 A, they are, respectively, 9o60 eV, 

10.77 eV, and 9.01 eV. It should be noted that in the first approach the 

two-center part of the potential depends on both the magnitude of the net 

electronic population ~how it is partitioned among the various atomic 

orbitals; in the point charge model, all the orbitals are treated as if 

they were s orbitals, so the partitioning makes no difference to the 

point charge potential. Thus the first model should be more sensitive 

to changes in chemical environment than the point charge model. For 

example, Siegbahn, !:1 !!:!_. 6 point out that the point-charge model cannot 

explain ~he nitrogen and oxygen chemical shifts between NO, N2 , and o2 , 

because the core electrons in NO have higher binding energies than those 

in either N2 or o2 • However, because of its greater flexibility, the 

first model does reproduce this effect. 

As mentioned previously, some of the elements in the third term of 

V are retained in the first model. These elements have the form a 

. ' 
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The atomic orbitals within the integral are 2p orbitals of different 

magnetic quantum number, and centered on the same atom. These "non-

diagonal" matrix elements are of the order of 0 to 0.2 eV, so they don't 

contribute substantially to the potential; however, they are necessary 

if V a is to have the same symmetry as the nuclear framework of the 

molecule. Originally, these "non-diagonal" elements were left out, and 

as a consequence symmetrically equivalent nuclei were found to have 

different potentials in certain cases. It is difficult to explain this 

effect in a few words--what it takes is a good visualization of the 2p 

atomic orbitals in different orientations--but roughly the reason for 

this effect is that a definite coordinate system must be chosen in which 

to define the orientation of the p orbitals. Therefore, the diagonal 

matrix elements of the two-center integrals for atoms a and b may 

vary with the direction of Rab" This concludes the discussion of the 

calculation of V • The calculation of CND0/2 wavefunctions has been a 

developed by Pople, and is discussed in detail by Pople and Beveridge. 24 

Two models were used to predict core-level shifts with Va and 

CND0/2 wavefunctions: 

where R = l/2(V (z0 + 1) - V (z0 )). The first potential model was used a · a a a a 

for the calculation of V for most molecules because it generally gives a . . 
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better .agreement with experiment; this is shown for the fluoromethanes 
I 

in Fig. 6. From now ons-the first potential model will be called the pp' 

model because of the off-diagonal matrix elements employed in it. 

The first model is preferable to chemists because with its 

experimental chemical shifts can be interpreted in terms of ground-state 

i t• wavefunc 1.ons. However, ~ must be zero, or close to zero for the first 

approach to be valid. To test this, a table of relaxation energies, R, 

was calculated with CND0/2 wavefunctions; in Table III, the relaxation 

energies are listed in order of their magnitude. 

D. The Problem of Relaxation 

It would be uaeful to have a thorough comparison of the relaxation 

energies calculated by CND0/2 with those calculated by ~initio wave-

functions. At the present time, however, only a few values of ab initio 

relaxation energies have been published. 26 The relaxation approach usually 

26 but not always works as well or better (it should always work better) than 

the ground state approach to chemical shifts with CND0/2 wavefunctions. 

Also, the CN00/2 results exaggerate the~ initio result for Rc(cH4)- Rc(CO) 

by about 2 eV. Another notable failure of the CND0/2 relaxation approach is 

its exaggeration ofthe chemical shifts between C6H6 and the compounds C~4 

and CH4 • Because of the very similar electronegativity of carbon and 

hydrogen, these compounds are expected to have similar values for the ground 

state potential at the carbon nucleus (CND0/2 values are 88.88, 88.89, and 

88.31 eV for CH4 , c2H4 , and c6H6 ). Therefore, the carbon shifts should 

depend heavily on differences in the·relaxation energy. The experimental 

. . 



Molecule 

co 

CF4 
HCOOH 

CF H 
3 

C2H4 

C2H2 

CF2H2 

* 

CH4 
CFH3 

C F3CH20H 

* C F3CH2NH2 

* H3C - C F2H 

CH30H 

CF3 - CF
3 

* H2C = C F2 

* H3c - C FH2 

* C F3 - CF2 - CF3 
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Table III. Relaxation Energies 

Carbon Nuclei 
R (eV) 

(R = l/2(V (z0 + 1) - V (z0 )) a a 

11.92 

12.86 

14.40 

;J.-4.91 

15.31 

15.38 

15~43 

15.58 

15.73 

15.89 

15.92 

15.93 

16.00 

16.11 

16.13 

16.19 

16.25 

16.30 

16.42 

* CF3 - CF = CF - CF3 16,;42 

16.50 

16~52 

CH3 - CH3 

CH2 = c*HF 

(continued) 
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Table III. (continued) 

Molecule 

CHF = CF2 
I 

CH3cH2NH2 

* C H3 - CRF2 

* C H3 - CF3 

* C H2 = CHF 

* (C H3 )2CHN02 

* CF
3
c H

2
0H 

c*HF = CF
2 

* C H2 = CF2 

CH3No2 

* CH
3 

- C F
3 

CF3 - CF2 - CF3 

~clo c6H
3
F

3 
(CF carbon) 

I * (CH
3

)2c HN02 

cyclo c4F6 (cF2 carbon) 

~clo c4F8 

~clo c6H4F2 (CF carbon) 

cyclo c6H6 (benzene) 

cyclo c6H4F2 

Carbon Nuclei 
R (eV) 

(R = l/2(V (z0 + 1) - V (z0 )) 
a a 

16.53 

16.53 

16.58 

16.65 

16.71 

16.75 

16.88 

16.93 

16.94 

16.96 

16.99 

16.99 

15.86 

17.30 

17.43 

17.57 

17.63 

17.65 

17.65 

17.69 

17.80 

(continued) 



Molecule 

* CF
3
C F = CFCF

3 

cyclo c6F
3
H

3 
(CH carbon) 

cyclo c6F6 

cyclo c4F6 (CF carbon) 
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Table III. (continued) 

Carbon Nuclei 

(graphite) 

NO 

NH
3 

NF
3 

CH
3

NH2 

H2N - NH2 

NF2 

CH
3

No2 

N02 

(CH
3

)2CHN02 

c6H5No2 

Nitrogen Nuclei 

R (eV) 

(R = l/2(Va(z0 + l) - Va(z0 )) 

17.86 

17.94 

17.95 

17.97 

19.14 

15.73 

16.67 

19.32 

19.75 

19.98 

20.00 

20.00 

20.39 

20.47 

20.61 

(continued) 



Molecule 

o' 
2 

NO 

NNO 

CH
3

0H 

CF
3

CH20H 

* HC = 0 - OH 

* HC = 0 - OH 

( CH
3

) 
2

CHN0
2 

c6H
5

No
2 

(CH
3

cH
2

)
2

o 

cycle c4H4o (fUran) 
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Table III. (continued) 

I Nitrogen Nuclei 

O.xygen Nuclei 

1 

R (eV) -

(R = l/2(V (z0 + 1)- V (z0 )) a a 

20.63 

22.99 

14.38 

20.35 

20.35 

20.63 

21.46 

22.02 

22.18 

22.63 

22.36 

22.66 

22.82 

23.14 

23.30 

23.54 

23.79 

24.16 

24.27 
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shifts are, relative to CH4 , -0.1 eV for c2H4 and -0.4 eV for c6H6 , so 

that R should not vary by more than 1 eV for these compounds; the CND0/2 

relaxation energies give ~c between c6H6 and CH4 as 1.80 eV, and between 

c6H6 and c2H4 as 2.26 eV. With this in mind, the CND0/2 relaxation energies 

should be viewed in a qualitative sense, rather than a quantitative one. 

The list of relaxation energies in Table III exhibits some definite 

trends with molecular structure; the most obvious one is the increase in 

R with the number of atomic centers in the molecule. A related trend is 

the increase in R as ligands are added to an atom. Another trend is the 

decrease in R with the substitution of F for H in a chemical bond. A 

fourth trend is for atoms in an unsaturated or cyclic system to have high 

values of R. 

The first two trends can be partly explained by Coulomb's law, 

following an argument given by D. A. Shirley: 27 Relaxation always involves 

the movement of electronic charge toward an ionized atom from other atomic 

centers; Coulomb's law implies that as one remov~s electronic charge from 

another center, the energy required for this goes up with the amount of 

charge alreaqy removed. Therefore, as more centers become available, less 

charge is removed from any one center, and the ion. becomes more 

energetically stable. This effect is so important that it may actually 

limit the amount of charge moved toward the ionized atom, as in the case 

of diatomic molecules.
26 

The reluctance of the fluorine atom to give up electronic charge 

to an ionized neighbor may be a consequence of its greater electronegativity, 

while the relatively high values of R for conjugated and cyclic systems 

may result from the high electronic density throughout the 
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molecule in the ground state; because of Coulomb's law, tl higher density 

of electrons would stabilize a positive charge (inner shell vacancy) more 

than a lower density. 

E. Discussion of Results 

The implication of the above for chemists is that R ~ be 

considered in order to interpret chemical shifts correctly--the total range 

of R is 7 eV for carbon, while the total range of chemical shifts is about 

12 eV. However, it may be possible to find .classes of molecules for 

which 8R is close to zero, so that one may apply the ground state model 

with confidence. With this in mind, the CND0/2 ground state approach has 

been applied to a number of molecules without regard to differences in R, 

and then to several series of molecules without regard to differences in 

R, and then to several series of molecules separately on the basis of 

the table of relaxation energies and chemical similarity. Whereas the 

"blanket" application predicts shifts to within no better than l eV on 

the.average, the restriction of the ground-state model to separate classes 

of molecules gives substantially better results--usually these pre­

dictions are good to 0.3 or 0.4 eV. The "blanket" approach and the 

restricted approach are illustrated in Figs. 6 to 12. The classes of 

molecules include the fluoromethanes, the fluoroethanes, the fluoro­

ethylenes,'oxygen atoms bonded to only one other atom, oxygen atoms bonded 

to two other atoms, and fluorine atoms (all of which are bonded to only 

one other atom). There was no large group of nitrogen binding energies 

for which the ground state approach held with accuracy. The N2 - NO and 

H2NNH2 - F2NNF2 chemical shif~s were predicted well, while the 

/ 
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CNDO model 

CNDO wove function. 
all R -• motr ix 
elements included 

Point- charge 
CNDO model 

Ground state models 
Carbon ls 

XBL 7210-4168 

Fig. 6. Various ground state potential models using CND0/2 wavefunctions 
are compared with eXperiment. 



"[ 
10 /c~ 

CF;~:r 
10 

8 8 

6 12 

7 ~ 4 10 
;. 
::; 
~ 2 - 8 
.; 

6 roo/ 0 .!' • ·: "'"'"·~ . . . 4 

2 

-co 
• 0 

-I -1 -I 0 2 4 6 8 10 
6E8 (Cis, expt.) (eV) 

14' 

12 
I 

' tO 

~8 
-

.. 

_, 

CH3N02 
"<> 

...._NO 

'N2 

ONF;-"jt4 

13 

16 

14 

12 

10 

8 

6 

4 

2 

~, 0 - -2 4 6 8 ·-IV 
0 

6Ee IN Is, expt.) (eV) 

NQ..O 

> 
~ 

>-
0 .. 
= 
"' 
0 

Ill 
UJ 
<l 

_, 0 2 4 
6E8 COts,expt.) leV) 

XBL 735-648 
Fig. 7. This illustrates the "blanket 11 approach toward predicting chemical shifts. Both the ground 

state model (in filled circles) and the relaxation model (in open circles) are presented. The 
lines represent best least-squares fits of experiment to theory under the constraint of unit 
slope. The standard deviations are given in Ref. 26. 

I 
V1 
f\) 
I 



8 

6 

2 

0 

6 

2 

-53-

Fluoroethanes 

5 l·ope = 1 

o Relaxation model 

• Ground state model 

6 

XBL 727-3617 

Fig. 8. Both CND0/2 potential models are compared with experiment for 
the carbon chemical shifts in the fluoroethanes. . The standard deviation 
for the ground state model is 0.14 eV and 0.31 eV for the relaxation 
model. 
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Fl uoroethylenes 
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Slope= 1 
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• Ground state model' 

6 
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XBL727- 3559 

Fig. 9. Same as Fig. 8, except that it illustrates C ls shifts in the 
fluoroethylenes. For a slope equal to one, the standard deviation is 
0.38. eV for the ground state model and 0.53 eV for the relaxation model. 
For the fitted slope, the corresponding standard deviations are 0.12 eV 
and 0.07 eV. For the ground state model, the fitted slope is 1.17, 
and for the relaxation model, it is 1. 25. 
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Fig. 10. Same as Fig. 8, except that it illustrates oxygen ls shifts 
· for oxygen atoms bonded to one other atom. The standard deviation 
is O. 35 eV. 
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Fig. 11. Same as Fig. 8, except that it illustrates oxygen ls shifts for 
oxygen atoms bonded to two other atoms. The standard deviation is 
o.4o ev. 
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Fig. 12. Same .as Fig. 8, except that it illustrates fluorine ls shifts 
in fluorocarbons. The standard deviation is less than 0.4 eV. 
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NH
3

- NF
3 

chemical shifts was exaggerated by about 1 eV. In fact, the case 

of the nitrogen binding energies is the only one where the CND0/2 relaxation 

model gives substantial improvement over the ground state approach. The 

CND0/2 potentials are listed in Table V; the experimental chemical shifts 

measu!ed here are listed in Table IV. 

The success of the CND0/2 potential models lends credence to the 

CND0/2 charge distributions--obviously, the potential at a nucleus depends 

heavily on the charge distribution in the molecule. In particular, the 

CND0/2 method predicts electronegative substituents to polarize molecules 

in a very definite manner: the atomic charges obtained from CND0/2 wave-

functions tend to alternate in sign as one proceeds aw~ from the 

substituent. For example, the CND0/2 method predicts the S-carbons in 

a-fluorinated ethanes to have negative charges, e.g., 

- + - + 

This type of charge distribution was tested further; one of the hydrogens 

on the S-carbon in CF
3

cH
3 

was replaced by the electronegative group- NH2 • 

If the CND0/2. charge distribution were correct, this group would tend to 

decrease the positive charge on the a-carbon in CF
3

CH
3 

and perhaps even 

lower its core binding energy. This did occur--the binding energy of the 

CF
3 

carbon in CF
3

cH2NH2 was lower by 0.2 eV than the CF
3 

carbon in CF
3

cH3• 

The CND0/2 potential models predicted the shift correctly also, although 

they indicate· that much of the shift between the CF
3 

carbons is due to 

relaxation. The oxygen ls shift between CF
3

cH20H and CH
3

CH20H was also 

predicted exactly by the CND0/2 ground state potential model. In this 

- J 



Table Dl. CND0/2 Potential Energies ( eV), PP' Hodel 

('"' 

Carbon Nuclei ,,_. 

Molecule v a (Zo) v (z0 + 1) -6.V a (zO-) -6.[1/2(V (z0) + V (z0 
T 1))) a a a 

........... 

c. 

, CH 
4 88.88 120.65 0 0 (~, 

CH3F 85.89 117.73 2.99 2.96 
(;, 

..c 
CH2F2 83.06 114.52 5.82 5.96 ,. 

;,...,, 

CHF
3 80.34 111.10 8.54 9.05 

v._ 

CF4 77.75 107.56 11.13 12.11 -
I 

C2H6 88.54 121.53 0.34 -0.27 \Jl 
\0 
I 

* 88.10 0.78 0.14 CH
3 - CH F 121.15 2 

7""""'!-
\..,;...; 

* 85.82 118.42 3.06 2.65 CH
3

- C H2F 

* -CH3 - CHF2 87.70 121.12 1.18 0.36 

CH3 - CHF2 83.22 115.44 5.66 5.44 

*' CH 3 -cF3 87.18 120.68 1.70 0.85 

* 80.84 112.56 8.04 8.01 CH3 - C F3 

CF3 - CF 3 79.18 111.56 9.70 9.40 

* 80.93 6.54 CF3 - C F2 - CF3 115.52 7.95 

* 111.94 9.24 CF 3 - CF 2 - C F 3 79.11 9.77 
----- --- ---- -~- --·-·----- ---

(continued) 



Table IV. (continued) 

Carbon Nuclei 

Molecule v (z0) v (z0 + 1) -!::.V (z0) -!::.[l/2(V (z0) + V (z0 + 1))] a a a a a 

cyclo c4F 8 · . 81.16 116.45 7.72 5.96 

CH2 = CH2 88.89 119.74 -0.01 +0.45 

CH*2 = CHF 88.66 122.42 0.22 -0.78 

CH2 = c*HF 85.93 118.97 2.95 2.22 

* 88.30 122.28 CH = CF 0.50 --· -0.53 2 2 
I 

* 0'\ 
CH2 =.C F2 83.02 115o51 5.86 5.50 0 

I 

* 85.28 C HF = CF2 119.20 3.60 2.53 

* 82.57 6.31 5.62 CHF=CF2 115.73 

CF 2 = CF-2 82.15 115.53 6.65 5.88 

CH = CH 89.27 120.42 -0.39 -0.08 

cyclo c6H6 88.31 123.68 0.57 -1.23 

cyc1o c6H4F2 87.63 123.23 1.25 -0.67 

cyc1o c6H4F2 85.40 120.70 3.48 1. 72 

cyc1o c6F
3
H3 87.91 123.79 0.97 -1.09 

cyclo c6F
3
H

3 84.50 119.36 4.38 2.84 

(continued) 



Table IV. (continued) 

.;- ..... 

Carbon Nuclei \ .. ..,.. 

Molecule v (z0) v (z0 + 1) -!J.V (z0) -!J.[l/2(V (z0 ) + V (z0 + 1))] 
",.,.,, 

a a a a a · 
\:.... 

c•·-· 

cycle c6F6 83.68 119.58 5.20 3.14 .... ,. 
G-

HCN 88.57 117.36 0.31 1.80 
..._r\ 

J 

CH
3
No2 85.87 119.86 3.01 1.91 

.~ ~· 

:,..., . 

co . 88.21 112.03 0.67 - 4.65 · .... , 
C02 82.31 108o02 6.57 9.60 

I 

HCOOH 84.37 114.98 4.51 5.09 
0'. 

'I 
CH30H 87.01 119.27 1.87 1.63 ~~~ 

cycle c2H4o 86.95 120.01 1.93 1.29 

* (C H
3

)2CHN02 87.50 121.35 1.38 0.34 

* (CH
3

)2c HN02 85.79 120o92 3.09 1.41 

cycle c4F6 84o03 119.96 4.85 2.77 

cycle c4F6 80o85 116.10 8.03 6.29 

per-fluoro-2 
butene 83.52 119.24 5.36 3.39 

per-fluoro-2 
butene 79.53 112.36 9.35 8o82 

-------

(continued) 



Table IV. (continued) 

Carbon Nuclei 

Molecule v (z0) v (z0 + 1) -b.V (Z0) -b.[l/2(V (z0 ) + V (z0 + 1))] a a a a a 

* C F
3 

- CH2NH2 80.89 112.88 7.99 7.88 

* 88.65 121.94 C H
3

cH2NH2 0.23 -0.54 

Nitrogen Nuclei 

N2 133.22 166.56 2.32 4.66 
I 

NO 132.43 163.89 3.11 6.39 0\ 
1\) 
I 

N02 125.58 166.36 9.96 8.58 

CH
3

No2 124.22 164.22 11.32 10.33 

HCN 134.47 171.46 1.07 1.59 

NH3 135.54 173.56 0 0 

CH
3

NH2 135.17 174.67 0.37 -0.38 

NF
3 

125.34 163.98 10.20 9.89 

H2N - NH2 134.46 174.41 1.08 0.12 

NOF
3 

119.46 160.71 16.08 14.47 

N2F4 127.76 173.73 7.78 3.81 
--------

(continued) 



Table IV. (continued) 
.-.. ,_ ___ 

Nitrogen Nuclei 

v (z0) v (z0 + 1) -11V (z0) -/1[1/2(V (z0) + V (z0 + 1))] 
............ 

Molecule a a a a a , ,f~ ......._ 

,--·· 
>q-,,._..,. 

c6H
5

No2 125.04 166.26 10.51 8.91 
{.:,_ 

NF2 131.24 171.35 4.3 3.25 ,c 
""' 

(CH
3

)2CHN02 124.67 165.61 10.87 9.41 ,-.,. 

""' 
CH

3
cH2NH2 135.24 -- 0.30 

CF
3

cH2NH2 134.25 -- 1.29 
I 
0\ ~ ,... 

w i'-

03!lgen Nuclei I 

c 
H20 192.22 233.47 o.o o.o 

02 185.30 214.06 6.92 13.17 

co 187.39 230.31 4.83 4.00 

NO 185.94 226.63 6.28 6.56 

N02 188.29 228.98 3.93 4.21 

CH
3

No2 191.33 237.60 0.89 - -1.62 

* 188.16 232.88 4.06 2.33 HCOO H 

Hco*oH 191.38 237.97 0.84 -1.83 

continued) 



Table IV. (continued) 

05l5en Nuclei 

Molecule v (z0 ) v (z0 + 1) -bN (z0c) -6[1/2(V (z0 ) ~v (z0 + 1))] a a a a a 
-

CH
3

0H 189.97 234.32 2.25 0.70 

c2H4o 189.79 235.42 2.43 -0.24 

c6H
5

No2 191.88 239.45 0.34 -2.82 

NNO 189.69 233.73 2.53 - 1.09 

(CH
3

CH2)2o 189.92 238.24 2.30 -1.24 
I 

c4H4o 189.10 237.64 3.12 -0.53 0\ 
.::-
I 

(CH
3

)2CHN02 191.58 238.65 0.64 -0.23 

CH
3

cH20H 190.12 235.44 2.10 0.07 

CF
3

cH20H 188.81 234.06 3.41 1.42 

Fluorine Nuclei 

Molecule 
V (Z). 

a -6V (Z) a -

CF4 249.85 o. 

CH3F 252.19 -2.34 

CH2F2 251.40 -1.55 

CHF3 250.62 -0.77 

(continued) 



Table IY. (continued) 

,.. "·~ ........ 
Fluorine Nuclei 

--·-

Molecule V (Z) -!Y.V (Z) a a r ..__. 

CH3CH2F_ 252.50 -2.65 _<"'''• 
~,., ....... 

CH
3

CHF 2 251.84 -1.99 (,, 

CH
3
cF

3 251.42 -1.57 
"f\£ 

* '--· 
CF

3
CF2cF

3 249.52 +0.33 . 
c+ 

* CF
3

CF2CF
3 

249.68 +0.17 

cycle c4F8 249.70 +0.15 
I 
0\ r • .. 
V1 e'1... 
I 

CH2 = CHF 251.93 -2.08 

CH2 = CF2 251.18 -1.33 

* 250.65 -0.80 CHF = CF 2 

* CHF = CF 2 250.00 -0.15 

cycle c4F 6 249.96 -0.11 

250.49 -0.64 

CF
3
(F)C: C(F)CF

3 250.08 -0.23 

250.24 -0.39 
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Table V. Experimental Chemical Shifts 

Compound Reference Core · ~(Ref) - ~(compound) (eV) Level 

C6H6 CF4 C ls -11.54 ± 0.02 

CHF
3 

CF4 C ls -2.72 ± 0.03 

CH2F2 CF4 C ls -5.52 ± 0.04 

CH2F2 CF4 F ls -1.83 ± 0.1 

CH
3
cu

3 
CF4 C ls -11.20 ± o.o4 

CH
3

CH2F CF4 C ls -8.57, -10.77 ± 0.05 

CH
3

CH2F CF4 F ls -3.20 ± o.o6 

CH
3
cHF2 CF4 C ls -5.91, 10.34 ± o.o4 

CH
3

CHF2 CF4 C ls -2.22 ± o.o6 

CH
3
cF

3 
CF4 C ls · -3.32, -9.89 ± o.o6 

CH
3
cF

3 
CF4 F ls -1.40 ± 0 •. 2 

CF
3

CF
3 

CF4 C ls -2.11 ± 0.06 

CF3CF
3 

CF4 F ls -0.19 ± 0.1 

CF
3

CF2CF3 CF4 C ls -2.22, -4.22' ±0.03 

CF
3

CF2CF
3 

CF4 F ls -2.45, -0.91 ± o.~ 

,...cF
3

cH2NH2 CF4 C ls -3.54, -9.19 ± o.o6 

CF
3

cH2NH2 CF4 F ls -1.45 ± 0.2 

CF
3

CH2NH2 N2 N ls -4.07 ± 0.04 

CH
3

CH2NH2 N2 N ls -4.93 ± o.o4 

CH
3

CH20H 02 0 ls -4.63 ± o.o6 

CF
3

cH20H 02 0 ls -3.51 ± o.o4 

CF3cH20~ CF4 C ls -3.25, .-9.19 ± o.o6 

CF3cH20H CF4 F ls -1.09 ± Oo2 

(continued) 



.~_ . .;1 J,. ·~~ 
C..-o~~ ~.,.,. 

-67-

Table V. (continued) 

Compound Reference Core 
EB(Ref) - EB(compound) (eV) Level 

(CF
3

)
3

COH CF4 C ls -6.93, -2.50 ± Oo2 

' (CF
3

)
3

COH 02 0 ls -2.63 ± o.o6 
' . 

H2C = CH2 CF4 C ls -11.1 ± 0~2 (a) 

H C -2 - CHF CF4 C ls -8.48, -10.86 ± 0.1 

H C = 2 CHF CF4 F ls -2o26 ± 0.1 

H C = 2 CF2 CF4 c ls -5.86, -10.63 ± 0.03 

H C = 2 CF2 CF4 F ls -1.08 ± 0.1 

CHF = CF2 CF4 C ls -5.71, -8.09 ± o.o4 

CHF = CF2 CF4 F ls -0.72, -1.42 ± 0.2 

CF2 = CF2 CF4 C ls -5.42 ± o.o4 

CF2 = CF2 CF4 F ls -0.50 ± 0.2 

CF3 
F 

"c = c/ CF4 C ls -2.27, -7.04 ± 0.05 
/ " F CF3 

CF
3 

F 
"-c = c/ CF4 C ls -0.56, -0.98 ± 0.2 
I " F CF

3 

CF
3 

'\. C = CF CF4 C ls -2.36, -4.98, -7.28 ± 0.1 
/ 2 

F 

CF
3 

"- C = CF CF4 F ls -0.31, -0.72, -1.28 ± 0.3 
/ 2 

F 

CF3CH = CH2 CF4 C ls -3.24, -9.93, -10.40 ± 0.1 

(continued) 



Compound 

F8F.-FF 
F F 

F 
F

0
. F 

F F 

F F 

F F 

CF 
cj2 .-ll 
CF 2-.......... Cl<, 

CH
3

No2 

CH
3

No2 

CH
3

No
2 

(CH
3

)
3

CHN0
2 

(CH
3

)
3

CHN02 

(CH
3

)
3

CHN02 

c6H
5

No
2 

c6H
5
No2 

Reference 

CF4 

CF4 

N2 

02 

CF4 

N2 

02 

N2 

02 

0 -
2 
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Table V. (continued) 

Core 
Level 

F ls 

C ls 

F 1s 

C 1s 

F ls 

C ls 

N 1s 

0 1s 

C 1s 

N ls 

0 1s 

N 1s 

0 1s 

0 1s 

0 ls 

-1.40 ± 0.2 

-4.71 ± 0.05 

-0.44 ± 0.2 

-2.31, -4.77 ± 0.07 

-0.694, -1.49 ± 0.2 

-8.92 ± 0.05 

2.23 ± 0.04 

-3.98 ± o.o4 

-9.35, -10.53 ± 0.1 

1.58 ± 0.03 

-4.36 ± 0.03 

+1.80 ± 0.04 

-4.71 ± 0.03 

-3.46 ±0.04 

-5.30 ± 0.1 

(continued) 
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Table V. (continued) 

Compound Reference Core 
EB(Ref) - EB(compound) (eV) Level 

cyclo c2H4o CF4 C ls -9.0 ± 0.2 

cyclo c2H4o 02 0 ls -4.52 ± 0.1 

CH
3

0H CF4 c ls -9.1 ± 0.2 

CH
3

0H 02 0 ls -4.27 ± 0.2 

HCOOH CF4 c ls -6.01 ± 0.2 

HCOOH 02 0 ls -2.80, -11.42 ± 0.2 

CH4 CF4 C ls -11.0 ± 0.2 (a) 

C02 CF4 C ls -4.16 ± 0.2 

C02 02 0 ls -2.03 ± 0.1 

co CF4 c ls -5.6 ± 0.2 (a) 

co 02 0 ls -0.53 ± 0.2 (a) 

NNO 02 0 ls -1.93 ± 0.2 

NNO N2 N 1s -1.18, +2.69 ± 0.2 

HCN N2 N ls -3.80 ± 0.2 

IICN CF4 C ls -10.4 ± 0.2 (b) 

Note: 0 ls Ref. to the 0 ls level of o2 with lower B.E. 

~- D. Thomas, J. Chem. Phys. 52, 1373 (1970). . -
' 

bP. Finn and W. L. Jolly, Lawrence Radiation Laboratory Report UCRL-19671. 
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case, ~R is almost zero; muqh of the shift is due to the dipole of the 
I . I 

I 

-CF
3 

group, but some of it is due to the positive charge induced by the 

fluorine atoms at the oxy'gen atom. The CND0/2 net electronic population 

at the oxygen atom decreased from 6o26 units of electronic charge to 6.23 

between CH
3

cH20H and CF 
3

cH20H, whereas the population at the hydroxyl 

carbon atom increased from 3.84 to 3.94. The population at the hydroxyl 

hydrogen atom decreased from 0.86 to 0.84, however, so the "alternating" 
I 

inductive effect does not hold here completely; if it did, the electronic 

population at the hydroxyl hydrogen atom should increase between CH
3

cH20H 

and CF
3

CH20H. 

Finally, the method of obtaining atomic populations (or charges) 

from experimental chemical shifts will be discussed. Essentially, the 

point-charge model of chemical shifts is assumed: 

Here, q is the atomic charge at atom 
a 

0 
a, and Raj is the equilibrium 

internuclear distance between nuclei a and j. In the summation, j 

cannot equal a. In this model, each chemical shift determines a linear 

equation for the q's; these equations can be solved simultaneously for 

the atomic charges if enough chemical shifts are measured, and if enough 

reference potentials are known. The reference potential~ may be obtained 

from molecular orbital calculations or from electronegativity arguments. 

· The method is noteworthy in that it depends only on internuclear distances 
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and reference potentials (the k's can be obtained from atomic wave-

functions). Therefore, the method can be applied to any element which 

possesses a core level. This method has so far been applied to aromatic 

fl b 28a,28c d t . al' h t' t 28b uorocar ons an to symme r1cal 1p a 1c sys ems. In most 

of the applications, good agreement was obtained for the trends in the 

charges gotten from other methods such as x-ray diffraction data and 

CND0/2 or ~ initio wavefunctions. However, the method does assume 

that ~R = 0; this assumption affects the atomic charges in fluorobenzenes 

by 0.1 charge unit if~ is 1 ev. 28a 

The empirical point-charge model (ACHARGE) was applied here 

to the fluoromethanes; the results are listed in Table VI. This model 

clearly gives the S carbon a negative charge in all the fluoroethanes; 

furthermore, the magnitude of this charge increases with fluorination at 

the a carbon. Similar results were obtained when this model was applied 

28a to the fluorobenzenes. Thus, the charge distributions obtained by 

the ACHARGE model for fluorocarbons are very similar to the CND0/2 charge 

distributions. This lends further support to the CND0/2 model, but it 

should be remembered that the CND0/2 potential model is very similar to 

the ACHARGE model, and that to the extent that the CND0/2 point-charge 

potential model predicts charges correctly, the CND0/2 atomic charges will 

approach those obtained by ACHARGE. 

F. Conclusions 

CND0/2 wavefunctions may be used successfully to predict chemical 

shifts. The CND0/2potential models indicate that the relaxation energy 
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Table VI. .ACHARGE Results on Fluorinated Ethanes 

Molecule ~c qsc qH qF 

CH
3

CH
3 

o. o. o. 

CH3CHt' +0.233 -0.019 +0.002 -0.226 

CH
3

CHF2 +0.493 -0.047 +0.006 -0.234 

CH
3
cF

3 
+0 0 722 -0.093 +0.025 -0.234 

It was assumed that qc in CH3cH
3 

equalled zero. Chemical shifts were 

taken relative to CH
3

cH
3

• 

I 
! 

• t 

•j 
! 
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upon core-level ionization must be considered in order to interpret 

chemical shifts correctly. Relaxation energies show systematic variations 

with molecular structure; within certain classes of molecules the 

relaxation energy is constant, allowing the interpretation of chemical 

shifts in their core-level binding energies in terms of ground state 

properties alone. 
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SECTION V. MULTIPLEI' SPLITTING 

A. General 

When the inner shells of paramagnetic systems are ionized, 

multiple peaks may be observed. Much theoretical and experimental work 

indicates 29 that the multiple peaks are due to the coupling of the 

unpaired electron in the inner shell with those in the valence shell 

in the "quasi-bound" final states. This effect was first observed in 

molecules by the Uppsala group46 and in transition metals 

and transition metal compounds by Fadley and Shirley. 30 In the latter 

cases, the effect can be quite complicated; for example, configuration 

interaction wavefunctions are required to predict the number of peaks, 

the peak separation, and the relative intensities in the 3s multiplet 

splitting in MnF2 •31 The multiplet splitting observed here is much 

simpler. The spectra always consist of two peaks, whose relative 

intensity is always close to the ratio of the multiplicities of the two 

final states of the ~, and the relative binding energy of the peaks 

t b 11 d . t d b . 1 f. t . f t . 32 seems o ewe ~pre ~c e y s~ng e-con ~gura ~on wave unc ~ons. 

The multiplet splitting observed here may be illustrated by the 

core ionization of the lithium atom. The final states of the ion have 

the configuration ls2s; one state is a triplet, and the other is a singlet. 

The wavefunctions of the ions take the form 

Here it ·is assumed that each wavefunction consists of a single con-

figuration, and that they are linear combinations of determinants of 
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one-electron atomic orbitals. If the atomic orbitals are assumed to be the 
I I 

same for both states, the energy of the two states can be represented 

as E0 ± K. E0 is a sum of kinetic energies, nuclear attraction integrals, 

and coulomb integrals. K is the exchange integral between the inner and 

outer electrons. In general, if the ground state of the system has .a 

spin s 0 , the energy of the high-spin final state 

and the energy of the low-spin final state is E0 

is known as Van Vleck's theorem. 33 

is E0 - 2SK (sf= s 0 + 1/2), 

f 0 
+ K (s = s - 1/2). This 

The above theory will here be applied to molecules, as has been 

done previously, 6 although these workers used initial-state wavefunctions 

and they assumed that Koopmans' theorem would hold for multiplet splitting. 

Koopmans' theorem will not be assumed here, and in fact it will be shown 

that it is a very poor assumption for the interpretation of multiplet 

splitting in molecules. 

B. IND0/2 Predictions 

For simplicity, consider a diatomic molecule. Let the molecular 

orbital containing the unpaired valence electron be the usual linear 

combination of atomic orbitals centered on atoms a and b: 

Assume that center a is the ionized atom. The exchange integral K 

becomes 
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K breaks up into 

Obviously the first term involves a one-center integral and the second 

and third terms inK involve two-center integrals. These integrals 

have been calculated and published34 for NO by Brion, ~ al. For the 

ls orbital on nitrogen, the one-center integral is 0.594 eV 

(lslN2pa2Nls
3

N2pa4N in Brion's notation), the two-center integral in the 

second.term is 0.015 eV (lslN2pTI2Nls 3N2pTI40 ); the two-center integral 

in the third term is so small it is not even listed--it in~olves the 2pTI 

orbitals on oxygen, and would be labeled lslN2pTI20ls
3

N2pTI40 • A related 

integral, lslN2pTI202s3N2pTI40 , is calculated by Brion to be 0.0043 eV. The 

largest ~-center integral of the exchange type is between the ls orbital 

and the 2pa orbital. For the ls orbital on nitrogen in NO, Brion calculates 

it to be 0.1929 eV (1s1N2pcr201s
3
N2pa40); the corresponding integral for 

the 2s orbital on oxygen is 0.070 eV (lslN2s20ls3
N2s40 ). So unless the 

molecular orbital containing the unpaired electron (s) has a large amount 

of 2pcr or 2s character on an atom bonded to the ionized atom, and only a 

small amplitude to be on the ionized atom, the two-center terms in K are 

negligible compared to the one-center term. For most molecular systems, 

however, the unpaired spin is located inTI antibonding orbitals. 
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The molecular orbitals for the various systems studied here were 

obtained with the IND0/2 method. Rich Martin straightened out the open 

shell part of this program and calculated the molecular integrals. Since 

the IND0/2 method does not restrict the spatial orbitals of paired 

electrons to be identical, the expression for K must be modified somewhat 

to allow for the small amount of unpaired spin which resides in the 

molecular orbitals below the highest occupied level. In the unrestricted 

approach, the one-center term becomes 

• (11) 

i 

Here, the term in brackets is the net spin density at atom a in molecular 

orbital i (molecular orbital i is really two orbitals which are almost 

identical--they are occupied by electrons of paired spin). 

Because IND0/2 considers only the valence electrons, some 

approximation to the final states must be made so that IND0/2 wavefunc.tions 

can be used in Eq. (11). The equivalent cores approximation will be used 

here again. It is assumed that the molecular·orbitals of the valence 

electrons of the two final states will be about the same, and that they 

will both closely resemble the wavefunction of the valence electrons of the 

equivalent-cores ion. This approximation neglects in the Hamiltonian the 

1/r "exchange" interaction between the unpaired inner electron and the 12 

unpaired valence electrons, but for most of the molecules studied here, there 

is only one unpaired valence electron, so E. = E0 ± K, and this neglect 
~on 

will cancel out when taking the difference ~Ei • That is, Kin the on 
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higher (low ·spin) final state will be slightly smaller than the K calculated 

with equivalent cores ion wavefunction, and the K in the lower (high spin) 

final state will be slightly larger than the K calculated with equivalent 

cores ion wavefunctions. 

The calculations presented here neglect electron-electron 

correlation, of course, because an IND0/2 wavefunction consists of a 

single configuration. In the case of multiplet splitting, much of the 

correlation error will cancel out when taking the difference between the 
I 

energies of the two final states, especially the correlation between the 

paired electrons--their correlation energies should be almost the same 

in the two final states. However, one cannot neglect offhand the 

correlation error between the unpaired electrons in the valence shell 

and the unpaired electron in the inner shell. It is well-known35 that 

the correlation error is greater for the low spin state than for the high 

spin state. Therefore, neglect of correlation tends to exaggerate the 

calculated multiplet splitting. In fact, the multiplet splitting 

calculated for the 3s shell in MnF2 via single-configuration wavefunctions 

exceeds the experimental value by 5 ev. 29 Unfortunately, most of the 

theoretical work on two-electron correlation has been limited to two­

electron atoms, so it cannot be applied to molecules. 35 It seems reasonable, 

however, that the correlation error in multiplet splitting should depend 
I 

heavily on the number of unpaired valence electrons, and on the overlap 

petween the orbital of the inner electron and those of the unpaired 

valence electrons--the correlation error would vanish in the limit of 

zero unpaired valence electrons, or in the limit of an infinite distance 
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between the inner electron and the unpaired valence electrons. Thus, 

the correlation error for multiplet splitting in first row molecules should 

be somewhat smaller than for such splitting in the transition-metal 

compounds--both the number of unpaired valence electrons and the overlap 

between inner shells and valence shells are smaller. Perhaps the best 

indication that correlation errors are small, however, is the almost 

quantitative agreement between experimental splittings and single­

configuration theory obtained for NO by Bagus and Schaefer. 32 The 

agreement between experiment and theory was within 0.1 eV for both the 

nitrogen and oxygen splittingso Therefore, it seems that correlation 

errors can be safely neglected here. 

Probably the largest error in the use of IND0/2 wavefunctions 

is the error in the unpaired electron density at the ionized atom. This 

error is due partly to the semi-empirical and approximate Hamiltonian 

of the IND0/2 method and partly to the IND0/2 assumption of orthogonality 

of atomic orbitals. It is not feasible to estimate the error caused by 

the IND0/2 Hamiltonian, but the error caused by the assumption of 

orthogonal atomic orbitals can be analyzed as it was done in the section 

on chemical shifts. 

Consider the case of 0~, which is the equivalent-cores ion for 

the ionization of the nitrogen ls electron in NO. The unpaired electron 

occupies an antibonding 1T orbital, so its "minimum basis" MO must be of 

the form 

~ = a ~A - a ~B ' 
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where the atomic orbitals are 2prr orbitals. Now a must satisf,y the 

* normalization requirement that !T ~ ~ = l~ or 

2 2 2 a + a - 2a 

Using Slater 2prr orbitals and the experimental internuclear distance for 

2 
NO, the denominator becomes 1- 0.207, and a = 0.63. However, the 

orthogonality assumption of the IND0/2 method requires that !~a~b = 0, so 
T 

2 that a = 0.5. Thus the realistic net spin density at atom a exceeds 

the IND0/2 spin density by about 25%--this amounts to a 0.2 to 0.3 eV 

difference in the multiplet splitting, and it accounts for much of the 

difference between the IND0/2 results and the experimental splitting. For 

atoms bonded to more than one center, this effect will also be sizable, 

even for small spin densities on the ionized atom. 

C. Trends 

The experimental and theoretical values are listed in Table VII. In 

general, IND0/2 underestimates the experimental values--most of this error 

is due to the errors in the IND0/2 spin densities. However, the trends 

among the experimental splittings are fairly well reproduced by the IND0/2 

method. In particular, the decrease in N ls splitting in going from NF2 

to N02 is reproduced, as well as th~ decrease in going from NO to the two 

nitroxides ·(cF
3

)2NO and ( (cH
3

)
3
c) 2NO. Thus the IND0/2 method seems to 

give a fair account of trends in the uppermost rr MO's in these systems. 
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Table VII. Multiplet Splitting 

Experiment (eV) Theory (IND0/2) (eV) 

1.41(6) 

0.53(8) 

0.68(10) 

0.65(10) 

1.94(7) 

1.11(5) 

0.40(10) 

0.75(10) 

0.54(10) 

0.45(10) 

0.96 

0.35 

o.64 

0.32 

1.85 

1.05 

0.15 

0.31 

0.20 

0.17 

Experimental errors are indicated in parentheses; the number in 

parentheses is the error in the last significant figure. 
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This is also 
1

known from other experimental methods such as ESR~4 and UV 

. 36 
photoelectron spectroscopy. 

An interesting feature of the IND0/2 calculations is the decrease 

in the spin density on an atom when its nuclear charge is increased by one, 

corresponding to inner shell ionization. This generally occurs in spite 

of the fact that the net electronic population on the atom always increases 

by 0.5 to 1 electron. Upon examination of a number of CNDO and INDO 

wavefunctions for both open and closed shell molecules, it became apparent 

that this effect is not related to the fact that the electron is unpaired, 

but to its occupation of an anti-bonding orbital. Usually what happens 

upon core ionization is that the bonding orbitals increase in density at 

the ionized atom, whereas the anti-bonding orbitals tend to decrease in 

density. An explanation for this effect was obtained via simple Ruckel 

theory. A bonding and anti-bonding orbital on a diatomic molecule were 

constructed out of two atomic orbitals, one centered on each atom: 

The coefficients a and b were obtained as usual, but they were 

expressed as functions of the matrix elements of the Ruckel Ramiltonian: 37 

a/b = 
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Here, £. is the eigenvalue of the Ruckel Hamiltonian for W·; 
1 1 

H .. = ~ cjl. 3f. cp. 
11 1 1 1 

JT H .• = cjl. JC. j cjl. 
1J 1 1 J 

H .. represents the kinetic and Coulomb potential energy of an electron at 
11 . 

center i, and Hij represents the interaction between nuclei 

and an electron between them. It was assumed here that 

= 0.1 (H .. + H .. ) 
11 1J 

i and j 

which is close to what is usually done in this field. 37 Figure 13 shows 

2 2 
a and b plotted as functions of HBB/HAA. It is clear that the Ruckel 

theory reproduces the trends observed in the IND0/2 wavefunctions--as 

~B/HAA is increased, corresponding to ionization of a core electron from 

atom b, and anti-bonding density on atom b decreases. For first-row 

elements, core ionization corresponds to an increase in HBB/HAA of 0.2 to 

0.25, and a decrease in a2 of 0.1 to 0.3, which is comparable to the results 

obtained with IND0/2 wavefunctions. 

Thus, Ruckel theory indicates that the decrease in spin density 

upon ionization is directly related to the anti-bonding character of the 

singly-occupied orbital. Furthermore, both the Ruckel and IND0/2 methods 

indicate that Koopmans' Theorem is inapplicable to multiplet splitting 

in molecules. Table VIII lists IND0/2 unpaired electron densities for 

both ground state and ion. It is evident that this density can change 

considerably upon ionization. 
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1.0 1.2 

Popu lotion of bonding 
orbital on center b 

Population of antibonding 
orbit a I on center b 

1.4 1.6 1.8 2D 

X 8 L 735-2830 

Fig. 13. Fractional population in corresponding bonding and antibonding 
molecular orbitals is plotted versus the ratio of atomic matrix 
elements. This utilizes the Ruckel model; it illustrates the effect 
of core ionization (increases in H22) at atom b in a diatomic 
molecule upon fractional atomic populations at atom b. 
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Table VIII 

Unpaired Valence 
Population on 

Atom i 

N, 0 

0.64 0.36 

1.0 

1.0 

0.36 0.32 

0.63 

0.54 0.38 

0.52 0.31 

Unpaired Valence 
Population on Atom i 
in Equivalent Cores 

Ion 

N* * 0 

0.5 0.18 (IND0/2) 

1.1 (IND0/2) 

0.26 (Ref. 45) 

o.o 0.21 (IND0/2) 

0.35 (IND0/2) 

0.25 0.09 (CND0/2) 

0.19 0.05 (CND0/2) 
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D. Data Analysis 

Finally, the procedure for obtaining the experimental splittings· 

will be discussed. The spectra were least-squares fitted as usual; the 

' weighted variance turned out to be between 2 and 10, as usual. Some of 

the splittings were large enough to obtain the intensity ratio of the two 

peaks from the data--this was always close to the multiplicity ratio of 

the ions (e.g. a three-to-one ratio for triplet and singlet final states), 

but alw~s exceeded it by about 15%. This intensity ratio was then 

assumed to be the same for all the peaks in molecules with the same number 

of unpaired valence electrons. This constraint aided the fitting of 

spectra with unresolved peaks. However, the actual values of the splittings 

were relatively insensitive to the exact value of the ratio. The splittings 

were also insensitive to whether or not the exciting radiation was assumed 

to be a spin-orbit doublet, although the weighted variance improved 

somewhat when the radiation was assumed to be a doublet. 

E. Conclusions 

The multiplet splittings observed here are predicted fairly well 

using Van Vleck's Theorem and IND0/2 wavefUnctions. The theoretical 

splittings are generally smaller than experiment, however; this is 

partly due to the unrealistic. "neglect of differential overlap" in the 

INDO method. The theory indicates that upon core ionization, the 

migration of unpaired spin in valence levels is considerable. Therefore, 

Koopmans' Theorem cannot be applied to these multiplet splittings. The 

theory indicates further that the density of unpaired spin at the atom to 

be ionized usually decreases upon ionization. This behavior seems to be 

due to the occupation of antibonding orbitals by the unpaired electrons. 
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