
" 

LBL-19275 
Preprint RE:Cl:!IVEO 

LAWRENCE 
8ERKFLEV LAR0R ATORY 

APR 1 7 1985 

LIBRARY AND 
DOCUMENTS SECTION 

]' 
.f Submi tted to the 

International Journal for 
Numerical Methods in 
Engineering 

A FINITE ELEMENT METHOD 
FOR THE STUDY OF 
SOLIDIFICATION PROCESSES 
IN THE PRESENCE OF 
NATURAL CONVECTION 

J. Yoo and B. Rubinsky 

September 1984 

Lawrence Berkeley Laboratory 
University of California. 

Berkeley, California 94720 

Prepared for the U.S. Department of Energy 
under Contract DE-AC03-76SF00098 

L6L-lCfO\/S 
c·~ 



DISCLAIMER 

This document was prepared as an account of work sponsored by the United States 
Government. While this document is believed to contain correct information, neither the 
United States Government nor any agency thereof, nor the Regents of the University of 
California, nor any of their employees, makes any warranty, express or implied, or 
assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by its trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof or the Regents of the 
University of California. 



, 

* 

A Finite Element Method for the Study of Solidification 

Processes in the Presence of Natural Convection 

by 

Jaisuk Yoo 
Research Associate 

. * B. Rublnsky 
Associate Professor 

Center for Advanced Materials 
lawrence Berkeley laboratory 

and 

Department of Mechanical Engineering 
University of California at Berkeley 

Berkeley, CA 94720, U.S.A. 

To whom the correspondence should be addressed. 



Summary 

A new numerical technique was developed for the analysis of two-dimensional 

transient solidification processes in the presence of time dependent natural 

convection in the melt. The method can cope with irregular, transient morpho

logies of the solid-liquid interface using a new Galerkin formulation for the 

energy balance on the solid-liquid interface. The finite element solution to 

the Galerkin formulation yields the displacement of individual nodes on the 

solid-liquid interface. The displacement of the nodes is expressed by 

uncoupled components in the x and y direction. 

The fluid flow problem was solved using a "penalty" formulation. 

Numerical experiments were performed for Rayleigh numbers as high as 106 to 

demonstrate the method and to indicate the effect of natural convection on the 

solid-liquid interface morphology. 



Nomenclature 

A 

B 

.!!1,2 

~ll ,22 

cp 

c1,2 

g 

H 

K 

k 

~h 
L 

L 

M 

-n 

-n 

P 

conductivity matrix 

spacial gradient matrix 

spacial gradient in x and y direction 

convection matrix 

heat capaci ty 

coefficient 

gravity 

interpolation matrix 

latent heat 

aspect rat i 0 

interpolation function 

Jacobian operator 

Jacobian 

conductivity matrix 

conductivity 

latent heat matrix 

coefficient matrix of penalty term 

characteristic length 

capacity matrix 

normal vector 

normal direction 

point 

dynamic pressure 

Prandtl number 



Q heat flux matrix 

q normal heat flux 

R region of discussion 

Rk ratio of thermal conductivity 

Ra ratio of thermal diffusivity 

R force matrix 

Ra Rayleigh number 

r natural coordinate 

S location of moving interface 

s natural coordinate 

Ste Stefan number 

T temperature 

T temperature matrix 
-

Ti initial temperature 

Tm saturation temperature 

t time 

U velocity matrix in x direction 

u(s) displacement interpolation matrix 

u velocity of fluid in x direction 

V velocity matrix in y direction 

v velocity of fluid in y direction 

vn normal velocity of moving interface 

x space variable 

y space variable 
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Greek Letters 

a thermal diffusivity 

S thermal expansion coefficient 

r boundary of domain 

6t time step 

E moving boundary 

a dimensionless temperature 

A penalty constant 

p density 

t tangential direction 

o time dependent domain 

ao surface of time dependent domain 

wi weighting function 

v viscosity 

Superscript 

* 
T 

s 

(s) 

dimensionless quantity 

transpose 

on boundary surface 

on the moving surface 

iteration i 

Subscript 

1 regi on 1 

2 regi on 2 

n in the normal direction 

mi moving interface 

x in the x direction 
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I nt roduct ion 

In recent years it has become increasingly important to understand preci

sely the physical phenomena that control the shape of the sOlid-liquid inter

face during solidification processes. A precise understanding can facilitate 

~ accurate control over the shape of the interface during various industrial pro

cesses in which materials are produced by solidification from melt. Control 

over the shape of the interface is especially important in semiconductor crystal 

growth from melt. 

' .. 

In the past, most studies dealing with phase change problems have con

centrated on the conduction heat transfer mechanism [1,2,3]. However, in recent 

years, the study of fluid flow in the melt and the study of the effects of fluid 

flow on the solid-liquid interface morphology has acquired major importance 

[1,4-17]. Fluid flow due to natural convection occurs in a majority of solidi

fication processes where parts of the melt are at a temperature higher than the 

phase transition temperature. This paper presents a new numerical method for 

the analysis of transient solidification processes in the presence of natural 

convection. It will be also shown that natural convection can have a large 

influence on the morphology of the solid-liquid interface, the solidification 

rate and the temperature distribution in the liquid and the solid. 

Specific to heat transfer problems with phase transformation is the 

existence of an interface that separates between the solid and liquid phases. 

The location of the interface changes in time as a function of the thermal boun

dary conditions, in a 'way that is unknown prior to the solution of the problem. 

The displacement of this interface is responsible for the nonlinearity of the 

problem. 
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A general analysis of solidification processes is made difficult by the 

need to solve the nonlinear problem in a transient irregular domain with 

geometrical boundaries unknown prior to the solution of the problem. Numerous 

anaytical methods have been developed in recent years for the solution of this 

problem. Many of the methods have been summarized in references [3,18,19]. 

Numerical methods using finite elements have been also reported in the past. 

The numerical techniques involving finite elements can be separated into two 

distinct groups based on the formulation of the problem. In the first group 

enthalpy is the dependent variable [20,21]. The second group deals with the 

energy equation written in terms of temperature as the dependent variable 

[22,23]. Many solutions of the heat transfer equation in the presence of phase 

transformation in which the temperature is the dependent variable involve the 

technique of moving elements or deforming elements. Moving or deforming ele

ments are also cOlTlT1onlyused in other types of problems with free interfaces, 

i.e., surface seepage [24]. 

Bonnerot and Janet [22] were the first to develop a method using deforming 

elements for phase transformation problems. They discretize the domain by 

means of isoparametric finite elements corresponding to a six-noded triangular 

prism in a space defined by the x,y Cartesian coordinates and t, the space 

variable. The free boundary is approximated by a polygon line whose vertices 

coincide with triangulation nodes. In this method the change of phase interface 

is tracked continuously in time while the elements deform continuously. Other 

studies using moving or deforming elements and tracking the change of phase 

interface have been reported ·in references [22,25-29]. 

The effects of natural convection on the solidification process has been 

discussed in several recent papers. Some of these studies using numerical 
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methods of solution will be described briefly. Kroeger and Ostrach [17], solved 

the freezing problem in the presence of natural convection for a two dimensional 

continuous slab casting problem. They used iterative finite difference and con

formal transformation of the domain. Sparrow, Patankar and Ramahyani [6] have 

analyzed the melting of a solid in a cylindrical enclosure considering natural 

convection in the liquid. They applied the implicit finite difference scheme to 

the transformed domain in which the interface had a tractable shape. Yao and 

Chen [13] have developed a perturbation solution for the melting problem around 

a heated horizontal cylinder. The solution was limited to small Rayleigh num-

. bers and small Stefan numbers. Ramachandran, Gupta and Jaluria [14,15] reported 

two papers on.solidification including natural convection effects in the liquid. 

They use an Alternative Direction Implicit Technique with an Over-Relaxation 

Method. The moving boundary equation was solved using a Chebysheve approxima-
I 

tion. Gadgil and Gobin [16] have analyzed the melting in a regular enclosure 

considering natural convection in the liquid region. They divided the process 

in a number of quasi-static steps and solved for the steady state natural con-

vection flow in the liquid region. 

The problem of phase transformation with fluid flow is complicated by the 

need to solve in the liquid domain the momentum equation as well as the energy 

equation. Furthermore, fluid flow boundary conditions must be imposed on a 

moving boundary. Recently we have developed a new finite element method for the 

analysis of solidification processes. The new method which belongs to the class 

of "front tracking" finite element methods has been described by us in referen

ces [26-29] •. The method has been proven to be efficient for the analysis of 

transient solidification processes in irregular geometries with transient and 

spacially variable boundary conditions. This method is very well suited for the 
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solution of phase transformation problems with fluid flow and in this work we 

will present the use of the "front tracking" finite element method for the ana

lysis of solidification processes in the presence of natural convection. The 

fluid flow in the liquid region will be analyzed using a finite element for

mulation of the momentum equation in terms of primitive variables (velocity and 

pressure), and using a "penalty" method to eliminate the pressure variable from 

the equations. Following a general description of the method a specific numeri

cal example dealing with transient solidification in a 2-dimensional rectangular 

enclosure in the presence of transient natural convection will be solved. 

Description of the Problem 

Solidification in the presence of natural convection will be considered in 

the two time-dependent domains 01(t) and 02(t) in R2 (Fig. 1) representing the 

solid and liquid phases. A constant domain 0 exists such that 

o = 0l(t) U 02(t). The boundaries of the domains are a01(t) = r1(t) U €(t) 

and a02(t) = r 2(t), wh~re €(t) is the moving change of phase interface common to 

01(t) and 02(t). The outward normal unit vector at any point P E a01(t) ;s 

n1 and at any point P E ao 2(t) is n2- We will also use the notation: 

1:1 = 

1:2 = 

S :: 

R1 = 

{(P,t) 

{(P,t) 

{(P,t) 

{(P,t) 

t > O} 

t > O} 

PE€(t) t>O} 

p E 01 (t) t > O} 

R2 = {P,t) : P E02(t) t> O} 

The following physical assumptions are made in the formulation of the 

problem. 

(1 ) 
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(1) The physical properties of the solid and liquid are assumed to be constant 

except the density difference due to temperature variation in the liquid, 

which contributes to the buoyancy forces (Boussinesq approximation). 

(2) The flow developed in the liquid due to the thermal gradients is assumed to 

(3) 

be laminar. 

The liquid is assumed to be Newtonian with negligible viscous energy 

dissipation. 

Kinematic no-slip condition on the wall as well as on the solid-liquid 

interface are imposed. 

The governing equations are nondimensionalized by employing the following 

parameters and dimensionless variables. 

* * x = x/L u = uL/a Ste = cp (T i -T m)/H st 

* * * y = y/L v = vL/a Ste = Ste k1/k2 

(2) 
* ta2/L2 t = H = tiL R = al/a2 a 

e = (T-T )/(T.-T ) Ra = g6 (Ti -Tm)L3/va2 Rk = kl/k2 m , m 

Pr = v/a2 

Our problem is to determine the variable position of the moving interface, the 

~ . temperature distribution and velocity distribution from the following nondimen-

sionalized equation and boundary conditions. 



Continuity: 

= 0 

momentum: 

* * * 3u. * 36 2 ++U. ---. 
3t J ax. 

J 

3u. au. 
1 J (---. + ---.) 

ax. ax. J , 

energy in liquid: 

36 2 * 
36 2 3 a6 2 --. + Uj ---. = ---. (---.) 

at aX j aXi aXi 

energy in solid: 

a6 1 R 
a6 2 a6 2 

~= ---. (--,-) 
at a aXi ax; 

energy balance on the moving interface: 

* 

a6 1 R-1 
--. - k 
an 

6. 

(3) 

(4) 

(5) 

(6) 

(7) 

where vn is the velocity of the interface in the direction n1, normal to the 

interface. 

initial conditions: 

* 6 0 at t = O· 61 = in Rl (8) , 1 

62 = 62 
0 in R2 

energy boundary condition: 



.. 

7. 

(9) 

(10) 

(11 ) 

velocity boundary condition: 

* * u ~ v = 0 on E2 and S (12) 

111 Using the weight functions w1 E H (R1), w2 E H (R 2), w3 E H (R 3), and 

w4 (to be discussed later), the weak forms of Eqs. (3 to 6) are: 

* + u. 
J 

+ Pr Ra 

* + u. 
J 

dn = 0 

* au. 
(~ 
ax. 

J 

dn = 0 

dn = 0 

* au. 
+~) 

aXi 

ds 

where ni denotes the problem domain and S denotes phase interface. The 

divergence theorem is applied to reduce the order of differentiation in 

(13 ) 

(14) 

(15 ) 

(16 ) 
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Eqs. (13-15) and introduce boundary integral terms containing the heat flux and 

stress vector. 

* * au. 
* 

au. 
* aWl IE (--1- + u. 1 + Pr Ra f. e ) - Pd .' --:;; --* 

at J ax. 1 2 ax; 
°2 J 

(17) j., 

* au] aw au. 
+ Pr .-!.. (~ + ~) do = j 1.111 t. ds 

aX j 
aX j ax; 1 

a02 

* --, 

I [2 aa 2 * au. aW2 ae 2 (--. + u. ~) + ----. (----.) do 
at J ax. aX j ax. 

°2 J J --l 
(18 ) 

! w2q2 
s ds = -

a02 

I [3 ae 1 a~. a61 ~ dO - j s ds (19 ) ---;" + Ra ----. (-;') = w1q1 
at ax. ax. 

°1 J J a0 1 

where 

[ Pd *6fj 

* 
au '*J pr~ 

au. 
* t; = + (~+ ~) "; aX j ax; ax. 

1 

ae l 
.. 

* * ql = - ----. nU 
ax; 



and 

* n2i 

9. 

Probably our roost significant contribution in this paper deals with the 

finite element formulation of equation (16). The solution of equation (16) 

together with that of equations (17) to (19) can give only the magnitude of the 

displacement of the solid-liquid interface in time in a direction normal to the 

interface. The direction of the normal is not known however. Of course, 

tracking in time continuously the interface could provide at each instant the 

direction of the normal. Nevertheless, the direction has to be evaluated inde-

pendently. The difficulties associated with the accurate determination of the 

normal to a surface (a derivative) in a finite element formulation of the 

problem are significant. To overcome the difficulties associated with the need 

to determine the direction of the normal, a new method was developed by which 

equ~tion (16) is decomposed into two different components in the x and y direc

tion. The procedure is based on a special physical argument not employed in the 

past for phase transformation problems. 

The solid-liquid interface can be described at each point by the normal 

vector to the surface, n and by the surface s. The derivatives in the nand s 

direction can be correlated to derivatives in the x and y direction through the 

translation Jacobian, J based on the angle a, which is the angle between the 

direction of the normal to the interface and the x direction. The correlation 

can be expressed by 

r:"J =,:: :J [:x1= [ 
lis - as as ay 

cos a si naJ 

sina COSa [ :x] 
ay 

(20 ) 
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Using expression (20), equation (7) can be written as, 

* 1 * ~aS1 aS 1 Ste - • v = (--. cosa + --. sinal 
n ax ay 

-1 aS 2 aS2-~ 
- Rk (~ COSa + --. sinal 

ax ay 
(21) 

* since the velocity of any point on the change of phase interface S is a vec-
n 

torial quantity it can be expressed" by 

* v n • n * + v ny -• J (22) 

The component of velocity in the x direction can be expressed in terms of the 

velocity in the normal direction, 

* = v n • * n • i = vn • COSa 

multiplying equation (21) by, COSa, and reorganizing "terms yields 

Ste*-l • v
nx

* l,(as 1 R -1 as 2) cos + (as 1 R _l
as

2) s,· n] 
= Lax- - k TX a TY - k TY J 

(23) 

COSa 
(24) 

In regular solutions to heat transfer problems with phase transformation only 

equation (7), the energy balance in the direction normal to the interface is 

used. The energy balance in the direction tangential is never considered. This 

balance contains, however, significant information which will be used in our 

analysis. The statement for the energy balance in the tangential direction is 

_ R -1 
k = 0 (25) 

Equation (25) can also be viewed as a statement that the solid liquid interface 

is isothermal e Using equation (20), equ~tion (25) can be written in terms of 

derivatives in the x and y direction 
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aS 1 aS 1 -1 aS 2 aS 2 (- --. sina + ~ cosa) - Rk (-~ sina + -* cosa) = a 
ax ay ax ay 

(26) 

when equation (26) is organized and introduced in the terms multiplied by sina 

in equation (24) the following equation is obtained 

-1 * aS 1 -1 aS 2 Ste v = --. - Rk --. 
nx ax ax 

A similar decomposition in the y directton yields 

*-1 * Ste vny 

* 

R -1 
k 

(27a) 

(27b) 

where vnx is the nondimensional velocity of each point P on S, the interface, 

* in the x direction and vny is the nondimensional velocity of each point P on 

the interface in the y direction. Since by definition v * and v * are the nx ny 
velocities of each point P on S in the x and y direction respectively, more con-

venient notations are used: 

Yn: • (:!.) 
x 

(28 ) 

Equation (28) indicates that the velocity of the interface in the x or y direc

tion is identical to the rate of displacement of each point P on S in the x or y 

direction. 

A simplified exa~ple will be used to introduce the finite element for

mualtion of Eqs. (27) and (28). Consider the simplified situation illustrated 

in Fig. 2, where the domains 01 and 02 are each represented by a four-node iso

parametric element and the moving interface S(t) is the common line of these 

domains •. The displacement of the interface could be expressed in terms of the 
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displacement of the nodes on the moving surface by using the displacement inter

polation matrix on the moving interface H(s} such that 

(dS) = H(s)dx.* and (dS) = H(s}dy.* 
x - ~ y - ~ 

(29) 

* * where H(s) = [1/2 (1 + r), 1/2 (1 - r)], xi and Yi are the x and y dimen-

sionless coordinates of the nodal points, and (dS) and (dS) are the dimen-x y 

sionless displacements in the x and y directions respectively of all the points 

on S. Since S is a continuous function, the velocity of the moving interface at 

each point P on S can also be expressed in terms of the velocity at the nodes 

and the interpolation function H(s} such that 

(:~*) = 

x 
The displacement of each 

ment of that point in the 

[

(dS) xl 
~sJ' {dSlJ 

* dx. 
H(s} -1 

--;r • 
dt 

poi nt P on S can be 

x and y directions 

= [H(S} dX i *] 
H( s} dy. * 
- -1 

* 

(~) = 

dy. 
!!(s) ~ 

dt y 
expressed in terms of the 

in a general formulation 

To simplify the notation, introduce a new matrix, 

~sJ = u(s} ~s~ 

(30) 

displace-

(31) 

(32) 

where u(s) is the combination of interpolation function in Eq. (30) which for 

the specific situation discussed in this example becomes 
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1 (1+r) 1 
0 

- (l-r) 
0 2 2 

U(s) = (33) 

0 0 

1. (1+r) 1 - (l-r) 
2 2 

and dS is the dimensionless nodal displacement vector defined by 

dS = (34) 

* 
I- dY2 

where the subscripts 1 and 2 stand for the two nodes on the interface shown in 

Fig. 2. From Eqs. (29) to (34) the velocity in the x and y direction of the 

interface can be expressed in terms of the interpolation function Q(s) such that 

v ny 
L 

Equat ion (27) 

(16) to yield 

* 

i lJl 4 

s 

Following the 

~:. )x 
= 

(;?) 
- y 

can be introduced now 

Ste -1 * 
vnx 

dS 
Ste-1 .. 

v ny 

Galerki n method [31] 
, 

( s) dS 
= U .-,; ( 35 ) 

dt 

in the finite element formu 1 at ion equation 

36 1 _ R -1 a6 2 
ax k ax 

= i lJl 4 dS (36 ) a6 2 -1 36 2 
- R s ay k ay 

we seek a weighting function 1Jl4 in the same 

space as the interface velocity function. The basic interpolation funct ion 
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~ can be used to define such a space. Accordingly, using Eq. (36), a weak for

mation can be obtained for (7) and (16). The solution of the resulting 

equation will provide the displacement of each node on the solid-liquid inter

face in the x and y direction independently. For the simplified example in 

Fig. 2, Eq. (36) becomes 

'(s) dS ( ) 
U --. det J s dS 
- dt 

det ~(s) dS = j\te *-1. l!.( s) T 

-1 
( 37) 

Here ~(s) and ~(s) are the known dimensionless temperature gradient matrices 

on the moving interface in domains 1 and 2 respectively and U(s) is the surface 

interpolation matrix defined in Eq. (33), ~ and Iz are the dimensionles tem-

perature vectors. The determinant of J(s) on the moving interface shown in 

Fig. 2 is gi ven by 

(38) 

The B (s) , matrix is given as 

B (s)= 1 J-1 ~l~r) -2 0 ~ (l~rJ (39 ) 
4. 1" -s=1 (l-r) - (l-r) 

The !t (5) matrix is typical of all cOrmlon finite element formulations. It is 

evident that if the dimensionless nodal temperature vectors T1 and 12 are known 

at each instance in time, the solution of Eq. (37) yields the displacement of 

the interface in time. 
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It is important to note that to solve the finite element formulation of 

Eq. (36) the elements in domains n1(t) and n2(t) must satisfy the compatibility 

requirement at the moving interface. With this restriction in mind, the general 

finite element formulation for equation (6) becomes: 

(40) 

where, 11 and 12 are the dimensionless temperature vectors and, 

Al = E ! 
m E(t) 

A2 = E ! 
m E(t) 

.!::ph = E ! 
m E(t) 

The solution of Eqs. (39,40) provides the displacement in the x and y direction 

of nodes on the solid liquid interface for a known temperature distribution in 

the solid and liquid domains. To determine the temperature distribution in the 

solid and liquid domains Eqs". (17) to (19) must be solved together with 

Eq. (40). 

Equation (19) representing the energy balance in the solid region does not 

present any significant difficulties. Dividing the solid domain and the atten-

dant temperatures into isoparametric element with a variable number of modes 

yields for Eq. (19) a standard finite element formulation [30,31]. 



where 
1 

Ml = 1: j j 
m -1 -1 

1 

1<1 = 1: j j 
m -1 -1 

Q1 = .! HS 
qS ds 

an j 

1 
HT H det J drds 

1 
k aT a det J drds 

and the summation is over all element in the solid domain. 

Equations (2) (17) and (18) are more difficult to solve. 

16. 

(41) 

The basic approach in the solution of the momentum equation has been to 

employ finite element approximation to the governing partial differential 

equations expressed in terms of the stream function and vorticity [32,33]. The 

major advantage offered by this approach is the identical satisfaction of the 

continuity equation, or incompressibility constraint, through the introduction 

of the stream function or vector potential and the elimination of the pressure 

as an explicit variable when the vorticity is considered as a dependent 

variable. However, this method suffers from the disadvantage of the need to 

improve boundary conditions on the vorticity. Since we deal in this problem 

with a moving boundary and since velocity boundary conditions must be imposed on 

this boundary, a formulation using the primitive variables, velocity and 

pressure, was used here. The fluid mechanics problem was solved using a 

"penalty" method. In this method the compressibility condition is viewed as a 

constraint on the velocity field that satisfies the momentum equations. The 
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penalty method was presented first by Courant Friedricks and Levy [34] was used 

first in finite elements by Babuska [35] and in fluid flow by Zienkiewicz [36]. 

As the popularity of the penalty finite element method grew, a large number 

of solutions have appeared in the literature [37-41]. The penalty method is 

explained in several textbooks [23,33,34] and we will not dwell on the details 

of the method except as it is applied to this specific problem. 

The continuity equation, Eq. (2), in its weighted form is: 

(42) 

where Vi is an appropriate weighting function. The penalty method applied to 

the momentum equation, Eq. (17), with the continuity equation, Eq. (42) requires 

that the pressure be expressed by [40], 

(43) 

Using equation (43) in (17) satisfies implicitly equation (42) and also elimi-

* nates the pressure, Pd ' as an explicit variable in Eq. (17). 

Then Eq. (17) becomes: 

a 1.11 

+ pr~ 
ax. 

J 

* au. 
(~ 
ax. 

J 

*] au. 
+ ~) dO 

aXi 

(44) 
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Solution Methodologies 

Equation (44) is obviously nonlinear. To facilitate the solution several 

simplifications were introduced in the iteration procedure-. These can be 

described as modified Newton-Raphson iteration procedures. To remove the nonli-

* nearity associated with the velocity uj in the second term in equation (42), 

* during each iteration the value of uj , was taken to be that in the previous 
. * 

iteration, lU j • Following a standard finite element procedure, in which the 

geometric domain and the attendant velocities and temperatures are divided into 

- isoparametric elements with a variable number of nodes; equations (44), (18) 

(19) and (38) take the general form: 

• iu-
~ 0 0 !L Cll + S2 0 0 

• 
0 ~ 0 V + 0 Cll + ~2 0 V 

• 
0 0 M2 ~ 0 0 ~1 + £Z2 ~ 

\- '--

(45) 

I~ 1 
0 0 f1~ U 2Kn + !22 ~12 0 

T + Pr Ra 0 0 . f2~ V + Pr ~12 !n + 2~2 0 Iv ,-
! 

Pr-1 f2 
, 
I 

0 0 0 ~ 0 0 Ll2 

[:1 ~12 0 U ~1 

). 
.!:22 0 V ~ + ~12 = 

I ! Lo 0 OJ ~J ~~ 
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(46) 

(47) 

where 

T 
H(m) !:!(m) dn 

(48) 



T 
B.(m) B.(m) dn 
..., J 

s(m) 
t. H ds 
1-

T 
K. = 1:! B. (m) B. (m) dn 
-1 -1-J 

m1 n(m) 

o· -1 

1 

= 1: ! 
n1 n(m) 

1 

s s (m) 
q. H ds 

1 -

20. 

(49) 

(50) 

(51 ) 

(52) 

A modified implicit integration scheme is used for Eqs. (45) and (46) and 

an explicit scheme is used for Eq. (47): 
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* * t*+6t* _ Ut 
Mt +6t a a u 
~ 

* 1 a Mt *+6t a t*+6t* _ 'it n- ~ Y.. 
* 
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1 t*+At* (Tt*+At* _ Tt*) + Kt*+At Tt*+At* = Qt*+At* 
-,; ~1 -1 -1 -1 -1 -1 
At 

(54) 

t*+At* t*+At* 
~1 Tl 

t*+At* t*+At* 
~ T2 

= 1 t*+At* (st*+At* _ st) 
;: .!:Ph (55) 

Notice that in equation (45) the velocity vector is taken from the previous 

iteration. In equation (53) the velocity and temperature are coupled. Because 

of the convection term ~ii the system of equations is not symmetric. To avoid 

this situation further modifications were introduced in equation (53). 

The temperature and velocities are coupled only by the buoyancy term, the 

third term. If the temperature in the third term, T2
t *+At* is replaced by its 

. t* t* value during the previous iteration, 'T2 +A the velocities and temperature 

can be decoupled. Variables, ]t*+At*, I t *+At* and It*~At* in the convection 

term, the third term, were therefore replaced by their value during the pre

vious iteration, i]t*+At*, ivt*+At*, and iTt*+At*. Now the modified equations 

are gi ven by: 
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(56) 



+ 
i+1 t*+dt* i+l t*+dt* 

K2 T2 = i+1 t*+dt* 

°2 
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(57) 

Since the second and third terms of Eq. (56) are known they can be moved to the 

right hand side of the equation and treated as source terms. The second term of 

Eq. (57) is also known and can be moved to the right hand side and treated as a 

source term. This makes Eqs. (56) and (57) decoupled and all coefficient matri-

ces become symmetric. 

Computer Logic 

The numerical scheme described above is not self-starting and the first 

.step of the interface has to be calculated by using the Stefan solution for a 

semi-infinite medium. The consequent instability in the few steps following 

initiation of phase transformation is also typical of many other computer codes 

and decays rapidly. 

The domain 0 is divided initially by a mesh generator into a predetermined 

number of elements. For the numerical experimentation described later in this 

work it was assumed that the phase transformation occurs from the outer surface 

of the domain to its interior, although more general situations can be handled 

as well. Nodes are initially generated, which coincide with the initial posi-

tion of the change of phase interface. The nodes are set at predetermined 

equal spacing and are followed in time. A special procedure was developed to 

facilitate mesh generation at each time step and to track in time the nodes on 

the change of phase interface. Here one of the general nodal coordinate values 

of the interface is kept constant at every time step. For example, if the 

interface moves in the general x direction, the location of the moving nodes is 
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defined at each time step for a constant y coordinate value. At every time step 

we do not track the position of the old node but rather calculate from the 

displacement vector, dS the location of a new node on the interface at the 

constant y coordinate value. The new mesh is then generated according to the 

location of these nodes. The only constraint in meshing is that of element com

patability between the solid and liquid regions. The program which employs this 

mesh generation procedure is designed to limit only the maximum number of ele

ments of 01 and 02' and to have a fine mesh adjacent to walls and the interface. 

Therefore the number of elements in 01 and 02 can vary but cannot exceed a 

prescribed maximum number. 

For each time step the fluid flow velocities were calculated first from 

equation (56). Then equation (57) was solved to determine the temperature 

distribution. Equations (56) and (57) were continuously iterated on until the 

velocity field and temperature field converged to an invariable value. It 

should be emphasized here that the matrices !ij associated with the penalty 

parameter A were integrated using a reduced Gauss integration order, a standard 

procedure with the penalty formulation. 

Equation (54) was solved to obtain the temperature distribution in the 

solid phase. Equation (55) was then solved to obtain the displacement of the 

moving nodes on the change of phase interface. The whole domain was remeshed 

according to the new location of the nodes and the meshing procedure and the 

solution was marched forward in time. 
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Numerical Experiments 

Numerical experiments were performed for solidification in a rectangular 

enclosure. The material to be solidified has been taken to be aluminum and its 

thermal properties are given in Table 1. A range of nondimensional parameters 

were tested. They are given in Table 2. Convective boundary conditions were 

assumed on one of the vertical walls of the rectangular enclosure of the form 

aa 
---:Ji 
an wall 

= B i ( a.. - a wa 11 ) 

while adabatic boundary conditions were imposed on the other walls. 

The maximum number of elements of each phase is 644. Calculations have 

been performed for different Rayleigh number, Ra, between 102 to 106, for dif-

ferent aspect ratios of the rectangular enclosure, H, and environment tem-

perature, a .. to study the natural convection effect on solidification process 

for the various situations. Between 50 to 70 time steps have been performed for 

each problem using the CDC 7600 in Lawrence Berkeley Laboratory. A typical 

running time was 2500 CPU seconds.for 70 time steps. The large amount of CPU 

time has limited the calculation of higher Rayleigh numbers and further time 

steps. For example for Ra = 106, it took 500 CPU seconds for 5 time steps. The 

penalty constant plays a key role in assuring the convergence of the solution. 

If the penalty constant is too big or small, the solution could not converge or 

would need tremendous numbers of iterations at each step. A penalty constant of 

108 was used for all ~ayleigh numbers. This has proven to be sufficient to this 

application in this numerical experiment as well as in several previous investi-

gations [41,43]. 

Typical vector plots of the velocity field and of the position of the 

change of phase interface for different times are shown in Figs. (3) (4) and 
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(S). These results were obtained for solidification in a rectangular domain 

H = 1.0, for an initial temperature higher by 200°C than the phase transition 

temperature, e- = - 3, and a Rayleigh number of Ra = 105. In the early stage of 

the solidification process (Fig. 3) the flow near the interface is almost 

parallel to the interface and downward. As time progresses the maximum velocity 

'becomes much larger and the center of the flow cell moves farther and farther 

from the interface and from the bottom wall. The change of phase interface is 

evidently effected by the natural convection. The solidification process is 

much faster at the bottom of the enclosure. This is evidently caused by the 

fluid flow and the temperature distribution in the liquid region. The tem

perature distribution in the liquid domain, for the situation described by 

Figs. (3), (4) and (S) can be seen in Figs. (6), (7) and (8). It is seen that 

in an early stage of the solidification process the isothermal lines are almost 

parallel to the interface. Consequently the interface is planar. At a later 

stage, however, the fluid becomes stratified, (see Fig. 8), with a packet of hot 

fluid in the upper right hand side corner of the enclosure. This causes a 

decrease in the solidification rate in the upper side of the enclosure when com

pared to the lower side and the departure of the interface from a planar shape. 

The results presented above illustrate the need to incorporate fluid mechanics 

to accurately predict the solid-liquid interface roorphology. Figure (9) wh,ich 

shows the movement of the solid-liquid interface in time, from left to right, 

illustrates the effect of the Rayleigh number on the interface morphology. It 

is seen that the higher the Rayleigh number the more will the interface depart 

from a planar shape. 
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Conclusions 

A new numerical technique using finite elements has been developed for the 

study of heat transfer problems with phase transformation in the presence of 

natural convection. Specific to this method is the use of the energy equation 

on the solid-liquid interface to determine the displacement of the interface in 

time. This is done by finding separately the displacement of individual nodes 

on the interface in the x and y direction. The fluid flow equations in the 

1 i qu i d regi on we re so 1 ved us i ng a 'Ipena lty II method. 

The new method developed in this work can cope with transient solidifica

tion processes in the presence of transient natural convection with arbitrary 

.irregular and transient change of phase interface morphologies. The method has 

been tested successfully with solidification in two dimensional geometries. The 

results of our numerical experiments indicate that for Rayleigh numbers of the 

order of 104 to 105, the solid-liquid interface morphology is strongly affected 

by the natural convection fluid flow. The new numerical method as well as the 

results of our numerical experiments are of importance for the controlled pro

duction of materials by solidification from melt. 
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Table 1 

Thermal Propert; es of Aluminum 

~ 

solid 1; qui d units 

k 0.597 0.239 cal/cm sec °C 

cp 0.215 0.259 cal/g °C 

Hsi 95.0 95.0 cal/g 

p 2.52 2.52 g/cm3 

Tm 660 660 °C 

a 1.102 0.3662 cm2/se~ 



Table 2 

Dimensionless Parameters for Aluminum 

Group 

Rayl ei gh number 

Prandt 1 number 

Ratio 

Conductivity 

Therrmal diffusivity 

Biot number 

Stefan number 

solid 

liquid 

definition 

Ra = a9(T i -Tm)L3/a2v 

Pr = v/a2 

Ra = a1/a 2 

Bi = hL/k1 

Ste1 = cp1(Ti-Tm)/Hsi 

Ste2 = cp2(Ti-Tm)/Hsi 

33. 

value 

102 _ 105 

0.03041 

2.4979 

3.0093 

1.1357 - 3.4071 

0.6809 1.3619 

0.2726 0.5452 
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List of Fi gures 

Fig. 1 Schematic of the domain of discussion. 

Fig. 2 Schematic of a two-element domain. 

Fig. 3 Vector plot of the velocity fi~ld for Ra = 105, H = 1.0, a .. = -3, and 
* t = 0.025. 

. Fi g. 4 Vector plot of the velocity field for Ra = 105, H = 1.0, a .. = -3, and 
* t = 0.05. 

Fig. 5 Vector plot of the velocity fi el d for Ra = 105, H = 1.0, a .. = -3, and 
t = 0.07. 

Fig. 6 Isothermal lines for Ra = 105, H = * 1.0, a .. = -3 and t = 0.025. 

Fig. 7 Isothermal lines for Ra = 105, H = 1.0, a .. = -3 and * t = 0.05. 
-

105, * Fi g. 8 Isothermal lines for Ra = H = 1.0, e .. = -3 and t = 0.07. 

Fig. 9 The movement of the interface for Ra = 104; 105, H = 1.0, e .. = -3. 

Table 1 Thermal properties of aluminum. 

Table 2 Dimensionless parameters for aluminum. 
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