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AN AUTOMATED SEARCH FOR SUPERNOVAE 

Jordin T. Kare 

ABSTRACT 

Supernovae are among the most important, as well as most spectacular, of astrcr 

physical events. However, because supernovae are both unpredictable and short-

lived, they are difficult to study in real time with traditional observational techniques. 

In particular, we have very little information about the development of supernovae in 

their first few days - a few luminosity measurements, very few spectra, and no obser-

vations ln the radio, infrared, X-ray, and gamma ray bands. There is thus a great 

need for a system capable of locating large numbers of bright supernovae at early 

times. 

This thesis describes the design, development, and testing of such a search sys-

tem for supernovae, based on the use of current computer and detector technology. 

This search uses a computer-controlled telescope and charge coupled device (CCD) 

detector to collect images of hundreds of gala.Xies per night of observation, and a 

·dedicated minicomputer to process these Images in real time. The system is now col-

lecting test images of up to several hundred fields per night, with a sensitivity 

corresponding to a limiting magnitude (visual) of 17. At full speed and sensitivity, 

the search will examine some 6<X>O galaxies every three nights, with a limiting magni-

tude of 18 or fainter, yielding roughly two supernovae per week (assuming one super-

nova per galaxy per 50 years) at 5 to 50 percent of maximum light. An additional 

500 nearby galaxies will be searched every night, to locate about 10 supernovae per 

year at one or two percent of maximum light, within hours of the initial explosion . 
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1. Background 

1.1. Introduction 

Supernovae are among the most spectacular and energetic of astrophysical 

events. They are, however, both rare and short lived. Past searches, largely based on 

photographic techniques, and accidental discoveries have identified only a few hun

dred supernovae; detailed light curve or spectral measurements exist for only a hand

ful. Measurements or the properties or supernovae before maximum light are limited 

to a few supernovae discovered slightly before maximum, and to supernovae captured 

by accident on pre-discovery photographs. Also, no mechanism has existed for dis

covering supernovae in nearby galaxies on a sufficiently regular basis to permit plan

ning for studies of active supernovae outside or the visible spectrum. 

The major goals or a modem supernova search are 1) to find nearby supernovae 

at the earliest possible time, for detailed study in all energy ranges, 2) to find and fol

low a large number of supernovae at intermediate distances, for collection or 

improved statistical information on light curves and distribution, and 3) to locate 

large numbers or supernovae at very large distances, for measuring supernova rates 

and cosmological distances. The Berkeley automated supernova search described 

herein has been developed to meet the first two or these goals, with performance far 

exceeding that or older photographic searches. It is complementary to other new 

automated searches which are most efficient at finding distant supernovae near max

imum light. 
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1.2. The Nature or Supernovae 

1.2.1. Properties or Supernovae 

There are at least two varieties or supernovae, identified as Type I and Type n 

[1). As shown in figure 1.1a [2), type I supernovae very roughly double in brightness 

every 24 hours, reaching maximum luminosity about 1 week after the initial explo-

sion. At maximum, they reach an absolute luminosity or 1043 ergs per second, or 1010 

that or the sun. The absolute magnitude (visual) at maximum is approximately -10.4 

(from Tammann, assuming H 0=00) [3). After maximum, Type l's drop in luminosity 

by 2 to 3 magnitudes in another 20-30 days, after which the luminosity falls exponen-

tially with a characteristic 77 day decay time (56 day half life). The most distinctive 

feature or the type I spectrum is a complete absence or hydrogen lines. Type I super-

novae are round in all types or galaxies, including ellipticals, suggesting that they are 

associated with old stellar populations. 

Type n supernovae are typically 1 magnitude fainter than type rs; Tammann 

estimates M.- 18.6 at maximum. Models indicate that the type n light curve (figure 

1.1b [4)) reaches maximum light very quickly and bas a relatively complex pattern of 

decay. Type ll's have strong hydrogen lines in their spectra, and are associated with 

spiral arms; they are not round in elliptical galaxies. In this paper, the properties or a 

'"supernova•, without any qualifiers, will generally be those or a typical type I super-

nova. 

1.2.2. Current Models or Supernovae- Type I 

One currently popular model for the predecessor or a type I supernova [5) is a 

white dwarf star in a binary system. The dwarf is composed or approximately 1.4 

solar masses or carbon and oxygen. Hydrogen transferred from the binary companion 
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Fig. I. Composite blue light curve obtained by the fitting of the observations of 38 type I 

supernovae. One magnitude intervals are marked on the ordinates. 
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is burned stably to helium, and then to C or 0. At a ftxed critical mass, thermonu-

clear ignition occurs, although the details of the ignition and burning process are unk-

nown. Essentially the entire mass of the star is converted to 56Ni, the most stable 

(highest binding energy) isotope under the conditions prevailing during the explosion. ~· 

The shape or the early part or the type I light curve is determined by the cooling 

and expansion or the explosion debris, and by energy from the decay of 56Ni into 

56co. Initially, the black body temperature may be above 106 K, and the visible spec--

trum rises with frequency as ,r, so pre-maximum type I supernovae are quite blue. 

Near maximum light, the temperature is of order 10• K, and as the debris continue to 

cool, the total visual luminosity falls. 

The 11 day tail is now believed to be powered by beta decay or 56co into 56Fe 

[6] with a half life of 56 days. Axelrod [7] has been able, using very detailed stellar 

atmospheric models, to roughly reproduce the evolution of the spectrum of SN 1g12e, 

and to identify one particular peak as characteristic of the decay of 56co to 5~e. 

1.2.3. Current Models of Supernovae - Type ll 

The hydrogen-containing spectra and galactic distribution of type n supernovae 

suggest that they are associated with massive, short lived giant stars. Models for the 

evolution of such stars, particularly the detailed models of Weaver and Woosley [8] 

indicate that, once such a star has completed hydrogen burning in the core, progres-

sively heavier elements are burned until a core or 56Fe and nearby isotopes is formed. 

When the mass or this core reaches approximately 1.4 solar masses, it becomes 

unstable against gravitational collapse. The core collapses on a time scale or mil-

liseconds, reaching nuclear densities and releasing enormous quantities of neutrinos. 

Through some combination of shock waves produced by the .. core bounce" at nuclear 

densities, and the deposition of energy or momentum by outftowing neutrinos, 
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approximately 1061 ergs of the energy released by the collapse is transferred to the 

outer layers of the star, blowing them into space [9]. 

The luminosity and light -curve of a type n supernova are determined by the 

extended envelope surrounding the collapsing core; the collapse itself is only observ

able through such currently unavailable means as neutrino or gravity wave detectors. 

The rapid rise in brightness is associated with the shock wave of the explosion reach

ing the stellar surface, and the total luminosity and the shape or the light curve 

depend on the details of the stellar envelope. 

1.2.4. The Supernova Rate 

The most detailed estimates of the supernova. rate have been made by Tam

mann [10], who obtains typical rates or 1 per 20 years to 1 per 50 years per galaxy, 

depending on galaxy type. Table 1.1, reproduced from [10], gives estimates of the 

supernova rate per 1010 solar luminosities for different types of galaxies. More 

pessemistic estimates have been made [11], but those of Tammann seem to be rela

tively widely accepted. 

For the purposes or this paper, and in the design or the Berkeley automated 

search, we have assumed a real supernova rate between 1 per 50 years and 1 per 100 

years per galaxy searched. These figures can be shifted somewhat for the Berkeley 

search by deliberately selecting bright (and therefore massive) galaxies, and by con

centrating on particular galaxy types, such as those identified by Tammann as having 

high supernova. rates, but we take this as a reasonably conservative range. 

1.3. A Summary of Past and Current Supernova Searches 

The earliest recorded supernova observations are of supernovae occuring in the 

unobscured portion or our own galaxy, and thus visible to the naked eye. Records of 



Adopted SN Frequencies in SNu (per 1oi o LB01) per 100 yr) for 
Different Types of Galaxies 

All SNe SNei SNe II nsN2) 

E 0.22 0.22 0 13 
so 0.12 0.12 0 6 
SOa, Sa 0.28 0.28 0 9 
Sab, Sb o. 69 0. 37 o. 32 38 
Sbc::. Sc::, Sed. Sd 1.38 0.77 0.61 93 
Sdm, Sm. Im .1. 02 0.83 0.19 11 
IO undetermined 7 

1) The B-luminosities are in the Br-system of the RC2, they are 
corrected for galactic: and internal absorption as outlined in 
Sandage and Tammann (1981). 

2) nsN is the number of SNe in sample B; these numbers give an 
estimator of the statistical error of the listed frequencies. 

Table 1.1 

Supernova rate vs. Galaxy type (from Tammann [10]) 
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some 8 such events in the last 2000 years have been round [12], with varying amounts 

or detail and confirmation. The average rate for such local supernovae is thus about 

1 per 250 years. Clark and Stephenson [13] estimate that the unobscured fraction of 

our galaxy is about 1/7, and that or order 1/2 or the visible supernovae are recorded 

in the records we have; this is compatible with a true supernova rate in this galaxy as 

high as one per 20 years. 

Unfortunately, no such local supernovae have occurred since AD 1604, so all 

modern observations have been or extragalactic supernovae. The first such observa-

tion was in 1885 [14]. The first modern photographic search was begun by Zwicky in 

1Q33 [15] using a 3.25" camera lens as a wide-field objective, and continued on the 

18" and 48" Palomar Schmidt cameras. The Palomar 48" Schmidt searches detected 

a total or 281 supernovae [16} before being discontinued in 1Q75. Other Schmidt tele-

scope searches have been conducted, Cor example at .Asiago [17) and Cerro El Roble 

[18]. 

·' .. 

"l,. 
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All of these searches have a. common procedure: Plates or selected flelds are 

taken a.t regul~r intervals, and pairs of similar plates are compared by superposition, 

or using a. blink comparator. Depending on the degree or etrort expended, the interval 

between plates for a single tleld is typically several days, and may be weeks or even 

months. Processing and scanning of plates may also require several days; thus, super

novae are rarely detected at very early times, and in many cases are not detected 

until well after maximum light. The limited dynamic range or photographic plates, 

combined with the limitations of human scanners, makes detection or supernovae in 

galactic cores ditricult. Finally, as pointed out by Tammann [10] and others, extreme 

care is required to obtain useful statistics from photographic searches, since the set of 

galaxies sampled is poorly detlned. 

In the late 1060's, Hynek [20] constructed a. system based on intensified vidicon 

detectors and video displays; comparison or flelds was still done by eye, but superno

vae could be detected promptly. This system found only one supernova. before max

imum light, and operated for only a short time before being shut down. 

In an attempt to increase the speed and accuracY of photographic searches, Kib

blewhite [21] and others are using automated plate measuring machines to rapidly 

locate supernovae on plate pairs. Such searches are very good a.t flnding distant 

supernovae near maximum light, but, because of limited sky coverage and the logis

tics of handling plates, they are not very etricient at catching nearby supernovae a.t 

early times. Galaxy samples on such plates are still poorly deflned, although 

automatic counting and classitlca.tion of galaxies can be done. The very large amount 

of data. present on wide fleld photographic plates is an additional problem; a. 

sutriciently fast and powerful automated measuring machine system represents a. very 

large investment, and generally cannot be dedicated to searching for supernovae full 

time. 
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In the early 1970's, Stirling Colgate suggested that a. supernova. search be con-

structed using a. computer controlled telescope capable or examining a. large number 

or galaxies, one a.t a. time, each night. An electronic imaging detector would send 

images directly to a. computer, which could compare each picture to a. stored reference "' 
and immediately report supernovae. Colgate has constructed such a. system [22], 

using an intensi1led image tube detector and a. telescope constructed around a. surplus 

radar antenna. mount [23]. This system is still in existence, and although ha.ndi-

capped by relatively old technology and limited support, has been able to collect 

reference images. It has not at this writing begun finding supernovae. 

1.4. The Berkeley Automated Supernova Search 

1.4.1. History 

In 1978, one or our group (Richard Muller) suggested that we follow Stirling 

Colgate's proposal, but apply the latest technology to the problem. In particular, he 

and Carl Pennypacker proposed taking advantage or large area., high quantum 

emciency charge coupled device (CCD) detectors to obtain greater sensitivity than 

previously possible. Also, the declining price or minicomputers and microcomputers 

made purchasing a dedicated computer for image analysis, and additional hardware 

for automated telescope control, relatively easy. We therefore chose to proceed with 

a new automated search for supernovae. 

Construction or the search began in 1979, and the system computet was -pur-

chased in early 1980. We obtained a "loaner" CCD from RCA, and the CCD camera. 

was operational in 1981. The quality or this CCD was extremely poor, but we were 

able to test the camera. and a limited amount or software. We obtained and installed 

an improved loaner CCD in ~the summer or 1983; this device is relatively noisy and 

has low quantum emciency, but is basically usable. At this writing, RCA bas 
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delivered a new CCD, but we have not had an opportunity to test it. This CCD is 

expected to h~ve good quantum efficiency and transfer efficiency, but may still have 

relatively high (60 photoelectron) noise. 

We spent most of the period from 1Q81 to spring 1Q84 writing software for the 

supernova search, and testing the CCD system on the Monterey Institute for 

Research in Astronomy (MIRA) 36" telescope. MIRA suffered delays in moving to 

their permanent observatory site, and in getting their computerized telescope control 

system operational, so our search was moved to the Leuschner Observatory 30" tele

scope in the spring of 1Q84. From the spring of 1Q84 to the present, work on the 

supernova search has consisted of further software development, interfacing of the 

Leuschner telescope control system to the search computer, and observations, with 

observing time currently divided between collection of referece galaxy pictures for the 

supernova search, and a search for a solar companion star. 

1.4.2. Overview of the Berkeley Search System 

The hardware for the Berkeley system is shown in figure 1.2. A small (by astro

nomical research standards) telescope collects light from a galaxy and focuses it 

through reducing optics onto the CCD detector, which operates in a vacuum housing 

at a temperature of -120 C. The shutter opens for, typically, 30 seconds. The tele

scope then moves, under computer control, to another galaxy, while the CCD is read 

out into a computer . 

Once an image is acquired, processing proceeds as shown in figure 1.3. The com

puter determines the coordinates and brightness of the current image using bright 

foreground stars (fiducial stars); this information can be fed back to the telescope to 

correct for pointing error. The current image is aligned with a stored reference image 

of the same galaxy; if the two match, no action is taken. 
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If the current image contains an extra point source that the software considers a 

possible supernova, the telescope is directed to collect a second image of that galaxy. 

If the same new source appears in this second image (and in a third, taken after a few 

minutes delay), the software reports a. possible supernova to the system operator, who 

ca.n inspect the images, request further observations, and, it satisfied, announce the 
·-

supernova to the astronomical community. 

. . 
The system can (and currently does) operate "omine", with CCD images stored 

in digital form on videotape for analysis the following day. Additional observations, 

including broad band and color photometry, can be made directly, while observations 

beyond the capacity or the search telescope can be made in cooperation with other 

observatories. 

1.4.3. Goals of the Berkeley Search 

The design goal for the supernova search is to be able to monitor 2500 galaxies 

per night, with a total time per galaxy or 8 seconds and a limiting magnitude of 

approximately 18.5, sutncient to detect a. type I supernova in the Virgo cluster at less 

than 1% or maximum light. By searching approximately 500 nearby galaxies each 

night, we would expect to catch 5-10 supernovae per year at I% of maximum, for 

detailed study. By searching an additional 6000 galaxies on a 3 night cycle, we would 

expect to catch 1-2 supernovae per week, for statistical measurements of light curves, 

luminosity, and distribution within and among galaxies. 

In addition to the general utility or the search to the astronomical community, 

there are a. number of specific questions which the search will address. A few of these 

are: 

Early time spectra- Because or the high sensitivity and rapid response time 
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of the Berkeley search, an occasional supernova will be detected at very early times. 

By collaborating with other observers, we hope to use "target of opportunity" time on 

large telescopes (and, eventually, satellites) to obtain detailed spectra of type I super

novae at very early times. These spectra will substantially extend the range of data 

available to modellers of supernova atmospheres, and should be or great value in con

straining models or supernova explosions. 

Early time anomalies - Figure 1.4 [24] is a computer-generated light curve

for a particular (and relatively exotic) type I supernova model, starting with a g solar 

mass red supergiant which has lost most of its envelope. The spike in luminosity 

occurring immediately after the explosion is associated with the shockwave of the 

explosion reaching the stellar surface and heating the remaining low-density helium 

shell; it is bright enough, and long enough in duration, that it might occasionally be 

detected by the Berkely search in nearby supernovae. While this particular model is 

not likely to be accurate, it is at least possible that the very early time light curve 

will show interesting behavior detectable only with an automated search system. 

Underluminoua type ll'a - There is a substantial discrepancy between the 

number of type n supernovae observed, and the apparent birth rate of pulsars, which 

are presumed to be remnants or type n core collapse. One can account for this by 

postulating the existence or "dim" supernovae [25]; stars which suft'er core collapse 

after losing most or their outer hydrogen envelope, and which therefore emit much 

less visible light. One candidate for such an event is the supernova which produced 

the Cassiopeia A remnant; the explosion should have been a conspicuous naked eye 

event, but is not mentioned in the historical record. If such dim supernovae do occur, 

the Berkeley search will be the first to be able to detect them reliably in nearby 

galaxies. 
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Computer-generated light curve for a type I supernova 
model (isolated massive star) showing early time spike [24]. 
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Type I light curves - As shown in figure 1.5 [26], some observers have divided 

type I supernovae into two subclasses, "fast" and "slow". It is still not known 

whether this is a real distinction, or simply an arbitrary division in a continuum. 

Because the Berkeley search should rapidly collect a great deal or data on type I light 

curves, especially at early times, it may be possible to resolve this controversy, or at 

least provide a better data base, relatively quickly. 
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2. Design of the Berkeley System - Hardware 

2.1. Detector 

2.1.1. CCD 

A charge coupled device (CCO) transfers packets of electrical charge from place 

to place on a semiconductor using electric fields produced by insulated electrodes; 

one- and two-dimensional ceo arrays have been developed as analog and digital 

memories and various kinds of signal processors, as well as imaging detectors (27]. 

ceo detectors are desirable for astronomical purposes because of their high quantum 

emciencies, low noise, inherent stability, and high resolution. 

Our CCO is an RCA device (SID53612-XO) with 320 x 512 resolution elements 

(pixels). This device is thinned and back illuminated for improved quantum efficiency. 

Each pixel is 30 microns square, so the sensitive area is 0.06 em x 1.54 em. This is a 

buried channel ceo (the charge-collecting regions are below the silicon surface) with 

a transparent electrode structure, so the entire surface area of the chip is photosensi-

tive. The only other astronomical-grade ceo commercially available at the start of 

this project, one made by Fairchild, had only 30% sensitive area, with the remaining 

surface devoted to shift register structures; this 3 to 1 difference in collecting area 

(effectively in quantum efficiency) led us to select the RCA chip. 

2.1.2. CCD Electronics 

The ceo driver electronics constructed for the Berkeley system are based on 

designs by by J. Geary of the Harvard-Smithsonian Observatory (28]. Figure 2.1 

shows a block diagram of the circuit; details of both the ceo and the driver circuits 

are given in the senior honors thesis of J. Culver (20], which is attached to this paper 

as appendix 1. Three - phase timing pulses are derived from a master crystal clock 
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and counter. These are converted to drive puJ,ses with adjustable voltage levels and 

controlled fall times by bufl'er ampliflers. Signals to the CCD pass through a protec

tion box containing ruses and Zener diodes; this minimizes the chance of applying des

tructive voltages to the chip. Additional resistors inside the CCD housing drain oft' 

any static buildup when the drive electronics are not connected . 

The output voltage from the on-chip FET amplifler is bufl'ered by the 

preamplifier inside the CCD housing, then sent as a difl'erential signal to the input 

amplifler of the correlated double sampling (CDS) board. The difl'erential circuit, 

using twin-ax cable, picked up substantially less 60 Hz and higher frequency interfer

ence than the original single-ended circuit transmitting over 1 meter of coaxial cable. 

On the CDS board, the output voltage is sampled immediately after the CCD output 

capacitor is reset, and again after the next pixel is transferred to the output; the flrst 

sample is subtracted from the second to cancel out the thermal noise charge J CkT 

stored on the output capacitor. The difl'erence signal, proportional to the charge 

stored in the pixel, is digitized to 14 bit accuracy and transmitted as a serial bit 

stream to the computer or videotape recorder interface. Our normal readout rate is 1 

pixel every 50 microseconds, or 8 seconds for the full CCD. The maximum readout 

rate with our current A/D converter is 1 pixel every 20 microseconds, or 3.2 seconds 

for the full CCD. 

We have constructed a separate CDS amplifler box which mounts directly on the 

CCD housing and receives clock signals via flber optics, to further reduce noise pickup 

and eliminate ground loops between the clock and output cables, but have not yet 

installed it. 
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2.1.3. Measurement of CCD Properties 

Details of the CCD measurements will be included in a forthcoming thesis by M. 

Shane Burns. The following is a summary of the properties we have measured to 

date. 

2.1.3.1. Noise and Gain 

We have measured the noise and gain of our CCD using the standard technique 

[30] of measuring the variance of the output signal at di1ferent levels of illumination. 

The noise level of our current device is 88±10 photoelectrons/pixel, and the gain is 

roughly 28 photoelectrons per A/D converter count. Transfer inefficiency in the hor

izon tal direction is E=2±1 X 10-t, and in the vertical direction E=3±1 X 10-t, at -100 C, 

where E is the fraction of stored charge left behind after each transfer. Transfer 

inefficiency in the horizontal direction increases to 5X10_. at -125 C, and our normal 

operating temperature is between -120 C and -110 C. 

There is a signiflcant "fat zero", or minimum filling charge in each pixel required 

for efficient charge transfer. We estimate the fat zero to be 2000 photoelectrons, or 

about 70 A/D counts. In normal operation at Leuschner, sufficient sky background is 

collected to exceed this fat zero level in 6 to 7 seconds, thus presenting no problems 

with our current 15. to 30 second exposures. 

We have found that the sensitivity of our CCD to external noise pickup is high, 

and is critically dependent on the adjustment of the positive voltage of the ~reset 

pulse. We get signiflcant (5-10 A/D counts) 120 Hz interference if this voltage is 

adjusted as little as 0.1 volt away from its nominal level of 0.9 volts. 

Our current device is a "loaner", with specifications not guaranteed by RCA. A 

replacement chip in a. dual in line (DIP) package with a.n improved, lower noise 

·. 
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output amplifier has been delivered by RCA, but has not been tested at this writing. 

· 2.1.3.2. Quantum Efficiency 
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Figure 2.2 - RCA CCD Quantum efficiency vs. wavelength 
Curve --manufacturer's data 

+ - measured value at 633 nm 

The manufacturer's typical quantum efficiency curve for our CCD is shown in 

figure 2.2. We have measured the quantum eft'iciency at one wavelength (633 nm), 

using a helium-neon laser source and a calibrated silicon photodiode as a reference. 

The efficiency we obtain is 30 ± 3 per cent, or a factor of 2.5 lower than the pub-

lished curve. We do not as yet have any explanation for this low efficiency; however, 

this is typical efficiency for a standard "thick" CCD. We have not measured the 

spectral response directly. At a wavelength of 500 nm, the overall system response is 

a factor or 2 to 2.5 below our expectations, and some or this loss may be due to even 

lower CCD quantum eft'iciency at this wavelength. 
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The pixel to pixel variations in quantum .eft'iciency are small. Figure 2.3 shows 

the relative efficiencies ror a block of pixels near the center or the CCD; these values 

are derived from an exposure or the twilight sky, and scaled so that the mean over 

the whole CCD is 1000. The random noise level is less than one count. We do not 

require very accurately flat fields, so we have not tried to measure or correct for any 

color dependence or these quantum efficiency variations. 

Column 

160 161 162 163 164 165 166 167 168 169 

------------------------------------------------------------250: 820 816 820 816 819 822 826 826 830 830 ---- ' 251: 820 923 825 922 822 821 825 8:!6 828 026 

252: 925 925 822 926 823 829 827 833 826 836 

253: 826 829 830 828 829 827 929 830 834 836 

Row 254! 836 829 827 829 830 831 829 831 837 836 

255: 831 831 830 827 830 834 831 831 836 833 

256: 837 833 832 836 838 835 833 835 840 841 

257: 837 930 834 835 832 834 838 840 837 840 

258: 836 843 836 833 835 944 834 839 840 840 

259: 839 837 838 837 835 838 837 839 843 841 

Ave rase: 831.43 Std. Dev.: ·6. 300 

Figure 2.3 

!/(quantum efficiency), in arbitrary units, for 10 x 10 
pixels. Pixel to pixel variations average 0.75% of the 
local mean. 

There are several large-scale nonunirormities in the CCD response. Curved 

streaks or high sensitivity and a '"dimple'" or low sensitivity at the bottom center of 

the CCD are visible in figures later in this thesis. The dimple is visible as a mechani-

cal defect in the CCD chip. A thin strip at the top or the ceo has very low 

response, some 30% below the CCD mean; this is the area farthest from the output 
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horizontal register. Variable bright patches a.t the bottom of the CCO may be due to 

light generation (electroluminescense) in the horizontal register [31]. There is only 

one known ba.d pixel, in the upper left or the CCD, which has a. significant dark 

current a.nd produces a. "flare .. on images rea.d out after long exposures or delays. 

Several columns in the left portion or the picture a.re "cold .. by a few A/0 counts, the 

amount varying with temperature, but the eft'ect is small enough to have little effect 

on bright foreground stars, and is fortunately in the wrong direction to produce false 

alarms. 

2.1.4. CCD Housing and Dewar 

Astronomical CCD's are operated cooled to approximately 150 - 200 K {-70 to 

-120 C) to reduce the dark current (signal proportional to time between readouts) to 

essentially zero. Our CCD is cooled with liquid nitrogen, using a. feedback circuit 

driving resistive heaters to maintain a constant temperature. A vacuum housing 

insulates the CCD and minimizes condensation. The construction of the ceo hous

ing and liquid nitrogen dewar is sketched in ftgure 2.4. 

Using a standard 2-stage mechanical pump, the vacuum system reaches pres

sures or approximately 18 millitorr, with a useful hold time of several days. Our 

liquid nitrogen dewar is a large consumer thermos bottle (pump-pot), available from 

K-mart. It has a capacity or slightly under 1 liter or LN2, and a hold time of approxi

mately 15 hours. A cryopump consisting or about 3 cm3 of Linde Molecular Sieve 

(types 4A and SA) in a stainless steel tube is attached to the vacuum housing with an 

~ring seal. The cryopump tube was originally epoxied into place, but the pump 

mate.rial must be replaced occasionally, and we ha.d trouble maintaining a leak tight 

joint. 
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Figure 2.4 --ceo vacuum housing and Dewar assembly 
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When operating in high humidity, particularly at the MIRA telescope site in 

Cachagua valley, we round that the quartz window or the CCD housing would fog up 

frequently. We now flow dry nitrogen through the area between the window and the 

shutter mechanism. 0.5 cubic feet or nitrogen per hour prevents fogging at any time. 

2.2. Optics 

2.2.1. Telescope 

The telescope we are using now is a 30" (75 em) f/8 Ritchey-Chretien reflector, 

on an equatorial fork mount, located at the Leuschner Observatory or the University 

or Calitornia in Lafayette, California. 

Another telescope, used for some testing and possibly to be used for the run 

speed search, is the 36" f/10 Cassegrain reflector belonging to the Monterey Institute 

for Research in Astronomy" (MIRA). This telescope has recently been moved to the 

MIRA Oliver Observing Station, on Chew's Ridge near Monterey, California. The 

MIRA telescope provides larger collecting area and raster pointing, but is less con-

veniently accessible for development work and until recently was located at a very 

poor observing site. 

2.2.2. Reducing Optics 

2.2.2.1. Optimum Scale 

Because or the small physical size or the CCD, we must use additional optics to 

obtain an appropriate '"CCD scale" or approximately 3 arc seconds per pixel. It the 

pixel scale is too small (e.g. 1.1 arc sec/pixel at the Leuschner focal plane), the light 

t'rom a supernova is spread over many pixels, reducing the signal to (CCD readout) 

noise ratio. Also, more pixels must be processed to cover a given galaxy, thus increas-
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ing computer requirements. 

For pixels much smaller than one seeing disk, the supernova signal increases as 

·the pixel area (square or the CCD scale). The sky background signal is also propor

tional to the area, so the sky background noise increases as the square root of the 

area, or linearly with the CCD scale. The signal to noise ratio thus goes as the CCD 

scale squared while CCD readout noise dominates, and linearly with the CCD scale 

when sky background noise dominates. When the pixels are much larger than one 

seeing disk, however, the signal to noise ratio will at best be constant, and will 

decrease with increasing CCD scale It the sky noise exceeds the CCD noise. The 

optimum CCD scale thus depends on several factors (CCD noise, sky brightness, typi

cal seeing, and exposure time); however, pixels equal to or slightly larger than the 

typical seeing disk are generally near optimum. 

Some information is lost when an image is recorded with pixels larger than 

approximately half the seeing disk (sampling rate less than twice the highest spatial 

frequency present). This loss or information results in imperfect subtractions around 

foreground stars and galaxy cores. However, as will be discussed in section 3.2, there 

are several ways to minimize these errors. We have no convenient way to accomodate 

different pixel sizes for search and reference images. We choose to favor large pixels, 

trading localized subtraction errors for increased signal, for the current search. As 

lower noise CCD's and/or increased computer power become available, we may switch 

to smaller pixels. 

The maximum possible pixel scale is set by optical considerations; Liouville's 

Theorem (conservation or phase space) requires that the product of aperture and solid 

angle be conserved. 

·-
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The maximum possible value ore is 211' (f/0.5 lens); for a 30 inch telescope (D = 0.75 

meter) and a 30 micron square pixel, the maximum possible CCD scale is 2.sx 10-t 

radians, or 52 arc sec, square. For practical lenses, a limiting speed of f/2.0 yields 

approximately 4.2 arc sec per pixel (3.5 arc sec at the MIRA telescope). We actually 

use lenses a8 fast as f/1.4 (Nikkor 50 mm), but the etrective !/number is limited by 

the demagniflcation ratio used and the telescope f/number to about f/2. 

2.2.2.2. Installed Optics 

The reducing optics which we have used are shown in figure 2.5. Figure 2.5a 

shows the original scheme, used for tests at the MIRA telescope. The field lens 

images the telescope aperture onto the reducing Nikon (Nikkor) lens. The :MIRA 

focal length or 9 meters gives a telescope focal plane scale of 23 arc sec/mm (0.7 arc 

sec/pixel). Because of mechanical constraints on the size of our instrument, we used 

a very short focus (24 mm) f/2 lens, a standard lens for 35 mm cameras. Note that 

the CCD is somewhat smaller than a 35 mm film frame, so we expect good image 

quality over the entire CCD from such camera lenses. This gave an effective 

f/number or 2.2 and a demagnification ratio or 4.5, Cor a CCD scale of 3.1 arc 

sec/pixel. At Leuschner, the shorter telescope focal length gave a CCD scale of 4 arc 

sec/pixel with the same lens (dema.gnification ratio of 3.6), but we found some vignet-

ting (loss or light transmission near the edges or the field). 

To reduce the CCD scale and minimize vignetting, we switched to the optics in 

figure 2.5b. Our 24 mm lens was lost or stolen, and with no length restrictions at 

Leuschner, we chose a 50 mm f/1.4 replacement lens. The added achromat lens per-

mits closer focusing or this lens, at the expense or increased curvature of field and 
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distortion; non-achromat closeup lenses were tried, but introduced unacceptable 

chromatic abe~ration. The field flattener (not related to the software process of field 

flattening) is mounted inside the CCD vacuum housing and partially compensates for 

the field curvature. This system provided a CCD scale of 2.8 arc sec/pixel at the 

Leuschner telescope, with minimal vignetting but severe distortion. The measured 

pincushion distortion (of the form 6r =Er 8
) is approximately E=l.SXI0-7 "·ixe~. This 

paxe/ 

distortion shifts images by over 1.4 pixels, 200 pixels from the optical center of the 

CCD; this is enough to make accurate alignment of images difficult without very pre-

cise telescope pointing. 

The current optics are diagrammed in figure 2.5c. The achromat closeup lens is 

replaced by a Bronica medium format camera lens, run "backwards" to transform 

light from the telescope focal plane to parallel light; the Nikkor lens focuses this light 

onto the CCD. A larger format lens is needed because the field of interest in the tele-

scope focal plane is several centimeters across, larger than a 35 mm camera lens is 

designed to accomodate. The resulting CCD scale is 2.4 arc sec/pixel, with very good 

image quality and flatness of field, and reduced pincushion distortion (E=6.5X 10-s). 

However, the Bronica lens contains internal stops which produce substantial vignet-

ting at the edges of the CCD. The Bronica also has relatively poor transmission. It is 

thus likely that these optics will eventually be replaced again. Figure 2.6 shows the 

vignetting produced by the current optics; the top and bottom of the CCD are 

lowered in sensitivity by about 30%, and the extreme corners by as much as 50%. 

The transmission through various optical elements is given in table 2.1. Note 

that roughly half of our available light is lost in the reducing lens system; this results 

from our compromise among image quality, light loss, space constraints, and use of 

inexpensive standard lenses. 



Figure 2.6 --Reducing Lens Vign~tting 

0.5 second exposure of twilight sky. Display range 
5000 A/D counts (white) to 10,000 A/D counts (black). 
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Table 2.1- Transmission of Various Optical Elements 

Element Transmission 
Cumulative 

Transmission 

Star at top or atmosphere - ' 1.0 
Atmospheric absorption 0.85(a) 0.85 at zenith 

Telescope 

Aperture (obstruction) 0.03 0.70 
Primary reflectivity (b) O.OO(c) 0.71 
Secondary reflectivity (b) O.OO(c) 0.64 

Optics 

Field lens 0.02(d) 0.50 
Bronica lens (on axis) o.60(c) 0.35 
Nlkon lens 0.85(c) 0.30 
Dewar window 0.02(d) 0.27 
(IR filter) 0.02(d) 0.25 
(Field flattener) 0.02(d) 0.23 

Notes: 
(a) Measured by observation at various zenith angles 
(b) Primary washed, secondary realuminized 
(c) Measured using He-Ne laser (633 nm) and calibrated photodiode 
(d) Assuming 4% reflection per surface 

- 31 -
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2.3. Computer System 

2.3.1. · Processor 

The computer system used for image processing and system control for the 

supernova search system is a PDP-11/44 with floating point processor hardware and 

(currently) 2.5 megabytes of main memory. The 11/44 is a compact, high speed 16 

bit minicomputer which provides convenient real-time control and interfacing via the 

DEC UNIBUS. At the time the search system was designed, it was the smallest DEC 

computer providing sufficient memory space (4 megabyte maximum) and processor 

speed for the search - although at the time we anticipated using no more than one 

megabyte of memory. In view of the problems we have encountered in using a 16 bit 

computer, we would today make every effort to purchace a VAX 11/750 or similar 32 

bit machine for any comparable project. 

2.3.2. Peripherals 

As currently configured, the PDP-ll system has nine serial ports available 

(including the system terminal port), all in use - one for the system terminal/printer, 

five for user terminals, two for modems used to communicate with Leuschner observa

tory, and one for control and monitoring of the videotape data receiver. A 160 mega

byte Fujitsu sealed {Winchester) disk drive provides mass storage, with two RL02 ten 

megabyte removable cartridge drives for backup, testing, and auxiliary storage. 

Graphics display is provided by a Grinnell GR-270 display system, with 512 x 512 x 8 

bit display memory. Graphics hard copy is provided by a Tektronix dry silver photo 

printer, model 4634, connected to the video signal from the Grinnell. We have 

ordered a nine track magnetic tape drive (Kennedy model Q100 with Emulex con

troller), but have not yet received it. 

·. 
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2.3.3. CCD Interface 

CCD data, either direct from the CCD or recovered from videotape, is read into 

the computer system via a. direct memory access (DMA) interrace .. The main inter

race is a. standard DR-llB single board DMA interrace from MDB, Inc. A separate 

card contains a. serial to parallel converter and a 128 word by 16 bit first in first out 

(FIFO) bufl'er, which accumulates CCD data during times when the computer bus is 

not available ror DMA. 

2.4. Telescope Control System 

2.4.1. Leuschner 30" Reflector 

The Leuschner 30" telescope has been equipped with a fully automatic control 

system over the last two years, largely through the efl'orts or Richard Trefl'ers. The 

telescope position is sensed by absolute position encoders with a least count accuracy 

or 4 arc sec. The encoders are coupled via an IEEE-488 bus interface to the control 

computer. Currently this is an mM PC with 256 kilobyte memory and dual floppy 

disk drives; however, the telescope has operated automatically with a 24 kilobyte 

Commodore PET computer with one disk drive. Both IBM and PET computers are 

programmed in BASIC. The mM computer uses a. compiled BASIC which is fast 

enough to handle all control runctions, while the PET requires an assembly language 

routine to sample the telescope status and control the drive motors. 

The control computer operates the telescope slew and guide motors via simple 

D/ A converter in terraces; a separate synchronous motor drive is mechanically 

summed with the right ascention guide drive for tracking. A simple three-step pro

cedure is used to point the telescope: run speed slew, 1/4 speed slew, and guide to 

within specified limits or the requested pointing. Minor modifications (adding damping 
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resistors across the slew motors, and changing set points in software) have reduced 

the typical pointing time from over a minute to approximately 30 seconds. We 

expect to reduce this time to under 10 seconds for a flve degree motion by replacing 

the guide and tracking motors on each axis with single electronically controlled torque 

motors. 

Pointing repeatability is approximately ten arc seconds. Refraction, flexure, and 

polar axis errors result in a pointing accuracy on the sky of approximately two arc 

minutes. We are now measuring coefllcients for an existing pointing correction pro

gram, and we expect to obtain 10- 15 arc second accuracy on the sky shortly. 

The Leuschner control computer communicates with the PDP-11/44 computer 

via an RS-232 serial port and dial up modem at up to 1200 baud. A second modem 

and telephone line provide an operators terminal for the PDP-11 at the telescope site. 

In additfon to running the telescope, the control computer operates the CCD shutter, 

controls the CCD readout, and produces both a printed log and logging information 

for the videotape recorder audio track. 

2.4.2. MIRA Telescope Control 

The :MIRA telescope control system is shown schematically in figure 2.7. Incre

mental shaft encoders are coupled via rollers to both axes, giving a readout resolution 

or 0.1 arc second. The RA drive is a roller drive, and both axes are designed for high 

speed pointing. The anticipated pointing performance is 5-10 arc sec accuracy in 

three seconds, for a two degree motion. Note that since we will eventually be 

measuring the telescope pointing error on each CCD fleld in real time, we can correct 

any cumulative pointing errors. However, until we begin real time processing, the 

absolute encoders used at Leuschner provide more reliable pointing than :MIRA's 

incremental encoders. :MIRA's control computer is a 16 bit HEX minicomputer using 

-. 
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Figure 2.7 -- MIRA telescope control system 

bit slice technology; it communicates with individual z-so control microcomputers 

("trolls") via RS-232 serial links. This control system is not yet fully operational. 

2.5. Special Hardware 

2.5.1. Videotape Storage Unit 

The output or the CCD electronics package is a serial data stream, with a _data 

~. rate or 20,000 14 bit words per second for the current eight second readout time. 

Until the computer is installed at the telescope site, we must store this information 

for later processing. Even after we can read out directly into the computer, it will be 

desirable to store the raw CCD data for archival purposes. 



Because of the high data rate and very large volume of data (320 megabytes for 

1000 CCD fields) the only practical storage medium is magnetic tape. Conventional 

computer tape drives (1600 bpi) typically store only 40 megabytes per reel (2400 feet) 

of tape; they are also large, relatively expensive, and complex to control. We there-

fore chose to build an interface to a consumer videotape recorder. The theoretical 

capacity of such a recorder is very large - several million bits per second for three 

hours, or several billion bytes per tape. As constructed, our recorder interface stores 

two 14 or 16 bit words per TV horizontal line (60 microsec.), 228 lines per field, for a 

data rate or 27,360 words per second and a tape capacity of 501 megabytes per three 

hour tape. The recorder used is a Sony portable Betamax, model SL-2000. Beta for-

mat is preferred over VHS because the Beta recorder retains tape loading during fast 

forward and rewind operation; one can thus shuttle quickly between frames. VHS 

tape is unloaded from the tape head drum during rewind, a process requiring several 

seconds for each operation. 

The major problem with videotape storage is a relatively high burst error rate; 

the signal to noise ratio or videotape is only some 40 dB, and dropouts (visible in 

ordinary use as horizontal streaks on the video screen) are common. Our videotape 

interface records each pixel twice to reduce errors; the single pixel error rate with this 

redundancy is a few times 10-6 (between zero and about 20 pixels received incorrectly 

or completely lost in each 160,000 pixel image). No error correction is done; if a. pixel 

is not received correctly in two attempts it is discarded. This level of error is accept-

able for the supernova search as long a.s no pixels are skipped completely. Skipped 

pixels cause the entire remainder of the CCD field to be shifted horizontally; vertical 

lines acquire a .. jog", and star coordinates are shifted. 

To prevent this, a. two bit count is recorded with each pixel. A modulo. 4 

counter keeps track of the number or pixels recovered from the videotape; if this 

.. 

:• 
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counter disagrees with the recorded count, dummy pixels are sent to the computer to 

fill the gap. A typical image without this "jog corrector" circuit is shown in figure 

2.8a; the jagged white line near the right (top) edge of the image is the column of 

"cold" (low value) pixels at the left edge of the normal CCD image, shifted out of 

position by the missing pixels. Note that the CCD scans from the lower left to the 

upper right, so the displacement increases as more pixels are lost. The same image 

with the jog corrector on is shown in figure 2.8b. 

We keep track of CCD pictures by writing ASCII data onto the audio track of 

the video tape with a standard 300 baud modem; the telescope control computer 

writes the time, date, telescope pointing data, and exposure time for each picture. 

The control computer operates the videotape recorder via a simple interface which 

allows the computer to "push buttons" on the remote control by sending characters 

to a serial port. 

At this writing, the videotape interface has been operating for some two years, 

with only occasional problems due primarily to dirty videotape recorder heads. The 

total amount of data stored is approaching 100 gigabytes, or the equivalent of many 

hundreds of reels of computer tape. Schematics and further details on the videotape 

system are in the videotape system manual, attached to this thesis as appendix 2. 

2.5.2. Scan Converter 

A simple scan converter (video frame store) is used to display a portion of the 

CCD output directly on a video monitor at the telescope site. The scan converter 
-. 

contains 16K bytes of memory, sufficient to store a 128 x 128 x 8 bit image. The left-

most 256 columns of the CCD are divided into eight 128 x 128 pixel regions, and the 

scan converter can store any single region, or every eighth pixel (every second column 

by every fourth row) of the entire 256 columns. Any eight of the 14 bits produced by 



Figure 2.8a -- Retrieved image with jog corrector off. Note 
progressive shift of white line (actually located 
at the edge of the CCD) as pixels are lost. 

Figure 2.8b -- Same image, retr~eved with jog corrector on. 
Scattered white specks are single dummy.pixels, 
inserted by jog corrector to keep image aligned. 

Figure 2.8 -- Operation of Jog Corrector 
in videotape recorder system 
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the CCD A/D converter can be stored. 

Once an image is stored, it is displayed on a local monitor. Any five of the eight 

stored bits can be displayed, providing a contrast control. Binary switches can be set 

to subtract oft' any value from the top four bits, allowing crude offset and background 

subtraction. 

The entire scan converter occupies two 3" x 8" circuit boards inside the video-

tape interface transmitter box. It has proved invaluable for testing and operating the 

CCD. A larger scan converter with 256 Kbytes or memory has been partly designed, 

but has not so far proved necessary. 

2.5.3. Fiber Optics 

In early bench tests or the CCD detector; we observed irregular spikes in the 

CCD output, with a frequency or approximately 20 KHz. These were traced to radia-

tion from the switching power supplies or the PDP-11/44 computer, conducted via 

the CCD interrace cable to the CCD electronics package. To eliminate this interfer-

ence, we constructed a fiber optics link, providing 300k bit per second transmission or 

CCD data to the computer, plus a low speed link multiplexing up to eight signals in 

each direction over two fibers. 

The first version or this link used Fairchild OPTO demonstration kits, with 

plastic-coated glass core fiber and AMP OPTIMATE connectors. These kits provide 
~ 

5 MHz bandwidth over a maximum distance or approximately 100 meters. These 

worked satisfactorily Cor about a year, but gradually became intermittent, apparently 

due to connector deterioration. A replacement system, using Hewlett Packard plastic 

fiber cable and snap-in connectors, has proved more convenient and has so far worked 

without difficulty. The relatively high attenuation or the plastic fiber (200 dB/km) 
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limits the fiber length to approximately 15 meters, but this has not been a problem to 

date. 

In addition to reducing noise pickup, the fiber optics link provides extra protec

tion against destruction of electronics due to lightning; conventional cables acting as 

antennas can pick up destructive voltages even from nearby strikes. 
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3. Design of the Berkeley System - Software 

3.1. Computer System 

3.1.1. Operating System 

The supernova search PDP-11/44 runs under the RSX-11M operating system, 

version 3.2. This is a real time operating system with extensive scheduling and inter-

rupt facilities, and is well suited to a dedicated computer which will eventually be 

controlling a telescope and processing images in real time. The major limitation of 

RSX-11 is that individual programs (tasks) are limited to a 16 bit (64 kilobyte) 

address space. Large data regions can be accessed through memory mapping regis-

ters, which allow access to the full 22 bit (4 Mbyte) address space or the processor. 

However, programs are limited to 64 kilobytes for code and variables. We work 

around this restriction by sequentially spawning multiple tasks, each performing a 

single function; the cost is a substantial overhead in code and memory space and a 

modest overhead in execution time. Overlays, which allow different program subsec-

tions to share the same task address space, also allow large programs to be run, but 

are ditncult to construct efticiently for FORTRAN programs, and have been found to 

lead to subtle run-time errors. 

3.1.2. Languages 

The bulk of the supernova search software is written in DEC FORTRAN IV-

Plus. This is a standard language, lacking many modern features such as structured 

control flow, but providing full access to the features of RSX-11M. 

We considered several other languages and operating systems, including 

UNIX/C, PASCAL, and FORTH, for our purposes. UNIX is not designed for real 

time control purposes, and we were advised at the time we selected our operating 
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system that the standard Berkeley UNIX would require substantial additions to han-

dle our application. Available C ·and PASCAL packages were not guaranteed to 

properly use the facilities or RSX-11~ FORTH, a language developed originally for 

telescope control, would have been a reasonable choice, but none of the members of 

the supernova search project were sufficiently familiar with it to consider using it for 

a large project. 

A small amount of code has been written in MACR0-11, the PDP-11 assembly· 

language, for device drivers for the CCO and Grinnell graphics display interfaces. 

Additional assembly code may be written eventually to speed up inner loops in the 

supernova image processing, in the interest or full real time processing. 

3.2. Image Cycle 

3.2.1. Introduction 

The core of the real time image processing is the image cycle. The image cycle 

routines accept one CCD image of a galaxy as input, and produce a list of coordinates 

or "supernova candidates" - ceo pixels brighter than can be accounted for by noise 

or known sources or false alarms- as output. At the highest level, the image cycle 

routines select galaxies to be examined (from an input list), and determine which 

supernova candidates are sufficiently well confirmed to warrant alerting a human 

operator. 

The major functions or the image cycle are: 
.. . 

1. Acquisition or new image 
2. Retrieval or reference information 
3. Matching and subtraction or old and new images 
4. Identification or supernova candidates 
5. Logging or new information, and 
6. Confirmation or candidates and selection or next field 

The following sections describe qualitatively the algorithms used to accomplish these 
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functions. Because we are still developing the software, no complete description can 

be given. A relatively complete set or software documentation will be available as 

The Berkeley Automated Supernova. Search Software Manuals at some future time; a 

section or the Software Manuals describing some of the image cycle tasks is attached 

as appendix 3. 

3.2.2. Acquisition of Images 

Because images are currently recorded on videotape and processed "off line", 

acquisition of images consists simply of setting the videotape recorder to "play" and 

reading in the next image. One task (currently CCDMEM) sets up the DMA 

transfers for the image data, and a. separate task reads log information, including the 

identity or the sky region, from the audio channel or the tape. "Sky region" is the 

term for a. particular CCD-image-sized area or the sky, usually containing a galaxy; 

reference information is ftled by sky region identity, or SRID. 

Information for the telescope control computer is transmitted via serial link; for 

each sky region the coordinates, SRID, and exposure time are transmitted. Currently 

this is done by an independent program, working from a list generated by the user for 

a particular night. Eventually' the telescope control program will be a part of the 

image cycle, so that images can be acquired and processed directly from the telescope. 

3.2.3. Retrieval of Reference Information 

Reference information about each sky region is stored in a series or ftles, 

iden tifted as 

(SRID).DES Description: Telescope pointing information, galaxy catalog references, 

cla.ssiftcation, history or supernovae, operators notes. 
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{SRID).OBC Object catalog: CCD Coordinates and brightness of up to 10 fiducial 

stars, up to 16 .. special objects .. such as variable stars, and up to 128 

"threshold objects.. - all bright objects in the field not otherwise 

identified. 

{SRID).RSP Reference subimage parameters: CCD coordinates of galaxy and galaxy 

core; size, brightness, and other parameters of core; coordinates of up to 

16 .. subimage problem objects .. such as variable stars or previously· 

discovered supernovae within the galaxy subimage; and up to 128 .. hot 

pixels" - sites of false alarms around the galaxy core or foreground 

stars. 

{SRID).RSA Reference subimage array: The actual image of the galaxy, derived 

from one or more reference CCD exposures. 

(SRID).OLG Observation Log: Detailed record of the four most recent observations 

of a galaxy, including a list of all supernova candidates detected. 

{SRID).CLG Chronological Log: Summary record of all observations of a galaxy, and 

of all manual changes to the data files. 

This approach leads to a large number of small disk flies, thus making somewhat 

inefficient use of disk space and access time, but allows all the work of locating infor

mation to be given to the operating system. 

3.2.4. Matching and Subtraction of Images 

CCD coordinates and brightnesses of 5 to 10 bright foreground stars ( .. fiducial 

stars .. ) are used to determine both the offset (telescope pointing error) between the 

current and reference images, and the required corrections for exposure, atmospheric 

--
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transmission, and seeing. At this time, no corrections are made for optical distortions 

(mainly pincushion), field rotation, or magnification changes; over the width of a 

galaxy (typically less than 100 pixels), these effects shift the image by much less than 

a pixel. 

Because the telescope pointing during the search is expected to be accurate to 

about 10 pixels, we do not need to scan the entire 160,000 pixels of the CCD image to 

locate fiducial stars. A small area around the nominal position of each star (as stored 

in (SRID).OBC) is scanned for pixels above a threshold; the star is assumed to be cen

tered on the brightest such pixel. A centroiding routine determines the exact center, 

with a typical accuracy of 1/8 to 1/4 of a pixel. We calculate a mean offset, with 

missing or poorly aligned stars discarded. 

We have found experimentally that, given the vignetting of our optical system 

and the substantial variations in CCD quantum efficiency, it is necessary to "clean" 

each star subimage to obtain consistent brightnesses. In addition, especially for our 

simple summing and centroiding routine, the level of the sky background around each 

star must be known to one or two A/D counts to get accurate results -- the total 

brightness of a typical reference star is only a few hundred counts, and an error of 2 

counts summed over 4g pixels (7x7 integration) is a 20% error in brightness. 

The cleaning, or field flattening, process consists of subtracting a standard dark 

field from the subimage, and dividing it by a quantum efficiency field (actually an 

exposure of twilight sky, minus a dark field, normalized to a convenient mean bright

ness). Both the dark field and the quantum efficiency field are stored in memory, so 

that small areas can be efficiently cleaned. We do find that this simple flattening pro

cess tends to leave smooth variations of up to 5 percent in the background level over 

the CCD (figure 3.1). We therefore calculate a local background for each fiducial star 
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Figure 3.1 

Backgtound variations after field flattening: 
Ratio of two flat fields (twilight sky e~posures) 
from differ'ent nights. Display range is 95% (white) 
to 105%. (black); the original images averaged 
approximately 7000 A/D counts per·pixel. Bright 
and dark spots are stars in the two im'ages. 

.:· .. ,.,,., .·.-·. 
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before ftnding the brightness and centroid. 

Given the current offset, the software can locate the portion of the CCD con

taining the galaxy and copy just this portion to a separate region in memory; all 

further processing is done on this subimage. The subimage is ftat ftelded in our stan

dard fashion, by subtracting off a dark frame and dividing by a quantum efficiency 

frame. Again, we ftnd a local sky background level and subtract it off. Finally, the 

current subimage is multiplied by a constant to correct for atmospheric transmission 

and exposure variations. 

At this point, a reference subimage is retrieved from disk and "jogged" (shifted 

by a fraction of a pixel) to match the current subimage. Also, the subimage with 

better seeing (normally the reference subimage) is blurred by convolution with a gaus

sian to further match the images. Currently, both functions are performed by one 

routine, which does a convolution between the reference image and a 6 x 6 array con

taining an appropriate gaussian blurring function, off center by the appropriate frac

tional pixel shift. The fractional shift is made to the nearest 1/16 pixel, though in 

practice errors of 1/8 or even 1/4 pixel cause only small changes in the results of a 

subtraction. 

This routine is quite slow, taking up to 20 seconds for a 100 x 100 pixel subim

age. Also, each pixel is treated as a point value, and no account is taken or the 

"shape" or the image, which results in a substantial loss or information. In particular, 

shifting an image by fractional pixels produces substantial blurring even when none is 

desired, because 4 input pixels are simply averaged together to obtain each output 

pixel. Various more sophisticated algorithms are possible, from simple ftts to neigh

boring pixels to Fast Fourier Transform (FFT) processing, which use more of the 

available information to produce more accurate results. These require much more 
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processing time, however, and are thus slower still-- too slow for real time processing 

or an entire subimage. 

Based on our current experience, sophisticated algorithms will be needed only in 

the immediate neighborhood of galaxy cores, and that far from the core (and from 

bright foreground stars) even the current algorithm may be unnecessarily complex. 

Future versions of the blurring routine will probably employ FFT routines on 8 x 8 or 

16 x 16 pixel patches surrounding galaxy cores, and may do only a 2 x 2 convolution 

- or perhaps nothing at all- outside of the core. Foreground stars occupy a small 

fraction or the galaxy subimage, and may be easier to simply discard than to fit with 

a complex algorithm. 

Once the current and reference subimages are matched, a simple routine sub

tracts the reference subimage, as processed by the blurring and jogging routine, from 

the current image, and stores the resulting difference subimage in a separate region in 

memory. 

3.2.5. Identifying Supernova Candidates 

The first step in identifying supernovae is to simply list all pixels which are 

significantly above the background or the dift'erence subimage. "Significantly" is 

defined as a set number or standard deviations, typically 4, above mean background, 

with both the mean and the standard deviation or the background calculated anew 

for each dift'erence subimage (note that later stages in the selection process will 

require a higher threshold; this is simply a first cut). In an ideal system, this would 

be sufficient; a bright pixel would imply a bright point in the sky. In practice, such a 

pixel will usually be a false alarm. Table 3.1 lists some sources or false alarms, with 

estimated frequencies. 
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Table 3.1 - Expected False Alarm Rates 

Source of alarm Rate Identified by 

Statistical fluctuations 10-o pixels Second look 
10-2 galaxy subimages 

Cosmic rays 10-1 ceo frames Second look 
10-2 galaxy subimages 

Asteroids 10-2 galaxy subimages Third look 
in the ecliptic (30 minute delay) 

Subtraction errors Several per subimage Software, 
("Hot pixels") Test exposures*, 

Second look 

CCD faults Few on current ceo Software 
("Bad .. pixels or columns) 

Data transmission errors Several per subimage Software 
Using VTR storage 

Variable stars 

Short period ? Test exposures* 

Long period or ? Software 
low amplitude 

flare stars, novae, etc. Rare Light curves** 

• Test exposures are taken immediately after the reference exposure, and for the 
first weeks or searching, to identif'y hot pixels and short period variables. 

** Flare stars, etc., which can only be distinguished from supernovae by light curve 
or spectrum, will occasionally be identified as possible supernovae; the goal or 
early identification takes priority over complete elimination of false alarms. 
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Most false alarms that occur far from the galaxy core and from foreground stars 

are due to rare events - cosmic rays, statistical fluctuations, etc. - which do not 

recur. These do not appear in a second image, and are thus eliminated by the 

confirmation process (see 3.2.7). A few of these can be detected directly by software; 

tor example, single, extremely bright pixels are probably cosmic rays. However, the 

major source or false alarms, which must be handled by the image cycle software at 

this level, is poor subtraction of the steep brightness gradients around galaxy cores 

and stars. (To be precise, errors are due to gradient variations, or second derivatives, 

in brightness, since even our simple interpolation routines are exact for uniform gra

dients. In practice, most brightness gradients are not uniform over more than a few 

pixels, so we simply refer to .. gradient errors".) Such subtraction errors can be seen 

in the sample image processing cycle in the next section (figures 4.1 to 4.7) 

Subtraction errors can only be eliminated by oversampling at least the reference 

image. If one records CCD pixels smaller than 1/2 cycle of the highest spatial fre

quency present, and aligns images with perfect accuracy, an exact subtraction, even of 

abrupt gradient changes, is possible. For search images, however, this lowers the sig

nal to noise ratio for supernovae, as the supernova light is spread over several pixels, 

and in any case requires unreasonable amounts or processing from our present com

puter. 

At present, we cannot accomodate dift'erent pixel sizes for reference and search 

images: the telescope optics are not easily interchanged, and the existing software 

cannot correct for changes in magnification. With a single fixed pixel size, optimized 

for best signal to noise, one can reduce subtraction errors with a sophisticated image 

processing algorithm, such as an FFT, but not eliminate them entirely. Even with 

high resolution reference images, fluctuations in seeing (particularly when the refer

ence image seeing is relatively poor) will leave some errors in subtraction. 
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Our solution to this problem is to acknowledge that abrupt gradients in our 

images will always produce some "hot pixels", but because these gradients are local-

ized, the errors will always occur in the same small regions. We therefore simply gen-

erate a list of all the possible hot pixels, with a maximum brightness, and disregard 

any pixel on that list which does not exceed that brightness. In the interest of simpli-

city, the source or this list is a series of test images (currently 10) of the galaxy in 

question; these are processed through the image cycle in the usual way, except that 

all bright pixels are collected. Any location which appears bright in 2 or more of 

these 10 exposures is included on the '"Subimage threshold" pixel list, and pixels at 

the corresponding locations in search images are disregarded unless they exceed a 

suitable (high) threshold. 

This process typically generates 1o-so hot pixels, out or 10,000 pixels in a 100 x 

100 subimage, so the area lost is very small. Most of these are in the neighborhood of 

foreground stars, and thus at very poor points for studying supernovae in any case. 

The only important loss is in the cores of galaxies- supernovae can still be detected 

in cores, especially in nearby galaxies, but only at an increased threshold. We con-

sider this an acceptable trade for simple software. In the future, we can use more 

sophisticated image processing, as described above, plus models for the shape or 

galaxy cores and possibly high resolution reference images of the core {obtained either 

with dUferent reducing optics or by combining many exposures) to achieve accurate 

subtractions in galaxy cores at the expense of increased computer and programmer 

j effort. 

Once a list of bright pixels is generated, the list is checked in several ways. The 

reference hot pixel list described above is used to eliminate as many candidate pixels 

as possible. In addition, neighboring pixels in the dUference image are checked; if 

adjacent pixels are above background, even by two or three standard deviations, the 
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bright pixel is a. supernova. candidate; if adjacent pixels are at the background level, 

the pixel must exceed a higher brightness threshold (typically five standard devia-

tions) to be retained. Other "supporting evidence" is the presence of the same pixel 

location (allowing for ofl'set) on the list of bright pixels from the previous observation; 

other negative evidence is the presence or even a very faint foreground star at that 

location in the reference image. With all these factors included, one or more pixels 

ma.y be listed as supernova candidates. The exact weighting of the difl'erent factors is 

still being adjusted; the goal is to ra.ise our sensitivity until we find one supernova 

candidate, on the a.vera.ge, in every lOth field observed, and thus need to recheck 

a.bout one field in ten. 

3.2.6. Logging of New Information 

The main output or the ima.ge cycle routines is a. list, freqently empty, or super-

nova candidates. However, much additional information is a.lso logged, including the 

coordinates and brightnesses or all fiducial stars (to aid in correcting the telecope 

pointing, and to provide a. record of atmospheric properties), and the list of all pixels 

exceeding the minimum threshold (to update the hot pixel list, and for consideration 

in the next observation). Also, "special objects", such as variable stars or supernovae 

a.lrea.dy located, may be specified by the observer; the brightness and position or each 

special object is recorded. The total a.mount or stored information is a few thousand 

bytes for each observation. 

The full log file for each sky region is retained for the la.test four observations; 

older observations are purged to sa.ve disk spa.ce. This allows time for non-real-time 

programs to analyse the stored information and condense it, or transfer it to magnetic 

tape or other off' line storage, as desired. 

. . 
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A chronological log flle is maintained for each sky region in addition to the main 

observation log. This contains a one-line record of each observation, and of any 

modiflcation of the reference flies. The chronological log provides an ,. audit trail", so 

that any activity relating to that sky region can be traced by time and date. 

Whenever a supernova candidate is identified, the entire current subimage is also 

saved on disk. This allows the operator to double check the image cycle results, and 

to analyze the causes of false alarms. 

3.2.7. Confirmation or Candidates; Selection or Next Field 

Normally, the controlling program of the image cycle simply runs down a list of 

sky regions provided by the operator, acquiring images of each galaxy in turn. If a 

possible supernova is identifled, however, the name of that sky region is placed in a 

separate queue. The region is rechecked as soon as possible - when operating with 

the computer at the telescope, immediately. Currently, when the videotape recorder 

is in use, we take two pictures of each galaxy in rapid succession so that the com-

puter can recheck the region immediately. 

If no bright pixels are round at the matching coordinates on the second exp~ 

sure, the candidate is discarded as a statistical fluke, a cosmic ray, or other transient 

effect. If a bright pixel is round at the appropriate spot, the candidate is obviously of 

interest, and a printout is generated. However, the supernova is not considered 

confirmed until a third image, delay.ed by about an hour, is taken. This delay is 
j 

sufl'icient to rule out asteroids, which move at a rate or approximately 1 arc second 

.. . every two minutes, or some 10 pixels per hour. (Note that we need to exercise a bit of 

care not to pick up asteroids right at the inflection points of their apparent motion; 

fortunately, the area or sky where, at any given time, asteroids are turning around 

and backing up is very small.) For the videotape-based search, the delay for this 
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third exposure is normally 24 hours, which is thus the worst-case delay for 

confirmation. 

With three observations, the last two with extended exposures, we can be 

confident that the observed signal is real. The major remaining source of false alarms 

is variable foreground stars, including ordinary novae, which increase in brightness by 

at least two magnitudes. This is the difference between the detection threshold for a 

reference exposure (typically three minutes) and for a normal exposure (currently 30 

seconds). We cannot now eliminate such variables, but we do not expect to find 

many of them. When we are not trying to collect very early time spectral informa-

tion, we can simply follow the light curve of each possible supernova for long enough 

to confirm our find. For nearby supernovae, we may be able to rule out some candi-

dates by color difference measurements, but in the interest of very fast response, we 

will have to risk an occasional public false alarm. 

3.3-. Support software 

In addition to the image cycle programs, we have written several tens of 

thousands or lines or FORTRAN code for support programs and subroutines. These 

may be divided roughly into three sets: Low level utility routines, high level (user) 

utility routines, and new region generation software. The following sections give 

short overviews of this software. Because many or the utility routines are continually 

being upgraded (and new routines added} a. more complete description in this paper is 

not practical. 

3.3.1. Low level utilities 

Because of the 16 bit addressing limit of RSX-llM tasks, Roger Williams has 

written a. series of subroutines which allow the creation and manipulation of large 

... 
> 
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blocks of memory, called "regions" (as distinguished from "sky regions" - an unfor-

tunate but now established repetition). These region access routines are used for 

essentially all manipulation of images and subimages larger than a few hundred pix-

els; actual processing is done in local buffers, and these buffers are copied from and to 

the regions as necessacy. We originally expected to be able to operate with one or 

two large (160K word) regions and a few smaller regions for subimages; in practice, 

we have added memory until we can keep as many as 5 complete images in memory 

at once. 

Because regions are independent or individual tasks or users, we have also used the 

region access routines to pass data among tasks, in place or either global FORTRAN 

common blocks or disk flies. 

Other low level routines which have been heavily used include tJ!e software 

interfaces to the CCD and the graphics display, a series or disk access routines which 

format supernova search data for storage, and particularly a set of spawning routines. 

These last provide for the convenient spawning, or calling and running, or indepen-

dent RSX-11 tasks from within a program. Although the main purpose of multi-

tasking is to allow many programs to run concurrently, we have used multiple 

spawned tasks primarily to escape from the 64K byte task address limitation. 

In retrospect, many or the functions performed by these utility tasks, at sub-

stantial cost in time and programming effort, would have been superfluous on a 32 bit 

computer with a large direct address space. However, the limitations of our current 

machine have been indirectly beneficial, in forcing a modular appproach to program-

ming, and in giving us great control over the exact sequence and timing of operations 

- control which will eventually allow us to run multiple tasks in parallel for max-

imum speed. 
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3.3.2. High level utilities 

Most or the development or the supernova. search hardware a.nd software has 

proceeded without the use, or a.va.ila.bility, of a. complete image cycle program. Image 

processing during development a.nd debugging has been done by a. series of separate, 

user-callable programs which perform simple functions. Many of these are simply 

components of the image cycle, equipped with a. calling program which ca.n be run 

from a. terminal - for example, to subtract one subimage from another. Others are 

written specifically for debugging, although they have round wide use - for instance, 

the program GNDISP (reGioN DISplay with Print), which displays the numeric 

values of pixels in a. specified patch of a. specified memory region, was written simpl~ 

to check the operation or other image processing programs. However, with the addi

tion of some simple statistical functions, calculated on the displayed values, this pro

gram has been useful for testing the optical system transmission, estimating seeing, 

a.nd inspecting videotape data. recording errors. 

3.3.3. New regions 

A series of routines closely related to the image cycle routines perform the func

tion of generating new regions. The new region programs accept as input one or more 

high quality (long exposure) images or a. galaxy, a.nd generate the set of data flies, 

including a. reference subimage file, needed by the image cycle to process that galaxy. 

In addition, the new region program uses the image cycle routines to process a. set of, 

typically, ten sample images in order to generate the subima.ge threshold pixel list. 

This is the list used by the image cycle to identify false alarms due to foreground 

stars and galaxy cores. 
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4:. Performance of the Berkeley Supernova Search 

4.1. Demonstration of the Image Cycle 

Figures 4.1 - 4.7, following page sg, show the operation or the image cycle. Fig

ure 4.1 shows three CCD images - a three minute reference exposure, a 30 second 

"test" exposure, and a 30 second "search" exposure. All are "raw" images, as read in 

from videotape, except that the "search" exposure contains a 16th magnitude super

nova - a bogus one, unfortunately, added via software. The brightest pixel in the 

supernova contains 200 A-D counts, and the total brightness is 625. The vignetting 

due to the reducing optics is visible in all three images. 

Figure 4.2 shows the same three exposures after field fiattening with a standard 

dark frame and quantum efl'iciency /vignetting frame. Note that such run frame field 

fiattening is normally only done on the reference exposure, for the purpose of selecting 

fiducial stars. 

Figure 4.3a is a printout of the list of fiducial stars generated from the reference 

frame- the stars are selected by the operator with a joystick, and measured by the 

computer, although we have routines which automatically select the ten brightest 

usable stars in the field. Figure 4.3b shows these stars as retrieved from the test 

frame - a small (16xl6) box around each star is cleaned and saved in a separate 

memory region. These star subimages are processed by the offset finding routine to 

obtain the data printed out in 4.3c. Note that the offset is o.sg rows and -0.44 

columns (these exposures are all from the same night, so the offsets are small), with 

errors of about 0.1 pixel. The calculated sky transmission (brightness or fiducial stars 

in the test frame vs. the expected value calculated from the reference frame) is very 

close to 1.0. The "SKY" column gives the local sky background measured by the star 

finding routine; the variations from star to star demonstrate the need to use such a 
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local background measurement with our crude field flattening. 

Figure 4.4 shows the subtraction process. 4.4a and b are the raw and cleaned 

current (test) subimages, and 4.4c is the reference subimage, scaled in brightness to 

match the standard (30 second) exposure and jogged by the necessary fractional pix-

els. Note that the background noise level in the reference much lower than in the 

current image - the dynamic range is the same (100 A-D counts) in all four subim-

ages. Finally, 4.4d is the difference between the current and reference subimages. The 

jogging process broadens the reference picture, as does the longer exposure (due to 

telescope tracking errors) and to some extent nonllnearities and charge leakage in the 

CCD. The net effect is that sharp gradients around foreground stars are not well sub-

tracted - here stars appear as central peaks surrounded by negative (light, on these 

pictures) rings. Even these apparently bad subtractions leave peaks only about 20% 

of the amplitudes of the original stars, but some further correction is required. The 

symmetry of the foreground star remnants indicates th.at the subimages were well 

aligned. Figure 4.5 shows the need for such alignment; it includes the reference 

subimage and difference subimage if no fractional pixel jog is done, leaving about a 

1/2 pixel error on each a.xis. 

One way tO discriminate against such subtraction errors is to look for nearby 

"antisupernovae" - the average of a 7 x 7 box around each foreground star is very 

near the background level - but this requires averaging many pixels, which intro-

duces additional noise. The supernova search uses a different technique to eliminate 

false alarms due to gradient variations, illustrated in figures 4.6 and 4.7. 
J" .. 

Figure 4.6a shows the test difference image from figure 4.4. Figure 4.6b shows 

the same subimage, but with the display range adjusted so that only pixels brighter 

than four standard deviations (20 A/D counts) above the local background are visible. 
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These are "hot pixels" -- known sources of false alarms. A list of such pixels is gen

erated and stored with the reference data for each galaxy. Normally, the list is com

piled from ten or more test images, but for these figures, we use just the pixels in 

4.6b. 

In figure 4.6c, each pixel in 4.6b has been expanded into a 3 x 3 block of pixels, 

forming a mask. In this demonstration, we will simply ignore the pixels covered by 

this mask. A more sophisticated processing algorithm would take into account the 

brightness of each hot pixel, and the exact location including fractional pixel shifts, to 

adjust the detection threshold in each pixel just enough to eliminate false alarms. 

However, as shown in figure 4.6d, very little of the subimage is blocked by even this 

crude mask, so only a very few supernovae would be lost. 

Figure 4.7a shows the search exposure subimage, ready for subtraction; the 

added "supernova" is visible but not conspicuous. Figure 4.7b shows the difference 

subimage. In this figure, the supernova is conspicuous to the human eye, as it is the 

largest bright object remaining, and is not surrounded by a ring of "antisupernova". 

However, it is still difficult to arrive at a simple algorithm which will allow the com

puter to recognize the supernova, except by averaging over many pixels and losing 

signal to noise ratio. 

In figure 4.7c, however, we have used the mask from figure 4.6 to block out 

expected false alarms. The supernova stands out alone above the background. Jt is 

even more conspicuous in figure 4.7d, where the display range has been adjusted to 

show only pixels more than five standard deviations above background. At this 

stage, a single remaining bright pixel would be noticeable, even to a computer. 
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Figure 4.1a 

Reference exposure of NGC0628, a large spiral galaxy. 
Exposure time 3 minutes. Display range 1250-1750 A/D counts. 
Note CCD defects: Dimple (white spot in lower center), 
flare (black triangular mark at upper left, due to pixel 
with high dark current leakage), teacup rings (dark rings 
of·high quantum efficiency around center), and cold columns 
(white vertical lines at left). Overall shading is due to 
vignetting in the reducing optics. Note: the "top" of 
the CCD is always the north, narrow end, even for figures 
oriented sideways on the page. The CCD is read out from 
left to right (west to east) within rows, and by rows from 
bottom to top (south to north). 
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Figure 4.1b 

Test exposure of NGC0628. 
550 - 700 •. Note prominent 
ripple (bars running rough 

• 

30 second exposure, display range 
cold columns and faint 120 Hz 

Figure 4.1c 

"Search'' exposure of NGC0628. 30 second exposure, as in 
4.1b, with approx. 15th magnitude star added east of galaxy 
core. Note: all exposures were taken the same night. 
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Figure 4.2a 

Reference exposure of NGC0628 after field flattening by 
subtraction of a dark frame and multiplication by a 
"quantum efficiency" frame (actually the inverse of a 
normalized exposure of the sky at twilight, which corrects 
for both quantum efficiency and vignetting. Flares along 
bottom edge and bottom rig~t corner may be due to electro
luminescense in the output register. Display range 1200 - 1500. 
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Figure 4.2b 

Test exposure of NGC0628 after field flattening. Display 
range 570 - 670. Note relatively high noise level compared 
to 4.2a; 

• 

... 

Figure 4.2c 

Search exposure of NGC0628 after field flattening. Added 
"supernova" is just visible on the east side of the galaxy 
core. 
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FIDUCIAL STARS IN n0628 
Ima9e coord.s: 1 512 1 320 
OFFSET: 0.00 rows• 0.00 columns 
SENSITIVITY: 6.000 I exP!1BO.OOO skw: 1.000 
BACKGROUND: 1270 I sk~: 870 I sis~a: 30 

I ROW COLUMN BRIGHTNESS FLAG 
69.75 154.75 4471 1 

134.25 233.19 2799 1 
246.88 103.88 8521 1 
251.88 27.69 5216 1 
281.25 75.25 2614 1 
314.88 197.69 2280 l 
280.69 261.06 5774 1 
316.69 266.88 9093 1 
3•11. 81 222.88 2564 1 
487.94 91.25 3840 1 

Select inPut so•Jrce: J for Grinnell Jo~stick• 
K for ke~board• 
OT to (liJ it 

Figure 4.3A -- Fiducial stars in reference imag~, selected, 
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by system operator but measured automatically. 
Brightn,ess is the total signal above local background 
in a 7 x 7 pixel box 

ZSHTR: 
ZSKYTV: 

0.9949122 (Sky transmission; ratio of current to ref. star 
5 • 3845730E-02 brightness, and standard dev. of sky transmission) 

ZCSENS: 
sk!:l back:
BLUR: 

0 • 9949123 (Current Sensitivity, nominally 1.0) 
174 (Mean sky background) 

1036.869 -539.8750 (not used} 
OFFSET: 
OFF. VAR: 

0 • 5898800 -0 • 4382077 (coordinate offset in pixels) 
8.9996502E-02 0.1077006 (Std. dev. of coordinate offsets) 

NSTAROl 10 (Number of stars located) 

1 2 10 0 
t\l~e star data? <Y or N>: \j 

DATBUF 1: SRID: N0628 
I roY col brt 
1 70.376 154.196 4381.000 
2 134.970 232.822 2705.000 
3 247.435 103.428 8768.000 
4 252.410 27.067 5345.000 
5 281.999 74.903 2705.000 
6 315.456 197.194 2474.000 
7 281.210 260.736 5789.000 
8 317.159 266.390 8842.000 
9 342.378 222.431 2245.000 

10 488.646 91.007 3678.000 

Figure 4.3C -- Fiducial star 
_exposure. 

cur/ref offset 
0.980 0.626 -0.554 
0.966 0.720 -0.366 
1.029 0.560 -0.4"17 
1.025 0.535 -0.620 
1.035 0.749 -0.347 
1.085 0.581 -0.493 
1.003 0.522 -0.326 
0.972 0.472 -0.485 
0.876 0.566 -0.444 
0.958 0.709 -0.243 

data recovered from the 

Sk\j 
175 
174 
175 
168 
170 
179 
176 
181 
179 
161 

test 

; 

.r 
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Figure 4.3b 

•,, 
c c 

. 
'" . 

16 x 16 subimages of ten fiducial stars retrieved 
by the offset finding routine. A neighboring star 
is visible in the second image from the left, but it 
is far enough from the main star to have no effect on 
the coordinate finding routines. 
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Figure 4.4 

Test subimage subtraction 

A. Raw test subimage 
D.R. 550 - 650 

C. Reference subimage 
D.R. 360 - 460 

Notes: 

.. 

.. -

B. Cleaned test subimage 
D.R. 360 - 460 

D. Difference subimage 
D.R. 360 - 460 

B. Somewhat less grainy than A due to cancelling of pixel to 
pixel quantum efficiency variations. 

C. Much less grainy than A or B -- 6 times longer exposure; 
subimage scaled by 6x to match B. Sky background noise 
is higher, so noise in scaled image is only reduced by 
approx. 3x. Image is jogged by 10/16 pixels on each axis, 
not blurred at_all. 

D. D = B - C + 400. See Fif,. 4.6 for further notes. 
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Figure 4.5 

Effect of ftactional pixel misal 1"gnment on subtraction 

. A. 

••• 

Reference subimage, not jogged 
D.R. 360 - 460 

• 

. · 

B. Difference subimage (Fig. 4.4B -
·fig. 4;5A), D.R. 360- 460 

Note asymmetric star/antistar objects, and relatively 
large signal in galaxy core compared to figure 4.4d. 
Misalignment is approximately 0.6 pixels (1.5 arc seconds) 
on each axis. 
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A. Test difference subimage 
(same as fig. 4.4d) 

• 

D.R. 340 - 440 

- • • 

.. 
• 

C. Hot pixel mask, generated 
by 3x3 convolution of B. 

See next page for notes. 

Figure 4.6 

• 

B. Same as A, display range 
set to show hot pixels. 
D.R. 420 -: 430 

D. Test subimage masked 
by C -- masked pixels 
set to 0. 
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Notes for figures 4.4 and 4.6 

All subimages are 120 x 120 pixels, with a local background level of approxi
mately 400 A/D counts. In figure 4.4b, the brightest pixel in the galaxy core is 204 
counts above background, and the integrated brightness of the galaxy (7 x 7 pixel 
sum) is 4950 counts. The bright star in the lower left ~otner contains 8915 counts (7 
x 7 sum), and the brightest pixel is 1716 counts above background. 

In 4.4d (also 4.6a), the brightest pixel in the galaxy core is 64 counts above 
background, and the integrated brightness is 93 counts. The brightest pixel in the 
foreground star is 234 counts, and the integrated brightness is only 57 counts. The 
background noise level in this subimage is approximately 5 counts r.m.s. in each pixel. 
The r.m.s. error in a 7 x 7 pixel sum (including the contribution from error in finding 
the local background by averaging 36 pixels) is approximately 46 counts; a one-count 
error in finding the local background produces a 49 count error ih.the sum. 

It is possible to eliminate most of the subtraction errors in 4.4d by blurring the 
test subimage approximately 1/2 pixel to compensate for the blurring introduced in 
jogging the reference subimage. The reference blurring is unusually bad in this case 
because the jogging required was close to 1/2 pixel on each axis. Note, though, that 
it is better to blur the reference image too much, leaving a few bright pixels sur
rounded by low values, than too litte, leaving many bright pixels around dim central 
spots. 

Figure 4.6b displays the pixels from this test image which would be included in a 
reference list of hot pixels: all pixels more than 4 standard deviations above local 
background. There are 12 such pixels in this subimage. 

Figure 4.6c is generated by setting each pixel in the reference list derived from 
4.6b to 100 counts above a fiat background, and expanding each single pixel into a 3 
x 3 block of pixels. 4.6d is generated by setting the same expanded list of pixels to 
zero in the test subimage (same subimage as figure 4.4b). The total number of pixels 

~ ·,Iit~ked ~, ~~. :P~, ~pproxihtately 0.6% ~f the su bimage. 

~ . ; ; 

;· ... \ 

. ·~" : (~. ,. ' 

__ .;:· ., : 
' ~ . 

',.,.: 

.. 



Figure 4.7 

Finding a Supernova! 

A. Search subimage with 
15th mag."supernova"added 
D. R,. 360 - 460 

B. Search difference sub~ 
image 
D. R. 360 - 460 

• 

- 70-

C. Masked difference subimage, 
using fig. 4.6c. 
D. R. 360 - 460 

D. Masked ·difference subimage, 
set to show pixels above 5 
std. dev. D.R. 425 - 435 

The fake supernova is added by manually editing the original 
CCD image. The brightest pixel in the supernova is 200 counts 
above background, and the total number of counts added is 625. 
The background noise level in the difference subimage is 
between 4 and 5 counts, r.m.s. The search and test images 
are offset from each'other by approximately 1/2 pixel, with 
no rotation or change in magnification. 

XBB84 0-873 6 
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4.2. Search Sensitivity 

4.2.1 Signal to Noise Calculation 

The ultimate limit on the sensitivity or the supernova search is set by the signal 

to noise ratio. Ir we consider only a single pixel (i.e. no summing or adjacent pixels), 

the signal to noise ratio is 

.... 
I 
tap ... 
.. ,., 
G,uel 

Ncco 

-
-
-

-
-
-

photoelectrons/sec rrom supernova 

fraction or supernova light in 1 pixel 

Exposure time 

photoelectrons/sec/arc sec2 from sky 

photoelectrons/sec/arc sec2 from galaxy 

area or 1 pixel (arc see2) 

CCD rms noise, photoelectrons/pixel 

Note that the rms noise in the supernova signal does not need to be included in the 

denominator. 

n._ is fixed by the sky brightness and !/number or the optical system; it 

depends only indirectly on the telescope aperture. Our measured value for n._ with 

our current optics (f/3.5) is 70 photoelectrons per arc sec2 per second at Leuschner, 

which bas relatively bright sky (estimated as equivalent to one magnitude 17.5 star 

per arc sec2); the sky brightness at MIRA is approximately 5 times lower. n,., is typi-

cally much lower than this outside or the galaxy core (5-10 arc sec radius), and we 

neglect it here. n,., wUl raise the detection threshold in galaxy cores when accurate 

subtraction routines are used. 

Ncco is 88±10 for our current CCD. A new CCD bas been delivered by RCA, 

and is expected to have less than 60 electrons RMS noise; ror calculations, we have 
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assumed that the noise level of the new chip wilJ be 40 electrons. 

r is a random variable, depending on the seeing and on the position of the super-

nova image on the CCD. In the limit of perfect seeing, f goes to 1.0. For typical see-

ing at the Leuschner site, we ftnd a mean value for foreground stars (brightest 

pixel/total brightness) of 0.18. This is a rather low value, partly because our current 

pixels are relatively small (2.4 arc sec square). Figure 4.8 is a plot of f for 17 stars. 

Note that we can actually improve our sensitivity slightly by checking blocks of 4 or 

g pixels - f(4 pixels) is typically 0.5, while the noise level is twice that for one pixel, 

so the effective value of f is 0.25. 

D S of lttbt In br1thtat pbcll 

D • of Jtobt In br1thtat 4 ptxal bloct 

t! I • of Jtobt t n br1Qbtat 9 ptxal bloct 

t 
~4 
.S3 
e 2 
~ 1 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

Figure 4.8 - Fraction f of light in 1, 4, and 9 pixels 
for 17 stars observed at Leuschner. 

4.2.2 Current and Future Threshold for Detection 

Figure 4.0 plots the number of photoelectrons detected (or A/D counts, assum-

ing a conversion factor of 28 photoelectrons per count) versus tup for various combi-

nations of telescope and CCD performance. The signal from various magnitudes of 
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Figure 4.0 - Sensitivity and Detection Thresholds vs. Exposure Time, for 
Various Combinations or CCD and Telescope. 

Diagonal lines represent the light collected in one pixel from stars or super
novae of various apparent visual magnitudes. Curved lines represent the 
system noise level (S/N 1), and the detection threshold or tlve standard devi
ations (S/N 5). f (fraction or supernova light in one pixel) is 0.25 except in 
tlgure 4.0e; unidentitled factor or 2 loss is included in calculations. 

100 2800 

50 .... 1400 

(I) (/) 

4J c 
c 0 
~ 20 560 I... 
0 ··-·· 4J 

u u 
Q) 

0 Q.) 

' <t 10 280 2 
0 

.s::. 
a.. 

5 140 

2 56 

1~--~-L--~-L-+--~----~----~--+28 
1 2 5 1 0 20 50 100 200 

Exposure time-- Seconds 

Figure 4.0a - Current CCD {88 photoelectrons r.m.s. noise, quantum 
emciency 30%) at Leuschner telescope {30" aperture, sky 
background 400 photoelectrons per second per pixel). 
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1+---~----~---+~~~~~~~+---~28 
1 2 5 1 0 20 50 200 

Exposure t 1 me -- seconds 

Figure 4.0b - Current CCD (88 photoelectrons noise, quantum efficiency 
30%) at MIRA telescope {36'" aperture, sky background 100 
p.e.jsecjpixel). 
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supernova is plotted, along with the CCD noise level (signal to noise level of 1) and 

detection threshold (s/n or 5). r is assumed to be 0.25, except in flgure 4.0e, where a 

larger pixel size and improved seeing at the MIRA telescope are assumed to give r = 

0.5. 

The conversion from n,. to limiting magnitude shown in these plots depends on 

the spectrum of the supernova, the transmission of the entire optical system including 

the atmosphere, and the quantum efficiency of the CCD. We still have a factor of 

approximately 2 between the expected luminosity at the top of the atmosphere and 

l 
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Figure 4.Qc - New CCD (Assumed noise 40 photoelectrons r.m.s., 
assumed quantum emciency 70%) at Leuschner telescope 
(sky background Q33 p.e.jsec/pixel, due to higher quantum 
efnciency). 
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Q) 

Q) 

0 -0 
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the observed signal at the CCD output. The most probable explanation for this 

dUference is a variation in CCD quantum emciency with wavelength, but we have not 

yet measured the quantum efnciency at other than 633 nm. Including this loss, and 

neglecting dUferences due to the extremely blue color or early time supernovae,- the 

conversion factor is 

This values is based on observations or standard stars or known visual magni-

tude using our current CCD at the Leuschner telescope (tlgure 4.Qa). The conversion 
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New CCD (40 photoelectrons noise, 70% quantum 
emciency) at MIRA telescope (sky background 233 
p.e./sec/pixel). 
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factor ror the other plots is derived rrom this by correcting ror changes in telescope 

aperture, mean CCD quantum emciency, and (in flgure 4.9e) transmission or the 

optics and fraction r or light in one pixel. Improving the optics could gain us another 

factor or 1.5 in sensitivity - mostly through locating a suitable single camera lens and 

eliminating the Bronica/Nikon pair (50% total transmission). 

Note that ror short exposures, CCD noise dominates over sky noise, so that one 

gains sensitivity linearly with increasing exposure. At longer exposure times, the 

noise level rises as the square root or the exposure time, so the effective sensitivity 
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Figure 4.9e - Design Goal: New CCD (assumed noise 40 photoelectrons, 
assumed quantum efficiency 70%) at MIRA telescope with 
improved optics (75% transmission, r/2) and 3 arc second 
pixels, giving r (rraction or supernova light in one pixel) = 
0.5, and sky background 538 p.e./sec/pixel. 
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rises more slowly. With our current CCD at Leuschner, we can reach 17th magnitude 

in approximately 30 seconds. An improved ceo would let us reach 17th magnitude 

in about 8 seconds, but with the telescope move time still 30 seconds the gain would 

be small - and reaching 18th magnitude would require nearly 50 second exposures. 

At MIRA, we would do only slightly better with the current CCD (15 seconds to 17th 

magnitude), but a lower noise CCD would be much more valuable, reaching 18th 

magnitude in under 10 seconds. Any or these values could be improved, however, by 
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improving the optics and increasing the pixel size (or getting better seeing) to raise 

the rraction r or light in one pixel. 

4.3. Search Speed 

4.3.1 Telescope Performance 

The Leuchner telescope currently requires approximately 30 seconds to point 

over a typical intergalactic angle or two degrees. This includes sufficient time ror the 

telescope to settle. Taking two CCD pictures, separated by an 8 second delay ror 

readout (the second readout occurs while the telescope is moving), the total time 

spent per ga.la.xy is approximately 

t = t_ + t,...._, + 2 X t up = 38 sec + 2 X t up 

If we are able to achieve a low enough raise alarm rate to use only a. single CCD 

picture, the time becomes 

t = t .... + fup = 30sec + fup 

Finally, the MIRA telescope can slew between galaxies in under 3 seconds. Fig

ure 4.10 indicates that the settling time or the telescope is negliga.ble; a star is trailed 

across the CCD using both Right ascention and declination stepping motors, then one 

motor is abruptly stopped. No overshoot or ringing is observable. We expect to 

achieve comparable performance at the Leuschner telescope shortly, using the 

upgraded drive system. In this case, 

t = t-+ fup=3sec+ fup 

Figure 4.11 plots the number or galaxies observable per (6-hour) night versus fup 

ror these three cases, plus an intermediate case assuming a 6 second move time. 
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Figure 4.10 

Telescope Skid Marks 

Illustration of rapid settling time of MIRA telescope: 
Telescdpe move~ northwest with both RA and DEC stepper 
motor drives operating at approx. 150 arc sec/sec (50 pixels/sec). 
DEC drive stopped abruptly; no visible vibration on 

'a time scale longer than a few pixels (100 msec.) with 
an amplitude greater than approx. 1 pixel (3 arc sec). 
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Figure 4.11 -- Observable galaxies per night vs. exposure time 

A. 2 exposures per galaxy, 30 second move time+ 8 second readout time. 

B. 1 exposure, 30 second move time 

C. 1 exposure, 30 second move time 

D. 1 exposure, 3 second move time (videotape recorder buffered) 

4.3.2 Other Considerations 

4.3.2.1 CCD Readout 
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We · have read . out our CCD in times as short as 3 seconds (20 l 

microseconds/pixel), with no conspicuous ill effects, and have been informed that 

readouts as fast as 1 microsecond/pixel can be achieved without increasing the 

readout noise [32]. The videotape recording system is currently limited to a max-
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tmum readout rate or about 25,000 pixels per second (6.4 second minimum readout 

time); howeve~, by using a suitable buft'er memory, the CCD data can be stored and 

transferred to videotape during the following exposure as well as during the telescope 

move time, so this is not a major limitation. 

4.3.2.2 Computer Time 

The total computer time required for one image cycle is currently about 60 

seconds for a 100 x 100 pixel gala.xy subimage. Nearly half of this time is spent in the 

blurring and jogging subroutines. By revising the algorithm used in this routine, and 

by simple optimizing or other routines (for example, minimizing disk accesses by 

buft'ering reference files in memory) we expect to reduce this time to under 30 seconds. 

However, achieving a mean processing time per gala.xy or under 8 seconds (including 

CCD readout) wlll certainly require careful hand-coding or several routines. Alterna

tively, several hardware-based routes to raster processing are now available at modest 

cost, ranging from 68QOO-based coprocessor boards and array processors to custom

built dual-port memories (eliminating DMA overhead) to, as an extreme example, 

upgrading our system to a V AX-11/750, with at least a doubling of processor perfor

mance. 

4.4. Search Strategies 

The first goal of the Berkeley search is to discover some modest number of 

supernovae as soon as possible after the explosion, and at as small a distance as possi

ble, to permit detailed study or the explosion process. The second goal is to collect as 

many supernovae as possible for statistical measurement of light curves and distribu

tions, with detection at 20% (type I) or 50% (type ll) or maximum light being 

suft'icient to keep the probability or detection high. 
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There is a complex tradeoft' between exposure time, detection threshold, cycle 

time (between successive pictures or a given galaxy), and number or galaxies searched. 

An additional confusion is introduced by the ability or the Berkley search to select 

individual galaxies to search, and thus to concentrate on relatively massive galaxies, 

or on speciftc types or galaxies which have been round to produce large numbers or 

supernovae. 

A relatively subtle point is that, in trying to detect supernovae at very early· 

times, there is no inherent advantage in scanning one set or galaxies frequently. Ir 

one can examine n galaxies per night, one option is to scan the same n galaxies each 

night, obtaining, say, n/100 supernovae per year with an average delay (between a 

supernova crossing the detection threshold and the actual detection) or 12 hours. The 

number detected within a time tor crossing threshold is then (n/100)(t/24 hours) per 

· year. However, one can equally well scan 2n galaxies every 2 nights, detecting twice 

as many supernovae per year. The average delay is now 24 hours, but the number 

detected within time t is (2n/100)(t/48 hours) ~ the same number. Unfortunately, 

one soon runs out or nearby galaxies to search. The maximum range ror detection or 

type I supernovae at a fraction I maJr or maximum light is roughly 

For M. =-19.4 

D I 1/2 (• clll&-&.1)/6 
1qc= - X 10 

Cor a detection threshold of magnitude m4.,. To the extent that galaxies are uni-

formly distributed in space, the number of observable galaxies is roughly 

-. 
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where d,., the density of galaxies, is roughly 0.02 per Mpc8 [33], and !.., , the fraction 

or the sky accessible from our site at one time, is approximately 0.5. 

Currently, our sensitivity limits the total number of galaxies accessible (/ mu = 

0.2, or 0.5 for a type II supernova) to a few thousand, assuming a 30 second exposure 

time (mc~e,=l7). This is somewhat above the number that can be conveniently 

searched in 2 to 3 nights, so we select galaxies by brightness or (where available) red 

shift (z) value. 

In practice, we have generated our lists or galaxies from standard catalogs (pri-

marlly the Nilson catalog [34]) available on magnetic tape. We generate our nightly 

search lists with cuts in right ascention and declination to suit the area or sky accessi-

ble from our site at a particular time of year. A cut in apparent integrated visual 

magnitude is made to select the brightest (and thus nearest and/or largest) galaxies, 

with the cutotr adjusted to yield a suitable total number or galaxies. 

As our sensitivity increases (with a better CCD or improved optics), our thres-

hold for the nearest galaxies will decrease, and the total number or accessible galaxies 

will increase; however, we also expect the time spent per galaxy to decrease; for the 

foreseeable future, we will essentially run out or accessible galaxies (at f mu=0.2) in a 

3 to 4 day cycle. In order to increase the chances or very early detections, we will 

eventually scan a selected set or nearby galaxies every night . 

. . 
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6. Current Status, Summary, and Conclusions 

6.1. Current Status 

The Berkeley supernova search is now collecting reference galaxy pictures at the 

Leuschner telescope as a secondary task, while gathering data tor the solar companion 

search. Processing or this data, and completion or the tully automated version or the 

image cycle software, are planned following the completion or this paper. 

Once the first data set tor the solar companion search is complete, searching tor 

supernovae will begin at a rate or approximately 300 galaxies per night, searching 

1200 galaxies on a 4 night cycle. Two 3~second exposures per galaxy wUI be used, 

giving a supernova detection limit or 16th magnitude. As soon as sumcient false 

alarm statistics are available to warrant switching to single 30 second exposures, the 

search rate will be increased to approximately 500 galaxies per night. With 2000 

galaxies searched, we expect to flnd one to two supernovae per month or operation. 

As various improvements are made, including replacing the CCD, replacing the 

current optics, rebuilding the Leuschner telescope drives, and possibly moving to the 

new MIRA observatory, the search rate will be increased and the detection threshold 

lowered. Full real time processing (computer at the telescope site) is some time away; 

run sensitivity wUI depend on acquiring a better CCD chip and on many small 

improvements to the system. 

6.2. Summary and Conclusions 

The Berkeley automated supernova search is an operating system tor automated 

astronomy. It is now producing reference data tor both the supernova search and a 

search for a solar companion. While the current performance falls short or the design 

goals, we tully expect to be able to reach those goals in time: to search 2500 galaxies 

. . 
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per night with real time processing and a detection threshold fainter than 18th mag-

nitude. However, even in its current state, the Berkeley search can make significant 

contributions to our observational knowledge or supernovae . 
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8. Possibilities for Future Work 

The Berkeley supernova search system is capable or doing much more than 

ftnding supernovae. It can collect a.dditional information on the supernovae round, or 

further analyse the data collected in the search. In a.ddition, with relatively minor 

changes, it can search for other types or objects, or investigate any time-varying 

astronomical phenomenon or interest. 

8.1. Additional Data Collection. 

The simplest a.dditional measurement possible is the tracking or supernova light 

curves. Since the foreground fiducial stars provide a reference for photometry, the 

only effort required is to maintain a list or supernovae, and take extended exposures 

of the appropriate gala.xies to improve the signal to noise ratios. Photometric accura-

cles of 10% should be obtainable down to 1-2 magnitudes fainter than the detection 

threshold. We expect to follow light curves routinely in the future. 

By a.dding color ftlters in front or the CCD, we can do color photometry on 

supernovae. Currently, ftlters must be inserted manually, but an automatic ftlter 

wheel can be a.dded easily. Absolute callbration of sensitivity wlll require frequent 

measurement or reference stars, but relative measurements can still be ma.de by using 

fiducial stars as standards. Low dispersion spectroscopy could be done by inserting a 

grating into the optical path, but the system sensitivity would be very low. Spectros-

copy can be done more easily at other telescopes, and is not a priority for the super-

nova search: 

8.2. Additional Data Analysis 

The supernova search flelds include large numbers or foreground stars, as well as 

the target gala.xy. Both the galaxy and the foreground stars are or only peripheral 

. . 
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interest for the search itselt, but can be studied independently. The data collected 

are appropriate for studying time variability on timescales from a few days to a few 

months. Variable stars close to galaxies must be catalogued in any case, to minimise 

false alarms; it is straightforward to record the brightnesses or other interesting 

objects in each CCD field. 

It Is also possible that certain galaxy cores are variable at a low level [35]. By 

averaging large numbers or CCD pictures, we can measure variations in galaxy core 

brightness to high accuracy. 

6.3. Other Automated Searches 

The Berkeley automated supernova search Is one or the first systems designed 

for automated astronomy ~ completely automated processing or large numbers or 

images in real time. This technology can be used to search for other things besides 

supernovae. We mention here two particularly interesting possibilities: a solar com-

panion star search and a search for extrasolar planets. 

6.3.1. A Search for a Solar Companion Star 

Davis, Hut, and Muller [36] have recently proposed that the Sun posesses a com-

panton star in a 28 million year orbit; the current distance to this star is roughly 2.4 

light years. It this companion is heavier than approximately 0.08 solar masses, it 

should be visible as a dim red star. It is possible to separate a very nearby red star 

from more distant (and more numerous) red giants by looking ror parallax as the 

earth moves around the sun. The expected parallax shift is approximately 3 arc 

seconds peak to peak. This motion Is large enough to be detected easily on a CCD 

image. 
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The Berkeley supernova search has alreaqy been pressed into service searching 

for a solar companion. Because or the small area covered by the CCD, it is necessary 

to select target stars for study; we have generated a list of roughly 5000 faint red 

stars from the Dearborne Observatory catalog [37]. Exposures centered on the target 

star typically include 5 or more fiducial stars; the position or each star can be found 

with an accuracy or better than .05 pixels, so parallaxes or less than 1 arc second can 

be detected. Searching the target list is now underway, and we expected to scan the 

entire accessible portion or the list in 10 to 15 nights- atter which we must wait 1 to 

2 months before scanning again. 

By reading out the CCD continuously while scanning across the sky at a match-

ing rate, one can scan a continuous strip or sky very efliciently. This drift-scan tech-

nique [38) can be used to cover the entire sky in a search for a solar companion (or 

anything else), but CCD's and Schmidt plates yield compar~ble performance in such a 

Cull sky search. Also, the volume or data to be processed is very large. However, 

such a run sky search may yet prove worthwhile. 

8.3.2. A Search for Extra-Solar Planets 

One way of locating extra-solar planets is by searching for transits - temporary 

reductions in the apparent luminosities or stars [39). The reduction in luminosity is 

approximately 1% for a Jupiter-sized planet passing in front or a sunlike star. 

Schemes based on this observation have been rejected as impractical because or the 

large number or stars that would have to be surveyed - the probability that we lie 

exactly in the orbital plane or a distant planet is quite low. However, a CCD can pro- . 
t 

vide photometric measurements on many stars simultaneously, and a system such as 

ours (or a suitable drift-scan system) can examine many star fields per night. If 

sumcient photometric accuracy ( < 1% error) can be achieved, a planet search system 
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capable or monitoring tens or hundreds or thousands or stars may be feasible. Data 

on false alarms and photometric accuracy rrom the Berkeley search will be valuable in 

designing such a system . 
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A CCD CAMERA FOR AN AUTOMATED SUPERNOVA SEARCH 

lD this paper, I shall describe an automated optical imaging system using a 

Charg~Coupled-Device imaging array. I will first briefiy describe the application to 

which this camera will be put: an automated search for supernova explosions in external 

galaxies. Next, I will review the physics of the charge coupled effect, and describe the 

actual ima¢ng device, comparing it to other imaging devices currently available. 

Finally, I will focus on the design of the support equipment necessary to produce a 

working imaging system that will interface with a computer image processing system. 

AN INTRODUcnON TO THE SUPERNOVA SEARCH' 

lD a typical galaxy, a supernova occurs, on the average, every 100 years. At the 

end of its life, a star of 4 to ZO solar masses can explode so violently that it can be u 
bright as an entire llal&XY• Many such supernovae have been detected in the past, in fact 

as far back as 185 B.C. Many have been stuc:'ied with modern spectroscopic instruments, 

but practically none have been caught before they reached their maximum brightness.. 

This is siR!lificant because most theories predict that heavy element synthesis 

occurs in the early stages of supernovae. Spectrographic measurements on supernovae in 

their early stages can tell us much about the synthesis of heavy elementso II., addition, 

the availability of data on large numbers of supernovae is useful for the study of 

supernova statistics, and the use of supernovae as standard candles in distance 

measurements • 

. The supernova search is . essentially an updated version of Stirling Colgate's 

systematic search for supernovae~ A 36 inch diameter telescope is used to scan Z,SOO 

galaxies each night. A picture is taken of each galaxy, and compared to the picture from 

a previous night. If this comparison indicates that a significant increase in brightness of 

a single picture element has occured, the observers are signaled that a supernova bas 

been found. The expected detection rate is one supernova per 3 ni~hts of running the 

experiment. 

The scanning function of the telescope and the image comparison is controled by a 

PDP 11-44 computer. All operations are performed in real time. While the telescope 

moves to the next galaxy and takes its picture, the previous image is read into the 

computer and compared to the standard imaJ!e. This calls for a fast imaging device and 
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efficient use of the computer. 

The ceo imaging system provides this capability. The ceo is an efficient low 

light-level imager, bas very low noise, good transfer efficiency, and wide dynamic 

range. The output is indexed for convienent correction of device flaws, and is ideally 

suited for digitizing and correlated double sampling. This digitizing capability makes it 

possible to input the imaJZe data directly to the computer memory through a direct 

memory access board, saving considerable time, and freeinR the computer to work on 

other things. 

While CCD's have been available since the mid-1970's, the technology for 

producing a low noise, very efficient, television-type imaging array has only recently 

been developed. ceo technology is blossoming, so the time is right for an experiment of 

this sort. 

AN INTRODUCTION TO THE CHARGE-cOUPLED DEVICE 

A. The Physics of CCDs 

1. The MOS Capacitor 

The ceo ima¢ng array is essentially an array of metal oxide semiconductor 

(MOS) capacitors. The capacitors are used to form potential wells in which photo

generated electrons are trapped. By modulating the voltage on the capacitors, the 

charge packets can be made to shift across the arra_y. The packets are then detected at 

one end of the de-vice, and used to generate an image. We will see that the depth of the 

potential well is set initialiy by the voltage an the capacitor, and then varies linearly 

with the amount of charge stored there. This leads to a simple hydraulic model (the 

•bucket brigade•) for the charge storage and transfer which will prove very useful in 

visualizing what is happening in the ceo. 

The analysis in this section follows that given in Part I of Beynon and Lam~ (see 

REFERENCES) Consider the ~OS capacitor shown in Fif!Ul'e 1. A layer of silicon oxide is 

grown over a lightly doped p-type substrate. An electrode is added over the oxide 

layer. If we apply a positive voltage to this •gate• electrode, the holes (the majority 

cariers in the substrate) are repelled from the interface creating a depletion region 

undemeath the electrode. Further increase in the gate voltaJZe beyond a threshold 

2 
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voltage Vth drives the device into deep depletion (Figure l(c)). This produces a surface 

potential so great that minority carriers (electrons) are attracted to the interface. This 

is called an inversion layer~ There are two main ways to form an inversion layer. 

Thermal energy in the substrate can excite an electron from the valfnce band into the 

conduction band. The electron half of this thern1ally generated electron-holE' pair is 

attracted to the interface. In time, enough of these thermal electrons al"c '\ttr;t.Ctt?•~ to 

the interface to put the system into equilibrium. The time required for this to occur is 

called the thermal relaxation time of the CCD and is on the order of several minutes for 

a device at liquid nitrogen temperatures. 

For imaging applications, electrons are made available for the inversion layer by 

incident photons exciting electron-hole pairs. Since the characteristic times for light 

integration and device read-out are much less than the thermal relaxation time, the 

inversion layer will hold a unique si~al generated by the photoelectrons. If the image 

were held for longer than the thermal relaxation time, thermal electrons w_ould reduce 

the contrast in the imaJZe. 

By driving the CCD into deep depletion, the inversion layer can hold the charge 

packets generated by the photoelectrons. These electrons will be attracted to the high 

surface potential at the substrate-oxide interface, since this is the region of lowest 

potential energy for nef!ative charges. This accumulation of negative charJZe decreases 

the surface potential, and shrinks the depletion layer. We can derive a relationship 

between the surface potential and the charge accumulated in the inversion layer. 

Referring to Figure Z we see that 

VG = VOX + ttl s • 

Since the system has no net charge, we require that the charge densities sum to zero: 

% + 0 INV + 0rJ = O 
Now we use the depletion approximation. Let N A be the acceptor atom number density, 

and £ be the permittivity of silicon. Let the distance variable x extend from the s 
bottom of the oxide layer into the substrate. Solving Poisson's equation 

with the boundary condition ttl ("D) = 0 gives us 

NA 
•<x) = - e (x 2 

- x!) Z£ u 
s 
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The charge density created in the substrate by driving it into depletion to a 

distance x0 is given by 

4 



where 

·~ 

Let Cox be the capacitance per unit area of the oxide layer. Then, 

% v =ox c0x 

VG 
OG 

= -+ 
cox 

= - 1 
cox 
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Rere are some typical values for these constants: 

1 5 I 

NA = 10 em 

1 7 
£ = 1.14 )( 10 f/cm s 

It 

cox = 1.14 )( 10 llf 
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The small value for V 0 suggests an approximation: 

0 INV 
~ = VG + C_,__ 

s ox 

- 100-

This is the fundamental equation for the surface-channel CCO. It suggests a 

simple hyraulic model. Just as the depth of a bucket of water (as measured from the rim 

to the surface of the water) varies linearly with how much water is poured in, the depth 

of the potential well varies linearly with the number of electrons in the inversion layer. 

These electrons •fill up the wen•. 

We can now understand how the CCO array can be used as an imaging device. 

Imagine a photon incident on tbe substrate. If it has sufficient energy , it can excite an 

electron out of the valence band into the conduction band. This is a photo-generated 

electron-hole pair. The absorption spectrum should therefore be a continuun of strong 

absorption at high energies bounded by a steep dro~off in absorption below the band-gap 

energy. 

The absorption spectrum for silicon at room temperature is shoWn in Figure 3. 

This shows that for the visible part of the spectrum (1.8 to 3.0 eV) silicon is a useful 

detector. Note that the absorption in this re~Von is relatively independent of the photon 

energy. This indicates that the number of electron-hole pairs produced is also insensitive 

to photon energy. Thus the number of electrons is proportional to the number of photons 

and hence to the incident intensity of radiation. These photo-electrons are atracted to 

the local minimum in potential enerpy, so they essentially •falt• into the nearest well. 

An array of these wells will then contain charge packets each of which has a size 

proportional to the local intensity of light. Thus the information stored in the charge 

packets is identical to that which would be stored on a piece of photographic film. The 

array contains an image. 

Z. Charge Transfer 

We would like to read out the charge in each well in some indexed fashion so that 

we may reconstruct the ima~e. This is accomplished by adding two more wells for each 

5 
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one that stores the original packet. These extra wells can be used to transfer the charge: 

in a •bucket brigade• across the CCO. Figure 4 shows a section of a linear array of 

electrodes. 4(a) shows the potential well containing the photo-electrons, and three 

surrounding wells. All the gate bias voltages are set greater than the threshold vol taRe, 

but only one is biased into deep depletion. This situation is maintained during light 

integration. At the end of the integratinll period we read out the stored charge packets 

by first driving one of the adjacent wells into deep depletion. The charge packet 

distributes itself evenly across both wells as shown in 4(b-c). The original well can now 

be collapsed, producing a spatial shift in the charge packet one electrode to the right, as 

in 4(d-e). 

In this way, the the charge packets can he propagated in a controlled manner 

across the array simply by applying the conect sequence of gate voltaRes. The three 

well structure enables us to connect every third electrode to the same docking 

waveform, producing a device that will transfer charge \Dlambiguously in one direction 

without having to have indivtdual access to each electrode. Three is the minimum 

number of electrodes for the type of device shown in·Figure 4, which is called a three 

phase ceo. The waveforms for clocking this device are shown in 4_(f). 

The output end of the CCO must contain sometbinR that can detect the charge 

packet,and reset to prepare for the next. FiRU~"e S(a) shows a schematic of the on-chip 

detecting electronics. The output diffusion is set initially to a reference voltage RO by 

turning the reset transistor on with a positive pulse to the reset (late RG. After the · 

reset transistor has been turned off, the charjle packet is dumped on the output (late OG 

which is held at a fixed bias. This produces a voltage. variation at the gate of the 

amplifier transistor which is operated in the sourc~follower confii!UI'ation. Figure S(b) 

shows the clocking waveforms and the output voltage; fl V • OINV • 

Now we can see bow a CCO image is read out. Figure 6 depicts the image 

transfer for a frame transfer device similar to the one used in the Supernova Search. 

Photoelectrons are stored in the image section potential wells. When light integration is 

complete, the image is transfened verticall~ by one set of thre~phase vertical clocks 

into the image storage section. From there, each horizontal line of the image is 

transfened to a horizontal readout rejlister by another set of thre~phase vertical 

clocks. Each of these lines is then transfened horizontally to the output port by the 

horizontal clocks. In this way, each charge packet is indexed to its place in the array by 

bow many vertical and horizontal transfers have taken place. The output voltage is 

6 
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amplified further, and the noise is reduced through conelated double sampling. The 

signal is digitized and read into the computer. 

3. Refinements and Optimization 

A few refinements to the surface channel CCO should be mentioned at this time. 

The CCO used for the Supemova Search is an RCA 5361Z-XO. It is a thinned-back, 

buried channel CCO. A buried channel CCO is similar to the surface channel device, but 

the charges are not stored just under the oxide layer. Instead, they are stored at a 

potential minimum which is bunied in the substrate. Figure 7 shows a diagrammatic 

representation of ~he burried channel device. The main difference is that the bunied 

channel device has a small n-type layer deposited over the p-type substrate. The doping 

level in the n-type silicon is made RJ'eater than that in the substrate. Following the same 

type of analysis used for the surface channel device, one can show that the "J)Otential 

minimum will lie somewhere within the n-type region. This device will retain the 
"? 

important characteristics of the surface channel device Oike the linearity of the well-

depth/charge relation) but avoid some of the disadvantages. (like fast surface states 

limiting of transfer speed). They have greater transfer efficiency and lower intrinsic 

noise as well. The disadvantages are relatively minor. Fabrication of the device is more 

complex. It has a smaller signal handling capability, and is more sensitive to thermal 

generation of electrons. These are not significant for the Supemova Search, as the 

device is cooled and the light-levels are low. 

An ordinary •thick• CCO must make the electrodes transparent to visible 

radiation. The photons must traverse the electrode ~d oxide regions before producing 

electron-hole pairs. The thinned-back device avoids this problem by making the 

substrate as thin as possible and having the light impin~e on that side. This technique 

significantly improves the quantum efficiency of the device, as shown in Figure 8. 

B. Manufacturers 

CCO's are now available from several manufacturers. Most of these are also 

conducting research and development of CCO's.. Here is a partial list: 

Bell Labs 

Fairchild 

7 



General Electric 

Intel 

RCA 

CCD CAMERA DESIGN 

A. Description of CCD Camera for Supemova Search 
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A block diagram for the supernova detection system hardware is shown in Figure 

9. Light from a galaxy ia focused onto the CCD array. Si~als from the CCD are 

amplified within the dewar and sent to the ceo driving electronics. The electronics 

provide the clocking and signal processing for the camera. The image is then sent to the 

computer for further processing in software, and comparison to previous images of the 

galaxy. The computer also controls the aiming of the telescope. 

In this section I would like to discuss electroni~s in detail, but first I would like to 

give an overview of what the electronics is supposed to do. FiJrUre 10 shows a functional 

diagram of the electronics. Correlated Double Sampling is a reset-noise reduction 

techique which effectively eliminates the reset noise from the si~al The signal is then 

converted to serial digital information by an AID converter and sent to the computer. 

When the computer is ready to accept the data, it sends a signal to the timing 

boards. These boards produce the basic clock phases for ceo readout of an ima(ileo They 

also provide docking for the A/D converter and transmission of data to the co~puter. 

The clock waveforms are buffered and shaped by analogue circuitry to provide the CCD 

with phases that produce efficient charge transfer. These are then sent to the ceo. 

There is some additional circuitry for temperature regulation and protection of 

the ceo from voltage and current spikes, but this circuitry is not too important for our 

discussion. We will now look at the electronics in more detail. 

B. The Electronics 

1 •. Output Clockin~ and Timin(il 

The schematics for the Oi~tal Timin(il Boards are shown in Fi(ilUI'eS ll(a) and 

8 
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ll(b). The corresponding timing diagram is shown in Figure 12. The CCD readout 

sequence la begun by a START signal from the computer to Timing Board 1 (Figure 

ll(a)). There is a delay so that the output is referenced to the same place in the 60Hz 

line frequency so that noise from nearby power lines is always the same and can be 

compensated for. A set of counters is then cleared. These counters count the number of 

horizontal transfers by counting the number of reset pulses. After 320 horizontal 

transfers a vertical transfer is enabled. A second set of counters counts the number of 

vertical transfers. After 520 vertical transfers the image bas been read out so the 

system resets and stops. This board also contains the master clock for the second board, 

the A/D converter, and data transfer. 

The primary function of Timing Board 2 (Figure ll(b)) is to generate clock pulses 

for the vertical and horizontal phases. The mechanism for generatin~ the pulses is to 

divide the master clock into 100 separate pulses. Two counters accomplish this. In this 

way, a pulse can be produced which is indexed relative to the overall timing scheme. The 

pulse width can be made any multiple of 0.5 microseconds, up to SO microseconds total. 

As an example of these features, consider the reset pulse and the horizontal 

phases. A horizontal transfer takes one timing period, so we would like the reset pulse to 

occur at the beginning of the interval. To this end, clock pulse 00 is used to set the S/R 

latch for the reset pulse high. The pulse should only be a few microseconds wide so clock 

pulse 04 resets the latch. This produces a 2 microsecond pulse at the beginning of every 

timing cycle. 

From the timing diagram (Figure 1Z) we can see that the same proceedure is used 

for the horizontal phases, and indeed, for all the clock functions. The numbers on the 

edges of the pulses indicate where in the timing cycle the given latch is set or reset. 

Most of these clock functions are sent directly to the Conelated Double Sampling Board 

(CDS Board) and will be discussed in more detail below. The horizontal and vertical 

clocks, however, are sent to the Clock Driver Board. 

The general schematic for the driver and output buffer is shoWn in Figure 13. The 

Clock Driver Board consists of nine sets of these driver/bU 'fer combinations. Three sets 

are for the horizontal phases, and two groups of three sets are used for the two sets of 

vertical phases. One set is used to clock the image area, while the other is used to clock 

the stora~e area (see Fi~e 6). Since the stora~e area is identical to the image area, the 

Supemova Search uses both areas for imaging. This implies that the two sets of vertical 

9 
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docks are the same, they simply require seperate driver/buffer circuits. 

The driver circuit works in the following way. The transistor and zener diode 

serve as a level-shifter for the TI'L input. The CMOS inverter (4049) is used to obtain 

fast switching and to clamp the output to the voltaJles specified by V+ and V-. This 

means that a logic low will produce an output at V-, and a logic high will output a V+. 

This characteristic of CMOS devices is used to tailor the amplitude of the waveform for 

each set of phases by varying the voltages from the Clock Driver Power Supply Board 

(these are simple, low current, op-amp regulated power supplies, and are not relevent to 

the discussion at hand). 

The input to the buffer circuit is shaped by the resistor-capacitor-diode 

arrangement. The diode provides a fast rise-time, while the RC circuit produces an 

exponential fall-off. This gradual fall-off transfers the charge packets more efficiently 

The output buffer is a •push-pull temperature-compensated cascaded-emitter follower 

stage•. It has unity gain, and is designed to drive the capacitive load of the CCD. 

z. Signal Processing • 

Correlated double sampling (White et a1. (1974)) is an output sensing technique 

whereby the effects of reset noise can be eliminated. Referring hack ·to Figure 5 we see 

that the reset proceedure is to set the output ~~tate to a reference potential once each 

clock period. This produces reset noise which is still present on the output gate when the 

charge packet is transferred to it. The noise before the charge transfer and the noise 

present in the signal after charge transfer are correlated so that_ by samplin~~t the noise, it 

can be subtracted from the signal + noise which is sampled after the charge packet is 

transferred. What is left is pure siRJtal. An equivalent circuit for this reset proceedure 

is a capacitor being charged by a resistor as depicted in Figure 14. F is the resistance of 

the reset transistor and CFD is the capacitance of the sense node. It can be shown 

-(Barbe (1975)) that the mean-square deviation of the voltage across CFD is given by 

z k T [ ( -Zt \1 
v (t) = CFD 1 - exp RCFDJJ • 

When the transistor is on, R C =- to-' seconds· 
on FD 

Following Beynon and Lamb, section Z.lO.J. 
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(a) 

Elimination of resetting noise by correlated double sampling: (a) 
.:quivalc:nt circuit: (b) output voltage waveform of reset amplifier circuit. showing 

samplfttg points A and B (after Barbe and Baker (1975)). 

Figure 14 
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l 
When the transistor is off, R

0
r fCFD = 10 seconds 

So, in terms of noise, the circuit will have reached equilibrium within the 2 

microsecond reset time. When the reset transistor is turned off, there will be a drop in 

the output volta~e due to clock feed-through, then a longer delay on the order of a tenth 

of a second. This gives us enough time to sample the noise (point A), transfer the charf!e, 

and sample the noise + signal (point B) before there is significant variation in the noise 

level. The noise is the same at B as at A (i.e. it is correlated) as long as the time 

between A and B is much less than RoffCFo· Subtracting VA from VB produces a signal 

free from reset noise. This is the Correlated Double Sampling technique. 

In the CDS Board (Figure 15) the signal from the CCD is amplified, integrated, 

and double-sampled. 

diagram (Figure 12). 

To understand the operation in detail, refer back to the timing 

The gate is reset at the beginning of the timing cycle. . The 

transistor is turned off, and 4 microseconds later the noise voltage is integrated for 14 

microseconds. This integrated voltage value is then latched into a sample-and-hold -(S/Hl) for later subtraction. The integrator is reset during charge transfer which takes S 

microseconds. The si~al + noise is integrated for another 14 microseconds, at which 

time the voltage is latChed into S/H2. The time required for this entire process _is less 

than the characteristic. noise conelation time so that the noise is correlated. The two 

signals are then suhtracted and sent to the A/D converter. The third sample-and-hold 

retains the signal voltage while the conversion takes place, allowing the integrator to 

proceed with the next charge packet. Finally, the output of the AID converter is sent to 

the computer along with a reference clock. DATA CLOCK GATE indicates when data is 

available ,and.V-ENABLE indicates when vertical transfer is taking place. This is used to 

index the data unambiguously in the computer memory. 

The ceo driving electronics serve as the link between the ceo and the 

computer. The circuits described above provide the necessary go-between to create an 

integrated system for astrophysical imaging 

CONCLUSIONS 

ceo technology is quite recent, but it has already established itself as a useful 

tool for solid-state imaging. Current technology is providing the means to use the CCD 

in the more specialized imaging applications like the low noise, hi~h efficiency, low 

11-
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in the more specialized ima~ng applications like the low noise, hi~h efficiency, low 

light-levels one finds in astrophysics. This, coupled with the availability of inexpensive 

and powerful small computers may herald a new era in automated astronomical 

observing. 
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APPENDIXU 

Videotape Data Recorder System Manual 

' 

1. Specifications 

The data recorder system for the Berkeley automated supernova search consists 

or three parts: a transmitter, a receiver, and one or two videotape recorders. The 

transmitter accepts digital data in 14 bit serial form (or 16 bit serial or parallel form, 

with minor modifications), adds error checking and recovery information, and pro

duces a standard black and white video signal. This signal can be recorded on any 

video recorder or transmitted via 75-ohm cable (or broadcast, should anyone so 

desire). 

Each CCD pixel (14 bits) is converted to a video word (32 bits). Each word is 

transmitted twice (pass 0 and pass 1) giving redundancy to reduce the error rate. 

Two such double words occupy one video line. 224 lines or data (up to 448 pixels) are 

transmitted in each video tleld (1/60 second). The t~ansmitter operates asynchro

.nously: normally CCD pixels arrive more slowly than video words are transmitted. 

The unused video words are marked as invalid, and are discarded at the receiver. If 

CCD pixels arrive more rapidly than they can be transmitted (during vertical blank

ing intervals) they are stored in a flrst-in first-out bufl"er. 

The receiver accepts a recorded video signal from the transmitter, recovers the 

stored information, detects and corrects errors, and sends 14 bit serial data to the 

supernova search computer. A jog corrector circuit sends dummy pixels to the com

puter when video words are lost due to dropouts; this maintains the alignment or 

colu~ns in the CCD image. 
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We record data on a Sony SL-2000 Betamax videotape recorder, slightly 

modified for improved performance, operating in the Bet~II mode. A Zenith VRQ800 

recorder, internally identical to the Sony recorder, is used for playback. 

A fiberoptic input adapter allows the transmitter to accept data over HP 

plastic-core fibr optic links. A modified infrared remote control unit allows computer 

control or the videotape recorders via an RS-232 serial line. 

Figure 1 shows the current configuration of the videotape storage system. 

·" 
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2. Circuit description 

2.1. Transmitter 

Figure 2 is a block diagram or the videotape system transmitter (encoder). The 

full schematic for the transmitter is given in ftgure 3. 

The input circuit (Integrated circuits U301 - 303, U312, and U313 in ftgure 3) 

converts serial data from the CCD to parallel 14 bit words (one word per CCD pixel), 

and generates a load pulse when each word is complete. The system will also work 

with 16 bit words; currently the two highest order bits are used to implement the jog 

corrector (see below). DS8820 line receivers convert balanced input signals to TT~ 

levels. Serial data bits are clocked into the shift register on the falling edge or the 

data clock. A load pulse derived from the data clock gate (DC gate) signal transfers 

the complete word into the ftrst-in ftrst-out (FIFO) bufl'er (U3-U10}. 

The jog corrector circuit in the transmitter consists or a 2 bit counter driving 

data bits 14 and 15. The counter is reset to 0 between CCD frames by the timing 

out or a retriggerable one-shot, so the ftrst pixel transmitted always has the same 

counter value. 

The FIFO buffer stores the output or the CCD ror the duration or a vertical 

blanking interyal (approximately 1.5 milliseconds) when no data can be written to the 

videotape. The maximum CCD readout rate that the videotape store can accept is 

448 pixels per video fteld (1/60 second), or 26,880 pixels per second. At this rate, the 

buffer must be able to hold 48 pixels worth or data. The recorder wa.s built with a. 

128-word buffer, but the ftrst 64 words (IC's U3-U6) have been removed, leaving a 64 

word buffer. The extra buffers can be replaced if the recorder is ever modified for a. 

higher data. rate (4 pixels per line). 
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An interesting problem with the FIFO buffer has been observed a few times. 

The buffer consists or 4 (originally 8) chips, each storing 64 4 bit words. Normally, all 

4 chips operate together: words are entered into all chips at once, propagate through 

the chips in parallel, and are read out or all chips at once. Occasionally, presumably 

due to a noise spike, one chip acquires one or more "extra" words -:- its output buffer 

is loaded and its output ready line is turned on. When the next real data word (word 

N) arrives,.4 bits "stack up" behind the false word. As stored on tape, word N con-
... 

tains 4 bits or garbage, word N + 1 contains 4 bits from word N, and so on. This 
. I 

offset is never corrected., because an extra tractional word is always lett behind when 

the last run word has been transmitted. 

The problem is rare enough that a manual FIFO CLEAR switch, pushed a few 

times per night, is adequate insurance against serious loss or data, although an 

automatic clearing circuit should be added. The problem was, however, spectacularly 

hard to diagnose on its first appearance, since it produces a "contour map" pattern of 

pixels randomly good or bad depending on the binary values or neighboring pixels. 

The output or the FIFO goes to a multiplexer (Ul3, Ul4) tor conversion back to 

serial form, and to the error check code generator. Five error check bits (ECo-EC4 in 

ilgure 3) contain the total number of O's in the data word. This value is generated by 

two 256 x 4 PROM's, each covering 8 data bits; the outputs or these PROM's are 

added in a 4 bit adder (U20). O's counting is used because the expected source of 

errors is dropouts, which look to the receiver like a string or I's or or O's buf are 

unlikely to mix the two values. Simple parity checking cannot reliably detect multi-

pie bit errors. Counting O's instead of l's insures that the check code tor an all 0 

data word is not all 0 also. 

I considered an LSI error-correction chip (TI 74LS630), but decided that it was 



- 130-

difficult to obtain and (since single bit error correction was not a requirement) offered 

no advantages over O's counting. Many more sophisticated error correction schemes 

exist, but most require substantial additional hardware, including relatively large 

buffer memories, and are not well suited to such a simple system. However, low cost 

Winchester disks have stimulated the development or cheap LSI devices for burst 

error correction, and a future version or this system might well employ them. A sixth 

error check bit (EC5) is included in case a different error correction scheme is some

day needed. 

In addition to the 16 data bits and 6 error correction bits, the output word 

includes 2 synchronizing bits, 2 valid data bits to indicate the presence or CCD data 

in a given video word, 2 bits to indicate the position on the video line (PASS and 

WORD) and 4 flag bits, which are currently not used. The total word length is 32 

bits. Each output word is transmitted twice, giving a total or 64 bits transmitted per 

CCD pixel. Two CCD pixels are transmitted per horizontal video line, ror a total or 

128 bits per nne. The output format is shown in figure 4. 

The control logic is driven by a master clock at 10.08 MHz. The master clock is 

divided by 8 to drive a National MM5321 TV sync generator, which produces stan

dard sync signals for compatibility with all video recorders. Unfortunately, 10.08 

MHz is not a standard crystal frequency. The MM5321 could probably be run at 1.25 

MHZ (a 0.8% frequency error) without aJfecting the performance of most recorders, 

but in the interest or guaranteed compatibility, the clock generator circuit includes a 

phase locked loop to multiply the t'requency or a 10 MHz crystal controlled oscillator 

by 126/125. Ir this loop unlocks, the output video signal acquires a characteristic 

·wiggle" pattern when viewed on a monitor; this can be fixed by adjusting the "hor

izontal hold" potentiometer to vary the free running frequency or the loop oscillator 

until the loop locks. 
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The horizontal and vertical drive outputs or the MM5241 clear the bit and line 

counters (U203-204 and U205-206) respectively. The line counter generates a "valid 

Une• signal ror lines 16- 23Q (counting from the end or the V drive pulse); only these 

lines are used to store data. The bit counter, clocked at 2.52 MHz, drives the output 

multiplexers to select the desired output bit at each point on the horizontal line. The 

valid data bits and the FIFO output are set separately; a state diagram ror the con-

trol logic is given in ftgure 5. The video output bits are latched by U21 and summed 

with the composite sync f'rom the MM5241 in the output circuit. The gain and DC 

LEVEL adjustments are set to give a standard video signal (negative sync level at 0 

volts, sync amplitude 250 mV, video amplitude 750 mV, total amplitude 1 volt) with 

approximately 75 ohm output impedance. 
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Note that the actual data. format is NRZ (non-return to zero) with no clock 

information except the two synchronizing bits starting each 32 bit output word. This 

system thus requires good low frequency performance in the video signal chain (since 

the digital signal can have a strong DC component) and good speed control (low wow 

and flutter) in the video recorder. We have not had any trouble with the recorders 

we use, but cheap video recorders might have trouble, especially if the transmitter 

were modified for a higher bit rate. 

No precompensation (predistortion or the output to cancel out the known distor-

tion or the recording process) is included in the output circuit. One could probably 

improve the performance or the transmitter with standard video recorders by tailor-

ing the rreqency response or the output circuit to match that or the recorder used, or 

I 
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(with somewhat more etrort) by adding "intelligent" precompensation circuits of the 

sort used in Winchester disk drives, which shift bit transition times slightly to stretch 

isolated narrow pulses and improve the recovered signal at the receiver. 

2.2. Receiver 

A block diagram of the videotape receiver is shown in figure 6. The complete 

schematic is given in figure 7. 
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The data and sync recovery circuits butrer the incoming video signal and restore 

the DC level by clamping the most negative part of the sync signal to a refer~nce 

value (V /2 ref). This DC-restored signal is fed to a pair of comparators which detect 

data and sync pulses. The nominal sync threshold is 0.125 volts above the reference 

level, and the nominal data threshold is 0.625 volts, but both of these are adjustable. 

In practice, the sync threshold is adjusted until clean sync pulses are produced at the 

end of the vertical blanking interval (when the DC restorer is most in error), and the 
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data threshold is adjusted to give equal width positive and negative single-bit pulses. 

Sync pulses are fed to the clock recovery phase locked loop, which is the most 

complex part or the receiver. The loop oscillator runs at 10.08 MHz, 640 times the 

horizontal sync frequency. The oscillator output is divided by 320 and the resulting 

31,500 Hz clock is compared to a pulse triggered by the recovered sync signal; the 

loop attempts to hold one transition of this clock at the center or the pulse. As the 

transition moves away from the center, a net charge is supplied to the loop filter 

capacitor, adjusting the oscillator control voltage to change the oscillator frequency 

and drive the transition back to the center or the pulse. 31,500 Hz is used instead or 

15,750 Hz (video line rate) so the loop can stay locked despite the half-line shift 

between even and odd fields in NTSC video (each field is 262.5 horizontal lines). Fig

ure 8 shows the operation or the loop. 

This loop should stay locked through the vertical blanking interval, locking to 

the inverted horizontal sync pulses occurring during blanking. In practice, the loop 

tended to unlock during the blanking interval, so a shutoff circuit (U47 and related 

logic) disables the loop and allow the oscillator to tree run during this time. In order 

to rapidly re-lock the loop at the end or the blanking interval, the divider chain pro

ducing the 2H signal is pre-set to restart in the correct phase; the t:fequency drift or 

the oscillator is small enough that there is no problem recovering data even on the 

first line after the vertical blanking interval. A horizontal hold adjustment sets the 

free-running frequency or the VCO in the absence or any signal; this must: be 

adjusted occasionally when the loop begins to unlock spontaneously and the receiver 

partially or completely ceases to recover data. 

The control circuitry detects the first 1-0 transition or the incoming data after 

each horizontal sync pulse, and starts the timing chain U16-18; the shift register clock 
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signal (SR CK) is at 1/4 the 640H rate, or 2.52 MHz. Because the timing chain is 

started by the incoming data, the SR CK signal is automatically set to the correct 

phase to sample the middle or each data bit - a common technique for recovering 

asynchronous data. Incoming bits are loaded into the shift register Ul-U4. After all 

32 bits or one data word are in the shift register, the timing chain generates 4 timing 

pulses T1-T4 to control the remainder or the operation. 
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Appendix 2.-- Figure g 
Videotepe Receiver Oete Output SeQuencing 

The sequence of events is diagrammed in flgure 0. On pass 0, time T1, the 

butfer (U5-7) is cleared. At T2, the butfer is loaded with data from the shift register 

it the word is both valid and correct (no errors). Nothing happens at T3 and T4. On 

pass 1, Tl, nothing happens. At T2, the butfer is again loaded with data rrom the 

shift register it. the word is valid and correct. The butfer now contains either 0 or a 
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correct data word. At T3, the contents of the buffer are loaded into the output shift 

register (U8-Q). At T4, the shift out process is started if the receiver has detected a 

valid (not necessarily correct) word. It a. valid but incorrect data word has been 

received, a dummy word or a.ll O's is shifted out to maintain the alignment of the rest 

or the ima.ge. Currently, the receiver is wired to require both pass 0 and pass 1 to be 

valid before sending out a. word; this relatively strict condition is best because the 

.. jog corrector'" circuitry ca.n restore a. dropped word, but cannot delete a word added 

in due to noise. 

To reduce the tendency or the receiver to pick up '"garbage'" while waiting for 

the start of a CCD frame, the shift out process is blocked until one word both valid 

a.nd correct is received. One-shot U104 times out if a.t least one correct word is not 

received for approximately 10 milliseconds, a.nd must be retriggered by the first pixel 

of each new CCD frame. 

The jog corrector circuit consists of a. 2 bit counter (U101) clocked by the shift 

out signal a.nd a. comparator. As long as each incoming pixel is correctly received and 

sent out, the counter value will match the count stored in data. bits 14 a.nd 15. It a 

valid word is missed due to a. dropout, nothing is sent out, the counter is not incre

mented, a.nd the local count will disagree with bits 14 a.nd IS when the next word is 

correctly received. At T3 in pass 1 the sta.te or the comparator is stored; if the local 

a.nd received count disagree a.n extra. shift-out signal is generated at T4 or the next 

pass 0, sending a.n extra dummy pixel (a.ll O's) to the computer a.nd incrementing the 

local counter. Up to 3 dropped pixels will be replaced; however, if 4 pixels a.re 

dropped the jog corrector will not detect a. problem. Also, if the receiver recognizes a 

noise pulse as a va.lid word, the jog corrector will insert 3 extra dummy pixels; hence 

the main circuit is designed to reject false pixels by requiring VALID signals on both 

pass 0 a.nd pass 1. 

{ 



- 143-

The actual shift out circuit is simply a divide by 14 counter clocking the output 

shift register at SOH (0.63 MHz). The data, data clock, and data clock gate signals 

are buffered by DM8830 line drivers for transmission to the PDP-11/44. · 

3. Videotape recorder modifications 

The videotape recorder system has been used with an unmodified 1/2" open reel 

videotape recorder, but consumer videocassette recorders are now much cheaper and 

easier to use. We selected the Sony SL-2000 recorder as being the most compact and 

rugged Betamax recorder available on the consumer market when the system was 

assembled. The Beta recording system was selected primarily because once a cassette 

is inserted in a recorder and the tape is loaded (wrapped around the recording head) 

it stays loaded until the cassette is ejected. VHS recorders, the only other type 

widely available, unload the tape back into the cassette before doing a fast forward or 

rewind operation, which takes several seconds. Since our use involves a great deal or 

·shuttling" between difl'erent points on the tape, the extra delay and mechanical wear 

or the VHS system was not desirable. The technical specifications or the Sony 

recorder were slightly but not signiflcantly better than those of similar VHS recorders. 

Two additional features or the SL-2000 are the true real-time counter, which 

displays tape use in 10 second increments with approximately 1 second accuracy, and 

the full function wireless remote control unit (part of the TT-2000 power 

supply /tuner unit). The wireless control unit can be controlled by the PDP-11/44 

through an interface which uses CMOS analog switches (CD4066) in parallel with the 

. keyboard switches to activate the various functions . 
I 

The major modification ot this recorder which must be done is the disabling or 

the dropout corrector. This circuit uses a 60 microsecond delay line to store one 

video line. It the videotape recorder detects a large dropout on the tape, it replaces 
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the current line with the stored line, improving the picture quality. For our purposes, 

however, it is better to drop pixels than to receive the wrong ones. In the SL-2000, 

the dropout compensator is disabled by replacing the DOC threshold adjustment 

potentiometer (RVQ) with a O.xed 16K resistor. 

Other changes do not involve modiftcation of the recorder, and serve only to 

improve the record and playback response for the digital data signal. Given the lim

ited information in the manufacturer's service manuals, these changes are arrived at 

by trial and error, varying each trim adjustment in the signal path while monitoring 

the final reproduced video signal on an oscilloscope. The goal is to obtain clean sig

nals with the fastest possible symmetric rise and fall times (highest frequency 

response). On the Sony and Zenith recorders, the following adjustments have been 

ma.de: For recording, the white clip level (RV12) is increased (1/4 turn CCW), and 

the deviation (RV1Q) is decreased (1/4 turn CW). Playback is improved by increas

ing the PB-Y level (RV15, 1/4 turn CCW) and decreasing the de-emphasis (RV10, 

1/4 turn CW). As mentioned above, equivalent gains in performance could probably 

be obtained by modifying the output circuit of the transmitter and the input circuit 

of the receiver, but adjusting existing trim controls is easier. 
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APPENDIX I I I 

IMAGE CYCLE ROUTINES 

An excerpt from the 
Supernova Search Software Manuals 
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I. Summar~ of the ima~e c~cle 

The imase c~cle is the core of the supernova search 
software. It Processes incomins CCD ima~esr usin~ stored 
reference datar and ~ields information on Possibl~ suPer~ovae. 

In its current form• the imase c~cl~ consists of a series 
of indePendent tasks <which reside on disk ~t the mo~ent>• ~a~h 

of which Performs a sinsle oPeration. These tasks are: 

A. SKYBAK finds the currant skY background. 

B. f'FFSET Locates fiducial stars and finds offsets. 

c. GGCLSI "Clean~· <flat field~) Salax~ subima~~L. 

D. LDF'RSA Loads reference subimases from disk 

E. GGBLOG Blurs and Jo~~ reference sub1~~~e$ 

F. GGSBAC Subtracts reference from current SI. 

G. ??? Generates list of SN c~ndidat~s 

H. UirLOGS UPdates ob~ervation los 

In seneralr there are four main Fortran files for e~ch 
task. Jakin~ SKYBAK as the ~xamPl~r the~ are: 

A. SKYBAKSF'T 

B. SKYBAKSF'N 

C. S~:YBAKTSK 

D. ·sKYIIAKSBR 

SF·awr• test F-roz:r-.:n• -- a cor.trol r- :-u:;:ram 
that can be run directl~ from a Lerminal, 
and that calls the SP~wn subroutine SKYBAKSPN 

SPawn subroutine -- a s•Jbro•Jtine wl~ich 
sPawns the task it~elf. 

SPawned task headerr whi~h handl~~ 
inter-task lhessases and calls th"..' mair. 
subroutine<s>. This is also th~ file 
name for the comPlete task. 

Main subroutine for Performing the 
function of the task. 
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The task itself is task built with the name 
SKYBAKTSK.tskr and then installed <made known to RSX-11Ml with a 
6 character <max> abbreviated namer in this case SKYBTK. Note 
that if the task nacne were SKYBAKr it wo•Jld b~ imPos·:aible to r•JI'r 
SKYBAKSPT b~ t~Pin~ •run sk~bakspt• because <for reasons unknown> 
the MCR co~mand interPreter will match the first 6 charact~r~ of 
"sk~baksPt" with the installed task SKYBAK before lookins for a 
user prosram called "sk~baksPt". MCR tries to run SKYRAK 
direct!~ and SKYBAK fails• not havins been sent ~P~rcPriate 
messases. This Problem is avoided b~ Sivins the in~t~lle~ task -
uniaue 6 character name. One can also Sive the installed task 
the obvious name and write out the full file ID 
"CJllrllsk~baksPt.tsk" <or use a command file to do it> -- I did 
this for LDPRSA, and LDPRSASPT must be run b~ t~Pin~ @LDPRSASPTr 
not •run LDPRSASPT". The current installed task names ar~ 

SKYBTK 
OFSTTK 
CLSITK 
LDPRSA 
BLOGTK 

GGSBAC is sm~ll enough that it is current!~ not set uP aa 
a sPawned task + sPawnins routine; the test routine GGSBACTST 
calls subroutine GGSBAC direct!~. 

To install the S installed tasks <and sorue ot~ers> after 
a s~stem reboot or other calamit~r los in as a .-rivilesed •Jse•· 
and t~Pe @(Jll•llJKINSTALL. 

The rest of this manual describes the use of each im~~P 

c~cle task in detail. 
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Sk.~bak.sPt 
Sk~ba~.sPn 

SKYBTK 
Sk~ba~tsk 
Sl-, ~baksb r 

SKY BAcKsround c~lculation 
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The CCD sisnal in a ~jven Pixel consists• idc~ll~• of 3 Part~: 
the "dark field" valuer Produced by the CCD in the absence of lisht• 
the actual lisht from stars or sala:.:iesr and the 'sk~ background' 
of scattered lisht from the atmosPherer unr~solved ~tar~· and ~·J 
on. The normal flat fieldinS Process consists of subtracting off 
a standard dark field (Pres•Jmed not to chesnSe with tillo@r tiw•.1~i1 

in fact it is aPParent!~ ouite temPeratur~ dePPndent)r 
m•JltiPl~ins each Pi:-:el b~ an efficienc':l factor (wh.irh ir.cludt?s 
both actual ouantum efficienc~ and viSnPttins>r and subtra~tinS 
off the sk':l backsroundr leavins onl~ the sisnal rroru st•rs an~ 
sala:des. 

In order to Set the correct brishtroess arod r-ositior• fO!' 

fiducial starsr we n~ed to know the sk.':l backsroun~ ouite 
accurate!~. Usins a ver~ simple form of the subroutine GTST~Rr 
which takes a centroid over a 7 >: 7 resion, I found· that •:har,gir,~ 
the sk':l backsround b~ S counts had uP to a 1/2 Pixel pffect on 
the Positions of stars• and UP to 20% effect oro the calculated 
sk':l transmission. This is because that 5 count error is summed 
over 49 Pi:-:elsr chan!ilins the star brishtness bH 245 cowd.s. 
Other versions of GTSTAR are le5s affected, but it is ~till 
desirable to kroow the t.k~ bac~.sro•mr.l accurat.~l':l· 

The simPlest al~orithm for findin~ the ba~ksround is to 
flat field the entire imase and avarase the flattened iruri~~' 
throwinS awa':l all Pixels abover sa~, twice the averase. This 
taY..es e::cessive timer and still sets a slishtl':l l"'ish vc:l•..:er s.iro(:E· 
some fo•·esround star and !iala}t~ lisht will be ·incl•Jded. 

A faster al~orithm flat fields onl~ small ratch~~ of the 
imase, not the entire imaSer and includes a test to thro~ out 
Patches around fiducial stars. 

The current version of SKYBAK was a ver':l earl~ effort. at 
writins sPawned tas~.sr 3nd is not b~ an~ means a fir.al ver·si,.n. 
When it was writtenr the dark and QE fields·were still storPd on 
disl--r so it was not desirable to acce~s them whilE· firodj ng the 
b~cksround. It Processes a set of small subimasesr sPecified in 
a list filer and checks the aPProPric:te .OBC file to throw out 
subimases which are close to fiducial stars. In order to avoiJ 
usins the dark and QE fields• it uses avera~e values of th~ dark 
backsround and the QE for each subimasel these values. are 
Pre-c:alc•Jlated b~ the ro•Jtine BKLGEN and stored in t.he li·,;i. file. 
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TO USE SKYBt'o~K 

RUN C3~1r2J SKYBAKSPT 

SKYBAKSPT reauests: 

InPut resion na~e or abbreviation: re~ion contains iffiaSe to be 
I" recessed. 

S 1<. ~ r e g i on I II : C •J r r en t 1 ~ rJ s e d orr 1 ·~ t o 1 o a d • 0 B C f i 1 e t. o a v o i d 
area around fiducial stars. 

Backsround list ID: File ID for sPecial backsround listr 
Senerated b~ the Pro~ram BKLGEN. List contains one or more 
itemsr each sPecif~in~ a subimase Plus a mean dark backgrou~d and 
~ mean auantum efficienc~ value. 

Tlowr Thi! Threshold v3lues for valid Pixel~i SKYBAK 

csk~ba~~. 

csisma 

rrF· i :·: 
nbr-- i :: 
time 

isrrores Pi::els o•Jtside tlow<Pi::<=thi. 

SKYBAKSPT returns: 

Mean sl<~ back~ro•Jndi averase or F-i::elz s•Jnrmed 
Standard deviation of Pixelsi ideallw• the im~s~ 

noise level. 
Number of Pixels summed 
N•Jnrber of bad Pi::els enco•Jrrtered 
RunninS time of SKYBAr 
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PFFSETSPT 
PFFSETSF'N 

PFFSETTSK <task name OFSTTK> 
PFFSETTSK 
PFFSETSE<R 

GGCU~F 
GTSTBF 
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PFFSET is the task which determtnes most of the 
proPerties of a current CCD imase: The sk~ transmission• the 
seeing, and the offset from a reference image. Its main inPuts 
are the c•Jrrent irr.age itself• a dar!<. field and aro iroverse QE 
field, and a reference list of fiducial stars stored in a .OBC 
<OBJect Catalog) file. 

PFFSETSPT calls PFFSETSPN, which sPawns the task OFSTTK. 
OFSTTK consists of the header routine PFF5ETTSK, which calls 
PFFSElSBR. PFFSETSBR OPens and frames the inPut region and 
regions for the dark and QE fields. It loads the fiducial star 
list from a sPecified .OBC file and looPs thru the list of 
fiductal stars <u~ to 10 of them), An area centered on t~~ 
nominal Position of each fiducial star and of size 
<2 * errw + 2 * intrw + 1> (errw is the e::F-ected noa::im•Jm Pointins 
error and intrw is the si=e of the integration resion for GTSTBFI 
i s 1 o ad e d i n to a b •J f f e r an rJ c 1 e an e d ( f 1 at f i e 1 d t' d > b ':1 s 'J b :· r • •J t i n l~ 
GGCLBF. Once the cle2ned buffer is read':~' PFFSETSBR calls GTSTBF 
( G e T 5 T a r f r o m B •J f f e r ) to de t e r m i r, c t h e a c t •J e; 1 F- r c• F· t:- r· +. i ~;· s o f t h e 
st~tr. 

G T 5 T B F i s t he k e ~ s u b r o •J t i n e i 11 P F F S E T ' .3 n d i f ., .:! n e e d t o 
PlaY games with the star Positions (du~ to Poor b~cksround 
subtraction• bad Pixels, etc.) this will be where we do it. The 
current standard version takes a simPle sum over an intesration bo•: 
<intrw*2 + 1 by irotcl * 2 + 1> to :=:P.t the bri!:h1.ness. ar11J te:•V£o>~ 
first and ser·ond moments to get the centroid and the width of the 
star. An alternate vers·ion s•Jnos orrl~ the cent.o:.r· 1 •: 3 ~-i::els• 

arod •Jst.-;; a 7 :: 7 "hollow bo::• to find a local backsro•Jnd wllich. 
i~ subtracted befor~ summins. GTSTBF alsa returns the width of 
the st~r at half max and at a SPecified threshold; current!~ the 
w i d t h i :. j •J s t to the n e a rest P i :: e 1 , b o.r t event u a 1 1 ·,; w ~~ s h •.:. u 1 ·l ;; d d 
an interPolation routine. 

The values return~d by GTSTBF are stored in arra~s ~nd 
Frocessed b':l PFFSETSPR to Produce mean ~nd standard devi2tio1' valu~~ 
for offs~t, sk~ transmission. and seeins <returns saussi3n si~rna 

= fwhrn/2,351. The offset and S!:'S'ir1S are returned in r-i::-:1 * lt. 
coord1roates. 

PFFSETT5K files the indi~idual current ··t~r values in ~ 

f i 1 e ( s r· i d ) • T L 1 ( t e 111 P o r a r ':1 L o !i! 1 ) • a rod F· a s s lit s t h ~" ;.. • J "' IT• '3 r '=' ·• a l•J e ~-
b ~cr. t '• F' F F SETS F' N • P F F 5 E T SF' T of fer s the oPt i on I) f F-· r in t in 9 o •J t 
the individual v3lues from the .TL1 file. 
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.To use PFFSET: 

PFFSET REQUIRES a 
stars for a ~iven f~eld. 
the Fiducial Star Editor. 

.OBC file containins a list of fiducial 
This file can be created usins EDFSTST~ 

PFFSET also reouires a dark field and an inverse QE field 
in •emor~. The default re~ions are DRKFRH and QEFFRMr which can 
be loaded with data from disk usins GDLOADTST. 

PFFSETSPT reouests the followin~ inPuts: 

INPUT 

DARK FIELD 
llE FIELD 

File ID for sk~ resion. Extension will be 
i~nored. 

Resion name or abbreviation for inPut imase. 

Resion name for dark field; "d" sives DRKFRH. 
Resion name for llE field; •a• sives OEFFRM. 

Dark backsround Nominal dark backsround. Not used excePt in Passins 
data between GGCLBF and GTSTBF internal!~; 
for most PurPose~• Just use 400. 

Sk~ backsround Current sk~ backsround from SKYBAK 

Threshold Threshold value for recosnizins star. Ideal!~ 

set to S * csisma <S std. dev. above backsround>. 
For casual user use 10. Also used to define size 
of star <width above threshold> 

Tlow and Thi are set internal!~ to lr 16383 to flas 0 Pixels as bad • 
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PFFSETSPT returns the followin~ values: 

List of stars: 
Ref. tr centroid rowr colu~n• total brishtnessr fla~ <normall~ 1) 

zcsens 

cblurx 

offset 

va r. 

n star 

errf 

time 

Sk~ trans~ission: ~ean of ratios of current star 
brishtness to reference star brishtness. Note 
that all stars are ~urrentl~ weishted eouall~ <brisht stars 
do not dominate) and that curr~nt lele~coPe 
transmission and exPosure time ar~ set to default 
values inside PFFSETSPT, 

Sk~ transmission variation: standard dev. of 
ratios of different stars <a~ainr unweishted), 

Eoual to zsk~trr since (zcexP * zteltr> is set to 
1 <zcsens = zcexP * zsk~tr * :teltr> 

•seein~· in 1/16 Pixelsr defined as mean of FWHM 
of starsr divided b~ 2.35. This is aPProximate!~ 
sisma for saussian stars. 

Offset between current and reference Positionr rows and 
columnsr in Pixels (division b~ 16 is 'done alreadw> •. 
Offset is calculated for each star as <current rentroid -
reference positior•>• and the PFFSET result is the overase 
of the individual offsetsr NOT weishted b~ star brishtn~ss. 

Variations <standard deviation) in offsets, rows and 
columns. Note that this is not a ver~ Preci~e statisti~ 
for small numbers of fiducial starsr and is intend~d onl~ 
to fla~ verv bad fits. Should be less than 0.5. 

t ~f stars found. This ma~ be less than the number 
of reference stars if bad Pixels cause one or more 

·stars to be thrown out. If more than 2 stars are 
thrown outr something is Probabl~ seriousl~ wrons. 

Error flas 

PFFSET runnins tim~ 
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GGCLSISPT 
GGCLSISPN 

GGCLSITSK <task name CLSITK> 
GGCLSITSK 
GGCLSISBR 
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GGCLSI PrePares the current salax~ subimase for subtraction. 
It subtracts off a dark field value from each Pixelr ~ultiPlies 
b'!:l an irrverse OE value <which corrects for both o•Jarrt•lln 
efficienc~ and oPtical visnettinS)r subtracts off ask~ 
backsroundr scales the imase to a specified sensitivit'!:lr 
and adds back a standard dark backsround <normall'!:l 
400>. It also coPies the salax~ subimase into an outPut resion. 
GGCLSISPT controls the framins of the resionsr 
and fra11es the outPut resion such that the remainirrs offset 
between the current subimase and the reference subima~e will be 
between 0 and 1 Pixel on each axis. 

GGCLSI obtains dark field and OE information from 
resionsr normall~ DRKFRH and DEFFRM. GGCLSISPT obtains subimase framins 
information from a sPecified .RSP <Reference Subimase P~rameter> 
file; the actual task CLSITK does not access disk at all. 

The alsorithm for framins the subimase and outPut resion 
is as follows: 

ioffrw = inteser offset = <offrx + 16000)/16 - 1000 

<the 16000 insures that the roundins Process round~ DOWN> 

sbrwbs = rfrwbs + ioffrw 
sbrwed = rfrwed + ioffrw 
sbclbs = rfclbs + ioffcl 
sbcled = rfcled + ioffcl 
<subillaSe rwbs = refe.rence rwnbs + inteser offsetr etc.> 

rorwbs = sbrwbsr etc. 
<OutPut rwbs = subiaase rwbs> 

ExamPle: the reference framins is 101r200r101r200r and 
the reference salax~ center is at 1SOr1SO. The offset is 1.8r -2.4r 
so the current salax'!:l center is at 1S1.8r 147.6. Th@ inteser 
offset will be 1• -3 , <leavins a f?actional remainder of 
o.Sr 0.6 for GG8LOG to fix>. The current subimase <and outPut> 
framins will be 102r201r98r197. When the outPut resion is 
RE-FRAHED (b~ GGSBAC> to the reference framinSr 101r200r101r200r 
the salax~ center will aPPear at 1SO.Br 1S0.6. A fraction of a 
row of the salax'!:l is lostl one could save that information bY 
makins the subimase 1 row <and 1 column> larser than the 
reference subimaser but that would make the offset calculations 
even. more confusins than the'!:l are now. 
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To Use GGCLSI 

RUN GGCLSISPT 

GGCLSISPT reauires 4 re~ions and a disk file. Th~ 
resions are the ·lnPutr Dark Fieldr OEr and OutPut re~ions; the 
disk file contains the Reference Subimase Par~~eters. In orderr 
GGCLSISPT reauests: 

Sk\:1 re~ion 

InPut re~ion 

Dark frame 
OE frame 

32 char. filename; extension is set to .RSP 

Cont~ins RAW CCD imase 

Ilefault is "d" 
Defa•Jlt is •a• 

OutPut re~ion Must be lar~e enou~h ~o contain salaxY subimase; 
does not need to be larser. Framin~ info. from 
REGIO~FRH.DAT is disre~arded; framins is set to 
reference subima~e framin~ + offset. 
Recommended outPut is CURSIP C"csp• -- Current 
SubimaSer Processed) 

SkY backsround Value from SKYBAK. This is subtracted off after 

ZCSENS 

Offset 

flat fieldins and aPPears onl\:1 as an additive constant. 

Current sensitivity. OutPut will be scaled b\:1 
1/ZCSENS. 

Value from PFFSET. This is used with data from the 
.RSP file to determine th£1 subimase and o•JlF·•Jt fram.i.ros. 
Offset sho•.Jld be eroterd as row*l6r col*16; i . ..,. 
if offset is 1.75 rows and -.375 col., t\:IP~ 28r -6. 

CBKGNDr the backsround added to the outPut subimaser is set 
internallY to 400. Tlow and Thi are set to 1r 16383. 

In addition tb the outPut re~ionr GGCLSISPT returns: 

Reference framins: The fr~mins retrieved from the .RSP file 

OutPut framins: The framins used for the outPut resion 

Scalins: 1/ZCSENS 

nbPix: Number of bad Pixels (outside Ctlowr thiJ encountered 

errf: Error flas 

time: Execution time of CLSITK 

7 

' 
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** DRO:C311rlliMAGECYC2.HAN;S 

C311rll CURIHGTST 

CUf.:IHGCTL 

SKYBAKSPN 
F'FFSETSP~l 

GGCLSISF'N 

CURIMGCTL is a control routine for the first half <roushl~) of 
the ima~e c~cler consistin~ of the thrae tasks SKYBAKr PFFSETr 
and GGCLSI. It sPawns the three tasks in orderr and takes care 
of Passin~ data between the tasks. The maJor inPuts to CURIMGCTL 
are a new raw CCD imaSer dark and QE fields in memor~r and a fiducial 
star list c.OBC file) The outPut is a "cleaned" current 
salaxs subimaSer alisned to the nearest Pixel with the 
reference subimaSer Plus valuPs for offsetr seeinsr etc. 

CURIHGTST is a te~t routine which allows the usPr to run 
CURIMGCIL direct!~. CURIMGTST loads a .RSP fil~ to determine 
subimase framinsr and accePts other information ftom the ke~board. 

TO USE CURIMGCTL 

RUN CURIMGTST 

CURIMGTST reouires: 

Sks re~: ion ID 

BkSnd list ID 

INPUT resion 

DARK FRAME 
CE FRAME 

OUTPUT resion 

Threshold 

E:·:Pos•Jre 

32 character file ID for retrievins .RSP and .OBC file5 

32 charact~r file ID for backsround Pixel list fer SKYB~K. 
File must be senerated usins BKLGEN 

Resion containins raw CCD imase 

Defaults are 'd" and •o• 

Resion which will contain salaxs subimase. 
OutPut resion framins will be Ref. Subimase framins 
from .RSP file. 

Threshold for recosnizins fiducial stars. 
For casual user use 10. When SKYBAK sields correct 
values for csisma Cbacksround noise), the normal. 
value will be -S <threshold= S * csisma>. 

ExPosure in ~econds. TelescoPe transmis~ion is 
set internalls to 0.2. Note that chansins the exPcsure 
will not chanse an~thins excePt the calculated 
sks transmission; all the scaling is done ~ased 
on fiducial star brishtnesses • 

The outPut backsround is set internalls to 400; Tlow and Thi 
are set to lr16383. 
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CURIMGCTL <not Curimstst> Provides several blocks of outPut 
when comPiled in Debu~ (/de> mode: 

StartuP information: 

arifrm 
arofrm 
adkfrm 
aaefrm 
cdrkbJt,, etc. 

i~Put fra&ins Cnormall~ 1 512 1 320> 
outPut (from .RSP file) 
dark field • Cnormall~ 1 512 1 320> 
QE field 
Printout of inPut and default variable values 

After runnins SKYBAK 

CSKYBK 
CSIGMA 
NPIX 
NBPIX 

Sk~ back~rot.md 

Std. dev. of sk~ backsround 
t of valid Pixels summed 
t of bad Pixels encounterad 

After runnins PFFSET 

ZSKYTR 
ZSKYTV 
ZCSENS 
CBLURX 
OFFSET 
Off. VAR. 
NSTAR 

Sk~ transmission (assumins ZTELTR = 0.2, inPut ZCEXP> 
Std. dev. in sk~ transmission a~ons fiducial stars 
ZSKYTR * ZTELTR * ZCEXP 
•seeins•, saussi~n sis~ar in 1/16 Pixels 
Mean Current - reference star Positions: rowr col 
Std. Dev. of OFFSET among fiducial st~rs: rowr col 
t of fiducial stars matched 

After runnins GGCLSI 

S•Jbimc:~:·~ framing 
Int. Offset 
Frac:. Offset 
Seal ins 

NBPIX 

Ref. subimase framins + inteser offset 
Nearest smaller ir.teser offset 
Remainin~ (positive> fractional offset 
Sc:alins factorr ZRSENS/ZCSENSr multiPli~s 
each Pixel to make cu•rent imBSe brishtne~s 
eau~l to ref. brightness 
t bad Pixels in subimase 

If fiducial star list Printedr for each star 

Ref. t centroid rowr c:olr total brishtness (hot scaled>• fla~ <norm. 1> 

.. 
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C3!1,1J LDPRSASPT <Run via @ldPrsaspt) 
LDPRSASPN 

LDPRSATSK <task name LDPRSA> 
GCSET 
GCSUEIX 
MIDKGN 

LDPRSA is the task which loads a subimage, stored in RW's 
format <NOT in .RAI format), from disk into a regionr in Pr~P~ration 
for blurring and Josgins b~ GGBLOG. LDPRSA Performs 3 functions: 
Clear regi~n, load subimaser and subtract reference backsround. The 
clear function is Performed b~ GCSETr and Prevents extraneous data from 
aPPearing in the border around the subima~e <recall that GGBLOG/CONVOLVE 
acts on uP to 3 Pixels outside the inPut subimase when doinS a 6 x 6 
convolution). The subima~e is lo~ded b~ RW's routine MIDKGN. Finall~r 
GCSUBX subtracts a constant <rbkSnd> from the subimage. The subtraction 
ideall~ sets the reference imaSe background level to 0; this both SPeeds 
UP and imProves the accuracw of CONVOLVE. 

LDPRSASPT loads a .RSP file to determine the reference subimase 
framins and the r~ference backsround. IF THE REFERENCE BACKGROUND i~ 
NOT SET in the .RSP filer the Processed reference subimage will co~~ out 
with dot.rble backsro•.Jnds (e.s. a bac:k::lro•.Jnd levt:!l of BOO>. 

The outPut r~sion framins will be set to the .RSP framins 
PI.US ~ BORDER for the benqfit of CONVOLVE. The border is currentlY 3 
:·;~~]s; e.s. if the ref. subima~e framing is 101,200r101r200r the 
outPut resion framins will b~ 98r203r99r203. 
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TO USE LDPRSASPT t~P~ 

I?LDPRSASF·T 

RUN LDPRSASPT WILL NOT WORK! becau~e the installed task name 
i<:. L!'IPF:SA• and MCF.~ will fir•d that no111e fir·st ~r·d t.r'.:l to r•Jr• the installed 
t ; : s I·, d 1 r t:: P. t 1 '=' , Y o '-' c an en t e r• RUN C 3 1 1 r1 J L D P R 5 ASP T , T S K , w h i c h i s what 
~LDPRSASPT does. 

LDPRS~SPT reuuires the fcllowinS inPuts: 

OUTPUT re~ion 

51<.':1 Resion ID 

Resion to Put subima~e in. MUST BE LARGE ENOUGH to 
hold ref. subimase Plus 3 Pi~el border. 

~~ char. file ID for ,RSP and .RSA <ref. subimase 
arro'::l) files. 

TI.OW ar•d THI are set to 1, 16383 internall~. All bad Pi::els are 
.,,t tD t~e back~round level <i.e, O>• to minimi~e effect on CONVOLVE• 
'-'h: ·~h [IQES NOT test. for bad f'b:e 1 s at this ti11ae. 
A lt?-ter version ma':l s~t bad Pixels to an averase of neishborins Pi::els. 

LDPRSASPT returns the reference subimaSP in the outPut r~sionr 
Flus the followins information: 

r·i fraii•P. 
:-bk~nd 

nbPi:·: 
t. i h&C 

~ r r·f 

Actual framins of referenc• subimase 
Backsround from ,RSP file 
t of bad Pixels (outsid <tlowr thiJ> encountered 
runnins time nf LDPRSATSK 
error f] ''!l 
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r311r1J GGBLOGSPT 
f;GBLOGSPN 

GGBLOGTSK <task name BLOGTK> 
GENr.OA 
CC'I"I.'OLVE 

- 150-

GGBLOG ?Arfur~s the functions of blurri~~ the reference subima~e 
to ~atch Poorer current seein~r and Jo~Sins the subimase bw less 
thsn 1 Pi''"'l• 

GGRLOG uses CONVOL'JE to convolve the inP•Jt arra'.:l with a 6 :-: 6 arra~ 
<:!••nerated b~.:~ GENCOA <GENerate· COnvol•Jtion Arra..,. Elenrent it3r Jt3 of the 
r:•.•nvolutiorr arra.., is given b.., 

c<i+3rJ+3> = SIJIIJ over d>: = o, u d!;l = o, 1 

wh~;:re 

r EP.F ((i + d··· + o.s> * Csismax/sart<2>>> 
ERF «i + d:·: - 0.5) * < s is 111 a:: Is 11 r t. < 2 > > > J 

* [ ERF ( ( J + d!:l + 0.5) * Csisma'.:1/sort<2>>> 
ERF ( ( J + d!;l o.s> * (sisma..,/sort<2>>> J 

* Jos<d~{, d!;l) 

si•max = std. deviation "width" of Saussian distribution 
bw which i111a~e i~ to be blurred 

jog(OrO) = <1- ofPset~>C1 -offset..,> 
Jo~COr1> = <1 - offsetn><offset'.:l> 
et.c • 

.:~rrd EP.F(,d is a r·obmomial aP?rc::imation to the error function 

Th~ 3rr~~ rPturned i~ a fined Point arra..,, scaled so that the 
sur~ of all Pi:-:el,: is 1000 \t/- a ro•Jndoff error of •JF- to 36>, If the 
blurrin• ~idth is too larse Cbi~ser than about 1 Pixel>r sisnificant 
li•l•~ wo~ld ~e "lu.L" from. a 6 x 6 convolutionJ this overflow is 
i••nored in th~ resc•linS Processr so one actuall~ convolves bw a 
trurrcaLed s~u~sian scaled to unit area, instead of b'.:l the full saussian. 

Once the convolution arra'.:l e::istsr GGBLOG calls CONVOL to 
J-t::;oform tile con·.·olution. CONVOL simF-1.., s•Jms the products of 36 
J-ix~ls frum the inPut resion with the 36 elements of the 
convolution arra'.:lr divides thP sum b~ 1000, and stores the result 
il• tire ui.J1.Put resion. To ndnimiz~ relhaPPins 111emors' 
CONVOL J-rucesses.blocks of Pi~els to~eth~rr and does some tricks 
~-•1ch ""'"' teslins inP•Jt. Pb:els and di~cardins those which 
l.."(rllt.rii..rut.e ne~'nis;;bl':l <less than 1/2 co•Jnt> to the outP•Jt, 
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LI~TTATIONS OF GGBLOG 

GGBLOG i~ a slow routine' simPl~ because straishtforward 
C''H•·,.ul•Jl io11 in,wlve~ lots of arithmetic. With no arithmetic' it 
l,·l P.~, 2 -.ec·nnd·.o to load and store a 100 :: 100 arra.,, With J•Jst 
,inc<<:·ir.~ (:o the cor.vol•Jtion arrc:\:1 hc:s onl~ 4 nor.=ero elements)r 

1no x 100 arra':l is Processed in 4 second~ (approx,). With a 
f•.•ll 6 :: 6 convol•.Jtioru a 100 :; 100 arra':l tal!.es •JPwards of 10 
set.·und-:: •• 

On~ aP~ruach to sPeedin~ this UP is to take advantase of 
tt•e orthosonal nature of saussians <and of our current Jossins Process> 
and do se~arate X and Y convolutions' reducins the worst case 
calculatiuns from 36 multiPlies to 12 at the exPense of some 
~:;tr·a memur'=! II•CIF-Pins c'nd coP~ins. Arrother is to store two or 
mor~ reference F-ictures with different blurrins, to reduce the 
aruuunl of additional blurrins needed. 

Jo~sinS an imase introduces additional 
bl•.Jr·r·in~H a sinsle brist.t Pixel is SPread over 4 Pi::els in the 
outPul.. The worst case of this occurs when' in the reference 
ima~e· u star lands on the Junction of 4 Pixels. When the imase 
i~ Jo~~ed' the star is sPread over 9 Pixels' while in realit':l the 
stdr ma~ fall al~ost entirel~ in 1 Pixel: 

GGBLOG 

100 100 so 

100 100 ==> ~0 100 

50 

2.5 

so 
.,.,. 
...... 

Realit~ <extreme case> 

100 100 0 0 

100 100 => 0 400 

One cannot comPletel~ Prevent thisf in the other extreme 
<~ Pe~fectlY s~uarer flat toPPed star!> GGBLOG would be risht. 
Giv~r• ~n undersamPled imase <in the N':louist sense) one cannot 
dQ Per·fectl~ well. How~ver' Siven some knowledse of the shaPes of 
$L~r imaSPsr one ~hould be able to do better, and slishtl~ fancier 
cor"iolution-bc;s.ed alsorithms ·are irr the works. Still fancier 
Froc&sses Cfo••ri~r transformsr rittins routinesr etc.> could do 
Gelte~ ~tilt~ ~ith c:dditional co~Plexitw Cthcu~h not necessaril~ 
IIIUC'·il addltion<tl i.ime; ideall~ (meanins if we had a 32 bit 111achine> 
2D 128 :: 128 fourier tran~for~ convolution would involve onlY 
<7 + 7 + 1 + 7 + 7) = 28 multi~lications Per Point. Unfortunatel~r 
•=i w~ dor•'l hcc·.-e a 32 bit machine and b) the'=!'re COMF'LEX m•JltiPlicatior.s>. 
H~wPv~r·• the @asie~t thins to do is do as well as is con~enientr 
<H•d tho;,r. collect and iSnore the renac:inin~ bad r-i::els •••• 

Or·~ thin~ ~o~hich is ver~ e·as~ to do is alter the bl•Jrrins 
·:l~~rithm so thatJ if one rs blurrins the reference imase, the 
i:muunt o~ blurrin~ is r~duced as the amount of Jo~sins increases. 
AL lh~ mcmentr how~verr the reference seeins is no better than 
!.~•~· ·:·"•'rP.IIl Zt"t-.in:.>• :o lhat. doesn't. helP an~. 

. ,; 

.~ 
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TC USF. GGT;LGG: 

PUN GGHO~SF'l 

f-SF.I OGSPT reauest~: 

Resion cont~inins imase to blur and Jos. Backsround 
le~el• and all bad ~ixel$, should be set to o, e.s. 
b~ LDPRSA. Resion must be at least 3 Pixels larser 
th~n subi~age on all edses • 

OUTPUT resion Need onl~ be larse enoush to contain subimase. 

Subimase framins 

NOTE: GGBLOGSPT DOES NOT access a .RSP file to find subimase or resion 
framins. Therefore• one will in seneral have to enter ~eculiar 
framins values for inPut, out~ut, and subimase framing. For 
ex~mPle, ··reference imase with framing 100,200,110•190 ma~ be 
stored in resion REFSIHr re~ion framing 97r203,107,193 <remember 
the 3 Pixel border), so one would have to enter 
for: 
INPUT 

OU'!'F'!JT 

REFSIM 
97r203r107r193 

(sPecifies user inPut resion> 
(resion name> 
( re:.Hon framins> 

REFS IF' 
100r200r110.t90 

~LlBH1AGE 
lO•)~:oo, uo .• 190 

Sisma of desired saussian blur• for rows <vertical 
blurrin~) and columns <horiz. blurrins>r in 1/16 Pixels. 
GGDLOGSPT does not keep track of reference imase seeinS• 
so this is the ADDITIONAL blurrins reouestedr not 
the desired seeins in the outPut subimase. 

De~ire-J. Jagsln• Iro 1/16 Pixelsr range 0 to 16• rows and columns. 
Ima~es are Jossed in the direction of increasins 
row and colamn; e-.s. a st~r cente~ed on the middle of 
Pi::el 100r100 drod Jossed b., 8·•8 will be centered 
at 100.5• 100.5 <J•Jroctioro of 4 Pb;els> in the o•JtP•Jt. 

R~f. bac~~round Constant added to outPu~ subimase; normal!., 400 

Tluw and thi arP set internal!~ to 1r163SJ, but CONVOLVE 
o.::•11·rentl~ d•:E:.•::. not chec:k. for bad Pi:·:els at all. 

BLP.Cl 1'F 

r. i': ·..1 , .. 

~lur 'Jverflow; the amCIIJiot of li::!ht which falls 
n•:t!:.l.Jt.- a .:t, :; 6 convol•Jlion arra•.J. If this is 
l.•o :O:o:.-r t.i1an abu•Jt 100, the !laussiaro convolution arra~ 
is lidl~ lrurocaled at lhe edses. 

E r o· u r f 1 C! <1 
E;:£~~:•J+. ion time o.r GGBLOGTSK 
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